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ABSTRACT

The purpose of this study is to provide a theoretical basis for a
general purpose speech recognizer. The research has focused upon the
nature of normal speech, which can be distinguished from discrete
articulation by the continuous movement (in normal speech) of ariiculators
from one position to another; as a result, sounds in continuous speech
are more likely to modify the production of surrounding sounds than
they are in discrete speech,

Assumirg that, according to the ergodic theory, sound changes
occurring in everyday speech reflect and repeat the changes which have
occurrcd in the historical development of language (because the physical
modes of speech production arc the same), linguistic examples and
theories ot sound change were studied From this study, a body of rules
for sound change or euphonic combination was derived and their applicability
to the English language tested, These rules represent an error-correcting
code to restore omitted or indefinite word boundarics and/or to restore the
orthographic phone classes which are altered in continuous speech.

The study required the evaluation of exisling rescarch and theories,
as well as the gencration of some original data, the latter consisting of
high-quality recordings of continuous speech saimmples.  Both original data
and proviously published data were subjected to acoustic analysis of
minute portions of the speech waveform, These measurements both
suggested and justified a principle of scegmenting speech, to be used in
conjunction with the representations of speech sounds in the multidimensional
modcel {according to the degree of frecdom in various dimensions of their
production), and the above mentioned crror correcting code, to delincate
a new conception of a gancral purposce recognizer.
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PREFACE

Iii order to provide 4 théoretical basis for a general purpose
recognizer, we have investigated the possibility of organizing the
information available on the various aspects of speech into a
multidimensional model, based upon genetive linguistic, phonetic, and
acoustic considerations. We have thus attempted to establish an
orderly method for representing speech sounds. This orderly method
is unique, we believe. for while it can readily be used to describe
the sounds that occur in carefully and discretely articulated specch,
it can also provide a basis for a rccognition program for imperfectly
articulated continuous speech, For example, the recognition of
bet you (bechyou} in continuous speech utilized information which is
similar to that previously known: the representation of be and the
representation of chew . Itis our rules of cuphonic combination which
bridge the gap between whal was previousiy known about discrete specch
(be and chew ) and what we have discovered about continuous speech
(E.chyoa—)—,——b-;f indicating that such a modification of discrete specchis
likely to occur in continuous speech.

Instead of undertaking the formidable task of examining vast
samplings of continuous specch, we have constructed our model on the
basis of existing literature. The physical basis of articulation has been
and is currently being investigated thoroughly by other researchers.

For the most part, our explanations of the physical production ol

sounds concur with widely=accepted descriptions: our one exception

{and thus our major contribution) to this desc ription is our emphasis

on the distiactive nature of continuous speech., Existing theorics suguest
that normal speech can be rediaced to its scientific ¢ssentials by studying
the productivn of individual sounds, and then combining sounds i an
additive fashion, That is, by forcing air through the articulators,

sound is producced; changing the pozition of the articulators changes

the acoustic properties of the sound., Thus for cach arrangemeoent of the
articulators by a particular person, there corresponds a sound ol
reasonably distinet acoustic propertics,

We contend, however, that one cannot metely use the sum of a
scquence of separately - produced sounds to describe what happens in
normal or continuous specch, Tor speech does not consist mercely of
placing the articulators in a position which is fixed for a particular
sound, and forcing air through them, one breath for vach sound, Lnstead,
the air is forced through continuously, and the articulators are constantly
moving from one position Lo another, making a continuous [low ol
sounds. [t is then important to recognize that in continuous specech,



sounds can easily modify surrounding sound, so that the waveform of
a sound produced in continuous speech can differ significantly from the
waveform of that sound pronounced in isolation. In continuous speech,
sounds can be eliminated, added, added together or substituted for

one another,

Thus the matter of articulation, when applied to continuous
speech is intimately connected with the phenomenon of sound change,
It is on this basis that we undertook an historical survey of sound
change in various Indo-European languayges, which utilize the same
physical modes of production, This study is prescented in Sections 1 - 3
of this report, From this body of linguistic rescarch, we collected
several hundred tentative '"rules" of sound change, assuming, by
analogy with the Ergodic theory of physics, that all the sound changes
which have occurred in the historical development of languages are
being duplicated today, at a particular moment in a given language,
We do not, however, accept such "rules' as final, until their occurrence
in modernday English has been substantiated by examining samples of
continuous speech.

Phonetic analysis is a tool of the linguist, and can be used only
to ascertain how continuous speech is perceived by the human car
{i.c. whether or not words actually do or do not contain the sounds
indicated in their orthography), As such, howcever, it provides a
worthwhile indicator of the acoustic discrepancies which may occur in
continuous speech,

The final analysis and criterion must be acoustic, however, for
it is e acoustic was eform which must be understood by a speech
vzore o this roason, Scction 4 ol this report, which presents
acoustic cvidence to pustify ear treatment of speech information, might
be considered an essential contribution of this study,

Latr N

Our work in this study has been limited to examining the charac-
Leristics of those sounds usually classificd as consonants, {We do,
however, make several general observations and recommendations about
vowel treatment, although the vowels were not studied in depth,) In
sceking 1o provide an orderly means of representing consonants, we have
reached seserel mdjor conelusions: (1) the character of a given con-
somint - its place or manner of articulation, and thus its acoustic repre-
sentatinon - chanpes according to the sound which precedes or follows it.
{2} For this r1cason, so-called "consonant clusters' should be treated
as unique entities, not as the addition of two or more fixed sounds,

{This is amplificd in our discussion on scgmentation in Scction 4.) (3) I
consonanl clusters are treated as special consonants, then speech can be

-ii-
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divided into segments consisting of ''consonant-vowel' combinations,
including the onglide and offglide transitions to make recognition
more precise,

The multidimensional model for speech recognition is thus an
ordered manner of representing the various classew of consonants in
such a way that a shift or drift of consonants to another class can be
accounted for, The body of rules of sound change or Euphonic
Combination, as we shall show, can be rcpresented in symbolic form
suitable for computer programming. Our model plus the rules of
euphonic combination thuthpepresents an error-correcting code for
speech recognition. For since the same degrees of freedom exist -
within the realm of physical possibility and necessity - we can predict
the mistakes which may occur, We are thus operating by analogy with
the Ergodic theory of physics, rather than following the hypothetical
vonstructs of linguistics, which are at times contradictory and often
unorganized.

Furthermore, our work has suggested scgments which are
better suited for recognition by the perceiver than either phonemes or
words, And finally, our work has indicated the importance of
including such aspects of speech as intensity and duration as consider=
ations nccessary for the scgimentation of speech, Additianal research
in these areas seems advisable,

It may be noticed that certain of the concepts prescnted in
this report will be familiar to the reader, We inelude guch information
for scveral reasons:
1) to state a common backgreund and Lo provide information for
those readers not specializing in any one ol these aspects,

2) to provide detailed descriptions of our assumptions and thus
to indicate the extent of applicability of our method and our
resulls, ‘

3) to order information which has been previously available
from various sources, but which has never been presented
in an organized form in the published literature.

I
|
4} to describic and to explain cur method of ordering sounds, and l
to justify our positioning of sounds in the multidiimensional
model,

5) to asccrtain that the just critics can {ind constructive appects

and that professional critics can be credited with justifiable
commetts,

~idi=



The individual treatment of the work done by western linguists,
of sound change, of the concept of the multidimensional model,
and of the acoustic evidence substantiating this concept has necessitated
a certain amount of repetition; such repetition is necessary for the sake
of clarity. In order to organize and consider all the necessary aspects
of speech, we have been denied a study in depth of several areas where
such study seems advisable, Our thoroughness has been to include all
aspects, rather than to examine certain of these aspects in great detail,
Furthermore, a hi storic review was necessary for several reasons:

(1} To point out difficultics of definition which have confuscd
previous research in this field. One serious example of
unclear definition is the historic use of the term ''phonemec. "

(2) To place our work in perspective with contemporaries, and
to clarify the stand taken in other published work,

(3) To cevaluate which concepts in the published literature werce
irrclevant, and to determine which of these concepts could be
adapted to suit our present needs,

Finally, qualifications of certain other aspects of our research
must be touched apon,

/hile place and manner of articulation arce uscd in defining
phones, the acoustic waveforms are not said to depend on these aspects
alone ; this is recognized by our CV vrdering of related aspects, The
principal reason for their consistent usc is the nced for ovdering
inf rmation about phone combination which is available in linguistic
literature where such nomenclature originated,

Our study introduces the importance of prosodic features of
speech, such as duration and intensity, which have been too often
ignored in work on automatic speech recognition, and which are not
cver considered distinctive features when they actually do provide new
ditferentia, as tn balm and bomb,

The role of pitely, intensily, time normalization, cte., is lefl
in a theoretical state primarily becausce ol the need for depth studics
in cach ol these arcas for additional discussion. Morevover, the
available information defines the situation only to the degrece of
justifying their inclusion as dimensions in the model,

It is worth noting, finally, that the results of a recent study,
""Dimensions of Perception of Consonants' was published by Robert
W. Peters in the December, 1963 Journal of the Acoustical Soviety of
Anmerica (35012, pp. 1985 = 9). In analyzing the psychological Tdistance”
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between consonants, it was reported that certain dimensions could

be ordered according to their importance in identifying consonants:
manner of articulation was judged the most important dimension, followed
by voicing, and then place of articulation, in that order,

We agree that thesce dimensions are important and necessary to
the identification of consonants; indced, ‘hcse dimensions are included
as the major criteria for categorization in eac's plane of our multidimen-
sional modecel.

Sectlion 1 of this report reviews the linguistic problems involved
in a study such as this; Section 2 outlines the form of the Multidimensional
Model; Sectinn 3 considers sound changes derived from our linguistic
phonetic and genitive re: interms of the model, It is in Section 3
(and Appendix H) that we proposc a body of rules for euphonic com-
bination in continuous spcech,

Sccetion 4 presents the acoustic data - the measurciments made on
portions of the specech waveform in order to test the validity of our approach,

Scctlion 5 suggests a method of scgmenting continuous specch into
units which, when used in combination with the stored rules {or cuphonic
combination, arc suitable for computer processing. In that scction
we also perform a cursory examination of the frequency of occurrence
for various rules of cuphonic combination, and explore various techniques

of computer formatting which could be uscd to match centinuous
specch to orthographic script,




MULTIDIMENSIONAL MODEL FOR AUTOMATIC SPEECH RECOGNITION
BY
B, V. BHIMANI
YECTION 1
LINGUISTIC ASPECTS OF SPEECH
GENERAL PROBLEMS OF AUTOMATIC SPEECH RECOGNITION

The basic purpose of this study is to define an orderly set of rela-
tionships that exist between speech patterns as they are physically produced
and the sound of speech as it is perceived by human and mechanical mecars.
It is our thesis that the sounds of human speech are not random phenomena,
arbitrarily mecasured. Rather, there is a direct conncection between the
way speech is produced within the physical limits of choice available, and
the sounds that the speaker produces.  As a theorcetical and practical aid
in analyzing the related data of phonemic combination and acovustical perception
we introduce the concept of a multi-dimensional model organized according
to the physical freedoms a speaker may exercisce in articulating his sounds
and their interaction with each other,

Our study, it should be emphasized, represents both a synthesis of
past works in phonetlics, linguistics, and acoustics and the first general
outline of what has been studied, what is relevant, and whal is needed in
the broad ficld of speech recognition,  The work of contemporarics in inves-
tigating phenomena of acoustics ol specech is congidered as 11 relates Lo our

concepts,

In combimung such data we do not asscert that specch ean be delined
and measurcd according to rigid rules of phonetic combination,  Rather
our problem is the relative freedom an individual speaker has to vary
the sound of his words and still make them recognizabte to the human car,
A model {for speech recognition must have categorics comprebensive enough
to include these variations, It is particularly for this reason that we must
study the physical causes of such variations, and measure sounds in unils
which will allow the greatest possible freedom tn identifying related and
unrelated phones,

As an aild to understanding this approach we include [iest a review
of the history ol phonctics and phonemics. A genceral background for our
concepts is provided also by the charts illustrating the interaction of scv-
eral of our dimensions, the general discussion of the divisions which our
model makes and the reasons for making ther; and the specilic analyses
of the problems involved in classifying and measuring vach of the dimensions
manncr ol articulation, place of articulation, resonance, vowels, duration,
intensity, and frequency,




In this discussion we have constantly related our formulation
of how speech is produced to the ways of measuring speech percep-
tion, ranging from the human ear to spectral analyses and time-ampli-
tude waveforms. Thus adequately outlined our formulation provides
the basis for more detailed analysis of the problems involved in both
its theoretical concepts and in its possible application in a practical
field such as the mechanical developmen: of a general purpose speech
transcriber.

One of the basic problems in building an automatic speech
recognizer is to decide what units the machine should recognize. We
can choose between larger units, such as words and smaller units, such
as sounds. When we consider the fact that the English language has
several hundred thousand words, it scems impractical to build a word-
recognizer., Once wr have made the decision to build a sound-recognizer,
we maust decide how it will recognize sounds, It has been suggested that
an automatic specch recognizer should be a phoneme recognizer, We do
not agrce with this suggestion, but before we can give our reasons, we
must first discuss the meaning of ''phoneme.

The word "phoneme'' is currently used with at least two different
meceanings. Sometimes it is a synomym for "speech sound! and sometimes
it refers to a class of speech sounds., It is primarily linguists who use
the word in the latter sense, and since they do not atways explain the term,
it is frequently difficult for those who have not read widely in this field
to follow the fine points of their discussions.,

In this scction we will describe the linguist's use of the word "phoneme!
and the concepts which underlie it. The discussion will begin with a brief
history of how the concepts evoelved and a description of some currently-
held theories about phonemes.  We will next describe the techniques of
phonemic analysis.  Finally we will discuss the relevance of the phoneme
to automatic spceech recognition and explain why we think some other sound
unil should be used for the machine,

I. IISTORY AND DESCRIPTION OF PHONEMIC TTIFRORY

Linguistics as an academic discipline bagan in the carly part of
the nincteenth century with the discovery that there were regular sound
correspondences between the Germanie languages, such as Foglish and other
members ol the Indo-FEuropean group, such as Sanskrit, Greck, and Latin.
These correspondences were of the type, Latin p corresponds to English f,
Latin t corresponds to Fnglish th, Latin < (pronounced E) corresponds to
English h.  Some words illustrating these correspondences aves




Latin pater English father

Latin tu English thou
Latin tres English three
Latin centum English hundred

The linguists who discovered these correspondences explained them
with the theory that most of the languages of Europe and many of the lang-
uvages of Asia arc descended from onec single language which was spoken
at some time in prchistory. This language was given the name Proto-
Indo-Europcan. Since it was spoken in prehistory all our knowledge of it
comes {rom comparing the languages dcscended from it.

In comparing these languages to decide whether the Proto-Indo-
European word for thret, began with tor th th, the linguists concluded that
the t is original and the th an innovation, Gecause only the Germanic lan-
guages have th. (At present, only two of the Germanic languages have th
but we know from written records that the others had it earlicr, )

The discovery that these sound changes had taken place was impor-
tant not only for an understanding of language relationships, but also for
an understanding of phonetics. p, 1, and k arce phonetically similar; they are
all voiceless stops. i__ 1_.1_1_, :mcl__ll are alst_)-phonutirally sitnilar; they arc all
voiceless continuants,  This means thal the process whereby p became L was
identical with the process whereby 1 became th and k became h, This :\lg,g,vsts
that the sounds of a language ol)u'ato as a byat(-m. rather than inde pendently
of cach other.

There are two other important sets of sound-changes between Proto-
Indo-Furopean and carly Germanic, They are illustrated by the following
words:

Latin duo nglish wo
Latin id nglish it
Sanskrit dha Fnglish do

These vcorrespondences are sununarized by the statements that the Proto-
Indo-Furopean voiced unaspirated stups d, b, and g became the Germanic
voireless stops p, 1, and k and that the Proto- In(lo Furopean voiced

aspirated stops bl\, dh, and Ll‘ buecame the Germanic voiced stops I), (l, and

g oor aspirants g, &, and g. (The exact nature of these sounds is not
clear because the Germanic langnages have made various sound changes since
then, It is true. however, that Sanskrit dh usually corresponds to modern

English d).  Again, similar sounds underwent similar changes.




The discovery of these sound-correspondences gave the impetus for
further research into the sound-correspondences among the Indo-European
languages. All of the languages descended from Proto-Indo-European had
made some sound changes, and the scholars' problem was to reconstruct
the original language.

In comparing words to discover sound-correspondences, the scholars
never knowingly compared words which one language had borrowed from
another. Whenever such words were included, the results disagreed with
the correspondences discovered by other comparisons, There are many
words besides pater and father which show that Lalin p corresponds to
English {, but the English word paternal appears to show that Latin P
corrcspo—hds to English p, The explanation is that paternalis borrowed from
Latin, and therefore should not be used to discover the sound correspondence
between English and Latin.,  The task of cstablishing the correspondences
was complicated by the presence of loan-words which werce not recognized as
such, and by the fact that some languages had undergone many sound changes,
and somec of the later changes obscured the effects of the earlier ones,

There were three types of sound-change which these early nineteenth
century liuguists recognized; conditioned, unconditioned, and sporadic.
A sound change which had taken place only under certain circumstances was
a conditioned change. Proto-Indo-European t became Fnglish th everywhere
except where another spirant or sibilant pu'u,dul it. Thus the t in Latin
tu corresponds to the th in English thou, but the t in Latin sto corrcsponds
1o the L in English stand, A sound ¢ hange which takes place ¢ under any
circumstances is an anconditioned sound change. Proto-Indo-Furopean
o became a in the Germanic languages in all positions,  Latin toga goes
back to the same Proto-Indo-Furopean word as English thatch; the word
probably had the original meaning of a covering, The tmyp(: of sound
change which the carly nincteenth century linguists considered important
was sporadic sound change. As the name implies, this type of sound change
was described as not subject to any rules,

In 1876, the idea of sporadic sound change was attacked by a group
of scholars whe maintained that all sound change was regular, that is to
say, all sound changes could be divided into two groups, thosce which were
unconditioned and those for which the conditions could be clearly stated, il
all necessary data were available,  This theory was an innovation because
up to that time the most widespread view about sound change was that cach
word had its own history; the new theory suggested that cach sound had-its
own history, This theory not only had himmediate applications to the problems
of reconstructing Proto-Indo~European but it also had a long-range cffect
on all later theories about how sounds [unction in language.

At about the same time that the theory of regular sound change was
finding acceptance, linguists also began to take interest in the fact that the
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sounds used in human speech showed much more variety than anyone

had given them credit for. The impetus for this came from the dialect
geographers, who were making maps of regions or even whole countries
which showed just how the speech of the people in each village differed
from that of the people in the adjacent village. Once they became aware
of the great phonetic variety, the linguists began making phenetic trans-
criptions which faithfully recorded every variation they could hear. This
approach became the standard practice, and since it is true that no two
speech events by the same speaker are absolutely identical and many of the
differences are great cnough to be audible, it became common to indicate
in the transcription that a given individval's utterance of the word "cat"
on Monday differed slightly from his utterance of the same word on
Wednesday,

There was anather rcason for variations in phonetic transcriptions,
although most of the phoncticians of that time did not rcalize it. No human
being, however carcfully trained, can function as an automatic transcribing
machine. The listencr shows variations just as the speaker does. On onc
day a sound might scem to be the vowel of bet  somewhat lowered, and en
the next day it might sceim to be the vowel T_E_a_t; somewhat raisced, The
situation is not improved by training the linguist to hear scven different
steps along the continuum from high vowel to low, Instead of transcribing
a sound as a low [£] one day and a high™ [ another day, the linguist trans-
cribes it as a vowel of the fourth highes step on one day and the fifth
highest on another. It is truce that some linguists arc almost perfectly
consigtent in their transcriptions, but this consistency appears to be an
inborn gift rather than something which can be taught,

The extremely detailed transcriptions produced by attempting
phonetic accuracy were not casy to work with,  While it was truc that
the word 'catl' was nevel pronounced exactly the same way twice, it was
also truce that it was always recognizable as “cat" and not confusced with
"hat' or'uat’ or Uat, 't Tt hecame clear that some phonetic differences
playced an important role in a given language while others were drrelevant,
With this realization came the need for terminology which would make it
casy to talk about the distinction between relevant and irrelevant differences.
It was at this point that the word "phoneme!" came into common use, to refer
to a group of sounds, diffecrences among which werce irrcelevent.

Although it has been widely used for about forty years, thereis
501l no agreement on precisely how to define the term “phoneme. " ‘This
is not to say that no definitions have been proposed; there have been maany
definitions and much discussion, but they have not let to unanimity,




The different definitions of the phoneme which have been proposed
fall into four main groups. Those of the first say that the phoneme
is a psychological entity; it is a physical entity to those of the second;
and it is both a physical and a psychological entity to those of the third;
whereas those of the fourth say that phoneme is a class of sounds, but
they do not ascribe physical or psychological reality to this class. The
linguists who subscribe to definitions of the fourth type do not flatly
state that the phoneme has no physical or psychological reality; they
say that there is not sufficient proof on this point, and until proof is
forthcoming, it is better not to make unnecessary assumptions,

It should be noted that although there is disagreement on how to
define the phoneme, it is possible and even common for linguists who
define it differently to arrive at the same phonemic analysis of a given
sct of data. This is because the techniques of phonemic analysis arc
quite similar, no matter what it is that the linguist thinks he is analyzing,

This is not to say that all phonemic analysces of the same body of
data will be the same; they will nol be. However, the dificrences cannot
be wholly attributed to differences in phonemic theory.  Yuen-Ren Chao
gives the following list of criteria which are used for phonemic analysis
(Chao, 1934).

(1) phonctic accuracy, or smallness of range of phonemes

(2) simplicity or symmetry of phonetic pattern for the
whole language

(3} parsimony in the total number of phonemes
(4) regard for the [eeling of the native speaker
(5) regard for ctymology

(6) mutual exclusiveness between phonemes

(7) symbolic reversibility (that is to say, given any phoneinic
symbol in a language, the range of sounds it represents
is determined; given any sound in the language, its
phonemic symbol is determined).

Chiao points out that different linguists don't attach the same weight to
these criteria, Some of the criteria such as (5) arc especially important
to those who define the phoncine as a psychological entity; some, such as
(1). arc especially important to those who define the phoneme as a physical
entity,  There are others, however, such as (6) which are not weighted by
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one or another of the four definitions listed. This means that differences
in analysis of the same data arise from different definitions of the phon-
eme and from different criteria of phonemic analysis.

II, TECHNIQUES OF PHONEMIC ANALYSIS

Despite the disagreement ahout defining the phoneme and about .
the criteria for phonemic analysis, most linguists use similar procedures
when making a phonemic analysis, and they come up with similar results.
The first step in phonemic analysis is to make a phonctic transcription,
but there is a problem connected with this. ’I

As the linguist listens carcfully to a native specaker. there seems
to be an enormous number of different sounds. Since he knows that it \
is highly unlikely that two speech sounds will be physically identical
he is not surprised at the number of differences he hears but it poses |
a gerious problem in transcribing and analyzing the utterances. The
customary solution is for the linguist to note only thosc differences which
he can analyze. This means that he uses the same symbol to transcribe 1
two sounds which he knows are different, Since they are different. they
cannot be called the same sound, but itis convenient to have some term
to refer to all sounds which are transcribed with the same symbol. We \
shall usge the term phone class. It should be noted that the phone classes \
«f one linguist will not nccessarily coincide with those of another. The ‘
number and extent of the phone classes of any linguist depend on his
training, on his inborn ability to analyzc¢ sound diffecrences, and differences
that are relevant in his native language.

If a linguist transcribes very few phone classes because he can
analyze few diffcrences, he may have difficulty making a phonemic
analysis. If he places two sounds with rclevant {phonemic) differences
in the same phone class, he is in trouble, It is essgential for phonemic
analysis that all sounds which arc phonemically different shall have
different phonectic transcriptions, It is for this reason that the lingniat
notes all the differences he can analyze; he does not know which are
phonemiec and which are not.

There are two types of non-phonemic variation. One type results
from the fact that two specech sounds are almost never physically identical.
The variations of this type are minor. The sccond type results froin the
fact that it is common in language for a phoncme to have quite different
phonetic realizations in different environments; these arce called allo-
phones. In English the k of key is different from the k of coo. although
they both belong to the /k/ phoneme. The k of key has its place of
articulation at the front part of the /k/ range, because the following
vowel is a [ronf onc. The k of coo has its place of articulation at the



back part of the /k/ range, because the follewing vowel is a back one.
These two [k} 's belong to the same phoneme i English because they
are phonetically similar and do not contrast. There are no minimal
pairs identical except that one word has the [k] of key where the other
has the [k] of coo. In Rumanian, however, these two [k] 's belong to
different phonemes, and there is at least one minimal pair, identical

in every respect except that one word has the front k] where the other
has the back [K] . The words are cu 'with' and chiu 'cry'. The letter
c is used to spell the front [k] .

In Appendix A we analyze a small amount of phonelic data; this
is to show how a linguist decides which differences are phonemic and
which are non-phonemic. As Appendix A shows, the Vietnamese (k]
and | p | alternate according to the adjacent vowel, just as the two [kl 's
do in English. In another language which has these two sounds, they may
belong to different phonemes. We cannot predict thesc matters from one
language to another, The phoneme is a structural unit of language, and
the phonetic shape of each phoneme must be determined for each language.

In this section we have described how sounds function in relation
to language; we shall next consider briefly the question of how an auto-
matic speech recognizer should function in relation to speech sounds.
Any design for an automatic speech recognizer must, first, be feasible from
the engineetring point of view, and, sccond, must distinguish betwcen all
utterances which are different in the language being analyzed. It should
be noted that the second condition states only that a speech recognizer
should distinguish between all different utterances; we do not stipulate
that it must ignore non-phoneme differences. We doubt that it is practical
to build a phoneme recognizer,

Phonemic analysces are made by human beings with all the
resourcefulness of the human brain. No one knows how the brain
works, bult we do know that it is the most efficient self-adjusting mechanism
in the world, Specch takes advantage of this fact by requiring listencrs
to ignore some details and concentrate on others. The problem in auto-
matic specch recognition is that we do not know how to build a machinc
that is equally seclf-adjusting. A human being, hearing a specific sound
feature, can decide whether it is important and should be noted or it is
irrelevant and should be ignored. In other words, he can decide, as
cach sound segment occurs, which aspects he should pay attention to
and which he should ignore. He may pay attention to a feature in one
context and ignore it in another. A machine could do this only if it were
given a precise description of the circumstances under which the feature
should be noted cr ignored. If we give a machine such a description
(assuming that such a description is possible), we render it incapable
of making any adjustment whatever for the assimilations which occur
whun one sound follows another. If we do nol tell it to ignore certain
features under certain circumstances, then the number of different sounds



which it recognizes will be greater than the number of diiferent sounds
which a native speaker of the language needs to recognize. However, given
the choice between a machine which is not flexible and one which makes
some distinctions which are non-phonemic and perhaps "unnecessary', the
authors at present believe that the machine which perceives non-phonemic
distinctions is to be preferred,

In all languages, therc are some phonetic variations which are the
result of one sound influencing a ncarby sound. Some of thesc occur
every time, and thus they are predictable; others occur at some times and
not at other times, and thus they are not predictable. The front { k] of
key is predictable; it always occurs before front vowels. The voiceless
dental stop [T} which sometimes replaces the English voiceless dental
spirant [p] (as in thin} is not predictable. The phrase with care is
pronounced sometimes with [ ] at the end of with and sometimes with
“*]. Since we cannot give a machine a precise rule about the substitution
of L’T"]forfb]' the sclution is tg let the machine recognize[']‘"] as a separate
entity. When it fails to find [WiT’] in its dictionary, it will check with the
ordered set of sounds (described in the following sections), note thatLlT
is only one leaf removed from [ , and decide that the work in question
is with.

yk'l‘hus, although in Vietnamese (sce Appendix A for details) [k

and ‘_pJaru considered in at least one analysis to be phonemically the same,
we will not require an automatic speech recognizer to recognize them as
the same sound. We require that the machine distinguish belween final {p)
and | p_] because the language contains the words [ipop)] and Lt op)which
must be distinguished, But this is our only stipulation about the recognition
of final stop consonants in this language. We nced not insl].{ruct the machine
to note the p closures of Tpj but ignore the p closure of { p ] .

We propose, in gencral, that the machine recognize sound segments
as a linguist recognizes "phone classes' in analyzing an unknown language.
These basic machine acoustic segments will be further desceribed in
Sections 4 and 5; for the present it is sufficient to emphasize that these
segments will be designed to distinguish non-phonemic dilferences, such
as ki and ko mentioned above.

We proposce, then, that the machine recognize phone classes as
the linguist does when he is analyzing a new language. These phone classes
will not necessarily coincide with these that any linguist would use, any
more than the phone classes of one linguist necessarily coincide with those
of another, The machine will probably have more phone classes than most
linguists. It will also have a complete dictionary of the language, written
in its phonctic script. Whenever it receives a word which is not in its
dictionary, il will refer back to its rules and to the matrix to determine
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what sound-substitution has taken place,

There is an added advantage to having lthe machine recognize phone
classes. We can switch it from one language to another by giving it another
dictionary and set of rules. The phone classes it recognizes will remain
the same. By designing a phone class recognizer we achieve a flexibility
and reliability which, although they do not match those of the human brain,
are considerably greater than those which could be achieved by a phoneme
recognizer,
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SECTION 2: CENERAL DISCUSSION CF THE MULTIDIMENSIONAL MODEL

INTRODUC TION

The purpose of the model is an orderly presentation and analysis
of the phenomena of human speech. In effect we are trying to represent
how the different freedoms which every speaker has in shaping the
sounds of his words can be classified to allow for the possibilities of
individual sound variations, then presented in a regular order so that
they may easily be interpreted by human or mechanical means,

In articulating a sound the individual speaker has a number of
frcedoms in its production. On the other hand, he is limited to a given
combination of influences he may use at any one time. By identiiying the
major sources of physical action which a speaker may usce to produce
a sound, then studying their influence upon cach other, we come to an
orderly formulation of how speech is produced.

In our model cach dimension signifies an independent choice
which a gpeaker makes in uttering a sound vr a phrase. He has the
{rcedom to choose where he will place his tongue in his mouth when
uttering a sound (place of articulation); how he will mouve his taague and
lips to shape the sound (manner of articulation); and whether to use only
his moulh as an ccho chamber vr whether to add the vocal flaps and the
nasal passages (resonance); in pronouncing vowels; morcover, a speaker
miy decide how to move his check and jaw muscles, thereby deterinining
which vowel he is enunciating,

In addition to these physical means of producing speech a speaker
may usc subtle variations of cmphasis,  They include how long to take in
pronouncing a sound {duration); what sounds to stress {intensity); and
where to vary piteh for emphasis ({requency); such frecdoms qualily as
dimensions particularly because they can act as independent agents 1n
modifying the acoustic waveforms ol specech, Morcover, they represent
asperial type of modification conveniently studied in a separate category,

Having provided a framoework for analyzing speech patterns, we
face twu [urther tasks, discusscd with cach dimension. The first is
tu account for variations ol choice that vecur in normal speech == it is
a tautology for instance that an individual scldoin pronounces a word
identically twice in a row, nor do any two people pronounce the same
word exactly alike, While furnishing classifications adaptable enough to
cover such variations, however, we must always keep in sight our main
objeutive ~« that such a madel be able to be developed for practical use,
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To accomplish both ends the following discussion constantly relates the
work of measuring speech phonetically to the equally important task of
processing speech patterns by mechanical means.

I, DISCUSSION OF THE DIMENSIONS

Appendix B shows a chart showing the interaction of several
separate dimensions of our model. The horizontal axis showed how a
certain sound might be heard when pronounced at the same place in the
mouth but given different resonances. The vertical axis showed the effect
different positions of the tongue {place of articulation) would produce
within the same resonance, Below the first chart we have indicated on
a separate chart how use of the tongue in a given position can further
modify a sound (manner of articulation),

All the sounds indicated on the front planc are sounds we define
as consonants, (For the sake of clarity the consonants on the (ront plane
are represented on separate leaves, which correspond to the consonant
classes =~ stop, nasal, sibilant, affricatc, etc.) These sounds, howcever,
arc further modified by vowels that follow the consonants. An open a,
for example, will modify almost every preceding consonant shown on the
front chart. For this recagon we have indicated on the 2 axis a scrics of
planes showing the sounds of consonants as they are heard when articulated
with given vowel sounds: k becomes ku, ka, ko; g becomes gu, ga, go,

ele.

Only a few dimcensions arc shown on our charts, it should be
noted, and these primarily as an illustration of how the separate dimen-
sions can be related to cach other for machine identification.  Each
of the following dimensions, howcever, represents an independent
muthod by which the sounds ol a voice may be varied; every such categ-
ory must be studied separately and given special treatmens in the

construction of our model,

Having illustrated how the interaction of the separate dimensions
can be represented, we may turn to a more specific examination of how
the sounds thus graphed are physically produced and how they can then
be turned into signals that a machine can classily.  This we will do in
our following discussion of the dimensions.

A. MANNER OF ARTICULATION, PLACE OF ARTICULATION,
AND RESONANCE

Manner of articulation. place of articulation, and resonance are
all physical modes through which men can alter their speech so that it
may produce new information-bearing varicties of sound for the human
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ear. FKEqually important, these modes of change need to be measured
by mechanical means, thereby creating an opportunity for the trans-
cribing machine to recognize the same sounds as the human ear.

(R e S

In this section, accordingly, we must give equal attention first
to the many physical ways of varying sounds for the human ear and then
to the limited number of ways a machine may record them. For machines
there are two principal ways that such sounds can be represented. The
first is spectral analysis of energy concentrations in the speech wave. -
The second is titne=amplitude plots of the changing shape of the sound-
wave that occurs in & given word.

In the subsection below sounds are classified according to their
similarity of physicai p¥dduciioir (as indicated in the X-ray photographs).
They must then be mceasured according to their physical effect on the
facilitics of a transcribing machine {as indicated in the spectrograms
and time-amplitude plots. }

The characieristic patierns of spectrographs and time-amplitude
plots arc particularly important in helping the machine identify manner
of articulation: thus we include examples of both measurcinents as well
as illustrative X-ray photographs for most phone classes in subsection A,
Place of articulation, however, can be distinguishod primarily by ils
formant transitions to and from adjacent vowels. Thaee transitions arc
considered in our following trcatment of vowels, For this reason we
have included only a few illustrative ligares for place of articulation
and resonance,

It should [inally be noted that the following three topics arc \
separate dimensions, They are discussced together for convenionce

in relation to the preceding chart showing their specific interaction ‘
in helping our model translate physical combinations of sound into patterns ;
identifiable by a machine. (Scee Appendix 1),

1. Manncr of Articulation

The distinguishing characteristic of this dimension is how the
tongue and lips are used in producing a sound, The dimension has
five subdivisions., These arce presciated in the following chart, with
exataples of the phones which fall into these subdivisions.,  For ecach
example the usual Faglish spelling, the phoncetic symbol. and a word con-=
tuining the sound are given.
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Manner of Articulation Example
Usual Spelling Phonetic Symbol Word Contain-
ing the example

(1) Stops p, d p, 4 pin, din
(2) Spirants £, th £, & fin, the
(3} Nasals n, ng¥ n, 9 sin, sing
{4} Sibilants %, sh z, § zoo, she
{b) Affricates ch¥, j g, 3 chin, join

(6) Laterals 1,1 L, 1 dull, let

% It should be noted that although two lelters are nceded to spell this
sound in English, it is not two sounds, but one, This is what
phoneticians call a digraph.

The characteristics oi the subdivisions of this dimension arce
described below:

(1) Stops: The stops have a complete closure somewhere in the
mouth fur a brief period, which results in an almost complete cessation
of sound, This cessation lasts about twenty milliscconds.  The velum
at the top of the throat closes during the articulation of a stop, so
that no air escapes through (he nosc,

Gunnar Fant (Acoustic Theory of Speech Production, p. 186,
Figures 2,6 - 8) presents X-rays of the side of the moutht while the
stop b is being pronounced, the point of contact is identical with that
of lhv_stup Py but the latter is not voiced.

A time~-amplitude plot of the b sound {(Figure 1) shows cncrgy
present even during closure,  (This can also be detected in Ilse Lehiste

and Gordon Peterson, "Studies of Syllable Nuclei 2", page 54, spectrogram

of bit . ); this is one way o machine might distinguish voiced stops (rom
voiceless stops, because there is no energy preseat during closure in
the case of voiceless stops.,

(2) spirants : The spirants are articulated by forming a constric -
tion in the buccal or mouth cavity. Inmost cases this constriction is
forraed by raising some part of the tongue until iv almost touches the roof
of the mouth or the upper teeth, In the case of the labiodental spirants,
however, such as f, or v, the constriction is formed by placing the upper
teeth very close 10 the lower lip as in Gunnar Fant's X-ray tracing of {.
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(Acoustic Theory of Speech Production, p. 170, Figure 2.6-1),

The velum is closed for the articulation of a spirant. Both the
spectrogram of v (Lehiste and Peterson, "Studies of Syllable Nuclei 2"
p. 10, spectrogrzm of veal), and the time amplitude plot of f. (Figure 2)
reveal a characteristic presence of random energy which a machine
might identify,

(3) Nasals: Physically, nasals are articulated almost the same
as stops; the only difference is that {or 4 nasal the velum remains open,
so that a stream of air escapes from the nose. Thus the articulation
for m (Fant, p. 140, Figure 2.4-1), is the same as that for b {Fant,

p. 1_8_6.) except for the velum at the back of the mouth. Acco:stically,
nasals differ from stops because there is no cessation of sound and no
sharp burst of air when the closure is released.

These differcences might be easily identified by a machine
because nasalization creates an extra low-frequency formant on a
spectrogram in addition to the three formants normally prescent in con-
sonants and vowels (Lehiste and Peterson, p. 10, Spcctrogram of
eoin'. ) The time-amplitude plot, morcover, shows the relatively
great intensity of low frequencies in nasal sounds, indicated by the
comparative regularily and wide spacing of the peaks and valleys
Iigure 3), although the peak radiated amplitude of nasals is signifi-
cantly lower than that of many vowcl sounds.

(4) Sibilants: The sibilants are like the spirants in that they
invoulve a constriction in the mouth, but the shape of the tongue is
diffcrent, and the characteristic sound is produced, not at the point
of constriction, 'ul when the air which has rushed through this con-
striction hits the upper front teeth (Von Lissen, 1953, po 73.)

As an illustration of this difference in pronunciation we include
two palatograms of the spirant th (Figurce 4) and the sibilants s or »
(Irigure 5). Black arvas represcnt close contact between the t(;;guc_a.nd
the roof of the mouth, gray arcas represent loose contact, The close
contact and narrow opening of spirants as opposcd to the loose contact
and diffuscd opening of the sibilants is apparcent. (For a description of
how palatograms arc made sce Appendix C). Sibilants arc acoustically
diffcrent from spirants in that a sibilant has no energy below a certain
frequency, but very high random encrgy above that frequency (as in the
spectrogram of sh, (Lehiste and Peterson, p. 61, Spectrogram of shag )
while spirants have much lower randum energy spread throughout the
spectrum.  Time-amplitude plots of sh also reveal that sibilants have
energy at higher frequencies than spi_l-'?.mts do. {Figurc 6). (According to
Katherine S. Harris, 1953, sibilants also differ from spirants in thal
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they can be identified in listenex tests without the help of transitional
cues from the adjacent vowels, while spirants cannot be identified
without transiticnal cues).

(5) Affricates ; Physically affricates are produced by releasing
the energy of a stop burst into the energy of a following sibilant. As the
mouth is in almost constant motion we omit a physical diagram of its
articulation; the reader can discover how affricates are formed by
noting the similarity between white shoes and why choose,

In measuring alfricates mechanically, traditional phonetics
has assumecd that the energy ol the stop burst appears just at the
beginning of the {ollowing sibilant., We have acoustic evidence,
however, that the major release of the stop energy occurs not at
the beginning of the sibilant, but in the middle of it. This can be
seen in the time-amplitude plot (Figure 7). Information Lrom the time-
amplitude plot is more significant for our model than information from
the spectrogram in characterizing affricates, because speclrograms
are less able to record variations in sound-wave intensily.

,(6) Laterals: In the articulation of a lateral, such as 1, the
middle of the tengue is in firm contact with the teeth or the rool of the
mouth, and the air stream cescapes at the side of the tongue, It has
proved very difficull to give a clear acoustic description of 1; rescarchers
at Haskins Laboratories {O, Connor, Gerstman, Liberman, Delatire,
and Cooper, 1957) also report difficultics in synthesiving it,

2, Placc ol Articulation

The place of articulation is thal part of the buccal {mouth)
cavity which has the smallest cross-section during the articu’ation of
a specific sound. It is determuned by the position of the articulators
{the Tongne or the lips) rather than how they are used in a given position,
In this study we will consider six places of articulation; these arce listed
in the fellowing chart with examples of the phones which fall into these
subdivisions, The heading "Usual spelling! means usual English spelling.

Place of Articulation inxample

Usual Spelling Phorx—mlbul Word Containing
the Example

{1} Guttural k. ¢ ("hard'), k came

g ("hard") g game
(2} Palatal sh ‘ shin
(3) Alveolar {, d L, tin, din
(1) Dental th, th b)’a' #thin, *then
(5) Labiodental f, v {, v fvar, veer
{6) labial P, m P, m peer, mere
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* It should be noted that thinand thendo not have the same initial
sounds although they start with the same letters; also both words
have only one consonant before the vowel, although two letters
are needed to spell the consonant,

Vs

{1) The Guttural Phones : Gutteral phones (i. e, speech sounds)
have the smallest cross section in the back part of the mouth, as in the
X-ray of k (Fant, p. 186, Figure 2,8-6). The constriction is achieved
by raising the back part of the tongue.

(2} The Palatal Phones : The palatals have the smallest cross-
section in the mid-part of the buccal cavity., This is achieved by rais-
ing the middle part of the tongue towarda the hard palate {the middle part
of the roof of the mouth).

(3) The Alveolar Phones: The alveolar phones have the
narrowest cross-section at the alveolar ridge, justi in back of the upper
front teeth, The constrictiction is achieved by the bringing the tip
of the tongue to the alveolar ridge.

(4) The Dental Phoncs: The dental phones have the narrowest
cross-section at the upper front teeth, There are actually two places
of articulation involved here: the tip of the tongue may be brought
cither to the back of the teeth, as in the X-ray of v (Fant, p. 186,
Figure 2.8-6) or to their biting edges. -

() The Labiodental Phones ¢ The labiodental phones have the
greatest constiriction between the upper teeth and the lower lip: see
the illustrations for(f Junder the Spirants.

(6} The Labial Phones: The labial phones have the greatest
constriction between the two lips: sce the illustrations for {pjunder
the slops.

(7) Variability of Place of Articulation: Some English phonciies
show much more variation in the place of articulation than outhers do,
For most speakers, the place of articulation of all allophuncs of [p/
is approximately the same, but there are three places of articulation
for the allophones of /1/ in leave, tilt, and milk, and the differences
in pronunciation arc audible; /p] h_a:;”a narrow range because there are
two other voiceless stop phuncmes in English, and the existence of
these others limits the variability of /p/. Since /1/ is the only lateral
phoneme in English, the sole limits on its variabilitly are physiological;
all parts of the tongue do not lend themscelves equally well to lateral
articulation. The extreme variability of /1/ probably explains why
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researchers have not succeceded in discovering its acoustic characteristics,

i

The sibilants are another group of sounds which show variation ,
in place of articulation, but the situation here is somewhat different.
The sibilants are the only phone classes whose characteristic sounds
do not originate at the point of constriction. We have already dis-
cussed the fact that the hissing sound of the sibilants arises when air
which has been channeled throvgh a narrow groovce hits the teeth. The
narrow groove is formed by the tongue, and the difference between [s] |
and [ Sj {as in see and she) lies in the sizc of the groove: [s] has a !
smaller groove_\xﬁxich is—tgually made with the tip of the tongue, and ’ :}
[ H is made with the part of the tongue just behind the tip. The i
differencc between s} and [ SJ can be analyzed either as a difference
in manner f "] is articulated with a wider groove), or as a difference
in place [ S is articulated further back). At prescnt we choose to
consider it a difference in place, but we may change our analysis later,

sy b b A

When we come to the rules of cuphonic combination, the dif-
ferent degrues of variability will prove important.

3. Resonances and Aspiration

There arce three types of sesonance -- voicceless (only the
friction of breath within the mouth); voiced {(using vibration of the
vocal {laps for modulating air that flows through the buccal cavity)
and voiced plus nasal (coupling the nasal cavitics with the previous
system). In this subscction we also include aspiration becausce it
occurs in English only with voiceless stops.  As thesce resonances modifly
almost cvery sound that the mouth can physically produce, their identi-
fication in a scparate dimension is important to our model,

(1) Aspiration. An aspiraled phone is one which has an audible rush

of air after the phone itself is articulated, Lt gshould be noted that the
burst of sound when a stop is releasced is not aspiration; it is a necessary
part of the articulation of the stop.

As ndicated abeve, the contrast between aspirated and unaspirated
sound is inciuded with the resonances because in English only certain
slops arc aspirated.  Stops which are voiceless (such as “p] are also
aspirated; stops which are voiced (such as [ b) ) arc unaspirated. ‘The
only exception to this is that "p] , [t] , and’k| , are not aspirated after 7s],
This means that the pin pin is not like the p in spin.
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There is one aspect of aspiration which requires particular
study. The terms "aspirated" and "unaspirated' are usually applied
only to stops, but the Sanskrit grammarians reported that their
language had aspirated and unaspirated affricates (e. g. aspirated
and unaspira.ted[j]). The articulatory mechanism and the acoustic
characteristics of these two types of affricates are not known and may
merit investigation,

{2) Voiced-Voiccless. The terms "voiced'" and ''voiceless'' refer to

the action of the vocal cords, When a phonc is voiced, the vocal cords
touch each other and vibrate; when it is wvoiceless, the vocal cords
remain still; they are spread far enough apart that only a slight friction
is created by the air rushing through. The following list gives a few
examples of pairs of phones which are identical except that one is voiced
while the other is voiceless.

Voiced Voiceless
Usual Phonetic Word Contain- Usual Phonetic  Word Conlain~
Spelling  Symbol ing Phone Spelling  Sywmbol ing Phone
th o then th b thin
v v veer f i fear
z z use {verb) 5 8 use (noun)
J j jeer ch [ cheer

The following list shows the contrasts of voiceless-~aspirated with
voiced unaspirated, The third major coluimn gives examples of voice-
less unaspirated stops.

Column 1 Columu 2 Coluun 3

Voiced-unaspirated Voiceless=aspirated  Voiceless-unaspirated
Usual Phonetic Word Usual Phonctic Word Usual Phonelic Word
Spell- Symbol Contain- Spell- Symbol Contain-  Socll- Symbol  Contain-
ing __inpg Phone ing ing Phone ing ing Phonc
4 g gate I k! Katc k. k skate
d d dale { t tale t t stalu
b b Lill p p' pill p p spill




It should be noted that the phones of Column 3 do not contrast
(are not used to differentiate words) with the phones of Columns 1 and 2
in the same way that the phones of Column 1 contrast with the phones
of Column 2, The phLones of Column 3 can occur only after s (at least
in English), The phones in Columns | and 2 can occur everywhere .
except after s The phones of Column 3 have one characteristic of
Column 1 and one of Colutnn 2, Phonetically, the p of spill is a
compromisc between the p of pill and the b of EIE

(3.) The Voiced Nasal Resonances. Voiced nasal resonances
occur when nasal passages are open and the vocal cords are vibrating.
The nasal cavity sets up resonances which differ from the oral reson-
ances in two major respects. The first formant is weaker for nasal
resonance, and an extra formant, {requently referred to as a '"nasal
formant' is presenl between the first and second formants. ("First
and second formants'' is uscd here to mean the {irst and second oral
formants. )

@.) Unresolved Classifications. Therce arc some English
consonants which have not yet been fitted into the model, These
include [ h] , [r] . 'yl ., (w] , andvocalic [m] , [n) , [ 1],
The factors influencing classification of thesc problem segments will
be discussed in Section 4 of this report, which presents the acoustic data
studicd on this project., The reader is referred to that section for a
resolution of these classifications,

II. VOWELS

This dimension includes all of the phonemically distinet vowels
of Amecrican English. It also includes all the nasalized vowels and the
r-colored vowels; these modified vowels are treated as separate units
because their acoustic characleristics are so distinct that it might
prove difficult to have the machine recognize them as ordinary vowels,

Nasalized vowels are quite comumon before nasal consonants
in American English. As a matter of fact, it is unusual for an
American to say the word can with a vowe!l which is not nasalized,
The difference between a nasalized and purely oral (non-nasalized)
vowel is somuetimes word-differentiating.  In rapid specch, final
1] 's and [n] 's somelimes are omitted, and when this happens the
only differcnce between cat and can  (with the meaning "be able")
is that cat has a puruly-(—)-;il vowel, while can has a nasalized onc.

The r-colored vowels are also quite common in American
English. They occur before ro After vowels ris sometimces omitted,
and when this happens, the r-coloring may be word-differentiating.
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We have two reasons for treating the vowels as a separate
dimension.

First, there is @ major problem in segmenting a vowel from
its adjacent consonant. Second, there is evidence that the articulation
(and hence the acoustic characteristics) of a given consonant depend
in part on what vowel [ollows.

£ it i sl A

The t of tea tea | for example, is not identical with the t of top,
Researchers have found they could not divide a vowel from surroundmb
consonants without some overlap of the two sounds. For this reason, i
we must specifically study the combinations of vowels and initial
consonants,

A. SEGMENTATION 1
|

Until fairly recently, phoncticians did not realize that scgmentation
was a2 problem. They worked with very few instruments, and their most
important technique was to articulate the sounds they were interested
in and obscrve their own articulatory processes closely. Oné difficulty
with this approach was that when they articulated a sound they were
interested in, they sustained the sound far longer than any normal
speaker would; hence they gained the impression that the transition
{ran onc sound to another is only a tiny feaction as long as its steady- i
state. . When X-ray motion pictures were made, however, everyonce
who looked at them realized that steady-states were only a small
part of the total duration on an utlterance.

At the time of the first X-ray movies it was still possible to
say that the steady-states, although bricl, were the essential part of
the speech wave, and the transitions had no function in the perception
of specech; laler experiments with tape-recorders have shown that this
is not the vase either. The provedure in these oxperiments was to
crase part of the recording and then note the listener's responsc Lo the
remainder,

Martin Joos described {Joos 1948 p, 121, 122) an cxperiment
with the syllable tel (from the word hotel ). e first cut off the stop=
gap, noisc burst, and aspiration of t, as well as the first 20 or 30
milliscconds of the voiced portion which Joos considered part of the
vowel,  When he played this tape to a group of listencrs, the largest
number said they heard tell, a sialler number said dell, and a few
said scll , cll , or hell | T Since only a very small number said ell
this means there axmnt, traces of a consonant ir the voiced por ortion,
More specifically there arce traces of a consonant articulated with the Lip
of the tongue, since all the consonants the listeners mentioned are
tonguce-~tip consonants except [\_
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The results of this experiment were quite striking because t
is phonetically described as a voiceless aspirated alveolar stop,
but the listeners said they heard t in a speech fragment which was
voiced, had no step gap, stop burst, or aspiration, and which had
formants like a vowel. This conclusively proved that there are clues
about preceding consonants in the actual vowel portions themselves.

The source of these clues can be discovered by studying
spectrographic analyses of given syllables within a word. These a-
nalyses show that when a vowel is preceded by a consonant, the
formants of the vowel (the concentrations of energy at certain fre-
quencies) show a fairly rapid change in frequency at the beginning of
the vowel. Such changes are called transitions. When these frequency
changes cease, the vowel has reached a stcady-state. Research
indicates that these transitions vary according to what consonant pre-
cedes the vowel, This gives listeners the chance to identify given
consonants within actual vowel sounds.

Further rcscarch has indicated that the first-formant (lowest
frequency) transitions give information about the dimension of reson-
ances uscful to our model while the second-formant {sccond lowcest
frequency) transitions give information about place of articulation, In
all the experiments described below, the experimental material did
not contain any consonant clucs except transitions and there were no
noisc burst to indicate release of a stop, yet listencrs were able to
identify from transitional vowel formants, the presence of a specific
consonant,

Among the studics of first-formant transitions of which we are
awarce arc those which have been made at Haskins Laboratorics with
the Pattern Playback specech synthesizer, which reproduces specch
from artificially produced spectrograms. Rescarchers report that in
several experiments in synthesizing speech, when the first formant is
kept level, the most "natural” voiced stops (b, d. and g) were produced
whon the formant was at its lowest frcqu(-ncy—.' ?Dula.tt;u, Liberman,
and Cooper, 1951). Laler experiments (Liberman, Dcelattre, and Cooper,
1958) showed that when the starting point of the first formant was raiscd
and the start of the formant delayed, listeners reported hearing voice-
less stops (p, t, and k), The authors carvicd out more experiments Lo
separate these two variables and concluded that a rising lirst formant
is a cue to voiced stops, and a time delay in the first formant without
rising transition is a cuc fur voiceless stops. C, G, M, Fant is also
studying this aspect of synthetic speech.
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Experimenting with second-formant transitions, ascientists
at Haskins have introduced the concept of the locus, which is the
frequency level from which the second-formant transitions of a given
consonant are presumed to begin. In synthesizing speech, they report
better results if the second-formant transition does not begin at the
locus, but simply "'points" to it (Delattre, Liberman, and Cooper, 1955).
They concluded that the best g is produced with a locus at 3000 cycles,
the best d at 18,000 cycles, and the best b at 720 cycles.

Since the locus of a stop is fixed and the frequency of the second
formant of a vowel depends on what particular vowel it is, it follows
that the transition of a consonant may be rising before some vowels,
falling before other vowels and level for one vowel, Thus the transition
for [di] is rising, for [ dg)it is level, for fdu] it is falling sharply.
For [ bi] the transition is sharply rising, and for [by] it is slightly
rising.

All these transitions which give information about consonants
occur in what is traditicanally considered the vowel portion of the speech
stream. Joo's tape-crasing cxperiment, moreover, showed that both
the consonant and the vowel were perceived throughout almost the entire
stretch of what is usually considered the vowel portion.  As it is virtu-
ally impossible to separate a consonant {rom a following vowel, vowels
have been included as a scparate dimension in the model to avoid
segmenting between them,

B. NON-DISTINCTIVE CONSONANT DIFFERENCE DEPENDING
ON FOLLOWINMNG VOWEL,

Very little work has been done on this aspect of consonant
vowel combinations, but the available data indicate that {requently a
consonant is influenced by the following vowel, Liberman, Delattre,
and Coaper report (1952) that the judgements of synthetic stop bursts
as p, t, and k depended on the {frequency position of the burst in relation
to the vowel; this was especially true of p and k. Burst at high frequency
were reported as t. Bursts at lower frc_c]ucnci—us were reported as k
when they were on a level with, or slightly above the sccond formant of
the vowel; otherwise they were reported as p. Thesce data were used by
Denes and Fry in the design and conetruction of their phonctic type-
writer,

One aspect of the influencee of vowels on preceding consonants
which requires further investigation is labialization of a consonant
before a rounded vowel such as ru] . In such words as suc and too,
many speakers have their lips rounded during most of the consonant
articulation; the acoustic characteristics of such labialization are
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not known, -

111, DURATION

In approaching the problem of the duration of units of speech
it is hest to emphasize our most basic task; in this study we are
trying to break normal speech into patterns that a machine can rec-
ognize. A human ear can adjust to variations in regional accents, even
to mistakes in pronounciation, without difficulty. A machine must be
programmed to isolate each sound from surrounding sounds and to
identify it, If two people pronounce a word differently, the human
car makes automatic adjustments; the transcribing machine, however,
must be built to compensate for such differcnces by breaking the word
into its component sounds.

To accomplish this difficult task, it is apparent that the class-
ification of each sound within a word must be extremely precise. Past
studics of phonetics have tended to concentrate on distinctions which
the human ear can identify and which arc useful in distinguishing
whole words irom each other. Often sounds were measurcd only by
car. These studics arce invaluable to machine linguistics because
they begin to identify problems which we now must solve. On the
other hand, in measuring the duration of sounds of words they scldom
needed to break every sound into all its component parts. For vus
purpose they are not definitive,

It is the problem of dividing cach sound into units basic enough
to be recognized by a machine that we must now ¢xamine in detail,
In this problem we face the question of separating cach sound in a
word {rom every other sound: when applicable, breaking cach
individual sound into its beginning (on-glidce), middle (steady-state)
and vonclusion {off -glide); and [inally measuring the duration ol the
sound at cach of its stages. (See Figure 8)..

These methods of duraticn measurement discussed in the
[ollowing scctions assume the availability of a reliable formant
tracker, At present such a formant-tracker docg not exisl, but
available information requires our azsumption that it can be developed,
In case it scems extremely difficult or impossible to build a reliable
formant-tracker, the following discussion would still be necessary to
relate information about how words are pronounced to our comimon
knowledge about how speech is heard. If it is impossible for our
machine to 1dentify spoken language by imimediate comprcehension of
formant variations, morcover, it may still be possible to recognize

24

I TR

Liads




FREQUENGY

SILENCE |

PORTION

ON-GLIDE

NOISE BURST & ASPIRATION-UNVOICED

STEADY-STATE

—

OFF-GLIDE |SILENCE 2

—

-\

\

BN

UNVOICED PORTION 2

TIME

Niagram of onglide, steady-state
and offglide portions

Figure 8




rithdy,y
"

‘o
(
j

LISV O T

Southern
Spectrogram of Southern, English, and

General American Speech
Figure 9

24b

b




a word by measuring difierences in the duration of its componant
sounds by methods that cound be considered later. -

Assuming the existence of a formant tracker, this form of
measuremenl would be one way to distinguish between British and
Southern accents, for example. The Englishman tends to bite off
his words; his on-glide and off-glide are rapid, while his steady-
state is comparatively long. The Southerner may take about the same
amount of time to make a sound, but he drawls; his on~glide and
off -glide are gradual, his steady-state is cxtremely brief, (Sce Figure 9)
Measuring speech in specified time-units can help to identify these
differences and compensate for the quantitative information about |
formant levels that is expected according to normal standards of the
transcribing machine. Phonetic differences in regional speech must ;
be indicated by other criteria, of course.

At times duration is the only method of distinguishing between
words, as in "bomb'" and "balm'., The time durations of on-glides
and off-glides are also determining {actors in distinguishing sciui-
vowels from stop consonants.

With the value of duration measurement clearly in mind, we
may turn to the problem of ulilizing duration in our model. The
following subscction will first discuss the work of past transcribing
machines and the normalization of duration. Next it will discuss the
duration measurcments our own model mnust make.  Fipnally 1t will
summarize the value of phoneticians® past work Lo our projec.

A, Some Considerations on the Normalization of Duration

Any discugsion of duration measurcment would be pointless
without a review ol past work which has actually enabled working
machines to recognize preselected spoken words,  Both automatic
digit recognizers and automatic word recognizers ere examples of
this kind of machine.  Although cffcctive within a Limited context,
such a machine uses methods which are unworkable fory a general
purposc transcribing machine for reasons described below,

tachines such as those mentioned above can actually recognize
given words spoken at different times by different speakers by stand-
ardizing or "normalizing® the duration of cach of these words,  The
machine is given one pronounciation {and duration) of the word "nine!
for example as its standard for deciding whether a spoken sound is
also the word ''nince, " or whether it is some other word.  Every man
does not pronounce '"nine' with the same time duration,  To compensite
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for this the machine will proportionately shorten or lengthen the
time duration of the sound it hears to conform with its ''normalized"
pattern of duration for the entire word.

Such standardization of normalization of the duration of words
results in proportionate lengthening or shortening of the on-glides, the
steady~state, and the off-glides of voiced portions of speech, It has
similar effects on the duration of silent portions, of noise bursts,
and of periods of aspiration.

The end result of normalization is that the digit recording
machine can recognize the standard pattern of voiced parts of a word
(parts using the vocal flaps, such as m) as they may be spoken by
several speakers from the same locality and with a similar dialect.

The duration of unvoiced parts of sound (those not using the vocal

flaps, such as '"'s'") presents a different problem, however, The
durations of certain unvoiced sounds such as "sh'' can vary considerably
with each individual speaker and each regional dialect.

Given two conditions a transcribing machine may be able to
recognize words by standardizing their duration. The first condition
is that voiced sounds be a prominent part of the pronounciation. More
important, the inachine must have a limited vocabulary, such as ten
digits. A third possible condition could be that speakers have the
samc regional accent,

Today's transcribing machines are able to ignore small
diffcrences in pronounciation preciscly because they have limited
vocabularies, To identify a word, they compare the patterns of
pronounciation of whole words rather than of their component suunds,
The words in a machine's vocabulary represent extremely diverse
wavetones. When only a small number of dissimilar patterns need
to be identificd, the task is simple. It is made even more casy by
the fact that words are spoken separately into digit recording machines
rather than slurred together as they would be in normal specch.

The general purpose speech recorder cannot work under these
limitations., Lt must have a large vocabulary, With a large vocabulary
it must be able to distinguish between very similar patterns of pro-
nunciation, It will not be transcribing the slow precise tones vl
telephone operators enunciating a long-distance number; rathes it will
be recording language spoken at its normal rapid rate. Finally, when
such similar words as "three' and ""through" arc included in the
vocabulary, a general transcribing machine cannot be limited by inability
to recognize units smaller than simple word-patterns.
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A general purpose recognizer must consider the sum of the
sounds as they combine to form a whole word, not simply the sound
of the whole word. The following section will thus consider the
importance of measuring the duration of separate sounds as they
naturally occur within a word.

B, The Importance of Duration Mcasurements to Speech Recognition

In English there are many distinctions between individual sounds
that can be identified accurately only be measuring the duration of a
given phone. .Notablc examples are summarized below.

1. Some words are identical except for vowel duration {balm, bomb).

2. In English the phones of a stressed syllable are longer than those
of the same syllable when it is not stressced (the by itself vs, the
apple). T o

3. Onc diffcrence between voived and voiceless cunsonants in English
is that a vowel preceding a voiced consonant is longer than the same
vowel preceding a voiceless consonant (bead, heat)

4. Some pairs of similar consonants have duration difficrences which
serve to identify them,  Rapid is distinguished [rom rabid becausc
the stop-gap of [ p} is longer than that oi[ bl, One diffcrence
between English s and z is that s is longer than z

5. ‘I'ransitions and semivowels arce also differentiated by duration.
A semivowel is longer than a transition (cue, coo).

6. There is at least one Southern dialect in which the transitions
from phone to phone have a very long duration, and the steady-states
arc very short, In any dialeet where this is the case, it seems
probable that the steady~slate does not reach the [requency teved
it might have attained if the transition had been more rapid, It
tnay be nesessary Lo instract the machine to compensate for this
whenever such a briel steady-state vccurs,

7. A non-final nasal is muach shorter than a final nasal, and if a
final nasal has the doration of a non-final nasal, listeners will
report hearing a vorceless stop after it,

8. The American English vowels 1 {pit), & (pet) g (putt), v (put) differ
from i (peat) a {pat), a (pot), 5 {bought), u (boot] in that the former

are shorter and they also have a longer offglide relative to the
steady state.
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We will next consider how traditional phonetics has analyzed
the speech wave pattern to solve such problems of identification,
Hew our work differs from most past work, and how our work can
utilize the results of other studies.

For traditional phonetics duration has been important pri-
marily when it served to distinguish one word or phrase from another.
Such distinctions are phonemic (word-differentiating). In some
American dialects, for instance, the words balm and _l?omb are
identical save for the duration of their vowels; because it distinguishes
the two words, the difference in duration is phonemic and of greater
practical significance to phoneliicians.

The problem of identifying sound by car has tended to confine
phonetic studies to problems of phonemic duration; this is unfortunate
for our present investigation, Although there is a considerable degree
of difference in length between a very long and a very short phone, for
vxample, there is likely to be only a minute diffcrence in duration
vetween two similaa phones, as in "buck' and "duck'. There are many
such small differences in duration, leading gradually from phones of
very short duratior to thosc of very long duration. Only when length
is phonemic are phones likely to fall casily into "long" and '"'short"
categorics. Phonceticians listening to sounds do not identify them in
terms of precisc time units, morcover, Instead, they identify long and
short sounds in terms of how they are heard in their phonetic context.
The vowel sounds in biw (as in show-biz) and beat arc probably of the
same duration, but th?fin biz scems to be shorter. For our model
most of the finer distinctions arc important in analyzing a sound because
the model must measure them.,

In addition to the distinction between sounds which are phone-
mically long and thosc which are phonemically short, linguists have
also paid special attention to length variations which scerve to char
aclenze word boundarics, The most comumonly cited example for this
is the contrast between the phrases a nice man and an ice man,  According
to an analysis which is widely uccup_tcd atnong linguj._;:s thu-p—lrunctic
differences between these two phrases is that the p in an icc manis
longer and more drawn out.  Acoustically, this is not truce (sce the
discussion on nasals) but the whole problem is extremely complex and
many linguists continue to use the old description because no clearcut
new description has been proposced.

Aside from phonemic distinetions which have just been discussed,
the only other functicns of duration much discussced by linguists have
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been the greater duration of a stressed syllable and the greater
duration of a final syllable. In both cases, however, the duration
variations are also accompanied by pitch and int.unsity variations,
The problem is thus not purely ane of duration, and reguires an
exhaustive study not limited to the purposecs of this particular
subsection,

We may now turn to the actual work already accomplished
in measuring duration. We have already discussed how to divide
sounds so that a machine can measure them, This problem again
rises when we try to assess the effects of duration variations, since
it is frequently necessary and extremely arduous to decide the specific
point at which a pariicular phone begins or ends.

Many researchers on duration have used criteria for segmentation

that are different from those we are considering, Hence much of

the work we arc now going to di scuss in this subscction may have

limited application to our model. We will first review thosce explorers

whose work, although not dircctly uscful to vur study, lights the way |

to further rescarch. Nexl we will consider mmore recent studies which

break duration measurcments into the same units our model plans to usc. \‘
1
\

Onc of the carly and morce comprehenvive studics of English
phone durations was published in 1903 by Ernest Ao Meyer, Mever uscd
a rubber mouthpicce to record the ait-pressnre variations in his subject's
breath while they spoke,  Ile measured the sound durations from thesce
air-pressure records.  Ile also imcasured the transitions from one sound
to another by machanically recording the Llip movements of the speaker.
Those parts of the gpeech process which showed rapid lip movement
is one direction he called glides.

Meyer's equipment was quite simple, buat it is worth noting
that sceveral of his conclusions have been supported by more recnt
rescarch.  The experimoents of Denes, Lehiste and Peterson, and
Sharf described below confirm Meyer's statements that a vowel before
a tease (voiceless oral) consonant is shorter than before a lax {voiced
oral) consonant.  Dene's work also confiriis Meyer's obscervation that
a tense consonant is longer than a lax one,

Nevertheless, sceveral Lacts about Meyer's work limit its valuc
for machine linguistics,  Meyer  had only two informants; both spoke
standard British knglish. Sohie ol Meyer's results may simply reflect
the idiosyncrasics of his informants, Morcover, statements about
British Lnglish as it was spoken sixty years ago do not necessarily hold
true for Amcrican English today,  Still another drawbadck is that the
material used for this study consisted of onc-and-two-syllable words;
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this means that it deals primarily with stressed or "accented" syllables.
A fourth drawback is that Meyer used the terms "tense'' and lax" with~
out ever clearly defining them, It is possible to discovcr from the

text which phones fall into each category, but the identifying charac-
teristics of the various categories are never described. (Meyer's
terminology and conclusions are presented in Appendix D.)

Agreeing with previous observations by Meyer, Lehiste and
Pcterson (1960) report variations in vowel duration which depend on
the following conscnant. They add that the relative durations of onglide,
steady-state, and offglide remain constant. If ihis is irue of Lehiste and
Peterson's data, it is probably also true of Meyer's data. This would
scem to be applicable only when mcasuring accents of people with similar
dialects, however. Lehiste and Peterson also agree that a vewel before
a voiced consonant {onc using the vocal flaps, as in bag) is longer than
before a voiceless one {not using vocal {laps, as in pack ) and that fric-
atives (s, sh, z, zh, f, v, th, h) lengthen the preceding vowel, Lehiste
and Pcterson agrec with Meyer that no delinile statement can be made
about the effect of an initial consonant on the following vowel.

They disagree with Meycer aboul the effect of nasals on the
preceding vowel, Meyer says the vowel is shortened while Lehiste
and Pcterson say it is iengthened. Whenever there is such disagreement,
Lehiste and Peterson's results may be morce interesting to us because
their informants spoke the dialect we are studying.

Investigation by Donald Sharf (1962) suggests the importance of
the relationship belween some vowels and the duration of their following
consonants, Sharf recorded word pairs such as catly-caddy, tacking-
tagging , and napping-nabbing, which were identical except for the
voicing or voicelessness of the stop consonant between vowels, or
"intervocalic stop. " He reported that he measurced the relative duration
of the vowels belore the different stops, bul he did not say what criteria
he used to make the segmentation between consonant and vowel,  Since
there is considerable overlap, this is a serious omission,

Sharf arrvived at the following results.  The proportionate duration
of vowels before p, or b is 3:4; the duration before k, g is 4:5; the
average duration of a vowel before d is.9¢s longc;‘-than before . Since
this experiment did not manipulate durations, but only calculated them,
we still have no evidence that the length of the preceding vowei affects
the perception of a stop as voiced or voiceless, When Shar{'s work
and that of Denes (considered below under sibilauts) are comparcd,
however, this scems possible and worth investigating.

The preceding survey is valuable mainly for the lines of
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investigation it suggests, rather than for its direct bearing on our
model. The following studics are of primary technical importance in
defining the different aspects of duration which our model plans to
incorporate.

Rescarchers have used several different methods to investigate
duration, Perhaps the most valuable series of studies for our report
is that of Haskins Laboratories, Using Pattern Playback, Haskins has
made it possible to produce artificial sounds and alter sounds by
varying one particular detail of the speech wave pattern while keeping
others constant, By such variations it is possible to identify phoneti-
cally significant aspects in the duration of the onglide.

A scvcond method of experimentation is to record sounds on
magnetic tape. Significant work in this field is that of Leigh Lisker,
who was able to change the sound of words by splicing taped sounds
and varying the duration of silence after stop consonants; of P. Dencs,
who uscd similar methods with s and z; and of Richard Harrell who
played taped sounds backwards to check the duration of nasals, An
additional important method of measuring duration is to analyzc sound
spueetrographs and compare them; principal workers in this field
are Ilse Lehiste and Eli Fischer-Jorgensen, Specifiv discussions of
experiments that have supported these conclusions can be found in
Appendices D and E,

The outline given here merely summarizes various aspects
ol duration measurcments.

1} Duration of Nasals. The relative duration of initial and

tinal nasals is imporlant in distinguishing between such sounds as

bum and bump. Asswning both syllables receive the same stress,
evidence indicates that final nasals arc longer, but there is some

dispure about this,

2} Relative Duration ol the Onglide, Steady-State and Offglide
of Liquids and Stai-Yowels, Experiments with the Pattcern
Playback indicate that r, y, and wcach have onglides, offglides, and
steady-states of propor—lio—x-mmly v—qunl duration. The sound of 1 is most
casily distinguished by listeners when the first lormant transilion is
very short,

3) Duration of Spirants and Sibilants. Available rescarch by
P. Denes and Ernst Meyer suggests that varialions in the duration of
spirants and sibilants may be more important than voicing in distinguish-
ing betwuen such words as the noun usc and the verb use.




4) Duration of Stop Closures. The listener's ability to
distinguish between p and b, as in rapid_and rabid may depend on the
duration of the stop closure between vowels in English according to

lape-recorder experiments made by Leigh Lisker.

5) Duration of Stop-Bursts . The duration of noise bursts
may be the same for all stops in English, but there is little definite
informaltion on the subject to confirm or deny this,

6) Duration Between the Stop Burst and the Beginning of
the First Formant . In this category daration measnrement
is particularly helpful in distinguishing between voiced and voiceless
stops at the heginning of a word so that it may be possible, for example
for a transcribing machine to tell the difference between bah and pa

7) Duration of Vowel Onglide, Offglide and Steady-State, Thesc
three aspects of duration arce closcly related to cach other, although each
will be measuroed separately in our model,  As indicated in the intro-
duction, their rcelationship to vach other may be parviicularly valuable
in helping a transcrmibing machine Lo recognize both a Georgia drawl
and a4 Yankce stammer,

Experiments have shown that when the duration of the onglide
is disproportionately long, a scimi-vowel tends to be heard, alter
certain consonants, Chus bat becomes bwat,  This also explains why
Virginians who drawl say gyarden instead of garden, The Southern
onglide and offglide ave disproportionately long compared to the steady -
state according to spectrograms made of Southern speechs There is
some indication that a transcribing machine may have to he programmed
ta compensate for such variadions rom standard American speech

paltlerns,

C. Mcthods of Indicating Duration in Our Model

The above data, nmportant i themselves, are also the necessary
prelude to the methods ot indicating durativn we expect al present Lo
include in our modely flaving adentilicd the tormants of separate sounds
of @ word according lo a sel criterion, it is then possible to attack the
prublems ol individual idiosyncrasics and regional aceents that still

need to be solved,

In Figure 10 we have tabven the word pit and divided its sounds
according to vur proposed method tor intlin;ﬂ?n;_r. duration, “The upper
sketeh represents Lhe word as it would appear on a spectrograph,
Divisions marked by dotted lines indicate the portivns of the word we

proposce v micasure as scparate units of duraticn.
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Directly below this diagram we have drawn and labelled the
duration units we would use to indicate these separate portions of pit.
Most of the divisions will already be familiar from the previous section.
Divisions one and six represent the brief silence that precedes the
sound of a stop consonant, while divisions two and seven measure the
duration of the unvoiced portions. For convenience each division is -
labeled according to its auditory funciion, with t representing the
amount of time it takes to speak each separate };UI‘UOI] of the word,
The offglide thus represents the measured time of the offglide. The
practical application of this torm of measurement is evidenl when we
consider the difference in regional pronunciations of words such as
tight, which can sound soft, normal, or clipped depending on whether
it is spoken by a Richinond Virginian, mid-Westerncr, oxr anaounced
for the British Broadcasting Corporation. Figuwe L1 represcnts the
comparative duration variations of these three accents,

In our model, it should be emphasized, such variations will
be measured in time units. It should also be noted that some extreme
Southern accents make phonetic changes in the vowsls of tight which |
arce not indicated in this simple duration measurcement,

Normalization and variations in formant levels for pronouncing
the same word arce additional problems that merit attention.  Dividing j
a suund into its parts, a transcribing machine must still be able to
account {or variations in the time it takes to hear those parts. Spec-
:cause of their long

trographs of Southern speech also indicate that b
glides, speakers do not actually reach the levels of formmants normally
associated with cach identifiable sound. (Figurce 9). A transcribing
machine must be able to recognize that such variations may still be
included in its detinition of & sound.

We have discussed how ditferent speakers might pronounce the
same word with dillerent durations,  quatly haportant for formant
movements and durations arc the combinalion of speech sounds within
a word and the order in which they oceur. This phase of duration will
be considered in our studies of the rules of cuphonice combinalion in
Suction 3.

IV INTENSULY
Intensity of ancacoustic wave is defined as the average rate
of {low of encrgy through a unit arca normal Lo the direction of wave
propogation. For wave forms of speech such as illustrated in
Figure 12 the intensity in [ront of the speaker's Lips can be delined as:



Intensity - b t2 2 ergs per second per
— t
(t2-t1) {1 La.( )-] square centimeter--{2.1)

= 1077kt [a.(t)] 2 watts per square
(ta-t)) 5 centimeter--------- (2.2)
1

Where:

t; = time at the start of the interval of time during which
the average acoustic energy in the waveform of speech
is to be incasured,

tz = time at the end of the above mentioned time interval,

a(t) = the amplitude of the sound pressurc {or that of
volume velocity or that of particle velocity) of the
specech wave in front of the apeaker's lips as a function
of time. af(t)is usually cxpressed in dynes per square
cenlimeter.

k = constant determined by the physical characteristics of
the medium in which the speech waves propogate. For
air at a pressure of 781 millimeters of mercury ana
at 20 degrees ¢, 1/k-41.1 dynes seconds per square
centimeter,

Intensity as defined in equations 2.1 and 2.2 can also be con-
sidered as the encrgy contained in a coluinn p centimeters long that
would pass through the unit area in (t2-1]) sccunds, as:

Intensity = [Encrgy in a column p centimeters long] ¢ crgs per
p sceond per
sguare centimeter
(2. 3)
where: = 1 .
l__tz"l.j = cl) SCCONAEmmmmmmm e m e m e (2. 4)
and ¢ B velocity of sound in the medium in centimeters persceoond.

I an acoustic wave were to remain unchanged in ifs thne am-
plitude characteristics, and if its peak amplitudes were to attain a
constant level, over time intervals longer than a sccond, then its intensity
over a ont second interval would be the energy in the wave daring that
second.
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For waveforms of normal conversational speech, the uniformity
of time amplitude characteristics cannot be retained for periods of
time as long as a second; nor can its peak amplitudes attain a constant
level during such a long time interval, as illustrated by Figure 12,
However, equations(?, 1) and (2. 3) can still be used for identifying
intensity over a smaller interval of time than a second.

When such an interval of time becomes extremely small {i.e.,
in the limiting case when tp~t) ~~——- 0) the equations referred to above
indicate instantaneous power in the wave. Such power, however, varies
very rapidly with time within any period of fundamental vocal cord
frequency -- as is obvious in regions Al’ Azy Az, Ay in Figurel?,
However, instantancous power may be a suitable representation of
intensity in regions B, BZ,' B3, B4 in Equatien 2l whercein the ampli~
tude is relatively constant, In such a case, though, one could also
consider measuring cnergy over the time interval from B to BS and’
obtaining a value for intensity from equation (2. 3).

A similar approach can be considerced for the woiced portions of
speech, as in region A of Figure 12, For such a ineasurement of
iniensitly, the period over which energy is to be averaged is the same
as that of the fundamental voicing frequency.

For accuracy in such mcasuremcent of intensity during the
voiced portions of speech, it is essential to measure the fundamental
voic:'éng frequency quile accurately, Moreover, the integration of

Fa(t]” would remain unchanged over different voicing periods if the
amplitudes of their peaks were constant and if the time amplitude
characteristics of the specch wave rumained unchanged,  Such a
situation can arisc only when the spectral density of waves is relatively
stable, when the voicing pulscs arce of constant amplitude and when
the integration is performed over a complele voicing period,

When the three conditions just mentioned are not met, the valuce
of the integral of [a{t)]” is known to vary, as rcadily observable in
the fuctuation of the needle on the VU meters used Loy monitoring specch
for recording purposcs or for broadcasting purposces. That such a
fluctuation of the YU meter indication is duc to variation of the loudness
of the speech is comumonly recognized,  The three conditions mentioned
above present additionzl reasons for such fluctuation, as illustrated by
considering tne calculations of intensity of spcedr in regions A, B, C,
D, in Figure 12,

Morcover, the level of intensity indicated by the VU meter or
sound intensity meter may not necessarily reflect the effort required
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for generation of a selected portion of the speech wave. For example,
a loud enunciation will rarely bring the amplitude levels of unvoiced
portions of speech to that of the vowel sound of less loud speech sounds,
Such a difference in the level of intensity arises from the mode of
articulation and from resonances used.

For reasons mentioned above, it seems advisable to consider
alternate methods for indication of intensity, The methods we are

considering take notice of the following characteristics of speech waves.

1} Specech waves consist of unveiced portions of relatively low am-
plitude and of voiced portions of relatively high amplitude,

2) The amplitudes of unvoiced portions of speech are characterized,
in broad terms, by the manncr of their articulation, e. g., the
waveforms of s have more amplitude than those of {.

w
—

The amplitude of voiced portions of speech also vary according to
articulatory information, e. g. the amplitudes of nasals arc
usually smaller than those of the vowel sounds.

4) Following the articulation of consonants, the amplitude of the
succceeding vowels tend to build up to a peak level and then
these amplitudes decay before the end of the vowel enunciation,

5) The rate of build up of vowel amplitudes seems to be usually
more rapid than their rate of decay,

6) Most unvoiced consonant sounds do not show such time-amplitude
characteristics = notable exceptions being the wavetforms of ¢h
that show scveral regions of increased amplitude,

7) The variation of the amplitudes of waveforms of vowel merit
investigation for establishing:
a} their relation to the transicnts on spectrograms
b) their acoustic correlates with ecmphasis vr accent or with
linguistic stress
¢) their ability to wdentify stress on the consonants that precede
or ones thal follow the vowel sounds with these variations
While information regarding the above aspects can be obtained
from the "mingograms' of specch, published by C. G. M. Fant;

additional stud, of the time-amplitude plots that can be made with
instruments having a wider frequency response seem called for,
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INTENSITY MEASUREMENTS AT INDICATED TIMES
FOR ITEMS IN THE BOXES TO THE LEFT
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(FOR INFORMATION ON TIME INIFRVALS SEE FIGURE 10 )

Representation of Speech
in Phonetic Symbols
Figurce 13
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For establishing a measure of intensity three methods are
under consideration:

1) Study of the spectral density distribution at varioms time intervals.

2) Measurement of amplitudes of the voicing pulses.

3) Measurement of -
i) radiated voiciag pulses '

ii) envelopes of radiated unvoiced portions of speech

Without discussing in detail the relative merits of the above
methods, the methnd (3) scems to be most easy to implement. However,
the validity of dat. obtained by any of ihese mcasurcments, in light
of the special characteristics of the speech mentioned before, requires
additional investigation.

Assuming that such a measure were developed, and its
measurements related to the components of enunciation, as discussed
under duration, the . *pr sentation of specech in phonetic symbols
would be as illustrate: Figure 13,

The objective of such a representation arc the retention of
information about stress and intonation of speech, as it may be
important to interpretation of the meaning of the words recognized.

vV FUNDAMENTAL FREQUENCY

Fundamental frequency is the number of times the vocal flaps
open and close in a sccond.  Since this number varices from time to
time, this frequency can be defined as the reciprocal of the time inter-
val between successive voicing pulses. This is included as a separate
dimension particularly because it is helpful in recognition of male
and female voices, in understanding of diffcrences in formant levels
of these voices, in noting differences in piteh (which distinguish
questions from statements), and in recording stressed, or "accented, '
and unstressed syllables,

A, The Correlation Belween Fundamental Frequency Levels and
Formant Levels

Not all speakers have the same formant levels, and this must
be considered in constructing a model that can recognize all varicties
of pronunciation. A woman's spcech formants, on the average, are
about ten percent higher than a man's, primarily because her vocal
tract {the area from above the vocal chords to the lips) is shorter, and
also because her vocal flaps are shorter and produce higher fundamental
frequency.
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By identifying a range of high fundamental frequency and
correlating it with a high formant level, a speech recognizer could
compensate for deviation from standard male formant levels,

B. High Fundamental Frequency and the Accuracy of Formant
Measurements

Because a woman's voice has about twice the fundamental
frequency ot a man's it has only half as many harmonics of the
fundamental voicing frequency within a given formant band. This
lack of harmonics makes any measurement of formant frequency
levels less precise; our medel recognines this situation.

C. Pitch and Fandamental Frequency

"Pitch' is a term which refers to a certain aspect of sound
perception. The eract relationship between pitch and fundamental
frequency has not been clearly defined. We do know that pitch is
closely related to fundamental frequency, but it is also related to
intensity. Recent studics indicate this to be truc, even for complex
waves, such as the sound waves of speech, Even for pure sing -
soidal tones, fundamemal frequency contributes more to pitch
perception than intensity does, It follows that if pitch variations
are important in language, an automatic speech recognizer should
measure fundamental frequency. In the following discussion we
will desceribe two ways in which pitch is important in language.

D. Pitch as Used in Speech

The mceaning of a sentence in English often depends on whether

it is heard with a rising or falling pitch. To say '"Hce's coming' with
a falling pitch is to v ke a statement; to say it with a rising pitch
is to ask a question. Sentences with such rising or falling pitch have
corresponding rising and falling fundamental frequencies; together
with intensity, fundamental frequency a. alysis can help a speech
transcriber recognize such vital differences.

. Fundamental Frequency and Accent

There is soume evidence that differences in fundamcemal frequency

scrve to distinguish between "accented' and "unaccented! syllables.
This can help our model distinguish between such words as the noun

subject and the verb subject, for instance.
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Dennis Fry (1958) and Dwight Bolinger {1958) report that
frequency changes within one syllable, while all others are leld to
a monotone, have the result that the syllable with frequency variation
is perceived as stressed. As it is necessary for our model to make
the same distinctions that a native speaker would, this means of
identification is particularly important.
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SECTION 3: SOUND CHANGE AND THE MULTIDIMENSIONAL MODEL
INTRODUCTION

This section deals with the relation of the various modes of
physical articulation of speech, discussed in Section 2. to the processes
of phonetic change that occur constantly in languages discussed in
Section 1. We assume that among the constant phonetic variations
that occur within any language there exists a definite order which may
be accurately defined by a properly inclusive conceptual scheme. Such
a scheme is suggested in part b, a careful examination of the phonctic
variations within English itself and in part by a broader survey of
consistent phonetic changes that have taken place in other languages,

The perils of over-reliance on the evidence of phonetic changes
in languages should uf course be emphasized; in most casces our sources
are limited to written text, and deductive reasoning based on available
data must often serve in place of an actual knowledge of how sound ‘
change occurred. Nevertheless the identification of such changes thau
have taken place can serve as a guide to further orderly analysis of
sound changces that may occur in English during rapid speech. As a
possible mcans to such orderly analysis we suggest the concept of
well-defined planes of articulation that vary according to the physical
modes of speech production considered previously.

We will first discuss aspects of the problems which sound
change within a given language can raise for our model, We will
than evaluate cvidence and conceptual approaches helpful in determin-
ing sound changes. briefly skelch theorcetical causes of sound change,
then consider how it may be possible for our model to represent the
sound changes or variations that may take place in English during
rapid speech. Henuzed data are included in appendices, particularly
as they relate to observed rules of phonetic change, here tabulated for
the first time with the aim ot integrating phonetic, phonsmic, genvtive
linguistic and acoustic aspects vl specch.

Previously we have considered how it inay be pussible to identify
sounds as they are articulated individually or within relatively simple
and isolated word units,  As the words or the combinations of words in
normal speech become more complex, so also do problems of recog-
nition. Particularly important is the identification of slurs and dropped
sounds that occur both within and between individual words.

It 1s common obscrvation, for example, thai such phrases as
secmed to are condonsced into scemto in hormal conversation. similarly
the t almost disappears {rom rents. Such run-on sounds occur as a
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continuous wave pattern on a spectrograph, moreover, and the
identification of individual word units within this pattern requires

that our model be thoroughly familiar-with possible phonetic variations
that may take place becausc of rapid speech or individual and regional
idosyncrasies.

This requireciment suggests three specific needs - an orderly
listing of various possible phonetic combinations in which "muerging'
of sounds takes place, a comprehensive conceptual scheme for
deflining the boundaries between individual sounds. and logical method
for making arbitrary divisions between word units. Procedurally our
first problem is to define clearly for ourscelves the distinction between
phonetic change and phouctic variation; once this has been done, past
phonetic changes in Indo-European languages provide the best approach
to identifying varieue phonetic variations or changes that take place
trday in English,

In the following sections we assume that phonctic variations
in modern English actually duplicate phonetic changes that have taken
place in other languages. This pranisc is plausible becausce all
Indo-European languages ulilize the samne physical modes of production.
Our implicit assumption is that phonctic changes arce governed by an
identifiable set of rules bascd on physical means of production.

Once possible wiy of deriving a table ol phonetic combinations
for atl languages thus might be o make an intensive study ol English;
considering the vast scope ol such a task, it scems more conveninent
to apply to English the available evidence on the phonetic changes that
have taken place in the past, It may thus be [easible to arrange vur
model with sections of reference devoted to special phonetic variations
and Lo places where o sound drop-ont is likely to occur. Once the
various phonctic changes in FEnglish have been ordered, mmorcover
it breomios casicr to devise svtue incans Tur avbitrarily separating the

acoustically undillerentiated words of normal conversation,

I THE NATURE QF SOUND CHANGIS

Sound change is a gradual and continual process which takes
plice in all languages. s so gradual that the speakers of the language
very seldom notice that any change is taking place,  Occasionally they
notice that the speech ol the oldest members of the communitly diifers
[rom that of the children, but they atteibute the difference to the effects
ol aging rather than to chapges which have taken place in the language
since the oldest inhabitants Lirst learned i, The oldest inhabitants
themselves do not realize that their speech has changed since they were
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children, They may be conscious of the "modernisms'' in the speech
of the younger people, but they do not realize that their own speech also
contains recently-acquired modernisms.

One reason people fail to notice definite sound changes from
one gencration to the next is that they cannot distinguish such change
from random sound variaiion. As we have previously emphasized,
two different pronunciations of the same linguistic unit are seldom
identical. When the word cat is spoken twice, for example, each
phonetic unit - the k, the ae, and the t - will probably differ slightly.
In analyzing sound we face the conce;tual problem of distinguishing
such random variations from changes that gradually alter the phonetic
structure of a language.

As an aid in solving this problem most phoneticians assume
that sounds can be mapped in definite space with defined boundaries for
each phone class. Such mapping is primarily a conceptual tool for
explaining our tendencies of classifying phones. Traditionally phone-
ticians have conceived of sounds as units clustered around a spcecific
norm or center of gravity which lies in the center of the arca in which
varied pronunciations of a given sound arc most likely to occur (see
Figurec 14), Some linguists describe sound change as simply a shift
in this center of gravity, While this explanation gives a picture of
how sounds shift, it fails te give adequate opportunity for analyzing
the physical nature of that shift, nor does it provide the necessary
framc of reference within which an orderly model for speech recog-
nition can operate.

As a more preferable way of representing phone classes we
arc suggesting a different approach - that of sound grouping within
moveable planes of articulation (sce Figure 15). In our conceptual
plan sounds arc not grouped by their distance from a center of gravity;
instead they are grouped within specific hyperplancs which define
their relations to cach other., In the two-ditcensional iliustration
cach plane is approximately cquidistant from the central cluster of
gounds. Any sound that occurs within the boundarics of thesc plancs
is simply a sound variation. If the dircection of these plancs shifts,
however, then a sound change takes place. In gencral, these plancs
may be related to the many physical choices which a speaker makes in
shaping his words, and a shift in these planes may be cquated with a
physical shift in the way a sound is produced., To indicate how this
could be done we include a diagram of the tongue's position against the
alveolar ridge as it pronounces t in the word tick {sce Figure 16). Today
the position of the tongue can vary belween pomA and point B, We will
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assume, however, that in 1900 the tongue's position could have varied
fo m point A) to point B}, beginning at a point slightly lower than A
and never guite reaching as far as point B, In analyzing this change
according to our method of representation we would say that one of

the pianes which defines the sound t has shifted slightly.

It should be emphasized that such a conceptual scheme requires
data which can be organized or transformed so that they indicate a
definite boundary separating information about one phone class from
adjoining classes. Some studies - those of Pcterson and Barney's —_
"Control Methods Used in a Study of the Vowecels" for example - have
reported experiments which show an overlap in the levels of formant
once and formant two that are characteristic of vowel sounds. In such
cases we must assume cither that additional information not investigated i
in the experiment will make separation possible or that for the vowel !
sounds no hyperplane can be defined with our present knowledge.

A knowledge of past shifts in planes of articulation is important
tor automatic speech recognition because they can serve as a basis for
predicting which phoncetic variations will be favorced and which will not.

speaker produces a word containing a sound halfway between s and b,
we must instruct the machine to look up a word an s in that position,
rather than an h,

i
|
We have many examples of s becoming h, but not the reverse. 1 a /
\

Most linguists today recognize two lypes of sound change.  These
arc conditioned and unconditioned.,  Conditioned sound change differs
from unconditioned in that conditioned vhange takes place under cortain
circumstances while unconditioned change takes place under all circum-
stances,  During the nincteenth century linguists also believed in
sporadic sound change, but this theory was attacked and discarded,
because it implicd that there is no pattern of sounds in language, and
that there s no limit to the number of significantly different sounds which
can cxist simultancously ina languayge, Current linguistic theory is
baged on the assumption that cvery languige has its own sound patlern
and that there s a limited number of phonemes ur significantly different

sounts,

Of the two types of sound change which are currently recognized,
conditioned is the more comnion because in addition to such cases as
"Greek s became bininitial position, ' this category also includes
all cases in which a sound is made more similar (o an adjacent once,

This spedial case is callad assimilation, and we will discuss it in detail
below.  Unconditioned change involves such cases as "Proto-Indo-Euro-
pean g became Germanie k, "Thus Latin genus and English kin are cognate



(derived from the same Proto-Indo-European word). Information

about non-assimilatory sound changes of this type permit us to predict
sound-variations which may occur occasionally in any individual's speech.
Information about assimilatory changes will permit us to predict the
mutations which occur when specific sounds are adjacent to each other.

Assimilatory changes seem to be the result of a strong tend-
ency to simplif y the motions of speech articulation. This tendency
to simplify one's movements is a powerful cause of sound change. In
English the suffix for the past tense was at one time pronounced d
in all environments. It is still pronounced that way after an alveolar
stop; tasted is an example of this. KElsewhere, the vowel was lost,
and if the verb stem ended with a voiceless sound, the d was replaced
by t. Thus the past tense of lack has a t where the past tense of la
has a 4. The d of lackedwab replaced by t to save the speaker the
trouble of cha.nglng his vocal flap adjustmen. during the articulation
of the consonant cluster. The process of changingthe {irst of two
consonants while leaving the sccond unchanged is called anticipatory
or regressive assimilation.  The process of changing the second
consonant and not the first is called progregsive assimilation. Most
phoneticians agree that anticipatory assimilation is the most common
type in English. When one word ends with a veiced consonant and the
next begins with a voiceless one, the final consonant may become
voiceless. Converscly if the final consonant is voiceless and the
adjacent initial consonant is voiced, the final consonant may become
voiced.  Thus the phrase big pit may be pronounced with a k at the end
of big, and the phrasc thick bit may be pronounced with a g at the end
of thick . The reason for sound changes of this type are quite clear, and
we could predict many of them cven if we did not have examples from
other languages

In addition to sound changes. there is a gpecial class of linguists
changes which are neither gradual nor regular,  Some linguists call
them sound changes also, but we prefer to reserve this term for the
regular gradual process described above. The special category which
we are now discussing includes dissimilation, distant assimilation
metathesis, and haplology. Dissimilation is the replacement of one
sound by aruvther when the original sound occurs twice within a word.
The Latin word peregrinus (pilgrims) became pelegrinus when the
first r was replaced by L. Distant assimilation is essentially the
reverse of this pl‘ocess.— If two sounds in a word arc nol similar,
one sound will sometimes be replaced by another which is more simnilar
to the remaining sound.  The Proto-Indo-European word for five was
probably *penkwe. {The asterisk indicales that we have no written
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records which show this word.) In Pre-Germanic this became *pempe,
which in turn became *fimfe. Metathesis is an exchange of position by
two sounds within a word or phrase. The QOld English word [or 'wasp'
was waeps. When we compare this with the modern word, we see that
the s and the p have changed places. Haplology is the dropping of sound
or group of sounds which occur twice within a word, The Latin word
nutrix 'feeder, nouricher' comes {from an earlier *nutritrix.

All of these linguistic changes can be seen in the slips of the
tongue of contemporary spcech, but at preseat we do not plan to
include them in our model because they arc too unpredictable and
because when a speaker makes a slip of this type, he is quite likely

. to notice it and correct it himself.

There are five different methods for discovering what sound
changes have taken place in a given language. They are (1) analysis
of the regular phonctic alternations of the language; (2) comparison of
the descriptions by diffcrent phoneticians, each describing the speech
of his own day; (3) examination of written records and pocetry; {4) com-
parison of di{ffcrent modern dialects of the same language; (5) comparison
ol the written records of ancient languages in order to reconstruct their
parent language. Specific discussions of each of the types of reconstruc -
tion may be found in Appendix F.

Our criteria for deciding the accuracy of a phonctic reconstiruc -
tion include the number ot different reconstruction techniques which
yicld this result, the phonctic probability of a given change having taken
place, and the number of times this change has been reconstructed for
other languages. U scveral different reconstruction techniques all
indicate that a certain change took place, this is very strong evidence
that it really did happen that way.  For example, the sound-change of
the English pasttense suffix is attested by three sources - phonetic
descriptions (rom the cighteenth century, the evidence of spelling, and
1he morphophonemic alternation of modern Fnglish, We have specche-
manuals from the cighteenth century manuscripts which spell this
sulfix as ¢d, 't , and 'd. Finally, we have the modern morpho-
[)1}101](‘!1)‘1(17“(:—1‘?[‘11i0|1,—T\"]li(‘h is most casily cxplained by the assumption
that the sulfix was originally ed.  Taken together, this cvidence leaves
no room for doubt. -

Phonetic probability is the scecond criterion for weighing the
acveuracy ol a reconstraction. This criterion is {requently applicd
while the linguist is working on the reconstruction  rather than
afterwards. In our analysis of the past-tense sulfix, we rejected the
assumption that d was the original suffix because it involved the



assumption that *tastd was once the normal form, and this is phone-
tically improbable, Some linguists have objected to the traditional
reconstruction of Proto-Indo-European because it contains voiced
aspirated stops b!, d', g' but no voiccless ones p', t', k'. The
articulation of veiced aspirated stops involves more glb—t-tal adjustments
than does the articulation of voiceless aspirated stops, and since there
was supposedly only one set of aspirated stops in the language, there
was no nced to go to the extra trouble of making them voiced.

The third criterion for reconstructed sound change is whether
the sound change has been independently reconstructed fcr other
languages. The change of d to | has been reconstructed for Latin
and Sanskrit; there is also alternation in the Greek dialects between
the names Olysseus and Odysseus. If this change should be recon-
structed for anolher language, we would not question it even though
at prescent we do not understand how this change takes place.

From our present evidence we may make two assumptions.  The
first is that sound change is a gradual and regular process with orderly
characteristics of transition, A corollary of this assumption is our
belief that an orderly system to deform this change is both po _.ble
and necessary. One further aid to the development of such a system
would be a workable theory of sound change; previous attetapts o
develop such a theory are discussed below.

1I THE CAUSES OF SOUND CHANGE

Many theories have been proposced as to the causes of sound change,
bul most of them have been thoroughly disceredited,  For the purposes of
an automatic speech recogniser, however, a valid theory of the causes
of sound change would be a valuable aid in predicting sound variations,
because it suggests both the probable dircction of sound variations as they
occur in normal specch and the particular sound variations likely to take
place wiien two given sounds come together, as previously indicated. o
be of use in this study such a theory must meet at least three qualifications
il must usc physical means of articulation as one of its major criteria for
change; it must be sutficiently comprehensive to allow an interplay between
the various physical modes of production already discussed; and it must be
able to be stated in units comprehensible to our model.

The must commmonly proposed theory, is that sound change is a
simplification of the articulatory process, This is obviously true of
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some cases, but obviously not true of others, The change of[Inka m]
to[InkAm]is a simplification, since it reduces the number of neces-
sary articulatory movements, but the change of Proto-Indo-European
t to Germanic p does not seem to be a simplification, Moreover

if the change of t to p were a simplification, the change of p back to

t in the Scandiné—vian—languages would be the opposite, The theory that
all sound change is simplification does not fit the facts.

Other attempts have been made to explain sound change as the
result ot a change in environment or way of life, but it has always
been possible to cite groups of people whose languages did not undergo
similar changes though they lived in similar environments with a
similar way of life.

Inherent in all our work to date are the assumptions that there
is a related order in all language based on physical modes of production,
and that such an order may be graphically represented by examining the
interaction of these physical modes, A fourther assumption is that sound
change is not random but proceeds along a specific pattern according
to cause inherent in the structure of the language itself. Postulating
the existence of both an orderly change in speech and an inherent order
governed by physical means of production, it appears warthwhile to
review data concerning the possible existence of an crderly series
of rulcs for anticipating sound change in Europcan languages, particul-
arly as it relates to these physical means of production.

Historically researchers have accomplished comparatively little

definitive work in problems of predicting sound change.  Fxisting theorics

which assume there is a single cause for change have gencrally peen
disproven, when further rescarch disclosed a situation in which the
special cause was present, but the expected change did not occur.
Andre Martinet, however, assumes that several factors influence
sound change: factors inherent in the physical production ot language.
IFor this rcason, and also for the purposc of obtaining a modern
Western linguistic view of sound change, we shall bricfly review the
work of Martinet,  And finally, although il scems to present in an
orderly fashion many postulates similar to those on which our own
model is basced; at the game time it reveals many of the limitations
ol current linguistic theory when applied to sound change.

Martinet's theory is based on the phonemic theories which have
been developed by many dilferent linguists over the past forty years.
Ilis unique contribution is to combine these concepts into a theory ol
sound change. The theory states that many of the causces of the sound
changes which take place in any particular language arc inherent in the
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phonemic pattern of that language, and in the distinctive features-each

of which corrcsponds to one or more of the physical means of produc- )

tion. Thus by carefully examining the pattern, we can suggest which E

changes are likely and which are not. (A phoneme, as previously dis-

cussed, is a class of sounds which do not contrast with each other but

which contrast with members of other phonemes., A distinctive feature is

a sound quality which, alone or in combination with cther distinctive

{eatures serve to characterize a phoneme. The differences between

Mazrtinet's terminology and that of Jakobson are more fully considered 1

below). !
One limitation in applying Martinet's theory to our project is that

distinctive fcatures vary {rom language to language; thus cach language

analyzed in Martinet's terms must reccive special attention to determine

precisely what its distinclive features may be. Such a theory may thus

be helpiul in developing a setl of postulates that govern poussible sound

shifts within a single language.

Figure 17 represents the distinctive features of Iinglish con-
sidered in texms of Martinet's work according to the units of our
modecl; there are four places of articulation that can serve to distinguish
phionuines - labial, dental-alveolar, palatal, and gutteral,  The initial
consonants of pin, tin , shin, and kin show these different subdivisions
of place of articulation which formé one of the throe main axis in our
model that serve to define how sounds are produced. Lt is also possible
to graph additional distinctive features under resonances and possibly
under manncer of articulation,  In English these contrasts in sound
serve to convey dilferent meanings; thus we say thai the features arc
distinctive.  On the other hand, the word tin would be recognizable
whether the initial consonant were articulated against the tecth, the
alveolar ridyg. or the palate.  In English, thercfore, the two positions
ol articuiation fur the front part of the tongue are not hy themselves
distinctive [eatures,  ITn other languages, however, the number of such
[catures snay be greater or less; Indian languages, for example, troeat
the dental and alveolar t's as separate phonemes,

In assuming that the distine®ive features in cach language can
modify sound shifts, Martinet relies on the hypothesis that sound change
is likely to occur in those cases when a language alrceady uses all the
phiysical means of articulation necessary to produce o particular sound
but lacks the sound itself.

Further assuming that all speech is based on a tension between
the need for exact meaning and the desite (o inimize exertion in
physical articulation, Martinel suggests that such change is more likely
to take place within the range of a distinctive group than across a boundary
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Stops
Voiceless
Unaspirated
Aspirated
Voiced
Unaspirated
Agpirated

Spirants

Voiceless
Unaspirated
Agpirated

Veiced
Unaspirated
Aspirated

Nasals

Voiceless
Unaspirated
Aspirated

Voiced
Unaspirated
Aspirated

Voiceless
Unaspirated
Aspirated

Voiced
Unaspirated
Aspirated

Affricates
Voiccluss
Unaspivated
Aspirated
Voiced
Unaspirated
Asgpirated

Laterals
Voicceless
Unaspirated
Aspirated
Voiced
Unasgspirated
Aspirated

Figure 17
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This chart represents the normal or most comnion articulation
ol cach Amcrican English consonant phoneine,



between distinctive features, since a shift in sound from one distinctive
group to another cound make homonyms out of two distinct: words,
Thus, in the chart of Figure 17 a sound shift might occur between

an alveolar t and a palatal t, but it is much more likely to take place
beiween an alveolar t and a dental t, which would share the same
distinctive features.

While Martinet's theories may be relevant in suggesting potential
sound shifts, there is some question whether they are comprehensive
enough to include many of the aspects of speech production necessary to
the development of a multi~purpose recognizer. Certainly the extended
scope of our model prct:ludc.é complete assumption of his theorics as
a basis for organization of sound changes relevant to a general purpose
recognizer.

The problems of vowel coloration and obscrved crossing of the
boundarics of distinctive featurcs, in addition to the necessity of re-
defining distinctive features for cach language also suggest the nced for a
more gencral analysis of predictable sound change than prescatly exists,
Such analysis might subsume Martinet's theories as additional data "
inslructing a general transcribing machine what sound shifts are morc
likely to occur. While no such analysis for modern English cxists in
terms which can L+ used by the mulli-dimensional model which we have
developed, several factors argue that it may be created. The fivst is
our assumption of an inherent order in all speech directly related to
physical means of produclion, The scecond is the dominant theory of
modern linguistics that sound change is not random; and the third is the
touls of genetive phonetic, phonemice, linguistic, and acoustic analysis
of sound.

Experitments by Fry and Dencs, morcover, indicate that addition.at
investigation is required to corrclate the work of phonemic and acoustic
analysis with the objectives of our model,  Sound cexperiments by these
rescarchers revealed that their machine differentiation hetween the k
of cook and the t of tick was over 90%, but differentiation between the
k of kick and the t of 0o
That kand t can be distinguishoed by distinctive [eatures, but their
acoustic featurces may not retain such characterisiic » at all times,

The task of ordering such acoustic data in a comprehensive
theory of sound change sceins feasible in terims of vur imoedel parti-
cularly because we must ol necessity account for all the physical modes
of production which arc asswined to provide the basis tor directed
sound shifts, In terms of our dimensions, for example, it is definitely
indicated that the acoustic chavacteristics of k in kick differ from

- . - . - . P .
those of k in cook because the place of articulation is invariably
influenced by succeeding vowel sounds,  This recimphasizes the im-

ok was  less than 25%,. This would svein to indicate
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portance of consonant-vowel combinations on an automatic speech
recognizer,

In the following discussion, we first consider sound change in
terms of our multidimensional mode., We then attempt an orderly pre-
sentation of certain predictable rules of sound change or euphonic
combination. Some of these rules we derived from our studies of historic
sound change in Indo~-European, Germanic, Old Icelandic, and Celtic
languages, Others were suggested by the sandhi rules of Sanskrit,
which lend themselves quite readily to a systematic analysis of
preferential sound shifts.

Sandhi rules are of a special value because they comprise an
integrated chart of euphonic combination developed for a language that
in some cases represents phonetic sounds quite precisely. For example,
although English makes no distinction between a dental and an alveolar
t, Sanskrit has phonetic symbols for both these sounds and regular
Tules for the euphonic combination of each symbol with other sounds,
Othexr sounds not distinguished in English but specially represented in
Sanskrit include visarga vowels and aspirated consonants. Since the
Sanskrit alphabet represents an orderly grouping of possible phonetic
sounds, and these sounds in turn are based on the physical means of
articulation common to all mun, it would appcar helpful to apply the
rules of sandhi to our own development of an orderly method of speech
analysis.,

LI SOGHD CHANGES CONSIDERED IN TERMS OF THE DIMENSIONS
OF OUR MOLIL
The purpose of this section is to examine how sounds may
change in contact with other sounds in rapid connected specchs a
model for speech transcription must be able to relate these changes
to the "purcr! patterns of careful speech by reconrsc to the various
subcalegories in adjoining columns, rows, or Reimann leaves.

The reader will note that the four main problems to be solved
are emphasis, regional dialects, slurring of syllables, and definition
«f word boundarics. Allare particularly important because there is
generally no identifiable acoustic break between words in rapid speech,
Without means of distinguishing between the sounds of separate words,
however, the construction of a general purpose transcriber becomes
almost impossible. The following discussion provides for the first
time an orderly approach to the sclution of this question,

In the following subscetions we describe some sound changes
which have taken place in the past, This is not a complete list; the
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compilation of a complete list would require years. A recent book
(Language and History in Early Britain, by Kenneth Jackson) devotes
three hundred pages to a concise description of sound changes of the
Celtic languages alone. This is simply a sample of the total number
of sound changes which have been described by linguists.

A. CHANGES IN MANNER OF ARTICULATION

Changes in manner of articulation involve shifts from one
Reimann leal to another in our charts. This type of change is quite
common. It occurs both as an assimilatory change, as when Latin

pf became {f, and as a non-assimilatory change, as when Proto-Indo-

European p became Germanic f in almost all environments, In

modern English a cluster of alveolar stop and [y ] frequently becomes
an affricate. Thus did you becomes dijuand at you become: ®gu

(This involves a (.ha.ng,(. in place of articulation as well as a change in
manncr). Most changes in manner of articnlation which have been
described by American phoneticians involve clusters with Cy] . We do
not know whether this is, in fact, the most common change in manncr
of articulation or whether it is simply the most conspicuous.  Rules

for this type of change are included as Appendix . I1.

B. CIANGES IN PLACE OF ARYUICULATION

Changes in place of articulation involve shilts [rom one row
to another in our charts. Most changes in place of articulation arce
assimilatory; they vecur unly when two consonants are adjacent, but
a few, such as the change of Old Isnglish final i to n, are non-
assimilatory., One assimilatory change is the tlmn;,t ol ‘8] to [S ]
when it is followed by [ S ] . This commonly occurs in the word
horseshoe, which is usually pronounced Ll\ r ﬂu] Ul‘[_hj v s u ] in the
Appun(llx H. 1L we include a list of changes in place of articulition which
have taken place in the past, together with examples ol loglish words
and phrasces containing the saine sound combinations,

C.  RESONANGES

Changes in resonances involve shilts trom one column to another
in our charts, Changes in resonance represent the most common
assimilatory sound change.  Consonants with dillervent places and manners
of articulation occur next to cach other in the words ol many languages,
but it is unusual to have voiced and voiceless consounants adjucent Lo
cach other,  Almost all langaages will pernidt sound combinations al word
boundaries which they will not permit within a word, but the [act that a
certain type of sound-combination is uncommon in the words of any lan-
guage scems Lo indicate that the same combination may be frequently
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modified at word-boundaries also,

There are conditions other than assimilation which cause changes
in resonance. In standard German, no word may end with a veiced
stop, spirant, or sibilant. The phone becomnes voiceless in that position,
Thus bunt 'bright! and Bund 'group' are homonyms,

Some changes in resonance are unconditioned; that is, they take
place under any circumstances. Thus Proto-Indo-Europcan d became
Germanic t. English two and Latin cl‘l.?_. are cognate (go back to the same
Proto-Indo-European word).

In Appendix H.IIl we list some of the changes in resonances which
have taken place in various languages.

D. HOW SOUNDS DROP OUT

There are two different types of sound drop~out. One is the
loss of a sound {rom a certain position and the other is the loss of a
certain sound from any position. The first type includes the dropping of
at least one consonant from a consconant cluster and the dropping of cer-
tain sounds in final position. The second type includes such cases as
the luss of Proto~Indo-European p in almost all positions in the Celtic
languages. -

The problem of how to treat these drop-ouls is a complex one,
At present we are attempting to limit *he number of positions in the
charts from which a sound that is not part of a cluster can drop com-
pletely. ‘'l'hus, at present we assume that |pl does not drop out dircctly
but becomes |p) , which becovaes | h), which drops out. In Appendix H. TV
we give some examples of sound drop-outs.

L. DURATION

In English, diffcrences in consonant durations are not phonemic
(word-differentiating) and the speakers of the language have some
freedom to vary these durations, The most common variation isg to
shorten a long consonant (or a double consonant; we use these two terms
as synonyms). Thus red dress may be pronounced with a long or a
short |d). Long consonants which are the result of assimilation or the
dropping of an intervening consonant are also subject to shortening:
outdoors can be spoken without the [l] and with a long or a short [d]',
lasts can Le spoken without the [t] and with a long or a short [:-J .

Conversely, some short consunants may be lengthened under
certain circumstances. If a person is counling slowly and rhythmically,
he may pronounce cighteen with a long [t] because the preceding words
fifteen, sixtcen, and seventeen all have consonant cluscers in the middle,

and if the speaker says eighteen with a short CL] , he will break the rhythm,
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The problem of length variations due to rhythm is a complex
one, Andre Classe has advanced the hypothesis that if there are
several strongly accented syllables in an utterance, the speaker lries
to vary his tempo so that the time intcrval from one accented syllable
to the next is a constant. Classe calls this equality of time intervals
isochronism (Classe, 1939). When the number of intervening syl-
lables is very uneven, the speakcr tides to achieve isochronism
but does not succeed, If this hypethesis is correct, the duration
measurements of all unaccented svllables depend on the positions of
the accented syllable., This is a subject which reguires cxiended
rescarch,

F. INTENSITY
Intensity of different portions of continuous spceech is perceived
to be different, except in monotone enunciations, 7This is a natural

phenomenon of control that a speaker exercises to keep his speech
from becoming boring.

Such variation in the intensity depeunds on several factors,
some of which arc:
1) Emphasis or deemphasis of an utterance Lor
a) modification of its meaning
b) drawing attention to a specific part ol it

2} Relative combination of specch sounds that necessitate
the emphasis or deemphasis becausce of natural limitations
on productionr of specech,

The variations of the tirst type arce often controlled by the
prammar and syntax of a language, and they do not merit consideridion
in this part of the study ot controlled variations causced by the com-
bination of speech sounds,  The variations of the scecond type merit
discussion; but neither is orderly detinition of thesce available, nor can
information about these be separated from that for the lirst type ol
variations. ' :

An additional difficulty in this Licld 1s the need Lor an aceentable
definition ol intensity and the interdependence of intensity variation and
of variation in fundainental frequency.  An orderly study of the Cffects
of intensity would require extensive additional study.  In Scetion 4 we
present examples of acoustic data which show the hecessily of inténsity
measurcinents,

G. FUNDAMENTAL FREQUENCY

Fundaimenial frequency, like intensily, varies [rom one porfion
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of speech to another for reasons that are similar to those mentioned
in the previcus subsection.

Unlike the measurement of intensity, however, one can find a ;
generally acceptable definition of fundamental frequency that can be o
used for these studies. However, the information on this subject needs :
to be further evaluated.

H. GLOTTAL ADJUSTMENTS

The two glottal positions which are commonly uscd in speech
are the positions for voicing and for voicelessness. Besides these,
however, there are other glottal positions which are sometimes used
and which result in a different spectral pattern. Two of these adjust~
ments are visarga and laryngealization. |

During a visarga 7owel the vocal flaps vibrate, but they do not
touch each other as they do for normal voicing., The resulting vowel
has a somewhat breathy quality. In Appendix I we include a detailed
description of the visarga vowels.

One theory of the production of a laryngealized sound is that
the vocal flaps take on an hourglass shape, and both the front and
back halves vibrate while the middle and the ends are relatively still.
The resultant sound has a slightly grating quality. Laryngealzation
is often used in American speech as a substitute for a drop in funda-
mental frequency at the end of an utterance.

1V, SOUND CHANGES INVOLVING "PROBLEM' PHONES

A. CHANGES INVOLVING PHONES WITH A SINGLE PLACE OF
ARTICULATION
The phones which commonly occur in English but which present
certain problems include[y] (you) [ r] (right), [n) (how), and the glottal
stop[27 (the pause between vowels of uh-oh!), The glottal stop alsu
commonly replaces t in certain words and phrases, such as what was;
for this reason it must be included in the model,

There are several separate reasons why dhese phones are
problematic, Y is a semi-vowel corresponding tol i) (the vowel of cat)
in manner of articulation save that y functions as a consonant, Altlm_u_éh
we have classcd y with the consonants, ils similarity to a vowel vreates
unresolved problems in describing manner of articulation. In the casce
of{ rlit is pussible that the place of articulation of this usually retroflex
consonant can vary in Amzrican linglish,  The soundl h]is traditionally
described as a voiceless vowel, since they receive a separate dimension;
it scems necessary Lo devote a separate set of Reimann leaves tofh]
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plus vowel combinations. The problem with the glottal stop resluts
from its place of articulation; our model provides for no place of
articulation further back than the guttural, but the glottal stop is
articulated further back,

In the Appendix H.IV to this section we include a list of rules affect-
ing these phones. The rules forfy), 'h\ , and "rarc likely to be much
more complete than the rules for] 2], both becausc the foreign languages
from which we have derived our rules have'v], "r], and[h], but no
glottal stops; and because the occurences of the glottal stop requirces
further investigation into the phonetics of American English. Although
we doubt thai the glottal stop replaces an initial t, for example, this
has not been proven, There is also the additional possibility that the
glottal stop may replace final t before gutteral (that girl)as well as
before a bilabial, In certain New York accents, morcover, (he glottal
stop also replaces t before ] as in little.

B, CHANGES INVOLVING PHONES WITH TWO PLACES OF ARTICULATION

There are two commmonly-occuring consonants in American English
which have two simultancous places of articulation. Thesc are'w]as
in wit, and |k as in quit . Both of these consonants involve simul-
tancous gutteral and labial articulation. This combination represents
the most common type of simultancously articulated (co-articulated)
consonant, known as labiovelors, Since labiovelars have two different
plaves of articulation, they can also have two manners of articulation,
Forlk _J the lips are rounded and open, while the tongue makes a come-
plete closure at the back of the mouth, For [v\c_], there 1s constriction
both at the lips and al the back of the mouth, but there is no complete
closure. The rules in Appendix HJIV deal with sound changes that have
affected labiovelars in other languages.

V. TIE RELEVANCE OF SANDHI RULIKS OF SANSKRI'T TO OUR
MODLK L,

In developing a general purpose transcriber the rules of sandhi
arce particularly valuable because they seem to be an indication of how
sounds arce produced under conditions of normal continvous speech. A
partial reason for this is that Sanskrit graummarians who formulated
sandhl rules wished to produce a set of precepts to deseribe a language
as it was currently being spoken,  In describing this language, morcvover,
the grammarians wished to produce phonctic clarity as well as granunatic
precision.  As a result sandhi rules give particular attention to problems
which English graminar (as oppuscd to the science of phonctics) tends
to ignore. Thus, sandhi includes not only rales of cuphonic and grammatic
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combination within words, but also the phonetic combinations likely to
occur when two words come together; such combinations, moreaver,
are usually expressed in the Sanskrit spelling as well as the rules of
grammar.

To the problem of changes caused by coalescence of sounds
between words, English phonetics has given relatively little attention,
but the importance of being able to identify such changes with our model
is apparent. Speakers tend to pronounce their sentences in rhythmic
phonetic phrases whose boundaries need not coincide with those of
the words involved, a situation that provides the basis for familiar
jokes about children who return from church singing songs they learned
orally about the three kings of "ory and Tar" (three kings of Orient
are....), Such verbal configurations, as previously indicated, are
the result of the natural transfer of a sound from the end of one word to
the start of a [ollowing word whenever the conditions of physical articula-
tion make this easier for the dpeaker than pronouncing the two words
distinctly and the transfer way notl interfere with clarity of meaning.

According to our present evidence knglish phonetics does not
scem Lo analyze fully the problem of transcribing such transfers in an
orderly {ashion. Sandhi rules, however, distinctly recognize the
possible shift caused by the coalescence of a final sound with an initial
one, and the sound change so produced is often formally defined.  Recog-
nition of such combinations between words is an imporiant aspect of a
general purpose transcriber, since the acoustic characteristics of
a particular letter may vary considerably depending on preceding and
following sounds. r and 1, for instance, are extreme examples of this.
The [ollowing discussion cunsiders particularly those aspecls of sandhi
that are relevant in expanding onr comprehension of sound changes
likely to take place between the sounds of separate words, while it
provides a rationale for further rules of cuphonic combination prescated
in Appendix I, V. Inusing Sanskrit rules to help us predict Tnglish
sound changes, however, we must consider the nature of cach rule before
deciding how to utilize it.

There are two types of sandhi rules, and while both are helptul
in our model, their appiicability is different. The first type of rule is
the result of conditions which prevail in all human language, and therefore
this type is divectly applicable, A typical rule of this kind is that when
a voiceless consonant and a voiced consonant come together, once is
changed so that either both are voiced or both are voiceless, This
rule stems from the fact that human beings [ind it easier to pronounce
two voiced or two voiceless consonands together than to change the
vocal flap adjustment in the middle of a consonant cluster,
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The second type of sandhi rule is the product of historic survival
or analogic change. Historic survival is the retention of a sound in a
particular phonetic environment after it has been changed or dropped
everywhere else. Analogy is the extension of a rule from one group
of forms {in this case sounds) to a group of similar forms., Thereisa
sandhi rule to the effect that before certain voiceless stops n is changed
to anusvara (nasalized vowel} and a sibilant is inserted beiween the
anusvara and the following stop, This rule represents both an his-

toric survival and an analogic change. At an carlier stage of the
language, there was a very large group of words ending with ns and a
smaller group ending with n.  As the result of a sound changc—t_hc s was
lost from the ns words cvu?ywhere except before certain stop consonants,
This meant that in most environments the ns  words were identical

with the n words, but in certain casces the Ewords had an s, while the
n words did not. Gradually people forgot the difference. and aince thy

ns group was larger, the rule which applicd to that group was extended
by analogy to the n group.

We would not expeet this rule to apply to English directly because
English has not undergone the sound change necessary for the historic
survival, It does suggest, however, that it is worthwhile to sce whetlher
the same processes might have acted on some other English sounds, and
we do have one example of that: the so-called "intrusive r'' of New England
speech,

In some New England dialects final r was lost after vowels every-
where except when the next word started with a vowel, The result was
that the pronunciation of the word deer was different in the phrases decr
walks and deer is. The pronunciation of decr before a consonanl was
identical with the pronunciation of the last part of idea irv all phonetic
cnvironments, Gradually the rule about r spread Tront deer is Lo
idear is. - T

A carceful examination of all historic and analogic sandhi rules
together with a study of the history of nglish sounds should probably
scerve {o point out more such rules which apply to Koglish,

I Appendix F, V we have separated the rules which we believe
to be historie and analogic from those which we believe to be phonetic.
The other rules of sound change in Appendix H ave all phonetic.

The first particular contribution sandhi may make Lor our model
.5 to turnish an orderly guide [or the coalescence of the final consonant
of one word with an inttial vowel ol the lollowing word.  In Sanskrit the
words aham adityair are written according to syllables, as follows:
ekl et Aokl




a ha ma di tydir. The final consonant of qham goes with the initial vowel
of ddityair. The combining of a final consonant with an initial vowel is
guite common in English speech. Most people distinguish an aim from

a name only when they are being extra careful. This sound change must
be recognized in our model, since we treat consonant-vowel combinations
as a unit,

A sccond potential contribution of sandhi rules is Lo delineate
possible conflicts and sound changes that can occur in the articulation
of on¢ or more consonants which are part of a consonant cluster, The
vhrase sit down is likely to become sidown in normal speech, as has
already been pointed out. On the other hand, ihe same drop-out of a
voiceless stop next to a voiced stop with similar place of articulation is
not likely to occur in the phrase look good, becausc a drop-out of the
k might destroy clarity of articulalion and conseguently clarity of meaning.

With further rescarch into  the effects of combining different
physical articulations, wce may find it possible to utilize sandhi rules
in setting up a relatively complele set of instructions to inlorm our inodel
exactly when and how changes will iake place.

A further advantage in applying sandhi rules to our model is that
they peint out the existence in Fnglish of certain sounds which had hither=
to been considered peculiar to Sanskrit,  Onc of thesce sounds is the
visarga, which is a vowcel-like scund gsimilar to h.  In Sanskrit visarga
s as a substilule for final sorr. In

occurs under certain circumstanc
En ghish we have obscerved it in New Fngland specch at the end of the words
car, law, and December (sce IP0 Denes, Computer Processing of
Acoustic and Linguistic Information in Automatic Specech Recognition,
Contract No, AR ()1(514)1117(),“ Marceh, 1962, Universily College London,
England, Fig, Na), page 27}, and before the (inal ko of parvk.,  1f the
Sanskrit rule applies to Fnglish, it caovers only -L‘d._—l: and Deoc

qauaber, gince
the » of park is not final and law  has no e 1is ])\lti.‘iil)l:—l—h‘{lt in English
\'lsa—rga can occur with any fival vowel, (fnl the New Iingland dialects

car ends with a vowel, since there is no linal r.) This rule would cover

car, December, and law, but not park. It m.t? be that visarga occurs in

park only when the complete clusure of the stop s held so long that the
vowel is like a linal vowel,

As outlined above and mure specifically tabulated in Appendix H, V,
sandhi rules present a highly usclful gnide 1o the development of an
organized set of data on which to base instructions about sound change
for our model. With an orderly representation of phonemes and an
orderly representation of the rales of sound change, it can become

possible to present rules tos the specch of selected languages organized
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so that the rules may be suitable for mathematical treatment or for
computer analysis.

Vi, REPRESENTATION OF RULES FOR EUPHONIC COMBINATION

In past reports we have indicated that in the course of normal
speech many sound changes occur. In verbal form we have presented
long lists of such changes or possible changes. If, however, such data
is to be available to a machine, a mathematical (i.e., symbolic) repre-
sentation is necessary, The rules listed in Appendix H. VI present such
a digest of the data already presented.

<0 g il ks §

The form these rulcs take is that of "ordered, ' sneech-environ-
mental, " rules which may be considered from a ''phonomenological"
point of view. These terms require cxplanation. Ordering of rules
means that some rules have priority over others. If, for instance, therc
were a rule s bccomes 2 ordered before a rule that st becomes s, the
second rule would never take effectin any of those situations where the
first rule applicd.

Speech-cnvironmental rules are bascd on the idea that the
changes which occur in any particular scund (phone) are determined
wholly by the nature of the few surrounding phonces plus the special
characteristics of the speaker, Such a view is supported by our
contention that the changes which occur during speech are determined
by the mechanical nature of the speech-producing machanism. The
characteristics of the speaker determine where he takes cere in enun-
ciation, and su in particular take account of those phoncemic distinctions
which are made in his language.

Phenomenological rules are those which describe an oulcome for
the physical articulation of speech.  They are to be contrasted with
probabilistic and randowm rules which may specily for any particular
situation in spcech that any of several outcomes may occur depending
cither on fixed probabilities or on unknown outside factors,

Those rules we have indicated in Appendix H. VI, therefore, are
not those for any particular specaker, but rather those of many different
speakers with many diffecrent characteristics,  As such they represent
the first recent attempt to present the euphonic combination of natural
speech in an orderly fashion that might be understood by a general
speech recognizer, Such a presentation, bascd only on available data,
cannot be considered definitive or complete,  In gome cases there is
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not enough information about rules of euphonic combination previously
developed to represent them exactly, and certainly a considerable amount
of additional research is needed in this area, The rules compiled in
Appendix H. VI are thus impurtant particularly for iidicating the feasibility
of such ordering of acoustic and phonetic data for speech recognition and
for outlining potential areas of further exploration.

With the tentative development of such rules, and although we now

leave the linguistic aspects of our model to examine the acoustic aspects
of analveing speech for general transcription. '
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SECTION 4: ACOUSTIC CONSIDERATIONS OF SPEECH

INTRODUCTION

Our object in this section is to relate the acoustic information
about speech to physical means of articulation and the rules of euphonic
combination, Such corrclation, while involving both a review of past
research and utilization of concepts developed according to the dimensions
of physical articulation, is oriented primarily toward the future develop-
ment of comprehensive theory and an ordered sel of data to meet the -
analytical nceds of a general purpose speech recognizer., Although by
no means covering all aspects of acoustic rescarch, therefore, we
consider those linecs of acoustic investigation that may be most relevant
to the gencration of further data for transcription of carelully articu- \
lated or continuous specch, while suggesting potentially uscful avanues
of further cxploration,

Er i b bk e I

Since the development of vocoders at the beginning of World War 1T,
there has been much interest in identifying speech by its characteristic !
energy palierns as rcecorded on spectrograms; investigation in this
ficld has led to a considerable amount of data relevant to our model as
well as the development of several limited purpose speech recognizers |
discussed below,  In many aspects of speech preduction and perception, i
however, present concepts need further clarvification to {it the neods
ol adeguate genceral recognition by clectronic equipment,

One purticularly pressing question is the relation of past
acoustic analysis to the needs of cur multi=ditmensional model.  Pub-
lished rescarch in acoustics tends to concentrale on spectrographic
analysis of discrcte words, some nonsense syllables, and only a lew
sclected sentences,  Generation ol comprehensive inforimation on specch
production and perception must utilize the acoustic data obtained from
discrete words, but it must also depend on the concepts of dimensions
and continuots physical interaction of sounds which occur in continaous
speech, Il should be noted that data based on concepts of continuous
speech can have a direct relevance 1o the acoustics of discrete words
vehen such words have more than one syllable; the same transition of
voiceless stop to voiced stop occurs in sit down and cupboard.

Integration of past studics with present acoustic work can thus
define more clearly the informational needs of speech resecarch in
several related fields, notably methods of articulation, nmicthoeds of
percention, and the needs of a speech actuated machine,  The results of
our in tegration of such aspects ol speech sugpest three general needs:
(1) kxteasion of acoustic studies using carcially articulated joined
words as well as discrete words: {(4) Modification of present sets of
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phone classes used for actuating machinery through speeck and for
evaluating speech processing equipment: (3) Continued investigation
into physical manner of articulation.

While the first need cited above involves primarily an orderly
increwse in the available data by rccording speech on spectrograms and
time-amplitude plots, the second and third call for a considerable
amount of complex research that can relate aspectls of present acoustic
research to the actual physical production of sound. Present analysis
suggests the probable value of reducing the amount of data necessary
for specch recognition by organizing acoustic information according to
concepts designed in our model, A further efficicney in general trans-
cription of speech is made possible by anticipating the effects of com-
bination of words or syllabies through stored acoustic dava,

Our rescarch has examnined the properties of phone ¢lasses such
as dental n which bave undergone liltle acoustic analysis in English
becausc tl:zy do not distinguish between the meanings of words, and
phone classes such as visarga vowels which are nol generally recognised
by linguists, acousticians, and phoneticians,  Although nop-~distinctive,
such phone classes are identifiable both by a distinet sot ot ¢riteria
for physical articulation and by o recognizable specch wave-forin; dental
n differs from alveolar n both in place of articulation and in the sccond
Tormant transition, Since a pencraliloodel for speech recognition must
use distinetions acoustically more precise than those of phonemics, the
acoustic correlates of such phone dlasses are important in the auto-
matic transcription ot sound,

While acoustic information now available cannot give a com-
prehensive desceription of Konglish speech in tevms as complete as
those acscribed above, present intoemation still necds 1o he ordered
interms capable ol accounting for the detanled acoustic inforinmation
micutioned in the above paragraph. Withoul such calevorization,
involving a reduction ‘n choices necessary to identily a sound, the almost
astronumical varielics ol phone classes which imay need to be identificd
could transcend the capacities ol compuling cquipment that now exists
or that can be projected in (he o near tulnre, To account (or such
problems we have alrcady projected an orderly arvangement of phone
vlasses in our model; this section presents a porite ol the avalable
acoustic dala to justify soch an ordering,

Ly clarvitying our method for arranging phone classes according
to their physical means of production, we face the third need already
cited =~ further investigation into physica! manner of articulation,  ‘I'he

fun tion ol the tongue in forming mouth cavities is particularty significant
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in the acoustic production of distinctive patterns of energy concentra-
tion at certain levels of frequency and certain instances of time, The
precisc role of this function, however, is not yet fully defined in
relation to its modification of the speech wave patterns, The significant
contribution of MIT and the Royal Institute of Technology in this field
are not to be discounted: we suggest merely an extension of their
methods and a modification of somc aspects of their work to accomodate
the new concepts which have been introduced through our model.

I. BACKGROUND OF ACOUSTIC WORK

Although many of the concepts in this field have been under
investigation since the start of studies of generation, of propagation,
and of perception of sound, recent investigations in acoustic phonctics
seem 1o be closely connected with instruments that are similar to
Dudley's vocoder.

The vocoder is essentially a bank of band-pass [ilters thai divide
the specch spectrum into aboul twenty bands., It was developed primarily
for sccure voice communication with the use ot bandwidihs which are a
small {raction of those uscd for the conventional telephone system,

(The importance of vocoders in acoustic and phonetic rescarch is

a suhject of Appendix J). Early success with vocoders increased the
interest in understanding the basic nature of speech and ol its recog-
nition., The first extensive work on this subject, reported in the
textbook Visiole Specch by Potter, Kopp and Green, uscd o modilica-
tion of the vocoder system -- namely a spectrogram -- for presenting
spectral densities of speech waves as lunctions ol time, The specch
waveforms studied therein were identitied by the words or the sen-
tences spokea and by speaker identities.

FHuman obscrvers were [ound capable of "reading' these patterns
and also of retating thesce to those portions of the spoken sentences
that produced their waveforms, This was [ound Lo be Lrue even for speech
waves generated by a number of speakers selected for these tests, Such
results indicated the possibility of specifying characteristics of these
patterns as representative of certain articulatory pousitions of the tonguce,
the lips, the mouth cavity, and of vocal flap vibraiions and nasal reson-
ances. Considering the expected and obscrved variations in specech
wavelorms of different speakers saying the same sentence, i is to be
expected that only the gross characteristics of Lthese patterns were used
in studying their relationship 1o the above aspects of speech production
and Lo speech perception. Information oblained from such studies has
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also influenced the work of linguists and phoneticians in their classifica-
tion of sounds of different languages. One such work is that on the
distinctive features of '"phonemes. "

Some machines that could be actuated by speech were also
designed from information about characteristic patterns of speech waves.
A brief summary of such activity is prcsented in Figure 18. The
possibility of designing machines that could be actuated by speech
opened a new field. (The subject is discussed further in Appendix K).

Speech rocaognizers have beer built which assume that a mmachine
is capable of recognizing words or phonemes. Most of these machines
have enjoyed limited success, as we mention in Appendix K. That is,
most of these machines work with a limited vocabulary and/or wath
carcfully articulated, isolated words. It has often been thought that
refining the cxisting methods would increase the applicability of these
machines. Ilowever, a morce useful approach might be to design a
method of computer vperation to account for anticipated acoustic
imprecisions of speech.

II. COARTICULATION AND DURATION

The present extent of acoustiv dida on specech production suggests
the value of an organived analysis lo correlate what is available, what
is importart, and wiat is still necded {for the development of a gencral
purposc recognizer. ‘The following discussion suppests such an approach;
Appendix T.relates the inforimation obtained fromn such work to needs
outlined in Section Lo At present it may be noted our sources of acoustic
information arc prunarily spectrograms,  Vhe particular value ot
spectrographic analysis s that it presceuts wave-lorms in a pictorial
representation which enhances some of the more significant acoustic
characterisiics ol speech, ‘I'hese characteristics have been related

Lo spoee I pore --nllnn I)u work at Bl [ulnl)l)‘n)r- Laboratorieg

wned Hae

Laboratories, and related to speech production by work at Bell Tele phone
Massachusctts Institute of ‘'echnolopy, and the Royal Institute of
Techmology, Stockholin,

Potential limitations of the spectrograms, however, are suggested
Ly the tact that in the process ol presenting information that is most
significant to the efficient reception of speceh we must also decide upon
information that is to be considered redundant. Morcover, in passing
specch through a bank of filters nsed by the spectrograph, specch
characteristics are distorted,

Although such decisions and distortions may climinate inferiaa-
tion that secins not to be essential for human perception of speech, such
as intensity, duration, and raite of articulation, this intormation may be
particularly significant in the interpretation and identification of speech
wave-forms by a general purpose transcriber.  Thus it should be kept
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in mind that the data presented below represents only one type of
acoustic measurement of speech., (Another potential source of
information is provided by time-amplitude plots, which represent
graphically the frequency of the whole speech wave measured against
time. )

On the basis of available acoustic data with the limitations noted
above, the following research suggests coarticulation as a necessary
description of real speech cvents and indicates the importance of
duration as a dimension of our model, The substantiation of coartic-
ulation from such data is particularly worth noting, since almost all
the spccch measured was in the form of short words or carefully
articulated sentences "manufactured' to illustrate certain phonetic
sounds. Natural speech, it should b¢ remembered, tends to run
adjacent phones together considerably more than the data discussed
belovs; phonetic transcription of such speech will be discussed in
this scction.

A. STUDNIES IN THE IMPORTANCE OF COARTICULATION

Our model is organized on the assumption that vowels and con-
sonants may be articulated simultancously and at tiraes from the same
physical position in the mouth, as illustrated by the Multidimensional
Model, Initially there were two reasons for such an ordering of speech,
The first is common obscrvation that many consonants -- particularly
iabials such as p - allow the tungue to take the position of a following
vowel during consonant articulation; a subsidiary support (oy coartic -
ulation is provided by related cxpericence with Sanskrit phonetic rules ol
word combination. The purposce of rescarch discussed in this subscction
is to provide further evidenee for such coarticulation.

If consonants and vowels can be coarticulated, it shonld follow
that there is both physical and acoustic evidence [or such coarticulation,
Thatl is, not only would we be able to show evidenee of coarticulation
through palatograms and motion picture X-rays of articulatory motions,
but such physical coarticulation should have a definite relation 1o the
acoustic signal of the specch-wave as measured by spectrographs,
[ormant vocoders, or timce-amplitude plots,  Formant positions ol con-
sonants, for example, might be expected to show certain variation in
their fransitions depending on the characteristic formant positions of
following vowels; time-amplitude plots might indicate a characteristic
sound wave for cach vowel-consonant combination,  Although complete
investigation of these phenomena is not available, a survey of present
data doces suggest the presence of such evidence for coarticulation,
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Present physical evidence for coarticulation is provided by the
work of H. M., Truby, {Truby, 1959) who carried out acoustic and
phonetic investigation to determine whether all phones are influenced
by adjacent phones. In one such experiment which he describes in
detail Truby took motion picture X-rays of articulation of the word
plotch ; these X-rays revealed that at the time the lips burst open for
p the tongue is already in position for the following 1. Similar evidence is
available for other conseonant clusters in which the Iﬁ\ysical articulation of
one consonant does not interfere with assuming the articulatory position
of the [ullowing consonant.

Truby's proof of coarticulation exists only for consonants and
semi-vowels, but it has long been assumed by phoneticians that
speakers tend to reduce the time and energy expended in physical
articulation. Thus in circumstances when there is coarticulation of
a consonant plus a following consonant or semi-vowel, there is also
likely to be coarticulation of a consonant plus following vowel, assuming
this is fcasible under the physical conditions of articulativn, Since the
position of the tengue is independent of the articulation of labials, for
example, we may expect coarticuiation in the word patch as well as in
plotch . Such physical coarticulation is also likely to occur for conson-
ants other than labials, though probably to a lesscr degree.

Lvidence [rom many sources, morceover, suggusts the possi-
bility ol corrclating physical coarticulation discussed above with specific
features of the acoustic signal as m

surcd by spectrographs, other
spectral measuring processes, and time-amplitude plots,  Although
no exact corrclation linking physical coarticulation and differences in
the levels of travsitionary formmants presently exists, there is partiol
acoustic justification for further work on this matter in the rescarch of
s Lichiste and Gordon Peterson (Lehiste and Peterson, 1960), Bjorn
Lindblom (Lindblom, 1963), and in our own corrvetation of data [rom
The work of [lse Lehiste and Gordon Peterson, specifically
discusscd below, wan undertaken to investigate whether an acoustic
digtinction betweun formant movements existed to serve as cuces for
consonant identification and lormant movements which signal the
presence of a4 complex syHable nucleus sach as o glide or a dipthong,
Actual experiments depended primarily on the articulation of one sub-
ject, who pronounced specificd words within the "frame' sentence:
"Say the word _ Again. " Spectrograms of these sentences were
then made and the rescarchers measured levels of the first three

formants at the toliowrng points: start of the onglide measured at the
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consonant release; end of the offglide; duration of the onglide from
consonant release to steady-state of the syllable nucleus; duration
of the steady-state; formant positions at the steady-state; duration
of the offglide.

The results of such cxperiments, shown on the graphs of Figures
19 and 20, indicate the various starting points of the onglide and the
steady-state, as well as the duration for different vowels after the
consonant d. Lehiste and Peterson discovered that there is a wider
frequency range of starting positions for formants of vowels following
labials than for vowcls following other consonants. and also that the
average duration of onglides is shorter, This is most conveniently
explained by assuming physical coarticulation of vowels and conson-
ants, since the tongue is nol used in articulating labials, it is freer
to assume different physical posi.ions than while pronouncing conson-
ants articulated primarily by the tongue; such opportunity for coarticu-
lation has greater effect on formant transitions.

Lehiste and Peterson's work, it may be noted, dealt with individ-
ual words articulated, if not discretely, at least in a sentence position
set off by pauses., In further investigations into the nature of formant
variation experirnents with continuous speech are needed. Such rescarch
{which also tends to suggest the coarticulation of vowels and consonants)
was performed by Bjorn Lindblom at the Royal Institute of Technology,
Stockhalm.

Lindblom's work was carried out to test the hypothesis that the
articulation of vowecis in unstressed syllables is centralized ~ that is,
occurs at the mid=-point of the traditional phonctic chart for vowel arti-
culation, He made sprotrographic analysces of one subject pronouncing
consonant-vowel-consonant combinations such as kalt under varying
timing conditions and with a systematically v.'u'yin‘g_:oniuxt. Having
tabulated his spectrograms, Lindblom was able to comparce the formant
onglides of the vowels of such minimal pairs as bob and gog; his results
indicated considerable frequency variation in the stvddy—'sla't(- of identi-
cal vowels positioned between different consonants,

It is probable that the formant levels of Lindblom's vowels were
affceted by following consonants, but his work also supports our belicef
that the articulation of consonants and fullowing vowels is interdependent,
Representative measurements taken by Lindblom (On Yowel Reduction,
p. 35 Figure 11) for the vowel a botween b and g; The frequency level
for the vowel steady-slate of gag is approximatcely 350 cycles higher than
that of bab when the vowel duration is very short., Such measureme nts,
duplicamin Lindblom's work with other vowels, also show that the
influcnce of a preceding consonant on a vowel steady-state will have
an inverse relation to the duration of the vowel.

In order to ascertain whether there may be a difference in the
acoustics of given consonants when articulated with different vowels,
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we made measurements of various formant levels of consonant-vowel
combinations as indicated on spectrograms from Truby, Visible Speech,
and Lehiste and Pelerson. A discussion of vur method for performing
these measurements may be found in Appendix M. Although a certain
factor of error in measurement must be allowed, and although the data
examined is by no means exhaustive, we noted a considerable variation
in the frequency level at the beginning of the onghde ot various vowels
following the same initial consonant. For examplce, we examined the
frequency level at the starting point of the voiced sccond formant
onglides following the consonant b : for these starting points there is

a variation which ranges from 640 cycles for the onghde ot 9 to

1925 cycles for the onglide of i . We further noted cnergy concentra-

‘ions at varying frequencies within the voiceless portion ot s when it
oceurs in combination with various vowels and scmi-vowels, Such
concentrations occur well below the greater energy levels of the
unvoiced portion of s, which gather at regions above 2500 cycles; the
[requency range of the lower energy concentrations can vary from
between 230 cycles for s of sweet to 1750 cycles for s of see. Such
variation suggests the influenc n ns

of vowels on preceding consonants.
It also suggests the existence of a scecond formant vnglide for com-
binations of voiceless consonants plus vowels,

Tabulation of the data presented above tends to offer a body of
cvidence in contlict with the locus theory (Delatire, Liberman and
Cooper, 1935%) which maintains that regardless of what vowel may
follow, all formant transitions from any specific consonant begin at
one specific frequency tevel for each consonant, although the initial
part of this onglide cannot be measurcd, According to this theory,
for example: all the formant transitions tollowing the consonant d
have a characteristic slope whicly, it extended backward, would -
meet at one pornt called the locus, (Delattre, ot al., "Acoustic
Loct and Transitional Cues for Consonants. " J. Acoust. Soc. Amer.,
P77, Iligure 4.) '

Such a theory if valid would tmake it feasible to identily pre-
ceding consonants by the slope of the onglide ot the following phone;
it vowels and conconanls are coarticulated, however, the frequency
level of onglides would scem to depend upon the physical articulation
i tne following vowel, rather than characteristic onglide slope point-
ing Lo the locus. Since the resolution of such a conflict is important
lo the identilication of acoustic aspects of speech, we discuss itin
further detail belowe:

The locus theory was developed by [askins Laboratorices as part
of amethod for styliziug formant patterns which could be put onto the
Pattern Flaybadik to produce sound waves which Iistencrs heard as speci-
He speech sounds. A primary purpose of these experiments was to de-
fine those characte

istics of the speech wave important in the pereeption
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of phone classes; by actuating speech through synthesized formant
patterns Haskins was able for the first time to conceptualize and
define the importance of significant elements of the speech wave
as start of the onglide, frequency at start of the onglide, deviation
from start of the onglide to steady-state, and location of the center
frequency of unvoiced portions of the noise burst.

Within the confines of this important research the locus theory
represents a system for ordering data about the acoustic patterns of
the specech wave in terms suitable for experimentation. As it is not
feasible to construct stylized formant patterns without imposing some

form of ovder on their lecation, the locus thicory was cventually con- -
ceived as a successful effort to organize acoustic patterns of the

sound wave from the Playback 1o be ideuntificd by listeners. Since !
the experiments of Haskins were all with stylined specch, however,

the question remains whether the results obtained from such percept-

ual studices can dircctly describe the characteristics of actual speech.

In applying the results of Hasking' Pattern Playback to general
speech one would need to rely on two assumptions. ‘The first is that
the locus to which the transitionary formants ead will not be affected
by the following vowel. The sccond premisce deals with the naturce of the
stylized [ormant patterns which prodoced sounds identilied by listeners

as falling within given pbone groups; one mi aced to assume that

such stylized patterns produced through mechanical methods can be
used to give information about the acoustic characteristics of speech
as it is produced by huinan beings,

At present there is insuttictent data to prove or disprove the
sccond premise, The livst premisce is called into question by the data
on physical coarticulation shown by T'ruby and also by the variations
in tormant tevels which were found by Lehiste and other researchers
in combinations of one initial consonant with ditterent vowels. The
experiments of Lehiste and Peterson also sugpgest that in all cases the
formant transitions of given consonants waill nul, o esxtended back, meet
at one lecus, In Figure 19 (which we have constructed according to the
results published by Lehiste and Peterson) shows the different transi-
tionary onglides from the cansonant d; the onglides have been extended
Lut they do not meet at one poinlt, Morcover, in plotting the tormant
onglides of the vowels ou, a, and u according to data (rom Lehiste in
Iigure 20, it is apparent that the urngli(lvs vross cach other in that por-
tion ol the speech wave which is actually measurvcable.

Further diata to be considered are the cxperiments at Haskins
tself with Patteorn Playback (Delattre, Liberman, and Gooper, 19%58).
The experimrenters synthesized spectrograms of speech. On these
stylized spectrograuns the fivst formant onglide and steady-state was
kept constant, while the second formant was draswn at various levels.
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of frequency. In all cases transitions to various vowels were drawn,
ariginating from the supposed locus of d rather than simply pointing to it.

When these patterns (with complete formant transitions) were
run through the Playback, thcy produced sounds identified by listeners
as b, d, g, anddd, depending on the relative frequency level of the formant
steady-siate for the following vowel., When the initial portion of the
transition was erased, however, all sounds were heard as combinations
of d and following vowels.

Haskins explains this data by suggesting that'part of the change in
the position of the articulators to go from a consonant to a vowel takes
place during a silent period before the measurcable beginning of the on-
glide. Thus transitionpary formants only poini bakk to a locus rather
than leading there. Such evidence, however, might also indicate that
the starting point of a furmant transition after consonants depends on
the articulation of following vowels,

Our particular criterion for using coarticulation as an acoustic
division of our model was availability of physical and acoustic data
tending to indicate evidence for such coarticulation, In the review pre-
sented above, there would seem to be present sufficient data to justify
continued use of coarticulation, Having thus reviewed the acoustic and
phonctic aspects of coarticulation we will explore in the following scction
the effects of a phone's duration on the acoustic aharacteristics of its
wave form.

B. THE ACOUSTIC EFFECT OI' CIIANGES IN DURATION

Available evidence suggests that duration measurements may be
particularly important in distinguishing between different vowel-consonant
vombinations, compensating {or individual differences in stress, and
identifying words uttered by speakers using different dialeets.  The need
for making such important distinctions in transcribing specech supports
our inclusion ol duration ays a dimension of oor model,

The relation ol duration to consonant-vowel combinations has becen
particwlarly cxplored by Bjorn Lindblom who recorded consonant-vowel-
consonant syllables under various conditions of stress, intensily, and
duration of a vowel and the level of the final formant position reached
inits articulation depend on the preceding and following consonants.,
According to Lindblom, morcover, the relation between the steady-state
level of the second tlormant of a vowel and its duration may be described
by a mathmatical expression derived from curve-fitting techniques.

Such relationships indicate the unportant acoustic nature of duration in
speech production,
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Lindblom's work, moreover, indicates that the duratiun of on~
glides, offglides, and steady-state are likewise affected by preceding and
following consonants, but the effect of such influence is also related to
the tempo, mood, and emphasis of a particular speaker. Such data
raises complex problems in constructing a general transcriber, since
it will be necessary to analyze the enunciations ot individuals who will
have different rhythms of speech and different dialects.

Work by Peterson and Lehiste (previously mentioned and also
discussed in Appendix N} has provided additional information un -
duration based on spectrographic analysis of consonant-vowel-consonant
combinations articulated by one speaker in a pre-selected environment.
Such research provides an approach tuv auluinatic phone classification.
Lehiste has suggested that the ratio between the steady-state, and off-
glide ot any particular vowel will remain constant., The Peterson -
L.ehiste data, however, is limited to articulation of a small number
of isolated words by onc speaker in an extremely controlled environment,
Additional work is necded to apply such data to a general purposc
recognizer, whose problems in analyzing various dialects and specech
rhythms have been noted above,

Spectrograms of a standard British, General American, and
Southern pronunciation oi the same utlerance, shown in Seclion 2,
Figurce 9, for example, indicate that the British speaker has compara-
tively abrupt formant transitions and a long steady-slate, while the
Southern speaker has long transitions and alinost no steady-state,  These
data scem to indicate that Lehiste and Peterson's conclusions about
General American arce not necessarily applicable to other dialects.

Another factor which makes the measurcment ot duration iimportant
is that in a consonant clustcr a consonant may be shortened, We have
cvidence, which is presented in Figure 21, that this shortening affects

1. . and w after voiced stops, and it may aifcect viher consonanis
also. Ilowever, the duration of the vowel following the cluster is
apparently not affected,

One additional aspect of duvation which again scems to suggest
its importance as a dimension of our model is the possibility of comparing
the duration of c¢ne vowel to the duration of another as one criterion for
distinguishing between them.  Acoustic measurement contained in
Appendix N indicate that the duration ol 1 is always longer than the
duration of I 1n the sume environment, ~
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I, THE APPLICATION OF AVAILABLE ACOUSTIC DATA TO THE

NEEDS OF A GENERAL PURPOSE RECOGNIZER

Our interest in studying the correlation of auditory phonetics and
acoustics is io extend present knowledge about the characteristics of
sound combination, particularly in terms of data useful to a general
model for speech recognition. Such an extension involves two stepp -
the orderly classification of past experimentation as it relates to such
problems as slurs, segmentation, sound drop-outs, or sound change, and
the extension or moditication ot such experimentation to include a more
precicse definition of the var aties of phones likely to appear when two
or more sounds occur in combination.

Considerable work has already been published on the acoustic
patterns of wourds (generally of one or two syllables) uttered "discretely"-
one at a time. Such work helps to define the initial acoustic character-
istics of specified words and in some cases contributes to the construction
of machines for limited transcription such as the digit rccognizers,

As has been suggusied abuve, however, the articulation of a
particular phone class can be influenced by preceding or following
phioucs; the words sit down may be heard as sidown when spoken as a
phrasc. Such modification of sound may also causc the acoustic pattern
of discrete words to differ from those of words or phrasces in which
two or more syllables occur together, as in the case of cupboard, which
exhibits the same transition of voiceless stop to woiced stop that has
been observed in sit down,

Since the cong’ ruction ot a goencral model for specch recognition
requires information about the wave-forms of phone classes as they occur
in combination, there is an apparent value in data relating to the acoustics
of carcfully articulated specech and specch as it occurs in normal con-
versation, We have used the data of the work of Potter, Kopp, and Green
in Visible Speech for our information abuul the acoustic corrclates of
euphonic combination. {Publishcd results of the investigation in
Visible Speech  takes the form of wide-band speclrograms representing
carceful enunciation of sentences; in their work it was actually possible
to train observers to ''read" sounds represcented by these spectrographic
patierns whether as a whole sentence or as fragments of sentences),

Before discussing the relevance of Visible Speech reacarch to
our model certain aspects of its basic data should be noted, Speech
which Potter, Kopp, and Green (ranscribed consists of phrases cither
carefully sclected or specially prepared to illustrate certain phonetic
combinations. The senlence "Have half above five, " for example, was
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composed simply to illustrate acoustic differences between h, £, and v,
The words in Visible Speech, moreover, are articulated with consxdcrably
more presision than in normal speech; in the sentence When did you

cut the wheat ? there is a measurable pause of at least 85 milliseconds
between complete decay of the final t in cut and the onset of the,

although most speakers would combine the sounds either in careful
reading or normal conversation. Specech articulated with such extreme
precision may not entirely reflect the acoustics of general speech,

Such speech, nevertheless, does provide a valuable basis for the
formulation of data ahout sound waves and sound substitution. Even
with extremely precise articulation as in Visible Speech it is possible
to secure tentative acoustlic confirmation for a number of the phonetic
substitutions which our rules of cuphonic combination suggested as likely
to occur in continuous speech.

Close examination of the spectrograms from Visible 8pecch
provides evidence for such changes as the voicing of a normally voice-
less consonant {indicated by the presence of harmonic energy in the very
low {requency ranges) or the substitution of a stop for a spirant {indicated
by the abscence of a stop gap). In sceveral instances such actual changes
in carefully articulated continuous speeci reflect phonetic changes,
basced on physical means of articulation, that we have alrcady supgested
as probable. For example, we suggest the rule that "a voiced consonant
can become voiceless if it occurs before a voiceless stop, spirant, or
sibilant;" our e¢xample of a situation in which this might happen during
continuous speech is big town . An examination of spectrograms [rom
Visible Speech  pgives the geoustic indication of such a substitution in the
scntence, This is such a big church (p. 156); in this actual example
there is no veice bar for the''s' ol is , so that the voiced consonant has
beconmie voiceless and ithe word i ,—n—urmally pronounced "iz', may be
perceived as "iss, ' Qther instances where available acoustics inforimation
supports our suggested rules of sound change are discussed in Appendix O
of this report,

At preseot, it should be noted, most of our data is limited to
reduced illustrations of spectrograms (rom Visible Speceh; such

illustrations give more information about aspects of specech production
indicated by random energy or discontinuities than about those aspects
dependent on formant transitions,  Thus the pressnt confirmation of

rules of cuphonic combizaion is conlined mainly to manner of articulation
and “csonancees, which produce such readily identifiable acoustic
characteristics as full closure of sound, e¢ncergy bursts, frictional
energy, or characteristic placement of formants.  Intormation about
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place of articulation requires the generation of additional acoustic data,
particularly in relation to spectrographic analysis. Time-amplitude
plots, seldom analyzed in relation to continuous speech, may also yield
helpful information, pessibly about place of articulation and almost
certainly about manner of articulation and resonance.

The limitations of data on the acoustics of carefully articulated
continuous speech and the relative success in confirming rules of
euphonic combination with such limited data suggest the need for further
research in this area. One additional impetus to such research is the
possibility that analysis of continuous speech may rcveal or cmphasize
the importance of acoustically distinct phone classes not generally
recognized by phoneticians. Research discussed in Appendix O has
already supported the existence of visarga and stressed the distinct
acoustic characteristics of dental n. Inforrnation about such phone
classcs may be helpful both in the Accurate transcription of continuous
speech and in the identification ot regional variations likely to occur
in discrete words.

Although such a discussion can only summarize the most important
aspuects of the relation between acoustics and phonetics, the value of
{urther experiments to extend data from discrete words is apparent,

Such research might involve investigation into the acoustic patterns of

an orderly set of coarticulated phone classes in polysyllabic words.,

With sufficient information of thig type at our disposal it could then
become feasible to evaluate such dala as characteristic acouslic paticras
as they occur in continuous speech. Such rescarch can enable us both

to derive further examples of ¢uphonic combination as it occurs in

natural specch and to apply this data to the acoustic cquipment of a gencral
purposc transcriber. Someae aspects of rescarch recommended for
immecdiate work in this avea form the basis of the [ollowing discussion,

1IV. APPLIGATION OF TIHE RULES OF EUPIIONIC COMBINATION TO
CONTINUOUS SPEECGIH

The final tests of rules of enphonic combination are whether these
rules desgceribe situations that commonly occur in general specch, and
whether such rules may be effectively utilized for the analysis of speech
by a genceral purpose speech recognizer. Rescarch discussed in
Appendix P is accordingly designed to test cuphonic tules previously
reported by applying them to both carefully articulated and conversational
speech. The method of such application is analogous to the analytical
processing of speech by a genceral purpose recognizer and suggests the
cotnparative advantage of using ¢uphonic rules rather than word-unit
recognizers of speech.
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In our research recordings of carefully articulated speech and
of normal conversational speech were studied; the respective texts
were "What is a Boy?" and "What is a Girl?'" read on a 45 rpm record
by Jackie Gleason, and experimental tape recordings of conversation
made by Dr. J, M. Pickett in an anechoic chamber at Hanscom Air
Force Base, Bedford, Massachusetts. Phonetic transcriptions by ear
of selected portions of this speech were then made by a phonetician to
discover examples of euphonic combination previously suggested., A
summary phonetic analysis of the carefully articulated and the conversa-
tional speech yielded examples of at least twelve different {orms of
euphonic combination previously suggested. Among these examples
{cited 1n Appendix P)were significant confirmation for changes in
resonance, changes in place of articulation, and the ..joining of the
final phone in one word to the initial phone of the word following.

Such auditory analysis, it should be noted, is only a preliminary
test to sugyest the value of previous rescarch to specech recognition in
terms of our model. Additional rules may be confirmed by subjecting
the specch waves to carcful acoustic instrumental analysis, By ear
alonay.for exaneple, it is difficult to identify the existence of full stop
closures, or place of articulation, as illustrated in the differences
between dental and alveolar n.  Further data will rely on acoustic measure-
ment as well as phonetic Lra;scriplion.

The Multidimensional Model for organizing speech information
represents a departure from Western methods ol desceribing speech
and constructing speech recognizers., We rejecl the assumption that
it is pussible to construct a phoneme recognizer or one which can
recognize wourds as separate units consisting of phonemes. IEvidence
indicates that adjacent phones influence cach others' arliculation; thus
it docg not scem feasible that reccived sounds be transmitied dircectly
to a dictionary of stored acoustic information. The preliminary trans-
eription of spuech must {irst be subjected to criteria for sound chaunge
and cuphonic combinalion, criteria whoese relation to the dimensions
of place and manner ol articulation, intewsity, duration, and resonance,
has been mentioned carlicr in this report.  Such initial processing provides
an cfficient and necessary mcthod for solving probleins such ag those
causcd by sound changes within polysyllabic words with the phones of
adjacent words.

Issentially the operations of such a reeognizer as that described
above may be scgmented into four main steps (1) symbolic representation
of rules reccived; (2) application of rules of cuphonic combination to
soparate words slurred together during pronunciation; (3) processing these
units through an clectronic "dictionary' to identify their meaning; and
(4) written transcription of speech. Rescarch discussed in Seclion 3

75



indicates the feasibility of representing the sounds of speech production
symbolically. The phonetic analysis of continuous and carefully
articulated speech cited above indicates that such transcription using
orderly rules of euphonic combination may be necessary for an accurate
rendition of speech as it is generally produced., Such an assertion is
reinforced by the need to analyze speech in detail for identification of
slurred sounds, by the proven ability of rules pre'iously developed to
suggest euphonic combination occuring in randomiy chosen texts, and
by the need for rectifying errors in transcription or identification through
an intermediary thal can apply acoustic data to speech transcription

and provide alternatives to combinations of sounds that the ''dictionary"
cannot identify.

Such a concept, it will be noted, is in conflicl with theories of
specch recognition that rely on identification of word units alone, These
theories assume it may be possible to achiceve an effective recognizer by
consiructing a dictionary to contain the stored acoustic pattern of words
most commonly used in English up to ten thousand words. Although
such a recognizer might be used to identify the extremely careful articu-
lations of a few highly trained individuals, its application to genceral
specch must necessarily be comnplicated by cuphonic combinations and
individual varietivs of pronunciation. 7These problems are discussed
below,

In resecarch with continuous and carcfully articulated speech by
linguists and phoneticians it has been a general obscervation that cuphonic
combination and coarticulation arc natural phenomena of speech; a
corrolary of this obscrvation is that unstresscu words are usually com-
bined with adjacent wevds,  In accordance with these criteria it may
e noted that such words as to, it's or is arc incorporated into the
articulation of surrounding words in such phrases as t'lecarn, 's too hot,
or 's thata facl?

While it is possible to assume that such small unstressed words
can be articulated one at a time, some analysis and practice will satisy
the reader that such articulation is unnatural and difficult even for a
lrained speaker,  Word-unit recggnizers, although expensive to con-
struct, could thus opcerate only under special conditions and could not
be applicd to many speech situations,  An add itional limitation to the
potential value of word-unit recognizers is suggested by the fact that
the articulation of a particular phone depends on many variable factors
basced on the physical conditions of articulation.  Such factors include
intensity, duration, resonance, and piace and manner of articulation,
whose importance has already been emphasized in their organization

76

el

i




as dimensions of our model; because of their effect on speech production
it is to be expected that no two speakers will pronounce the same word in
cxactly the same fashion; it is probable that individual articulations

will often be sufficiently distinct that they produce a variety of acoustic
patterns not rn~adily related.

Substantiation for the effect of such dimensions cited above is
indicated by coarticulation, varied emphasis, and euphonic combination
discovered through phonetic transcription of conversation and care-
fully articulated speech. Frorn the careful speech of onc speaker,
for example, it was possible to record six phonctically distinct pro-
nunciations of the word of within a one-minute interval, pariicularly
as it occurred in the ph;_a.se of every. Such variations depended par~
ticularly on word placement within a sentence, stress, and the rhvthm
of the speaker in voicing his ideas. Phonelic transcription also yielded
cxamples of a euphonic combination within words, as in the loss of h in
grasshopper , the transformation of a voiced h to a voiceless p in B
absolutely ~="hoth examples drawn [rom our recording of caretul
speech -~ or the substitution of a glottal stop for a t before a labial
in the word voltmeter in the Hanscom recording of conversational speech.

From the data discussed above several observations may be
suggested,  The first is the difficulty of applying techniques used in
word-unil recognizers to the transcription of general speech,  Evidence
for such difficully may be found particularly in the nummber of slurs
and cuphonic combinations both between words and within polysyllabic
words.

A scceond obscrvation relates to the problen:s inherent in artic-
wlating Jiscrete speech for transceription by a word-unit recognizer.
Evenio careful speech there may be many instances ol cuphonic com-
binations between words; and it may also be particularly difficolt while
articulating specch to be transcribed by a unil recognizer to avoid the
incvitable cuphonic combinations that take place within words, as in
the loss of ¢ in softhess  from the Gleason recording,

Additional problems for word-unit recognizers are also indicated
in the facts that one speaker may pronounce the same combination of
words in several different ways, as in the phrase of every from Gleason,
while two speakers will almost certainly pronounce various identical
words in ways whicih are phonclically and acoustically distinet; phonctic
wranscription indicates this to be the case with the word cars pro-
nounced by two different speakers in the Hanscom l‘eCUl‘m(PILSHiLg(‘[).
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If we were to assume arbitrarily that factors discussed above caused
only eight possible modifications of stored acoustic patterns for given
words, it is apparent that word-unit recognizers would need to contain
a considerable amount of redundant data, By organizing such data
according to divisions which our model has been using, however,
we intend to improve the efficiency in speech transcription while applying
our knowledge of euphonic combination to a larger syllabus of words than
that available with unit recognizers. Kxperiments discussed above, it
may be noted, simply provide an initial outline of how our multidimens-
ional analysis is substantiated in its application to practical problems of
word recognition.

Several necessary lines of further investigation are evident,
Among these are complete compilation of a symbolic represcentation of
speech production, generation of additional rules of euphonic combination,
and generation of our own dala describing the relations between acoustic
and phonctic aspects of specech. These steps will form the basis for our
continued investigation.

In the available evidence, there scems to be considerable justifi-
cation for a unified approach to specch analysis, based on the genetic,
phonetic, linguistic, and acoustic aspects of speech. In order to obtain
acoustic and phonctic substantiation fer treating the articulation of
phones as complex phenomena described by an orderly sct of rules
bascd on various physical mecans of production, additional data must be
examined. In this subscction we present and discuss intormation we
have generated concerning the acoustic vorrelates of phone classcs,

This data, which had previously been undefined or even uniden-
tified, is esscential to the conceptual completeness of our model for
specch recognition. With our increascd knowledge of these phone classes,
we arce better able 1o categorize them,  The accuracy with which speech
segments can be identified is increased and the number of choices
required to identify a sound is reduced. Morcover, such information
suggesis that minor adjustments can be made in certain rules, adjust-
ments which would increase officiency -- both by making certain rules
more widely applicable and by refining other rules to apply to special
circumstances, Certainly this new empirical information describes
only a limited number of phone classes and is not yet complete cnough -
in a statistical sense - to make adjustinents obligatory in certain cases.
But this information nevertheless broaches arcas that we would like
to study for making additional refinement,  Although the simall amount
of data, which is limited to demonstrating peculiaritics of speech events,
constrains our conclusions, we do present a small sampling of rule
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occurrence. This represents the first information we have been
able to gather on the possibility of rules for more effecient computer
use. This possibility must be investigated, by obtaining additional
information about the probability of their being operative, in circum-
stances where they had previously been mentioned to operate.

Tha fact that we could correlaie our analysis of acoustic
mddification as represented on spectrograms and time amplitude plots
with our perception of how and when scund change actually occurred
made the generation of our own data extremely worthwhile, The need for
such correlation has been indicated a number of times when discussing
our usc of sourcce data. This work is an extension of acoustic studics
using joined words. Thus, one resull of our present data analysis is
the demonstirable empirical proof it provides for the deductive
rcasoning - bascd on source data - by which we evolved our rules of
euphonic combination and our concept of coarticulation, This enables us
to procced with even greater assurance in the construction of our: model,
Our data analysis also conlirms that the concept of coarticulation is
essential in describing specch production.

Whereas our concern  in cuphonic combination is with such
broad problems as the clision of a sound or the genceral fusion of sounds,
our concern in dealing with coarticulation includes the minute influences
of une sound on another in its environment., Our descriptions of such
minute influenc
coarticulation in general: but it is necessary to extend such isolated
contributions into a system ol rules -- through continued rescarch on
the characteristivs of coarticulation, By gencrating more object-

in the following discussion are intended to verily

dirccted data such as this, we may be able to encompass details with
rules, ultimately reducing the number of rules - as we have done with
cuphonic combination - to the point where a computer can store and
apply them.  We envinien o time when we will be able to increasce the
efficicncy of speesh transcription by anticipating all coarticulation
through stored rules of coarticulidion,  The development of such rules
however, would be a study in itscll.

Iy addition, coarticulation as an approach Lo scgmentation is ol
great importance: our division of will you into the coarticulatory
segmenls [wi][llyuu] is an v;;dnlp—lru_[._q(_';;nwnlalim\ by conrticulated
entities, a new approach to segmentation. So the principle of coatr-
ticulation will be uscful to a4 machine not only in the reception but in the
analysis and scegmentation of sounds in the speech flow,

As a result ol var analysis of the characteristics of various
speech segnients -- and the precisce representation which would make them
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suitable for computer programming -~ we are able to incorporate the
phone classes h, r, 1, and w_into our model, At the start of our work,
we were not certain of how these segments should be positioned. Thus

in Section 1 we defianred a discussion of these "'problem segments' OQur
work with precise representations has helped us in defining their positions
in the model,

Finally we will discuss methods by which our rules of euphonic
combination anight be employed in a working computer system. (Of
course our rules will also be used in programming for the computer. }
Once the best method, with accompanying protection, verification,
and efficiency techniques has been decided, the novelty and usefulness
of such a program -- even outside the scope of developing a general
purpose speech recognizer -- cannot be minimized. However, the
mecthods must be selected with care. At the present we are certain
only of alternative possible methods, each of which has its deficiencies
and its advantages. We present them in summmary form in this report,
while we continue to work out more dcetailed problems ecach presents,
To develop a working computer system is beyond the scope of the
present study, but it is a subject that merits investigation,

A, DISCUSSION OF SPEECH DATA

When we use data from other people's literature, a good amount
of time is required in tracking down. culling and reapplying this data
to fit our particular needs. Of course, we are occasionally confronted
with instances in which the data we desirve 1s cither not adequate ox
not available., Even when we are able to gather suificient data from other
rescarch cfforts, we are {or the sake ol accuracy forced to ascertain
the precision of measurcements given,  And in a number of instances,
the published work in measurement is incomplete for our purposes.
For example, ne one, to our knowledge, publishes information derived
from the use of time wmnplitude plots: aithough we have [vund them
very valuable, their usefulness appears to have been overlooked or
ignored by others. Furthermore, other people's data provides no
information about the effects of intensity on the coarticulation of phone
clagses - for no once reports intensily in a form we can usc: such
information is vital to ug since we wish to know what part intensity
has in distinguishing phone classces: we have already stated that duration
may differentiate sounds (such as the vowels of bomb and balm in
certain American dialects) but we must know the cifcot ufmsity
on duration before we can develup a recognition plan as sensitive as the
one our aims require,  Finally: few people have recognized coarticul -
ation: the only available studics of coarticulation deal with extremely
isolated cases: so we are forced to execute our own tests in order Lo
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study acoustical data for the speech phenomenon central to our work.
In fact, whenever possible, data generated for any experiment was
subjected to analysis for the study of coarticulation.

B. DATA ON '"PROBLEM' PHONE CLASSES

In Section | we deferred our discussion of certain problem segments,
There we mentioned the greatly variant h and r, the elusive complex
semivowels y, w, g, m, n, l. Work on our r‘omputor program has
led us to include h “and | T with the semivowels; like the semivowels,
among other reasons for this, h and r, can only vccur before or afler
vowel sounds (barring isolated cxc.cptlon such as h w in where,
phonetically transcribed hwere. ) When writing our Tirst report, we
were not certain about the classification of the semivowels as a whole:
should they be treated as consonants? or as a separate manner of
articulation? Now it scems likely that we will treat them as a part of
the vowel cluster in which they occur. For example, the word sh
would be segmented cru sh . Of conrse we are faced with many
vexing questions beyond the matter of workable classification, For
instance there is the problem of the doubtful existeance of semivowels
in particular environments. We cannet agsume they eaist because of
our orthographic tradition, Consider characteristics of "y'', There
is little acoustical doubt that abselute initial v exists, But in somce
cnvironmental circumstances - particularly when it is by or between
[i]sounds - there is no immediate clearcut evidence of its true presence,
If it does exist, how is it represented acoustically ? Are there sound
wavelorm manifestations that machines can identify?  Another
problem is that the naturce or the occurrence of a semivowel may vary
with spcaker or dialect. Can we develop rules to proedict these variations?
and to account for them? First we must have a more definite idea of
the acoustic and articulatory propertiesz of cach semivowel,  This is
an hiinmensce task beyond the scope of vur present study,  In our initial
report we felt that we would be able to learn more about h, r, 1j than
we actually were able to learn,  On the other hand, we felt then tha
we actually would not be able to treat vocalic or "syllabic' nasals at all -
and further onin this scetlien we present data on the vocalic nasals,  Below

we discuss our work on the w and y phone classes.

In our work with the w and ¥ phone classes, we lfocused our
atlention on thuse environments in which a woora y might or might
not exist, Evidence of their existence in such environments would be
good vvidence of the basic acoustic characteristicos of these phone ¢lasses,
And the latter is our ultimate concern.
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1. The w Phone Class

For this test, a phrase containing w was comparecd with a phrase
not containing w but otherwise identical, T'The particular phrases choses
were ''no ax'" and "no wax.' These phrases were particularly well suited
for our study because the frequency level of F_ (second formant) at the
end of the vowel of 'no'! is very close to the FZ 2vel of w. In fact, the
similarity between this vowel and w is not only acoustical, but also
articulatory; for both require rounging of the lips for specch production,
Therefore, if presenl here, w is forced to distinguish itself, Lo make
itself known. -

The selected phrases were incorporated in the sentences ''we
have no ax' and "we have no wax." The sentence containing ''no ax"
was included in a list of sentences which five informants read at the
beginning of the recording session. After thal, the same informants
read a list of three or more sentences, including the 'ne wax'! onc,
There was an interim of at least twenty minutes betwecen the reading of
"'no ax'" and "no wax.'" This was to deter the possibility that the informants
exaggerate differences between the phrases, (See Figures 21-26 for W
and Figures 47-30 for y. Sec also Table 1 for a detlailed description of
the duration changes for "no ax - no wax' for cach speaker and Table 2
for a close measurement of '"'no ax - no wax' frequency changes, Com-
parable for y study arc Tables 3 and 4. )

After making tape recordings of these readings in studio, we made
spectrograms of the seniences that concerned us on a Kay Sonagraph,
Spectrograms were made for the speech of all [ive speakers, but those
made for Speakers 3 and 4 were not moeasured; thece informants were
women with high-pitched voices and we found it difficult to make formant
measutretnents accuarate cnough to be at all conclusive.

Diffecrences between these two phrases were similar in enunciation
by cach of the three speakers. Tn all cases "no wax' has a steady-state
in which the scecond formant is at a very low frequency and has very weak
intensity {sce Figures 21, 23, & 25). The duration ot the steady-stale
ranges - with different speakers = [rom 65 to 106 millisceconds.  Speaker
2's propunciation of "no ax' has a second formant steady -state of similar
irequency and intensity; the duration of this steady-state is 32 milliscconds.
Speakers 1 and 5 pronounced "no ax' with a steady-state in which the
sceond formant is it a siightty higher {requency and has much greater
intensity (sce Figures 22, 24, & 26). The duration of this steady-state
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ranges from 23 to 26 milliseconds., For both Speakcr | and Speaker 5
the vowel onglide that follows the ''no ax' steady-~state is intcrrupted by
a pause {a period during which zll formants are greatly reduced in
intensity), This pause lasts 65 milliseconds for one speaker and 70
milliseconds for the other.

So the differences between ""no wax'' and '"no ax' are summarized as
follows: for Speaker & there is a significant duration difference between
the two sleady-states; for Speakers 1 and 5 the apparcent diffecrences are
in the duration, the frequency level, and the intensity of the second formant
steady-state as well as the pause in the following onglide. All these
differences identify w, Wc still need to refine this identification by gathering
more information - ;a.rticul.arly aboul differences in transition (Sce
Appendix Q).

. The y Phonc Classy

The method employed for investigation of y was the same used in
the study of w. In fact, the two experiments woere done with the same
informants at the same recording session.  In our study of y we used the
phrases "hree cars" and "three years" as wncorporated in the sentences
“No animal has three cars' and "It lasted three years, ' It was aot until
some time after the experiment that Speaker 2's spectrograms werce
found Lo be imperfect,  And our analysis of the speech of Speakers | oand 5
(the only two remaining in the y solution attempt) put us no closcr to an
understanding of the dislinctions that verily y's prescence than we were at
the oatset, Examination of the Hp(‘('lr()gr;un_.‘; for these two speakers
reveiled no consistent differences between the phrase with y and the phrase
without it.  On the other hand, the spectrograms of the two phrascs show a
major similarity. For both speakers there is only one vowel steady -state
tor the entive phrase; although (or Speaker L this steady-state is interrupted
[;y a pausce in "three cars. ' {This steady-state is not entirely level; it
shows a slight rise in all cases. ) See Pigure 27.{(but ree Appendix L. §12).

What if a difference between the two phrases does not exist? What
il y disappears in this environment leaving us with homonyms?  flow do
we teach the machine to solve the homonym problem? It would have to
ipnore information that may be pertinent clsewhere. Fraonkley, we would
prefer to eliminale homonyms -~ to prove that in every casce there arce
significant identifiable differences, bul we may have to recognise that
in some instavces it will be impossible to chiminate such humonyims.

3. Syllabic Nasals

Wo have a specetrogram and o Lime-amplitude plot of a svllabic n
in the word Kitten spoken by Speaker 1 (Sce Figures 31 and 32).  The spectro-
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gram shows that this n has a strong F, at 300 CPS and another fairly
strong formant (probably F_.) at aroun%i 5000 CPS. All the formants in
between are extremely weak. Other n's by the same speaker have more
energy between 300 and 5000 (sece Figures 21, 22, 27). The time-amplitude
plot at.the gyllabie n shows a wave=-form which is very different from that
of an ordinary n spoken by any of our informants for this research (see
Figure 33 for an example by comparison). We have a time-amplitude plot
from earlier work which shows an n with similar syllabic waveform in

the phrase "moon' (Sce Figure 33). This n is followed by an n with an
ordinary waveform. - -

Incidentally the rcader will notice the bricef vowel-like portion
immediately following the syllabic nasal on our spectrogram. This portion
may be the result of releasing the oral closure before the celum is closed.

4. A New Vocalic Portion

The matter of this unclassified speech-sound is so problematical
that a linguist tvanscribing specch generally overlooks or ignores it,
But a speech transcribing machine could not ignore it unless instructed,
Not only does this vocalic portion show up on a spectrogram, but it has
very distinctive characteristics on a time-amplifude plot (scc Figures
31 & 32). Furthermore, it appears frequently so in building a speech
recognizer we must plan our data to allow for its occurrences.

A tentative explanation of the existence of this specch sound is the
sudden closure of the velum while sounding of a nasal is not complete,
Take the word kitten for example. There is little change in tongue position
for the t and the n, both being aveolar. At the end ot the t sound's
friction the vu‘lum—ul)ens all the way; and this re ults in the pasal resonance
we identfy as n (Nasality occurs when more air flows through the nasal
passage than tiows through the mouth cavity.) But the velum closes before
1l was Lo close for the end of the nasal; there is an accidental flow of air
through the mouth cavity creating a new phone (lass. Such a phone class
mmay have spectiral characteristics that arve similar Lo those of a nasalized
vowel articudated in a similer manner, as discusscd by Fant.,  This situ-
ation occurs when the mouth cavity impedence is comparable to that of
the nasal cavity coupled to the oral passape by a limited opening of the
velun,

Since the vocalic portion lasts only from 3-+4 pilch periods, 1t is
diffreult to detine, with reliability, its spectral, formant characteristics
(sce Fipures 31 & 34) or other aspects of its waveform.  Yet it is difficull

oAl e




¢s sandeg

_ - UOOUL, 70 BONRIN Y
WOLL U NGEIAS 10 10(d FprIIdiy - usr)

puoias s3d g¥

T TR Az sed o

EH

7 2usods ac

LTy

0T vinmirie 3

03¢ antanduie-a




to instruct a machine to ignore this short-duration vowel. Three or four
pitch periods is the duration of the {I) vowel in the word animal {sec Figures

<27 & 29). 1f the machine ignores the vowel-like portion, it will ignore

the vowel (1) in the word animal. We can construct a valid werkable rule
only if we give the machine more information about the vocalic portion

than its duration alone; information that will show how this nonsense segment
is different from cognitive segments. Tentatively, our rule in this instance
would state that after a nasal any vowel-like¢ segment of five pitch periods

or less must be ignored unless the segment following that one is a nasal
(animal ); or unless it is sandwiched butween two voiceless plosives (like
pit ); or between a voiceless plosive and a nasal {pin); or vice versa (nip).

The occurrence of phenomena like this vocalic portion help to
cmphasize the problems of people at work on phoneme recognizers. They
can teach their equipment to ignorc such phenomena -- but it is necessary
first to understand and to classify the phenomena beforehand.

5. Classification of Problem Segments

After having examined the acoustic data on certiain problem segments,
we arce betler cquipped to underiake their classificatron in the multi-
dimensional model.  In Scection 1 we listed h, 1, vy, W, and vocal i, n,
gand 1, as consonants which were diffivult to Q1L into the model (w_(: are
calling_thcsc consonants simply because they vecur in those parts of words
more often vecupied by consonants than by vowels; they were not classi-
fied as consonants on any acouslic basis).

The probleimn ol I wes relatively simple to solve becauso the
consonants in the model are grouped with their following vowels, the
fact that the place of articulation ol b (and consequently the quality of h)
changes with every vowel is no longer problematical, We thus classiflicd
has a voiceless vowel - or the voleclegs portion of whatever vowel follows
it. Fxamples fron Visible Speech (Chapter 9, Unit I, pp. HO-U8) show
that the frequency of hois the same as e [requency of the steady -state ot
the following vowel -?xu-pl that, in most cases. the hiis unvoiced.
{lowever, belween two vowels (as in the sentence "Will you help us 2", the
hay be voirced, This voiced b is a special category of speech with
measurable characteristics and must receive special treatment,

The Tnternational Phonetic Alphabet mentions only three vowel -r
combinations, all of which arc ctusely related; the & sound in ¢
the 3 sound in bird as pronounced by a Southern American ot
man and the v ﬂ'liu_(_l and similar unstressed syllables,
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We believe, however, that [or the identification of ij(a.s well
as certain vowel sounds) it is important to notice that the vowel
sounds in such words as art, glare, fear {ov true, tray, trouble}
can be diphthongized with r, so that a machine may not easily dis-
tinguish where one sound ends and the other begins. The transition
from the steady-state of the vowel to the steady-state of the r (or
vice versa) seems an important clue to the recognition both of the
vowel and of r. We therefore treat r as a portion of the vowel {i. e.

a vowel clustgr). However, an additional Riemann leaf should be
included in the model to indicate the retroflex manner of articulation.

In the acoustic representations of the sentences '"No animal
has three cars,' and "It lasted three years, ' presented above, we
tried to determine whether y was a semi-vowel pronounced as a
diphthong with the following-—vowu], The time-amplitude plots and
spectrograms, as we have seen, showed that no y can be conclusively
distinguished: "Years' and "cars' scem to be acoustic homonyins
in this context,

In the sentences "We have no ax®' and “We have no wax'' a slight
break was noticeable in the sccond formant uf the Yno. .. ax" segment
of the first sentence: no such pause was usually present in the "no...
wax'' portiun of the second senience, Thus it scems that w will require
special rules for resolution (and possibly will require the use of
probabilty). Ilowever, it seems that it can be recognizaed,

We also advise treating | as a vowel cluster; again a separate
Reimann leaf has been included in the model o speeily the lateral
manner of articalation, Fvidence of frequency and duration measure-
ments to be menttoned later in thes section substantiate this treatment,

1t must be pointed out, however, that in carcful speech one
can reliably segment an 1, such as Guanar Fant has done {("Studics
of Minimal Sound Unlts“)j because he duration and the frr-qlu-m"y
mark it as a separate entily in that case, But in continuous specch
Loften last no longer than threc or four pitch periods and shows no
appreciable change in {requency. Frour a genetive point of view,
one could explain this by noting that in continuous specech, because
of the tateral manace of axticulation for U, the tongue does not bend
cnough to yield i signilicant ditfference in the acoustic representation,
In continuous speedch, then, Ikshould he treated as a semi-vowel; in
carciul specch, it can _i\lHLi[ia))ly be treated as a consonant,

Fially, vocalie m, nand gy will also be treated as vowel clusters,
as described in the ca . We have not yet worked out the particulars
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of vowel recognition, as such an endeavor lies beyond the scope of the
present study, However, we have several general suggestions concern-
ing vowels.

(6) Recognition of Vowels

Recent measurements of the {requency charactcrislics of vowels
have indicated that it is difficult to distinguish acoustic areas which
correspond to the tra<ditional phonetic vowel clas. ¢s. The variation
in frequency, which results in Yoverlapping" of closely related vowel
classes, seems to be the result of changes in the environment, the rate
of articulation, the intensity, and the duralion of certain speech sounds.
For cxample, our measurements of spectrograms in Visible Specch
showed that the I sound as in bit ranges from 1517 Lo 2041 cycles per
second in the F _steady—state,—a's the consonant environment changes.
This evidence does not, however, contradict the vowel recognition

program devcloped by Forgie and Forgie, since their program specifics

a limited context and a fixed environment, which would stabilize the
frequency of the F? stcady-state for a given vowel,

In normal spcech, however, vowel sounds occur in many
cnvironments, with various degrees of stress, which alters the rate of
articulatiorn, the intensity, and the duration characteristics, For this
reason, it secems advisable to allow for an I variation; this can be
donce by "broadening'" the range for the vowﬁ classes (and hence
reducing the number of vowel classes the machine recognizes). But
although the "overlapping! of classces would be greatly reduced, a
contextual prograin would need to be formulated to select the correct
vowel. Such a program is being developed for consonants; by mceans
of this program unallowable consonant combinations will be climinated,
To develop a contextual program for vowels, however, is beyond the
scope of this study,

C. VERIFICATION OF COARTICULATION AND EUPIIONIC COMBINATION

(1) “wills

In one test of coarticulation we studicd the word "will" repeated
ny the samce speaker, but in different environments: (1) as an item
isolated on a word list; () as the initial word in the isolated sentence,
"Will you help us?™ and {3) as a word in the middle of a4 sentence in
a continuons passage (The specific context was, "We hope, therefore,
4 judicious reader will give himisdf some pains to obscerve... ')

Table % shows duration and F, frequency measunrements for
the word "will'" nttered in these three different contexts. (Figures




34, 35, 36, 37, 38, 39, 40, 41, and 42) These are measurements for three

different speakers. Comparing the acoustic data representing variance in

the pronunciation of "will" we note generally that the frequency of the

vowel steady-state is highest for the single word, somewhat lower for the

sentence, and considerably lower for continuous speech, According to

Lindblom, we should expect formant levels to be influenced by duration: -
and in fact in most cases we can correlate the lowering of formant levels ;
with the decreased duration environmental exigency has imp osed. However,

although both the vowel offglide and the 1 are considerably shortened in the

sentence or in the continuous speech as—::ompa.red to the isolated word, fre-

quency levels rise in both cases. In the case of the sentence enviroument -
the rise is particularly acute. And at the same time, the reader will observe
that we found it impossible to segment between the | and y of will you in i
the sentence spoken by Speaker 1 (see Figure 35), S0 we conclude that the :
high F, level ot 1 was the effect of coarticulated y. The words will you must

be segmented wi “and llyou, verifying the coarticulation concept. It is the

(,oartuulatcd_l_llthm affects the vowel offglide of i.

In the cases of the other (wo informants, it is possible for a human being
to perform a very inlricate segmentation of 1 and y. But this would be ex-
tremely difficult for a machine to do with reliability, Thercfore ii is always
preferable to segment wi llyou. In both of these cases (Speakers 2 and 5)
the F frequency level of | before  is much higher than the F level of 1in
the other contexts, In the first seclion of this report (See alse” Appendix ¢ B)
our chart of the laterals showed four phone classcs of 1 with four differcnt
places of articutation. In the rules listed in Appendix H, there is a rule to
the effect that before y and alveolar lateral becomes a palatal lateral, A
palatal lateral, like all other palatal sounds, has a high F,. The high I,
of the palatal laterals of will you (in thosce instances where Iy scgmenta-
tion is pussible) has been p. [ucdlutcd by our rules of euphonic combination.
In fact, the coarticulation of the 1=y  of Speaker | fits the description of
the palatel 1. (Sce Figure 38).

Before proceceding to our next example of coarticulation we wish to
make two obscrvations, Firsts we have already mentioned that we intend
to include the semi-vowels y and L with the vowel clusterg So the segmen-
tation wi llyou [its our maodel. Second; it is worth noting that this data
negates S llse Lehiste's hypothesis that there is a constant ratio for the
onglide, steady-state, and offglide of the vowel, For all ihrec speakers
the offglide is longer than the steady-state in the case of the single
word, and shorter in the case of the continuous passage.

(¢) g

The phrase from which this sound sequence is taken was "will give
hamself”. The spectrogram {sce Figures 36, 39 and 42) reveals that there
is a closurce following the 1. Therefore, therce is no coarticulation of 1
before a stop. - -
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(3) m-s

From the same phrase, The spectrogram { see Figures 36, 39,

and 42) shows that these sounds arc separated; no evidence ot influ-
encing each other.

(4) 1=

From the same phrase. Sometimes the 1 disappears in this
environment, In this case (sce Figures 36 and 12) we have a back L
before the £, The coarticulation { the influence of Tupun 1) can -
probably be expected when 1is [ollowed by any labml

(5) om0

The next phrase analyzed was "o observe', Tlere the sound
sequence ﬂ( seoe Figures 36 and 42) becomes a dipthong, We have
not constructed ruies for the coarticulation of vowel sounds; deter-
mination of such rules is beyond the scope ol the prescnt stady.

(6) l)—a

From the same phrase. b and s are almost coarticalato.d,
b's release is weak and short bul the mument ot release 1s corla inly
];uru plible (see Flgures 30 and 42). 5 docs influence L's Mrequrency
level; for here D's encerygy is near that of the s and of conrse L
usually has its release energy at lower [requencics,

(7) =t

The phrase studicd in this case was "Mt asted, ! (=1 is an
cxample ot coarticulation in the sensce that 1 is signil'h-unll—y_ modi -
fied by | { Seo Figures 28 and 30}, First ihe friction noise for o
continues beyond the irst voicing pulse ol 1. Sccond: t's ;prir-—
ation is almost absent. Of conrse the luss of aspiralion is {requent
when wo deal with Ginal o0 Bul this is nol a final & we have shown
that its [riction noise runs on into 1 this t should nol be freated
as an instance of final t aspivation Toss.

(8) 5ot

Ifrom the same phrase. The rale thal reads s lotlowing & lusces
aspiration doces not truly apply here,  Aspiration in caused by Tthe
natural stressing ol the phrase as o whole: las cimaphasized and
sted is not { See Figures 30, 13 ad d441), This resalls in some lock

9



of definiteness about the e ; there is an occasional aspiration

of the t, as here. This observation points out-the importance of
intensity measurements,

(9} 1-h_

The sentence considered next was '"No animal has three ears, "
and the effect of h on 1 studied, But they are definitely distinct
{see Figures 27 and 29). his by necessity initial in English, If 1
became attached to the next phone class in this case then, h -
would probably be lost, Since this would be detrimental to com-
prchension, it never happens, to our knowledge,

(10} s-th

From the same phrase. In the word 'has'" s is usually a z.
Here however the spectrogram ( see Figures 27 and 29) shows
voicing cessation -~ s becoming primarily s, This verifies one of
our early rules of euph?nic combination, which states that before a
vuiceless sound a voiced sound may become voiceless.,

(11) k-=th_

Finally we concentrated on the sentence, "He took the small
kitten home with him, " Here the k-th from "took the' is coarticulated,
k is very weak here and continucs info the th sound: it is extremely
difficult if not impossible 10 scgment between the k and the th, cither
on the spectrogram or on the time-amplitude plot.'—i—(sce FigLTrcs 31 and
45).

(12) s-m

From the same sentence. There is a segment of about forty
milliscconds before m in which the noise energy ot s is oxtremely
decreased or attenuated, This may be caused by lhu_.upcning of the
velum and the consequent side-tracking of principal air flow from
the mouth cavily to the nasal cavity, The vocal flap oscillation docs
not begin until the end of this forty millisecond period. This period
might in fact be the phone class linguists call voiceless nasal, But
it is very difficult for a machine to classifly and to usc such a
segment of specch, Evidently such a voicwless portion is normally
present when s is followed by a nasal -« 't ugh the duration of
this portion varics from 20-40 milliswe snds, The attenuated energy
level for the friction ot s does not in all vases reach the low level it
reaches with the s ul_:él_\ihl._{: this is the influencoe of 111_( sce Figure 46),
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V. FURTHER MEASUREMENTS WHICH INDICATE THE IMPORTANCE
OF DURATION AND INTENSITY, AND WHICH SUBSTANTIATE OUR
APPROACH.,

From time to time we have mentioned that duration, fundamecntal
frequency, and intensity are dimensions of speech which merit detailed
analysis of certain minute portions of the speech waveform for effect-
ive speech recognition. We have performed such analysis on some of
our data {of which Figures 21-46 represent only a portion); from this
analysis we obtained a sizeable amount of evidence to substantiate our
approach and to indicate the necessity of further situdy of the dimension
of intensity, Some of our results are summarized below.

The importance of intensity measurements is shown by the
vowel-like "nonsense' segment of one pitch period duration which
follows the m in some in the phrase 'of some ancient sapges. ' {see
Figure 58). This segment can be ignored by a computer working
with the rule mentioned carlier in this section, which specifies
the minimal number of pitch periods which are allowed in a legiti-
matc segment.

The necessity of redefining stops is indicated by the spectrograms
of different { Figures 47, 48, and 49). In most speakers' pronunciation,
therc is no stop gap belore the t. The definition of stops could thus
Le modificd by specifying that the stop gap may be absent when the
t follows a nasal. (This®would also apply in a word such as mumps. )

In the words operation and observation the waveform for
most speakers shows cither no vowel segment or a vowel segment
of very short duration between the j and the n in the tion portion,
A rule to this cffect should be incorporated into the modcl,

in the obscry portion of obscrve and ubscrvation, morcover,
(sce Figures 36, 39, 42, 50, 51, 52, 53, 54, 55, and 50) the cffect
of stress or intensity is apparent. Measurements of these two words,
spokun by the same speaker, have shuwn an L1 to 18 rativ in the
overall rate of articulation of the same phone classes (obscrv) in
obscrvation and obscrve; sceond, there is a 20% variation {(i.e, about
200 ¢ps) in the secound formant {requency; third, therce is a variation
in the duration of the individual phone classces {especially ¢r and v)
which may be as great as 640% or as little as 7. 15%. You will notice
furthermore, that our data indludes not only spectrograms, but also
time-amplitude plots, which have a dynamic range of about 45 dB.

As indicated by the rules of cuphonic combination, the t of
ancient becomes aspivant in "ancient sage', because the following
word begins with s,
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In the wavelorm of "soundness or rottenness'’ in continuous
speech {See Figures 57, 58, and 59) it is difficult to tell whether one

r or two were spoken; there is a single r sound indicated, which has

an abnormally long duration. Boundaries must be included in the model

to specify according to duration whether one r or two are present. Further-
more, a cornputer program such as that outlined in the following section
must be included to provide a contextual means {according to the "'correct!
or dictionary representation of words) for restoring word boundaries.

The treatment of h as a voiceless vowel or a  portion

of the vowel segment mentioned earlier in tnis section is substantiated
by the spectrograms of the human mind. (See Figures 62, 63, 64). The
i portion of the (Figure 63) has an FZ frequency of 1529 cycles and the
i portion following the h in human has an F, frequency of 1405 cycles.
There is thus no 31gn1flcant formant change; the h between is merely a
voiceless or weakly voiced portion at approximat_ély the samec frequency.
Furtnermore, in "Mrs. Slipslop," (Figures 65, 66, 67) the variation of
thé 1 phone class justifies treating this as a vowel cluster.

Minally, the spectrograms of "whnich wise sayings' introduce
several interesting details, We have two representations of which
pronounced by Speaker 1, (Figurcs 68 and 69). In Figure 68, the
duration of the onglide following wh is 69 milliseconds; in Figure 69, the
duration of the same portion is 40. 7 milliscconds, although the overall
duration for the word which is approximately the same in botu cascs
(255, 9 ms in Figurc 68 and 250. 8 ms in Figure 69}, Futhermore, in
Tigurce 69, no real steady-state 1s ever achieved for I, whereas in
Figure 68 (with the slower onglide) there is a slight stcady-state, The
onglide portion thus gscems to need corrections and/or normalization:
the machine must be instructed, for example, that the more rapid onglide
{Figure 69) must be extrapolated, in order to assign the proper frequency,
because the steady state [requency in this case (Figure 69) is approximately
100 cyales per second less than in the other instance (Fignre AR),

The ch in which also merits attention.  Perhaps, as some rescarchers
have sugge sted, one could sample the ch patiern at some arbitrary point -
such as 6 milliscconds afler the burst. Howuvcr, the use of such a
technigue necds justificalion, before it can be used witnoul question,
Short-time statistics of the «h waveform might be necessary, because
of its irregular nature, but certainly overall normalization of which
would disproportionately compress the ch portion d Speaker 2's
pronunciation, wnere tne duration of ch is only 62.7 milliscconds (Figure
70) as vompared to 125.4 and 103.5 milliscconds in Speaker 1's
articulations (Figure 68 and 69).
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Which conforms also to our segmentation principle as out-
lined in Section 5 of this report, Whi is one consonant-vowel portion;

chwa(i)is another.

These are not exhaustive examples, but only a few significant
details which justify our classification, and as we shall see in the

following section, which also support our approach to segmentation.
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SECTION 5: SEGMENTATION AND CONSIDERATIUNS FOR COMPUTER
OPERATIONS -

INTRODUC TION

Our examination of the linguistic, phonetic, genetive, and acoustic
aspects of speech has substantiated our original concept of the multi-
dimensional model as an ordcrly basis for representing speech information,
and has somewhat modified our original representatioun,

Further:more, our rescarch has enabled us to develop a method
of segmentation which is suitable for automatic speech recognition.
This segmentation princisle is explained in Part I of this section.
Moreover, as we mention in that discussion, we have tentatively applied
this technique to spectrograms of words from Visible Speech , Truby,
and also to spectrograms and titne-amplitude plots of discrete and
continuous speech which were generated during this project, in order
to ascertain whether our approach to segmentation seems warranted
by the evidence., Such evidence seemed necessary to substantiate
the assn-iptions {linguistic  and genetive) which were made not oaly for
the mode!, bul also for the rules of euphonic combination and coarticulation.
Our measurements have verified both our approach and our method of
scgmentation on an acoustic level, Thus we believe we have selected
those segments of speech which bhest describe the realities of speech
events, yet which will be most meaningful to an automaltic specch
recognizer. In so doing, we have successfully integrated the data
available fron: the various sources -=- genctive, linguistic, phonetic,
acoustic, cte, -- into an orderly representation which could serve as the
basis for a general purpose recognizer,

In Part 1l of this scction, we outline sceveral possible approaches
to the computer program which is to resolve the perceived sounds -- . c.
to perform the dictionary match.  Part II completes the study by pro-
viding an oulline of the functions of the varivus phases of the recognisger
and a discussion of how our contributions may be usced in cach phasce to
make the recognition programn operalive,

I. SEGMENTATION

Throughout this project, we have emphasized that the place and
manner of various consonants can change, according to the vowel which
prccedes or follows ity thus the genetive, linguistic. and acoustic repre-
scntation of a consonant may change.  As rescarah progressed, moreover,
it bceame apparent that certain sounds which had traditionally been described
as separate entitics were, as L M. Truby emphsizes, acoustically inter-
dependent, or coarticulated.  This evidence of coarticulation, and also
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the evidence of transitions provided by Haskins Laboratories in their
attempt to produce synthetic speech, have greatly influenced our concept of a
meaningful machine segment, On the basis of the evidence we have
examined, we recommend that, generally speaking, the most meaning-

ful uait for machine recognition will be a "consonant-trangition-vowel"
segment, including any offglide of the sound which precedes the consonant
and thus helps to identify it, and including the onglide of the vowel to

the point where a steady-state is achieved,

Our method of segmentation can be illustrated by comparing
it with the segments proposed by Gunnar Fant and Bjorn Lindblom in
their ""Studies of Minimal Speech Units. ' In Figures I-1 of that
article, the authors have marked 18 segments in a spectrographic record
of the words “Santa Claus.' Segments 9-15 of their analysis would be
treated as one segment in our model. This segment would include the
k {which first shows up in the offglide pattern of the vowel )}, thel
Twhich is coarticulated with the k), and the onglide and ste;l.‘dy—stat_e-
portions of they : sound. From the middle of the steady-state to the
end of the z forms another segment -~ a vowel-consonant combination,
Such a scg;wnt provides 2 mecaningful unit for machine recognition,
since il depends upon the rate of transition from the consonant to
the vowel (and vice versa) rather than the absolute formant frequency
values, which may change according to their environment and context.
Segments are "matched" by correlating the smallest articulated acoustic
representations of these segments.  In order to match them more perfectly
we can cither (1) ¢ jualize them, by changing the duration of portions of a
spectrogram, without altering their spectral density characteristics, or
(2) we can derive shost-time stalistics to cempare two portions of time -
amplitude plots,

Our method assumes that the vowel and consonant components of
speech are interdependent and should not be separated in recognition,  To
justify this assumption, we have perfiormed considerable measurements
of words in Visible Speech o If our technique applies to these to these words,
it should upl‘)—l‘-y to llHTbT;Z\:l—r-\])lUS of Iknglish speech, We are emphasizing
the interdependence of sounds in continuous speech, and the words in
Visible Specech arce discretely articulated speech. We Lound in Visible
Specech considerable evidence 1o substantiate our principle of segmentation.

Furthermore, we performed measurcments on our own samples of
continuous speech, and lound that the segmentation principle was
cqually applicable.

Although our study is not dircctly concerned with vowels, we have
found that the rate of change found an the vowel onglide provides a valuable
indication of what consonant preceded that vowel,  For instance, the onglide
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of i in fee has a duration of 82 milliseconds, whereas the duration of
the onghde of the i in key is 38 milliseconds (Visible Speech, pages

121 and 51). Furthermore, in week, the duration of the i onglide is

57 milliseconds, whereas in he it is 304 milliseconds (visible Speech,
pages 207 and 113). To ac count for this, we can set limits for the rate
of transition, so that beyond those limits, the sound must belong in
another category. That is, if the rate of change were below a certain
slope, the sound would be matched with one segment; but if the rate of
change were above (i. e. more rapid) than that slope, the sound would be
classified in another category. -

This ratec of change is responsible for the duration of the vowel
onglide, but also of the steady-state of the vowel ¥, frequency. This, too,
sgems to vary according to the consonant which precedes the vowel; in
leave , the steady-state {requency of the i is 2099 cycles per second; in
reed it is 1808 cycles per second. This change in frequency according
16 the consonant will obviously influence the slope of the consonant-vowel
transition. For this reason, it dues nol seem {easible to normalize the
vowel steady-staty, and still expecl accurate recognition, Instead, we have
specified a segment which can readily accommodate the wide variations in
duration and [requency characteristics which our measurements have

found,

It may scem that our coarticulated sound cluster is the rough
cquivalent of what is commonly called a syllable, such an analogy is not
inherent in our thinking. Instead, we have developed our principle of
segmentation [rom linguistic, genctive, phonetic, and acoustic aspects,
and have sought continuously to specify the smatlest recognizable (and
therefore constant) articulated unit of sound, Our basic machine acoustic
unit, should not be considered the cquivalent of a syllable,

A main source of our scgmentation principle was the information
derived from our linguistic study -- particularly the grammar of Sanskrit,
For in that grammar, an individual phone class is specified to represent
cach consunant=-vowel combination; these classes of sounds have been
tested Lo determine Lheir applicability to the English language, It was found
that acoustically, English speech can also be divided into classcs of'C-V"
combinations, although the classes are not the same in cach language.

A, Consonant Clusters

The English language is not merely a scquence of CV and VC
combinations: two ather important groups of sounds occur -- vowel



and consonant clusters., While this study does not attempt to deal
with the special problems presented by vowels, we do have certain
recommendations about the treatment of consonant clusters,

For the purposes of the perceiver (for which we have developed
this segmentation principle) most of what are commonly regarded as
clusters will be treated as separate entities. A consonant cluster such
as str seems to be different, acoustically, from s + t + r. By wayof
evidence to justify this position, it has been found that the t in treat may
possibly bDe aspirated whercas it is nighly unlikely that the t in street
will be asprrated. sumuarly, the r in trade may have a shorter duration and a
higher F, frequency than the r in raid, Thus sir or st or tr is not the
mere sum of its componcents, “but a special class of sounds which requires
certain movements of the articulators, and which thus producces a distinctive
acoustic pattern,

1

B. Refincment of the Concept of Coarticulation,

Our measurements of the material in Visible Speech yiclded
evidence to substantiate the concept of coarticulation. Thore was no
measureable voiced onglide between the p and ¢ in person, (p. 180),
between p and e in pep up, (p. 85) and bctwvcn pand i inpipe (p. 85)
Ajso, in pep (p. 84), pass (p. 139), and pup (p. 101}, therc is a closc
corres pondenn ¢ bctwucn the [requency at The start of the voiced onglide
and Lhe (FZ) {requency of the vowel steady -state.

The evidence presented by Ho M. Truby yields cven more examples
of coarticulation than he points out.  (Acta Radiologica, Supplementum 182,
Stockholm, 1959,)

(1) For instance, the spectrogram of the word jaunt (p. 19) shown no
stop between the n and the 1 ~- as we had also noticed in the word
dillerent in our own data.

(2) Furthermore, as we mentioncd in Section 4 ol this report, the r
in words such as cheer  (p. 14) and George (p. 19) will be treated
not as a separate class ol sound, but as a vowel cluster or portion
influencing the offglide characteristics of the accompanying vowel.

(3) In jounce (p. 20) Truby has uscd two phonetic symbols to represent
the vowels a and v, We would instead make this combination a
special class of vowel

(1) He has also represented the ce portion of jounce phonetically as

ts. The sound here, we think, is more than 8 sequence vl L and s
again, il scems instead to be a unique class of sounds.
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(5) In a pl combination, such as in plink (p. 20), we might have to specify
that the p can be unaspirated. [In blink (p. 20) it is possible that the
b is modified by the 1, so it might be advisable to include bli as a
distinct category; furthermore, the typical'' enexrgy distribution of k
may be altered in kl combinations, such as clip {p. 25). Perhaps -
even gl (as in ghb p. 28) must be treated as a separate acoustic
element.

(6} Again, y, r, 1, and w seem often to be coarticulated with the adjoin-

ing vowel; thus words such as tweak {p. 47} are anly one CVC utterance --
the w becoming part of the following vowel.

{7) Tinally in the kl combinaticn in the word sclaff (p. 51), thereis a
strong possibili_t:/ that the k will not be aspirated, when the following’
vowel is emphasized. This is rnuch like the casc of pl in plink
mentioned above (Truby, p. 20). This might also be true of the )
in spree (p. 52) and in other cases where the vowel following Lhe p
is emphasized.

Thesc cxamples of coarticulation occur within individual words,
il is also highly possible that coarticulation may occur at word boundaries,
as in the t1 of "it lasted" mentioned in Scction 3 of this report,

Coarlicuiation scums an itnporiaut concept in describing the
realities of specech events.,  The illustrations used above arc nol a formal
organization of all possible incidences of coarticulation, but they point out
certain "oroblem' scgments or combinations which must receive special
attention. Our principle of cegmentation is designed to deal with just such
problein segments as these, bu using CV units, and also by treating such
sounds as ¥, r, 'l_, and woas vowels or members of "vowel clusters, "

I INFORMA'ILON ON THE OCCURENCE OF RULKS

i P |
u‘uuo L YO Y

the rotes of cuphonic u)mlunatmn wore mclud operative in certain segments
of specech samples of some of the subjects but that these very same segment s
could indicate thal these same rules were not operative in the speech samples
of the rest of the subjects whose speech was analyzed for this study, We
include it in Table 6 because although inadequale in any conclugive sense, it
provides some initial information about vecurrence frequency that might

[UETTTUPE I R e wo studicd the possibility that

influence our ordering of vur cuphonic combination rules in the computer,

We eventually plan to order our rules so that those rules thae apply most often
come first. We are grouping our rules by related situations of sequence and
ordering them by groups. Statistical inforimation on the probability of
operation ot one or more of these rules could possibly improve the efficiency
of our progranm.
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1 OUTLINE OF APRROACHES TO THE COMPUTER PROGRAMS

The sequence of speech sounds in the construction and transmission
of words and utterances is due to the physical limitations of speech-producing
mechanisms and to the demands of linguistic tradition, We have developed
rules of euphonic combination, based on an understanding of preferred
positions for sound, to determine how sounds are modified by speech-
environment, In the conceptualization of a multi-dimensional model for
speech recognition, we integrated data on the genetive, phonetic, phonemic, -
and acoustical aspects of speech -~ in a manner faithful to the readities
of speech events. The rules we derived from this and other information
represent the first time an orderly approach to the meodifications of
adjoining phonec classes has been clearly defined, And the rules are
practicable, We have reduced tham to swmbolic representation and
prepared them for use in a computer program. We have approximately
five hundred rules: but we were able to group thesce to reduce the number
of rules the computer rmust store. This grouping was made possible
by the nature of the structural ordering of phone classcs., Phone classes
are related by the dynamics of articulation: p, t, and k_arc related, as
arc g, d, and b, So, that which applics - desc rlptlvoly to the combination
of k dnJ&dpp;lLb also to z and d or p and b, Therefore, a coinputer need
only store about «fifty rulcs for de fining the cffects of adjoining forms
on cach other.

We can choose from a number of methods in designing the system
by which vur machine actually compules what cuphonic reductions it must
account for. At present, threce such methods are under consideration,

In ¢ach, the application of our rules is fundamental,

The reversed rule method invelves the application of all appli-
cable reversed rules to any given situation,  Predoeterinining pussible
consonant reductions will, to an extent, mitigate the formidable pro-
blem of such an approach (the proliferation of possible rule applications. )
Constant reference (o a list of allowable consonant clusters after cach
rule application is still admitiedly inefficient,  So of our three methods,
the reversed rule method is the one we are least likely to employ.

The coasonant cluster method involves the construction of a
dictionary containing all reduced forms of consenant clusters and all
possible antecedents, of those clusters. By first finding all the correct
antecedents of vach initial cluster, we establish the environment for any
terminal cluster we consider, O course an understanding of antecedents
(unreduced consonant clusters) requires an understanding of how consonant
clusters are reduced in speech, So it is impossible to construct lists
without our rules of cuphonic comnbination. Qnce such lisls are cstablished
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for the determination of terminal-initial clusters we may apply them to
medial clusters: breaking medial clusters into terminal-initial clusters

and then solving, But at present the problem of medial cluster segmentation,
among other problems, makes it more likely that we will use an alterna-
tive solution {(by our rules).

In our treatment of consonant clusters, we considered the treatment
of semivowels., These we found it easiest to deal with >y the rules alone -
that is, without the implementation of lists describing particular or even
general occurrences of the semivowel in speech. The rules are in this
case sufficient to account for the elision or insartion of a semivowel.

The Reduced Word Dictionary Method is similar to the consonant
cluster method in that both depend on a thorough and comprehensive appli-
cation of the rules of euphonic combination to provide a listing of reduced
forms., Since here we arc dealing with whole words, word division is a
primary concern: our rules arce of further use since they represent initial
breakthroughs in the treatment of the problem of word juncture. Further-
more we are now evaluating a number of techniques to facilitate the

placing of a word division, Partimlar attention is given to technique
such as alphabelizing svarch arguments, cither in context or isolated
from context, Protection and verification techniques arc also in the

process of final formulation (these latter may be used with elther the
consonant ¢luster or the reduced word approach. )

We have not yet come 1o a final decision about the pasticular method
we will chouse, To do this would require a decision about the kind of
computer machinery we will emiploy.  Relative differences in the ainount of
clerical work necessary in the curnpilation of different dictionarics will
also require scrutiny.,  And after that, we will have to make tests on
computers to compare time differences in the methods with all their
accompanying technigues.

In our original proposal we wrote: "With the recognizer, however,
the problem is not to discover words (these being known in advance to the
designer), but rathee to ensurce that borders are included properly in
the machine outpul as spaces between words,  “That 1s, a machine that
operates with acoustical data must make decisions about non-acouslical
phenomena. This problem is no doubt beyond the capability of present
theory, nor does its solution scem especially urgent in the context of
other, more basic considerations.  Ilowever, its relation to some other
probletas smuay bring it in fur cursory study during the proposed rescarch
program. ‘I'he wock above shows that we have gone far beyond this,

100




IDEA

I

PERCEI VER —f—

SPEAKER
DIGTIONARY
GRAMMAR | SPEECH
a ARTICULATION
SYNTAX
SPEECH WAVEFORMS
DICT IONARY
FORMATTER ——f@w————f GRAMMAR
8
SYNTAX

RECOGNIZER

Diagram of Speech Production
and Perception Process

Iligure 72

100a

%
4
i
3




SECTION 6: CONCLUSIONS

Figure 71 is a schematic diagram of the speech and recognition
process, Our study has centered about the speech articulation phase,
which obviously bears a direct relationship to the nature of the speech
waveforms. Since it is the speech waveforms which comprise the input
data to the perceiver and hence the formatter, we must understand the
possible and probable speech events which occur in the articulation phase
before an automatic recognizer can be designed,

We are convinced that the acoustic information which can be
gathered from continuous articulation is more complex than a mere
succession of phonemes, We have understcod this complexity to consist
of slurs, or the incorrect pronunciation of certain phone classes which
occur in the orthographic form of language,

To explain this imprecise pronunciation, we have collected a large
bedy of data which we have organized into more than 500 rules of euphonic
combination. We have found that group theory can be employed to order
these rules according to the degrees of freedom available in the articul-
ation of speech sounds and to compress this body of rules into 50 rules in
symbolic notation, suitable for computer storage. Such stored information
provides an cerror-corrccting code which can be used to reconcile imper-
fcetly articulated continuous (and again we emphasize, normal ) speech
with orthographic script.

Speech recogaizers have been built in the past which assume that
a machine is capable of recognizing the words or phonemes. Most of these
machines (See Figure 18, Scction 4) have enjoyced only limited success,
In all these designs, the vocabulary has been limited; morcover, when the
phoneme was the segment Lo be recognized, the single phoneme had to
be articulated in a fixed-consonant environment,

It is desirable to extend the success of these methods beyond their
present limitations: that is, it is desirable to extend the size of the vocabuw
lary rceeognized and the environments in which sounds can be recognized,
It has often been possible, though, that by refining the existing methods
| one could increasce the number of words recognized cnd so extend the
applicability of the present speech recognizers,

Perhaps, as we have suggested throughout this report, the more
uscful approach is not to be found in attemptling to develop a speech recog-
nizer with the limited amount of information which is presently available,
The more useful approach might be to design a method of computer operation
which can anticipate and account for acoustic imprecisions of speech, With
this as a goal, we have examined the nature of continuous ("'normal") speech,
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in an attempt to ascertain waat imprecisions of articulation can be expected.
Qur study, we beliewe, has becn conclusive, if not exhaustive, the
significant details of the speech waveform which were examined in

Section 4 clearly demonstrate the validity of aur approach. Certainly
extensive proof would require the gencration of additional data.

The most outstanding characteristic of continuous speech, and
that which most clearly distinguishes ii irom discrete speech, is that
in continuous speech younds modily surrounding sounds, in a continuous
series of events which are neither a multiplication nor an acceleration
of the events of discrete articulation. We have cuinpiled extensive evidence
which clearly demonstrates that: (1) the articulation of words or vowel
sounds in isolation results in waveforms which are significantly different
from the waveforms of the same phone classes spoken in continucus speech,
(2) two or more phone classes tend to be coarticulated (spoken as cne
sound). The coarticulated sound has a waveform which is significantly
different from the waveform of either and/or both the component phone
classes in carcful articolation. (3) the word boundarics which are found
in orthographic script are alinost totally lost in continuous specch.

It has been our contention that these combinations or modifications
of sounds occur in the English language in a predictable way, which can
be accounted for according  to determinate rules; furthermore, these
rules can be relaled to one another in an orderly lashion, On this basis,

a model can be constructed which is patterned according to the various
dimensions of sounds -~ place and manner of articulation, degree of
resonance and aspiration, infengity, duration, Such a model thus would
be called "multidimensional. "

Conceivably, this study could have been undertaken by altempting
to collect vast samples of presentday spoken English, We have chosen
instead to begin where more evidence is more readily available, We have
at our disposal, for instance, a dictionary of the English language, which
lists in phonelic symbols the accupted pronunciations of cach word, A
large body of knowledge, the result of thousands of years of linguistic
study, is cqually available: this linguistic literature thoroughly describes
the sound changes which have occeurred in the historical development of
languages (for example, the German d hecame the English t). By applying
the Ergodic Theory from physica, we were tentatively able to assume
that these historic examples of sound change might provide a basis (or
the kinds of sound change which occur in spoken language today, since all
the Proto-Indo-European languages studicd utilize the same physical
modes of production, We Lhen proceceded to test the body of Rules for
Euphonic Combination on presentday speech, Certain of these rules found
justification; others were modified or rejected, according to the cevidence,
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Moreover, the sandhi rules of Sanskrit describe
modifications or substitutions of certain phone classes, when
the phonetic environment is altered. This is much the same
phenomenon as what we have pointed out in our rules of coarti-
culation and euphonic combination. In the present study, it
was thought that the speech waveform of certain words in English
might contain phonc classes which exist in the spoken language,
but which are incorrect according to the crthographic indications.
Certain examples of this phencmenon have been cited in this
report: for example, bet you often becomes be chyou in continuous
speech. - -

In the Multidimensional Model the classification of a parti-
cular sound depends upon the degree of freedom which is available
in the physical process of sound production. Sounds which are
"tfadjacent'' in the modcl are sounds which are produced almost
identically. As indicated on the diagram of the model included
as part of Appendix B, the bhorizontal axis represents the degree
of aspiration or resonance, the vertical axis represents the place
of articulation, and the depth axis represents the manme r of
articulation. With such a method for ordering speech sounds,
we can conceive of computer progrannuing which depends concept-
ually on the perceiver to replace unacceptable phone classes with
the phone class whose waveform characteristics are nearest Lo
the “incorrect" class which was presented. 'Thus in the case of
bet you becoming be chyou, it is recorded as a rule of cuphonic
combination that the alveotar stop L becomes the palatal affricate
‘h befoie the semi-vowel y. This Tule can be used in connection
with the model rupx'um-n(al‘iz,\n to anticipate and corvect imprecise
articulation, as is found in continuous speech.

Furthermore, the scgmenis which we have described are
much movre tlexible than any previously mentioned by other rescarchers.
The use ol a G-V combination as a basic acoustic segment allows
both for individual variations in the pronunciation of certain phone
classes, and also the acoustic variations which resull from the
phonetic environment of a given phone class.

Clearly such a system as we outline above places less
restriction on the person who uses this machine: he is no longer
limited to the number of plioncies or the environment which
can be allowed; morcover, the articulation need not be strained --
normal specch can be correctly perceived and printed,
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APPENDIX A

These data arc a very small portion of a corpus or words
and sentences transcribed from the speech of a native speaker of
Vietnamesce. We beliceve that the transcription is accurate and the
data arc sufficiently comiplete {or this analysis. We do nol, however,
know what dialecet the informant spoke, and it 1o possible that this
analysis is nol valid tor other dialects,

The tollowing list of words shows all the stop consonauats which

wooyr in finat position in this dialeet.,  All final stops ave unrdleasced;

thot is Lo say . thero is no stop burst or aspivation, The syml)ul[ llxx-]
represents o consonant articondated with fwo complete simultancous
clogures,  One s al the back o the mouth where[ & Jis articaleted
and the other is at the hips weere poyis acticalated, The symboll ]
represents o low biack unrvounded vow el the s:vmhu'l[-".] represents
A somewhat diphthaneiced mid=-bhack roupded vowel, The symibol (_;j

cans that the preceding vow el is lonag,

| T p

i Nlop
( f ot
" t FUR
[N I~
n tap

I'he ithove bist show s that we hase Cour phonetically different
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final stops; the problem is to decide how many different phonemes

there are, This means we must cstablish which phonetic differences

are relevant { i, e, word.ndifferentiating) in this language, The phonetic iy
differences are;
(1) The difference between [p] and [t]

(2) The difference between [p] and [k]

(2) The difference between [p] and [}5]
(4) The difference between [t] and [k] i
(5) The difference between [t] and [%]
(6) The difference between [k‘] and []'ﬁ]
The best method of cetablishing the fact that the differences
between two phone classes are relevant is to find a minimal pair. A
minlimal pair consisls ol two words which are identicul in every
speech sound except onc. If a native speaker says that the two members
of thiz pair sound different then the phones which are diffevent in the
two words belong to different phonemes,
In the above list, we have only oue minimal pair = [thop] and
[tJ\u]ﬁ]. The exigtence of this pair tells ug that [p] and [lf)] do not
beloag to the same phoneme,
Although there are no other minimal pairs, there are somne near
minimal pairs, A ncar~minimal pair is a pair which is identical
in some seginents and dilferent in others, In using a nearsminimal
pair to do thir phonemic analysis, we make the assumption that the
differcncues between the final stops of two Vietnamese words are
‘i‘;(lupcndent of the diffecrences between the initinl consonants of
these words., There is always some risk involved in maldng such an

assumption, but if we do not make it, we cannot continue the analysis,
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The assumption is bolstered by the fact that no language has yet

been analyzed in which differences between final congonants depend
on differences between initial consinants. We will assume, then,
that the differences between the [t] of [j«t] and the [k] of [ty-d:]
are not dependent on the differences between the initial consonants

[§1and [ty]. We decide that [t] and [k] beleng to different phonemes

because they appear in the same position, in final position after the
vowel [~].

In order to compare the final stop of [f=:p] with those of
[S~t] and [tY «k], we must make the further assumption that the
differences betwceen the final stop of [f«:p] and those of [/(-& t] and
[ty»ck} are not dependent on the length of preceding vowel, Again,
we would rather not make assumoptions like this, but there is no
help for it. Having made this assumption, we compare the final
stop of [f<(:p] with that of [ { xt] and conclude that they belong to
different phonemes. Likewisc we compare the final stop of [f«:p]
with that of [ty-< k] and conclude that they belong to different phonemes,

Out of the six possible comparisons which we listed earlier,
wi have carried out four, We have established that the following
pairs of stops cannot belong to the same phoneme.

(1) [p] and [§]

(2) [p] and [t]

(3) [p] and [k]

(4) [t] and {k]

The fact that [p] contrasts with [t] and [k]; and {t] and [k]
contrast with each other forces us to conclude that there are three
separate phonemes, /p/, /t/, and /k/. The fact that [p] contrasts
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with [lﬁ] means that [5] cannot belong to the /p/ phoneme; there
remain three possible analyses for [{é],

(1) It belings to nelther /p/, /t/, nor /k/. It belongs to

a phoneme by iisell.
(2) It belongs to /t/.
{3} It belongs to /k/.

Analysis (1) is to be avaided if possible because we prefer

not to set up more phonemes that we need to account for all the
contrasts of the language, [%] does not contrast with [t] or [k]
since [%] occurs only after rounded vowels while [t] and [k] occur
only after unrounded vowels, We thevefore reject analysis (1).

This leaves analyses (2) and (3), Given the choice of grouping
[lﬁ] with [t] or grouping it with [K] we do not hesitate to group it
with [k] since phonetically it has more in common with (k] than
with [t].

It may be as ked why we were willing to assuine that the final
cousobant wus noi affected by the initial consonants ox by the length
of the preceding vowel, bul we werce willing to asgswme it was
alfucted by the preceding vowels buing rounded rather than unrounded,
This is a reasovnable ebjection, and the answer lies in congidering the
phonetic details carefully,

The dnitial consonant is not adjacent to the final consouant
and although von=adjacent vowels sometimes influence each other
direcetly { Lov, without changing any intervening sound), non~adjacent
consonants rarely do so. This bs a generalization which we believe

holds true for all Vanguapges,
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As for the {inal consonant being affected by the duration of

the preceding vowel, this does happen in language, but the common

cifect is some change in the duration of the consonant. In the extreme
cases, tne consonant is dropped completlely. We know of no cases,
however, where the place of étrticulahon of a consconant has changed
audibly becausce the preceding vowel was phonemically long.

When we consider the effect of a rounded vowel or semivowel on

an adjacenl consonant, however, the situation is quite different,
Such influences are common, and we know of one case in which a
k  followed by w became pp,  This change took place in very carly

Greck, when the Proto-lndo-European word for "horsce' became the

Greck hippos, butl remained almost unchanged in the Latin cquus
(pronvuncud ekwas),
We are citing this historical example, not to establish the
) . K . .
origin ol the Vien. cvese[p], but to show that there is phonetic
sunilarity between a poand a vowel or semivowel which involves
lip-rounding, (We are heve making the assumption that it one sound
has been substituted for another in any language, there must be
some point ol phonetic similarity between the original sound and
. . 'k]
the substituted scund. ) We arce not concerned with how thod plcame

into bLeing, but how it functions in the language.
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APPENDIX B

CHARTS OF THE CONSONANT CATEGORIES
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STOPS AND NASALS

Voiceless Voiced Voiced with nasal
resonance
Unaspirated Aspirated Unaspirated Aspirated
Guttural k k? g gt g
Fr. comme -] sing
Palatal 4 A ] J ! n
Sp. canen
Alveolar t £t d d1 n
> » > >
L sin.
Dental T tt d da? n
Fr, tiens Ger. du neun
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r > > 2
Labial P pt b bt m
Fr, peut bear my
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Guttural

Palatal

Alveolar

Dental

Labiodental

Labial

SIBILANTS

Voiceless Voiced

Unaspirated Aspirated Unaspirated Aspirated

Voiced with nasal
resonance




AFFRICATES

Voicéle 89 Voiced Voiced with nasal

regonance
Unaspirated Aspirated Unaspirated Aaspirated
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SPIRANTS

Voiceless Voiced Voiced with nasal

resonance
Unaspirated Aspirated Unaspirated Aspirated

Guttural c
v
Palatal
Alveolar b 3
> >
Dental o 'é
thin this
Labiodental £ v
fine vine
Labial )
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Guttural

Palatal

Alveolar

Dental

Labiodental

Labial
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LATERALS

Voiceless Voiced

Unaspirated Asgpirated Unaspirated Aspirated

&

Voiced with nasal
resonance

B T




APPENDIX C

In making a palatogram a plate is shaped so that it conforms
to the contours of the roof of the mouth. This is then coated with
a substance which changes appearance when it is touched by the tongue.
After this has been fitted into the subject's mouth, he articulates the
sound which is under investigation, and the plate is immediately
removed. By examining the plate and determining jusl wherc its
appearance has changed, we can eslablish which parts of the tongue
make contact with the roof of the mouth during the articulation of
the sound under study.

The paletograms in the texts arce illustvations ol what we
believe the originals to be hike, rather than original platecs made

by us.
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APPENDIX D

Before giving Meyer!s conclusions, we will liat‘the tense and
lax phene; this is as close as we can come to defining the termas,

The 'tense'' consonants include all voiceless consonants; the
lax consonants include all voiced consonants cxcept the liquids and
nasala. The liquids and nasals are neither tense nor lax, The tense
vowels include the vowels in the following worde: wife, way, leaf,
_129_, _1_ob__e_, and Fl_o_}lc_l_. I'he lax vowels include the vowels of the

toilowing words: if, loss, lcss, gas, push, should, and bud, The -

list of tense vowels is incomplete; Meyer gives all his examples in the
phonetic script used sixty years ago. Most of the words are recog=
nizable, but a few are not. There are three tense vowels which we
have not listed, Some of Meyer!s conclusions apply to specific
segments of the speech wave as we have divided it, bul many do not,
Those of his conclusions which refer to o'nly one type of segment are
given in the sections in which those segments are described, Those
which group together two or more of our segments arce as {ollows:
4. Consonant durations
(1) The duration of initial lax consonants in onc- and two~
syllable words iy slightly shorter than the duration of initial
tense congonantg, The differcence is greater for congonants in
medial and final position,
(2) Apparently the duration of an initial consenant does not
depend on the quality of the following vowel,
(3) Initial consonants in two~syllable wordas are slightly shorter
than in ¢ne-gyllable words; medial and final consonants in twow

syllable words are pignificantly shorter than in one-syllable words,
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{4) The duration of a final consongnt is dependent on the quality

of the preceding vowel; the higher the tongue position for the

vowel, the longer the final consonant,

b, Vowel durations
{1} A lax vowel is shorter than a tense vowel.

(2) The higher the tongue~position, the shorter the vowel.

(3) A vowel before a tense final consonant is shorter than a
vowel before a lax final consonant,

(4) A vowel before a stop is shorter than a vowel before a fricative,
(5) _b m, n, and %_tend to shorten the preceding vowel,

(6) The lengthening of a lax vowel under influence of the final
consonant is slightly less for a naturally long vowel than for a
naturally short one.

(7) The lengthening of a tense vowel under influence of the
foliowing consonant is considerably less for a naturally long
vowel than for a naturally short one.

(8) The different vowel durations before different consonants
cannot be ecxplained as an attempt to keep the sylleble duration

or the rhythin constant,

(9)  The duration of the stressed vowel in a two-syllable word

is considerably shorter than the duration of the stressed vowel in
a one~syllable word,

(10) A vowel before a tense medial consonant is shorter than

a vowcl before a lax medial consonant.

{11) The unstressed vowel of a two~syllable word is long,

(12) A vowel before a fricative (spirant, sibilant, [w], or [h]

is longer than a vowel before a stop.



Meyer!s conclusions are not directly applicable to the present
medel both because Meyer did not break the speech wave down enough
for our purposes and because he analyzed British ¥nglish. it is not
enough to know that a vowel has been lengthened; we need to know which

parts vf the vowel have been affected.
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APPENDIX E

i) Duration of Nasals

Using his tape recorder, Harrell reports that when the word
rmump is played backwards, the resulting combination is heard as
muinp (Harrell, 1958), He explains this by suggesting that an initial
nasal is considerably shorter than a final nasal (at least in English),
except in special circumstances,

In this case, however, mump is pronounced with an unreleased
p in which the closure is not followed by a noise burst (as in a quick
pronunciation of rump rather than compah!). According to Harrell's
hypothesis the only thing which makes an apparently final nasal as
short as an initial one is in fact a following voiceless unreleased
stop as in mump. In this special case the stop is articulated in the
same place or 'homorganic' with the nasal.

Since the p in such words as bump is frequently unrelecased
it may be necessary to instruct a machine for specch recognition
that an apparently final nasal which is no longer than an initial nasal
should be interpreted as a combination of nasal plus homorganic
voiceless stop.

Meyer reports (Meyer, 1903) that a final nasal is approx~
imately one and onc half times a¢ long as an initial nasal. Ilse
T.ehiste, however, reports data which appear to cuntradict this{ Lehiste,
1¢60), Using comparison of spectrographs she performed experiments
to discover characteristics of the sound wave that accompanied what
is known as juncture, (The difference between an ice man and a nice

man is that an ice man has a juncture after n, and a nice man has a
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Juncture before Be) According to Lehiste, the initial n of nice in the
phrase a nice man is twice as long as the ﬁ;ml n of an in the phrase
an ice man. She suggests that this difference in the duration of p is
an important cue for distinguishing these two phrases, That is, an
initial n is recognized as being initial because it is longer. Meyer
reports also that the nin an aim is shortsr than the n in a name,

but he does not comment on the fagt that this seems to contradict

his statement that final nasals are longer than initial ones.

This is & very complex problem and it requires further
research. The answer may be that the word an in both these examples
is completely unstregsed while the words nice and name are both
strongly stressed, The initial n's may have been lengthened because
they are in the stressed syllable. This is the only hypothesis which

occurs to us at present,

ii) Relative Duration of the Onglide, Steady~State and Offglide of
Liquids and Semi~Vowels

Working with the Pattern Playback, Lisker attempted to
make the machine produce intervocalic r, y, ], and w artificially,
{Intervocalic means occuring between vowels; the actual sounds Lisker
tried to reproduce were irl, ara, uru, iyi, aya, uyu, etc.)

In synthesizing artificial r, y, and w, Lisker discovered that
the most recognizable sounds were created when he drew his spec~
trograph so that the onglide, steadywstate, and offglide werc of equal
duration. In synthesizing intervocal l, however, the most natural
sound occurred when the onglide and offglide were drawn slightly

shorter than the steady-state (Lisker, 1957).
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In another experiment work done at Haakins on synthesiring
initial liquids and semi~vowels yielded the following information.
The quality of the synthetic 1 was improved when the first~formant
transition was made very short; r, y, and w were not adversely
affected bv having the firgt formant transition short, (OtConnor,

Gerstman, Liberman, Delatre, and Cooper, 19%7,)

iii) Duration of Spirants and Sibilants
Experimenting with the words use [yus] (noun) and use [yuz]
(verb), Denes made tape recordings of this word~pair and established
that the vowe! preceding [z] was considerably longer than the vowel
preceding [s]. (Denes, 1955) i

The next step was to take the segment [s], shorten it, and |

put it after the vowel of [iu z]; and also to take the [z], lengthen it,
and put it after the vowel of [ius]. He reports that both combinations
sounded like perfectly normal words., This would indicate that the
duration of a sibilant is an important cue for identifying it as '"voiced"
or 'voiceless!'',

Meyer's figures for sounds he defines as tense [f, P, a] compared
with sounds he defines as lax [v, ¥, 2] show that tense spirants and
sibilants are longer than lax ones. They also show that {f, s, [, v,
and z] are slightiy longer after lax vowels than after tense ones,
while [§] is considerably longer after lax vowels. He alsu reports that
fricatives (i. e, spirants, sibilants, [h], and [w]) in general have a

greater duration than stop closures,

iv) Duration of Stop Closures
Comparing spectrographs, Eli Fischer-Jgrgensen reports that

in Danish the closure of p, t, kis shorter than that of E, d, g (¥ischer=
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J frgenlen, 1954), Other work contradicts this, however. Leigh
Lisker bas recorded words with intervocalic b (as in rabid). He
then cut out that section of tape which had the stop~gap on it, In its
place he inserted a period of silence longer than the styp~gap of [b].
As a regult the word was heard as having a [p]; rabid became rapid,
Conversely if a tape of [p] has its stop=gap cut out and a period of
sileuce ghorter than the stop-gap of [p] is inserted, a [b] is heard;
rapid is ehanged back to 5.?3.12.' {Lisker, 1957},

It should be noted that this study was confined to stops
between vowels. Whether similar results would be obtained for stops
at the beginning or end of words is not known, The discrepancy
between Lisker!s findings and those of Fischer=Jgrgensen also requires
investigation., Since one study was made for Danish and one for
English it is quite possible that both are valid,

Meyer reports that stop closures are shorter than the class
of sounds which he calls fricatives (i. e. spirantas, sibilants, [w],

and [h]). He also reports that the closure of p, b is greatest, that

of k;, g next, and that of t, d least, and that thc closures p, t, k show more

variation in duration than any other class of speech sounds.

v) The Duration of Stop Bursts

There is some evidence that duration differs from stop to
gtop in other languages., Eli Fischer~Jgrgensen (Fischer~Jgryensen,
1954), reporting on Danish stops, says g has a greater duration than
d, which in turn has a greater duration than b, Similarly k is
greater than t, which is greater than p. It should be noted that

in Danish b, d, g are sometimes voiceless and p, t, k are sometimes
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voiced. It may or may not be releyant to a.study of English,

In producing stop consonants by use of machines Haskins
Laboratories! reports indicate that the duration of the synthetic burst
was , 015 gseconds (Cooper, Delattre, Liberman, Borst, and

Gerstman, 1952),

vi} Duration Between the Stop Burst and the Beginning of the First
Formant

Using the Pattern Playback Haskins Laboratories reporta
that a synthetic speech pattern which listeners perceive as voiced
stop plus vowel, such as bah can be changed te one which listeners
perceive as voiceless stop plus vowel, such as pa simply by cutting
off the beginning of the first formants (Liberman, Delattre, and
Cooper, 1958), The authors point out that since the voiceless
stops in English are aspirated (pronounced with a half~heard h
as in i‘Lt) while voiced gtops are not (as in f_a_t),the time~lag between
the stop burst and the very beginning of the first formant is probably
thought to be a period of aspiration; thus the stops are heard as

voiced,

vii) Duration of Vowel Ounglide, Offglide and Steady~State
a. Onglide
Again using their artificial speech machine, Hasgkins
reports (Liberman, Delattre, Gerstman, and Cooper, 1956)
that a pattern which is perceived as [be], as in _b_e_t, changed to
one perceived as [we], as in wet, when the duration of the onglide

or transition is increased. If the duration of the onglide is
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increased still further, the resuit is{ue]{co, @).

that the pattern which produced{be} in this experiment consisted

of formant transitions followed by steady-state.
bar for the voiced stops, but no stop burst). The pattern fox [gej'l as in
get . similarly yielded [ye] , as in yet

duration ot the onglide {(transition) was increased, [b), as in bet . was

(It should be noted

There was a voice-

. —
and[i¢], as in €-& when the

transiormed tolw], as in wet, when the doration ot the transition

exceeded 40 milliseconds; [
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c. Offglide

Lehiste and Peterson report {Lehiste and Peterson 2, 1960)
that American English vowels may be divided in to two groups
using the criteria of the relative durations of steady-state and
offglide, One group, which they call the tense vowels, consists

of i,¢2, a, 2, u ; the other group, which they call the lax vowels,

consists of I,€,®,VY, The tense vowels have an offglide approximately
half as long as the steady-state; the lax vowels have an offglide

more than one and onc-fourth times as long as the steady-state. It
should be noted that all the subjects who were used for this study

spokc the same dialect.




APPENDIX F

The first method of reconstruction differe from the obhers in that
it does not require any data except the language itself, considered at
one point in time, For this reason it is called internal reconstruc-
tion. We have already cited the alternation ofpd , d, andt as
past-tense markers in English. We have said ‘that this is the result
of two sound-changes, one in wmchad became d and one in
which d became t. We know that these two changes took place
because we have etghteenth century speech manuals which warn their
readers not to omit the vowel of the past-tense suffix, Even if we
did not have these manuals, however, we could still reconstruct
part of the change by considering the nature of the alternation.

In any reconstruction we begin by assuming that one of the
alternating sounds is the original one. If we cannot arrive at
linguistically probable results by this approach, we then assume that
all of the alternating sounds are innovations. In this English example,
then, we will assume that 3d. , d, or t was the original past-
tense suffix. If we say thatt was_t'he ongmal suffix, we must
explain why t became d after the vowel e in laid , but remained
unchanged after the same vowel in late . Tf t was the ceriginal
suffix, laid and late were homonyms, and la.ld underwent a phonetic
change while late remained unchanged. This is conflicts with our
basic prmctple that sound-change is regular, so we must reject
the assumption that t was the original suffix,

This leaves us with the assumption that the original suffix
wasgl_ or g_ 1If we assume that it was g, we also agsume that
for at lcast a brief period of time, speakers of the language consistently
pronounced the cluster td in the past tensc of the verb taste. This is
possible, but highly 1mprobable It is very doubtful that the original
suffix was d.

This lcaves us with the assumption thatyd wasy the original
form, There arc no difficulties involved in this assumption. The
vowel could drop out quite easily after all sounds cxcept d or t.

The loss of the vowel would be a simplification of the araculaf?;ry
movements, and many sound changes are simplifications of this type.
After the vowel loss (or simultaneously with it) the d became t when
it was next to a boiceless consonant. This sound Lh_a.-ng(, is also a
simplidication, The hypothesis thatagd was the original suifix
invelves our assuming only sound cha.ngcs which are probable. The
assumptlion that d was the original suffix involves our assuming a
highly 1mproba.bly state of affairs before the change, The assumption

128




that t was the original suffix involves our assuminyg & sound change
which contradicts one of our basic postulates., We therefore conclude
thatyd was the original suffix.

The forms 3d, d, andt stand in a special relationship to
each other. They are different phonetic forms of the same meaningful
element, the suffix for the past tense; which of them will appear
depends on the phonetic shape of the last sound in the verb. This
relationship is called morphophonemic alternation. There are other
cascs of this type of alternation in English; one of them is the plural
suffix, which isgz after a sibilant or affricate (as in glasses), z
after a vowel or voiced consonant (as in chairs), and s after voiceless
consonant (as in books). Most morphophonennc alternations are
cntirely the result of sound changes; some are partly the result of
changes by analogy. The difference between sound change and
morphophonemic alternation ig that sound change is process which
takes place over a period of time, while morphophonemic alternation
is a situation which exists at one lime in the language. A machine
for automatic speech recognition will neced both a list of the
morphophonemic alternations of that particular language and a list
of sound changes which have taken place in any language. The list
of morphophonemic alternations would make it unnecessary to
make a separate statement about which alternate appears with cach
word. ‘I'he list of sound changes will predict the normal sound
variations of speech.

The second method of cstablishing what sound changes have
taken place is to compare descriptions of the same language made
atl different times. For this comparison, we use only descriptions
which are contemporary with the specch being described.  In general
the descriptions which we have were made for one of two reasons.  The
writer was either giving instructions on how to speak like a well-
cducated man or he was demonstrating the necessity for a spelling
reform, Most of our descriptions of Latin, Greck, and cighteenth
centure Euglish belong to the first category, while our best description
of Old Icelandic belongs to the sccond. Both categories have
particular drawbacks., The authors ol pronunciation manuals some-
times make up rules which have never before existed, while the authors
who recommend a spelling reform are primarily concernced with
having a distinctive spelling for each phonetically distinct word,  Their
goal is not to record all phonetic differences, but all phonemic
differences.  Any statement which a writer makes about the pronunciation
of his language must be carcfully checked against the written records
of that language, but these statements are nevertheless very valuable
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for indicating what sound changes have taken place.

The third scumce of information about sound changes is written
records. Although far better than nothing, these also have their
drawbacks. One problem is that it is frequently difficult to detexrinine
what particular sound a given symbol or group of symbols is supposed
to represent. We have very strong evidence for assuming that Indo-
European had an s and that Old Icelandic had an v in place of that s
in some phonetic ;nvironments. This means that s became r s~
time between Proto-Indo-European and Old Icelandic. We have runic
inscriptions from the period when this phonetic change was still
taking place, but we do not know exactly what sounds the runes
represent, There are three runes in question here. One occurs in

those places where s did nof become o the secoud appears in these plee

i which s did nol become v the tlxi.rcrilppeatrs in those places whore
we assume Lhat there was an r in Indo-European which remained ia
Old Icelandic, If we knew what sound the rune for's Lecoming
represented, we would know the phonctic stages of this very cowmon
sound change, but all we can say definitely is that there wese three
separate sounds in Proto-Norse {(the languayge of the Scandinevian
runic inseriptions). Most phoneticians assuione that when s becotnos o
the intermediate stage is o, and this scems probable, bul we ciaonet
prove it from written records,

The sccond drawback to written recoreds is that spelling 14
usually standardized and docs not necessarily veflect conleraporary

pronunciation, It would be extremely diflicult, probably jroponsibie .

reconstruct the pronusciation of Modern Koglish usiag. only wtton
records olher than dictivnarics and specch manual .

o ovalnable mloerenti,

nanalyzing written records, we can o
by paying carcful attention to non-standard spellings (inisspellings)
A nupestandard spelling is somctimcs closcer (o the phonctic vealivy
than the standard is.  The incorrect nee rellecls pronuudiaiion moy
accurately than the correct knee docs,

The fonreth source ol information aboul sonnd changes o Ui
comparison of modern dialects of the samce hapuoge,  When two
dialects show phonelic differences, it is obvious that one or hoth
have undergone sound changes.  One crilerion [or deciding what
changes have taken place is simplicity, I two or more analysces scemn
equally probable phonctically, we assume the curreuiness of that o
which involves the smallest number of changes.
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The {ifth method for discovering sound changes is comparing
the earliest written records of two or more related languages for
the purpose of reconstructing the parent language. The most extensive
reconstruction of this type which has been done so far is the recon-
struction of Proto-Indo-European by comparing written records of
Greek, Latin, Sanskrit, Old Church Slavic, Hittite, Old Lrish, and
several other ancient languages. The phonetic accuracy of the
reconstructed Proto-Indo-European forms is open to question. Some
linguists say that these reconstructed elements should not be considered
phonetic representations at all, but simply formulae for referring to
the sound-correspondences of the later languages, According to
this approach, "Proto-Indo-European p' is not the phonetic symbol
p, but simply a formula for rcferring—fo that sound to Proto-Indo-
European which beaame P in Greek, Latin, and Sanskrit, became f
in Germanic, disappeared completely in Celtic, etc. Most linguis—tn
do not go quite this far, but there is general agreement that all Proto-
Indo-Furopean reconstructions should be critically analyzed in the
light of phonetic probability. All methods of reconstructing sound
change involve some possibility of inaccuracy, since there is no
substitute for direct observation, and our reconstructions of Proto-
lndo-European are especially likely to contain crrors, since they arc
mmade from written records of languages which are now dead,




APPENDIX G

Martinet views linguistic evolution as something which is
regulated by the continual conflict between man's expressive needs
and his tendancy toward minimal mental and physical exertion.
{(Martinet, 1952). The ""evolution' is the result of the changes in
expressive needs which occur over a period of time. Martinet does
not attempt to analyze in detail the changes in expressive needs.

The principal effect of the expressive needs according to him is that
the speaker strives for clarity. People strive to speak in such a
manner that their enunciations can be understood without repetition,

If they are not clear enough the first time, and the listeners ask for

a repetition or an explanation, the speakers will be even more careful
the second time. It is this process which results in some measure of
uniformity in the speech of people. The striving for clarity is a ;
clearcut £actor which can prevent some scund changes. w

The tendency to reduce mental and physical exertions to a minimum
provides a more complicated problem in determining sound change; any
change which reduces one type of exertion is likely to increase another,
‘I'he extreme of articulatory simplicity would be to have two dis-
tinctive speech sounds {phonemes), one a vowel and one a consonant.

All words in the languagc would consist of some arrangement of these |
two sounds in a series similar to that uscd by binary computers. The
number of permitted phonetic variations of each phoneme would be
extremely large, and this would save the speaker the trouble of

having to articulate carefully., On the other hand, the words of this
language would be excessively long, and any utterance would require

a great deal of time and effort. The other extreme would be a language
with as many distinctively different sounds as the human car can per-
ceive. Every sound would have to be articulated very carefully, but

it would be possible to have very short words and utterances, Neither of
these extreme cases exists in any natural language, In actual practice
all languages require some precision, but none use more than a small
fraction of all possible phonetic distinctions. This comptomisc requires
less exertion from the uscrs of the language than either of the exireme
situations outlined above,

Excrtion is further reducced by combining scveral distinct types
of articulation to form a much larger number of phonemes. The
efficiency of combining distinctive ¢characteristics into phonemes is
clear if we consider an tmaginary language with four consonant phonemes,
cach of which has only one characteristic feature: (1) dental, (2) nasal,

(3) voiceless, {1} vpitan..
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Although each phoneme has only one distinctive characteristic,
each phone (speech-sound) must have many non-distinctive character-
istics because the various articulatory organs must be in some position,
and any position affects the quality of the resulting sound. Moreover, in
the phonemic system under discussion, the characteristic which marks
one phoneme must not occur with the allophones of any other phoneme
as a non-distinctive characteristic, This is because, If a sound is uttered
which has the distinctive characteristics of two phonemes, thc listener
would be unable to decide which phoneme the sound belongs to.

The spcakers of this language, then, must be capable not only of
the articulatory adjustiments which produce a sound containing the distinc-
tive characteristic, but also of the articulatory movements which will
produce a sound lacking the distinctive characteristic, The speaker
must be able to place his tongue in position for producing not only a
dentei sound, but also one with some other place of articulation. He
must be able to produce not only a nasal sound, but one which is not
nasal; not only a voiceless sound, but one which is nul voiceless; not only
a spirant, but also a sound with some other manncr of articulation. It
should be noted that mosi of these non-distinctive articulatory positions
permit tnuch more variation than the distinctive oncs for this case. A
dental sound must be made at the tecth, but a non-dental one may be
madc anywhere else in the mouth cavity., The non-spirant sound alsu
has a large range of permissible variations. Iven the non-voiceless
sound permits some freedom, since in addition to normal voicing, the
vocal flaps can also be placed in the position for laryngealization and
trillization, 'The only articulatory position with no {reedom is the
non-nasal: the vnly way 1o produce a ron-nasal sound is to have the
velum completely closed.

The above described system is extremely inefficient,  The
speakers of this langusge are lorced Lo discriminate between the presence
and absence of four characteristics, but they have only {our consonants.
If they combined the distindtive characteristics, they could have many
more consonamt phoneimes without having to learn to produce or to
recognize any more distinctive articulations,  In theory, they could have
sixteen phonemes, but in practice the number would be less. A voiceless
nasal spirant, whether dental or non-dental, would be difficult for the

listeners to identify, and the speaker would frequently be asked to repeat
his words, Since people do not like to mmake extra ctfort, we would not
expect any langnage fo have such a phopeme, ‘There arce other possible
‘umbinations of these characteristics such as voiceless nasals which

arc not oplimally audible,  Liven 1l our hypothetical language fails to use
any cumbinations of nasal with spirant or nasal with voiceless, it can still




make ten photemes with the remaining combinations., This is far

better than the original four, and the speakers and listeners are not
required to make any new discriminations. Combining distinctive features
to form phonemes is a very important method of reducing the exertions

of those who use the language.

The term ‘'distinctive features' as used herein, it should be noted,
does not have exactly the same meaning as it does when it is used by
Roman Jakobson, The concept of distinctive features originated in the
Linguistic Circle of Prague in the 1930's, Both Jakobson and Martinet
were menmibers of this circle, but their ideas have developed along
different lines since then. Jakobson maintains that there are only twelve
distinctive features in all of the languages of the word, while Martinet
argues that although the total number of distinctive features in any
language is quite small, the total number of distinctive features which
can be produced and recognized by human beings and which therefore may
occur in some language is much larger than twelve, Moreover, Jakobson
says that all oppusitivns are binary, while Martinet maintains that some
oppositions are binary and some are not. Jakobson believes that the
same distinctive feature can mark both the vowels and the consonants
of the same language, while Martinet rejects this analysis because it
would require too much precision on the part of the speaker., If vowcls
and consonants were marked by the same distinctive {eatures, the
speakers of the language would have to take care that the feature was not
accidentally extended to an adjacent phone. If vowels and consonants
arce marked by differcnt featurcs, then the extension of a consonant-
marking feature to an adjacent vowel does not  interfere with com-
munication.

Combining distinctive features to form phonemes saves cxcertions
because it requires a smaller number of distinctive articulations, but
il frequently requires greater precision for the articulation of some
sounds than it does for others., Let us consider a language which has four
different jaw positions that combine with distinctive tongue articulations
to mark the vowels., If this language has four front vowels and four back
vowels, the speaker will have to be more carcful in articulating the back
vowels than the front ones because although the jaw positions are the
same, the tongue positions are clower together for the different back
vowels than they are for the different front vowels., There is not as much
vertical room in the hack of the mouth as therce is in the front, and
therefore it takes murh more precision to make three distinct levels in
the back of the mouth. The speakers ot the language may fecl that the
precision required involves too much effort, and they may make some
change which reduces the number of back vowels to three.

134




The speakers of such a language may also try to simplify the
tongue position for the back vowels. 'In so doing they may actually
complicate the phonemes of the language.

The fact that non-integrated phonemes have more room for
variation than integrated ones sometimes leads to the non-integrated
becoming integrated., As the non-integrated phonemes vary, sooner or
later some realizations of the phoneme may have a phonetic shape which
makes them part of the already existing pattern. This happens when the
language does not already have phonemes utilizing all practical com-
binations of distinctive features.

Let us consider the actual mechanism of sound change. We must
always bear in mind that the principal difficulty in speech articulation is
to produce just those sounds which are called for in a given context. A
babbling baby can producc almost all the sounds of any human language,
as well as some sounds which do not occur in any language, but he cannot
control the production of these sounds. Great excriivn is always easier
than precision, and perfect control over all the articulatory movements is
impossible. If tow speech sounds are acoustically identical, this is an
accident, and it is an accident which very rarcly happens,

In actual practice two phonetic realizations of the same phoneme
may be quite dissimilar; the one point they have in common is that both
lie within the normal range of the phoneme. The speakers aim for the
'eenter of gravity, ' but they frequently go wide of the mark. If they
go wide of the mark and fall too close to the "center of gravity'' of another
phoneme, the speaker has to stop and correct himself; but if they go
cqually wide of the mark in some dircetion where there is no other
phoneme, this does notl interfere with communication and may not even be
noticed. In order to reduce the amount of precision required, languages
leave a margin of safety, a "no man's land” between phonemes.

Martinet believes that many sound changes can be explained by the
tendency of a language to maintain or increase its margin of safety. L we
have three phonemes which arce scgn rated Ly cqual marging of safety, and
onc bugins to change and approach another, it may set off a chain
reaction. In this particular case, the tendency to maintain the margin
of safety is not as powerful as the force causing the change.  The
hypothetical casc looks like this:

B Awd C

In this situation C must either change by moving further away from A
or there will be a phonemic merger and some words which were formerly




distinct will become homonyms. 1If there is another place which is easily
available to C or if the merger of A and C would break down the phonemic
distinctions between a very large number of words which have the same
general distribution (i. e,, if the distinction of A and C has a high
functional yield), € will change. If the distinction between A and C

has a low functional yield, and if there is no place for C to go, therc will
be a merger.

As A moves away from B, this widens B's margin of safety with
A. If B's margins of safety are.narrow in all other directions, B may
move towards the spot formerly occupied by A to widen its margins of
safety with its neighbors. If these neighbors are also crowded, they may
take advantage of the extra space, and there is a general shift which
affects a large part of the system,

In the above discussion we have spoken as if A and B had an
existence independent of the speakers of the language. This, of course,
is not true. When we say that C moves in order to avoid a merger with
A, we mean that the speakers of the language favor those variants of C
which are a safe distance removed from the ''center of gravity'' of A.
This results in a shift of the '"center of gravity' of C.

Ii the merger of A and C would result in a few cases of intolerable
homonymy, the existence of these few cases does not prevent merger,
but one member of the homonymous pair drops out of the language, and
it is replaced by another word of similar meaning. A sound-change
which took place in southwestern France resulted in the words for 'cat!
and 'rooster! being identical, In a farming community, it is necessary
to have a distinct name {»r each domestic animal, so the old word for
‘rooster' dropped out of the language, and was replaced by a word which
had formerly meant 'pheasant', When the speakers of a language are
faced by situations of this type, they usually find a way out.

The fact that a contrast between two given phonemes has a high
functional yicld (many minimal pairs) means that a merger is extremely

unlikely; but two phonemes will not necessarily merge when their opposition

has a low functional yield {few minimal pairs). There are very few
minimal pairs (pairs of words which are identical except that one member
of the pair has phoneme A where the other has phoneme B) for the English
phonemes /&/ and /p/ (or /G/). The most commonly cited pair is thy
and thigh , but it is extremely difficult to think of a context in which
either of these is equally probable. Yet Martinet devs ne+t believe that
these phonemes will merge, because the voiced featurc is supplemented
by accompanying variations in strength of articulation, In this manner

& is distinguished from © ,-v from{, 3 froms, from 8, ¢ from
I, and b is separated from p, d from t, and g from k. The voiced-

136




voiceless opposition greatly helps to stabilize the consonant pattern of
English, He cautions, however, that the possibility of phonetic change
is not precluded by such an opposition, but concludes that a merger of :
sounds is less likely than if only one pair of consonants in the language -
were opposed (Martinet, 1952). -

3
é

POSSIBLE APPLICATIONS OF MARTINET'S WORK TO OUR MODEL

Onc appect of the potential relevance of Martinet's theories to
English may be considered in the light of the chart shown in Figure 17,
which shows the stops, nasals, and spirants of English. The chart |
includes all the dimensions which were shown in the charts of our model,
but we have arranged them differently in order to graph them on a
single piece of paper.

According to Martinet, /f/ and /v/ can be considered to have the
same phonemic place of articulation; he feels that a bilabial spirant
would be very weak and diffiguiti'to recognize and therefore the speakers
of the language have substituted a labiodental spirant, The disiinctive
featurce, then, is labial articulation, which must involve the lower lip,
while the other articulator is either the upper lip or the teeth. Martinet
does not discuss whether the dental spirants can be considercd to have
the same place of articulation as the alveolar stops. The same argument
which was usced for [{/ and /v/ may apply here also.  An alveolar spirant
is not casy to identify, so it is quite reasonable that the speakers of the
language should substitute a dental spirant, The distinctive feature would
be apical (tonguc-tip) articulation against cither the tecth or the alveolar
ridge. We assume, then, that all Tour spirants are well-integrated into
the phoneimic pattern. It is interesting to nole, however, that there arce
nou spirants corresponding to the guttural stops, This means that the
speak crs do not bave to be as careful to make a complete stop clasurce
for /k/ and [g/ as they must be for the labial and apical stops. It is
possible that sometimes they substitute a spirant for o guttural stop,

In his description of the phonetics of American English, C. K. Thoumas
{Thomas, 1947) gives one example of & word which formerly always had
afk]and now sormictimes has alg]. (4] is @ spirant with approximately
the same place of articulation as the[ k] of key. ) The word technical

is pronounced bv some Ainericans with a s]‘)_i—"l’:nt instead of al k] before
theEn] .

Matrtinet's theories may also be relevant in considering thwe

s oof /1, Thoere s unly one laicrai phoneme in English; ths

probl
means that the sound pattern does not require that /1/ have a certain
place of articulation or that it be voiced rather than voiceless,  When
we consider structure of the articulators and the mouth cavity, it
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becomes obvious that there are physiological constrainta on the production
of a lateral. It is impossible to make a lateral with the lips or the teeth,
and this immediately excludes bilabial and labiodental articulation, As
far as voiceless laterals are concemned, we should bear in mind that a
voiceless lateral is realtavely difficult for the listeners to recognize,
although a few languages, such as Welsh, are reported to have voice-
less lateral phonemes. We may expect some lateral articulations to

be voiceless or partly voiceless, but not very many, The environments
in which voiceless laterals are most likely to occur are after{p]and
after[ k], in such words as play and clay, and the voiceless lateral in
these environments is apparently the result of a coarticulation, The
tongue is in position for the lateral before the stop is releasecd, Usually
there is a short period of woiceless lateral followed by a short period

of voiced lateral,

The place of articulation of the laterals is a far more complex
problem because there are more variations involved. In an earlier report,
we mentioned the fact that /1/-could show a great deal of phonetic variation,
but at that time we believed that in a particular environment there would
be little variation. We knew that the lateral most commonly cccurring
in bulk was quite different from the lateral most cornmoenly occurring in
lane, but we assumed that the latcral of bulk did not vary much from one
pronunciation of the word to another, If Martinet's theories are correct,
it may become necessary to question this assumption. It seems possible
that the /1/ of bulk shows phonetic variation. The /1/ of this word
probably has a guttural place of articulation more frequently than any
other place, because it lics between a vowel and a /k/, both of which
must be avticulated precisely, and the lateral which requires the least
exertion in this situation is a guttural one; but if the speaker feels that
the guttural lateral is not distinct enough, he may shift the place of
articulation forward in his mouth, either to the palatal or to the alveolar
position. Our model must be specifically instructed to expect these
variations.

In general we would expect a guttural lateral before a guttural and
an alveolar lateral before an alveolar. We expect little variation in the
place of articulation of a lateral before an alveolar, beeause alvedlar
articulation is the clearest, and in this environrent it is also the casiest,
In our acoustic research, we will investigate the prolslem of which lateral
is most common before a labial,

There is probably little phonetic variation in an initial /1/ followed
by a specific vowel, aid since we ireal initial consonants and following
vowels as a unit, the phonetic difference between the /if of lay and the
/1/ of low should posc no problems for the machine.
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The final /1/'s of peel and pool have somewhat more freedom to
vary, but since this variation will always be caused by the conflicts of
simplicity and clarity the variation will be from the clearest articulation,
which is alveolar, back towards the easiest, which will probably be
palatal, In our acoustic research, we will seek to establish the easiest
place of articulation for /1/ after differeat vowels.

Elsewhere in this report, we have given a list of sound-changes
involving 1. Judging by the nature of the changes, it seems clear that
these 1's are all dental or alveolar except where they are specifically
described as having some other place of articulation. These rules will
apply primarily to initial /1/'s, to final /1/'s after front vowels, and to

/1/'s before alveolar consonants, since these are-. always alveolar.

We have discussed the laterals in detail because of all the sounds
which we have included in our charts, these are the least "integrated, "

The importance of the distinclive features is that when they arce
combined, the resulling sounds form a pattern, I a language combines
the distinctive features of three places of articulation (labial, dental,
and guttural), two vouval (ap positions {voiced and voicceless) with a stop
articulation, there are six possible phonemes, as follows:

Labial Dental Guitural
Voiceless P 1 IS
Voiced b d ¢

Fach of these phonemes is integrated into the pattern; it is the product
ol combining a number of different distinclive (catures,

The above situation contrasts with the position ol a phoneme such
as Ionglish /1/. The distinctive feature of /1 is lateral articulation, and
no other phoncine has this feature, None of the stop consonants listed above
has any featurc which is unique.  ‘I'his unique characteristic of /1/ makes
it completely non-integrated, while the stops are well integrated,  English
/1/ is [ree to vary phonetically, since neither the place of articulation
nor the vocal flap adjustinent are phonemic for it.

Martinet believes that a well-integrated phoneme is far less sub-
Jjeet to individual change than a non-integrated one.  In the pattern given
above, the dental ft/ is not likely to become alveolar while everything
else remains the same, I this happened, the number of places of
articulation would be mcreased wilhout increasing the number of phonemes,
‘T'here would be an increase in exertion which would not be compensated
for elsewhere, vither by a reduction in exertion or by an increase in
clarity. It is quite possible, however, that /t/ and /d/ might both change
therr place of articulation and become alveolar stops.  This would involve
no change in the total nminber of distinctive features.
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One particular limitation to Martinet's work is inherent in the
present development of phonemic theory itself. Researchers in the field
of phonemics assume a direct relationship between distinctive features
on one hand and rescnance, place of articulation and manner of articulation
on the other, Phonemic research from its early inception had defined
phonemnes in terms of resanance, place and manner of articulation.
Researchers such as Martinet, Jakobson, and Halle describé the phonemes
of a language as having distinctive features that identify them from all
other phonemes in a language. The distinctive features of a given phoneme,
however, do not distinguish between possible allophones. Hence in
Martinet's theories the distinctive features for k as in cook are identical
with those of k as in kit , and by definition identical with the dilitinctive
features of any other—a—l_l-ophone of k. This poses a problem in transcribing
acoustic data, since the phoneme Kk is described to include at least
four different (but not distinctive) places of articulation in English speech,
and the k of cook has a different place of articulation from the k of kit.
Such a situation indicates very strongly that distinctive features do not
characterize with necessary precision the resonances or place and manner
of articulation of speech segments. This lack of precision makes it
extremely difficult to interpret meaningfully the relationship between
distinctive features of "phonemc' and the ''center of gravity of its place
of articulation. "

An added problem in the usc of distinctive {catures of descrigtions
of speech scgments is the lack of precise rcelationship between these
features and the acoustic characteristic of wave forms of speech, Such
wavelforms, essential to the data included in our model, depend on the
precise definition of resonance, place and manner of articulation; as
indicated above, distinctive features lack such precise definitions,

Another important omission is that Martinet devotes little attention
to the problem of the coloration which vowels give to preceding and
following consonants., Our model includes a special subdivision for
this subject particularly because axticulation of a consonant is likely to
be strongly influenced by the preparation which a speaker must make
for his following vowels. The mechanics of sound change or variation
in rapid specch are also likely to be influenced by what particular com-
binations of vowels and consonants occur together. In the case of
sit down there is a definite transformation of the unvoiced dental stop,
but in the casc of look good there is less likely to be a transformation
becausc the cluster occurs between identical vowel sounds. Such
problems deserve further attention,
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An additional problem is that Martinet's rules of eound change
are at best only preferential; they have occasionally been observed to
conflict with changes in the languages which are assumed to be relevant
to English under the premises of the Ergodic theory and which in some
cases have an observed relationship to sound changes actually taking
place in rapid speech, Appendix H. 1 cites several examples of sound
changes relevant to English that cross the boundaries of distinctive
features. Among them are the gradual shift of a gutteral stop plus
fto ff (as in big fire), the shift of a dental stop plus a gutteral stop
1o a gutteral stop (at camp }, and the transformation of a dental stop
before a labial stop to a labial stop {at at bay). In all similar cases
physical convenience in pronouncing the words may transcend the
importance of distinctive features.

The inability of Martinet's theories to account for the sound

changes discussed above argues that distinctive features at best have only

limited relevance to our investigations, Dimcensions of our model are

copnstructed so as to account for many of the probiems alveady Jdiscusscd.
By treating consonant vowels as one unit, we recognize the co-articulation

of phones and avoid the question ol different places of articulation for the
samu consonant caused by vowel colorvation, By measuring duration we
arc able to analyze the process which can result in vowel coloration,
changes in transition-zesulting in the articulation of a semi-vowel,
diffcrence in the target value of formouts, and change in the character-
istics of @ sound through increased or lessenced emphagis, By devising
our new systein of intensity measurcment, already discussed, we are
able 1o analyze in greater detail the influence of preceding and following
sound units upon acoustic detinition of @ given phoneme while providing
further inlorymation on the effects of ciphasis,

Additional hmportaat information in our imodel is gencerated by
specific investigation into the pules of cuphonic commhnation, When a
group of the allophones ol any given phoneine combine 1o specech therr
characteristics may at times be moddied to so preat an extent that
their acoustic signals may be identified as belonging to another distinet
phoneme within the language; bet you beeomes bechyou; at other times
phonetic combinations result in L tolal elimination of i:ll:“’._;lglld.l for some
phone classes, e g hot day becowes hoday. All such acoustic shifts

form an esseniial and inte priated basis Tor the delinition of sproech,

Any description of speech which does not consider such aspects
may not be adequate 1o describe the acoustic characteristic of spegch
signals or to deiine a speech segmenting system suitable for actuating
clectronic machinery that can revognize speech by such characteristics.
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Despite present limitations in data, however, the scope of our model suggests
that distinctive features do not provide sufficiently full analysis of sound
change for exclusive incorporation into our data.
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APPENDIX H

RULES OF SOUND CHANGE AND EUPHONIC COMBINATION

H.1

CHANGES IN PLACE OF ARTICULATION

1, In guttural stops the following articulatory changes can occur:

(a) A voiceless guttural stop +y becomes ss {lonic Greek) or tt

(b)

{c)

{d)

(Attic Greek); the second change may happen in cute kyut , but
this is not likely,

A voiccd guttural stop + y becomes 2d (Greek); this does not
happen in English,

A guttural stop + f becomes first a labial stop + £, theh becomes
ff (Latin)s This may happen to such combinations as big fire in
rapid specch,

‘The sounds k+t become tt {Vulgar Latin); this may happen in

active but cvidence scems to contradict it

2. In dental stops the following changes oecur (English has no dental

stops, but thesc rules may also refer to aveolar stops):

(a)

{b)

{e)

(d)

A dental stop before a labial stop becomes a labial stop {Latin):
this may happen in at baye

A dental stop before a guttural stop becomes a guttural stop
(T.atin), possibly true of at camp,

A voiceless dental stop + y becomes s or ss (Greek); this does
not happen in English,

A voiced dental stop + y becomes zd (Greek); this also does not

happen in English,




(e} A voiceless dental stap + - Y becomes ¢ in English; at you becomes
a choo; |

{f) A voiced dental stop + y becomes j; did you becomés di joo,

(g) A dental stop + m becomes mm (Latin), This may happen in English
io the word atmosphere, but there is an important difference
between the English example and the Latin, In English the
difference between siggle and double consonant is not phoremic
(not wordedifferentiating); single and double are probably in free
variation in those positions where other languages have only
double consonants,

(h) A dental stop + £ becomes labial stop + f, then becomes £ (Latin});
in English this change would not necessarily produce two f*s for
the same reason that atmosphere does not necessarily have two
mls; at five is a possible example,

(i) A voiceless dental stop preceded by s becomes s + a voiceless
lingual stop (Sanskrit); kinglish has no lingual stops.

(i) A lingual stop + a dental stop becomes lingual stop + lingual

stop (Sanskrit),

3. In dental nasals the following changes may happen;
{a) An n + guttural stop becomes 13(9_&) + guttural stop (Greek);
income nk m becomes —;k m e
(b) Ann + 2 labial stop becomes m + a labial stop {Greek); in bed
becomes im bed,

(c) The sounds n + j become nj (Sanskrit), injure,
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(d) The palatal stop +n becomes palatal stop + n (Sanskrit); poasibly
this occurs in such phrases as change now,

(e) An alveolar nasaln + m becomes m or mm in English; ten minutes becomes

teminute .

4, In dental sibilants the following changes can take place:
{a) An intervocalic sx becomes Pr then becomes br (Latin}; this
probably doesn?t occur in English,
(b) The sounds z + m become mm {Germanic); possibly this happens
in is mine,

{c) A palatal + s becomes s (Sanskrit), possibly in church steepld,

5, In labial stops there are the following possible changes:
{2) A labial stop + a guttural stop becomes a double guttural stop

{Latin); this could happen in up country, though the stop might

not necessarily be double.
(b) The sounds p +t become ¢ (Vulgar Latin); this might happen in

up to, although again the sound may not be germinate,

0. The following changes take place in labial nasals:
(a) A final in becomes n (Greck, Old English); possible in English,
but not probable,
{b) The sounds m + d become nd {Germanic), possible in am down,
(¢} The sounds m + s become _s (Latin), possible in am s
{d) A final m and non-labial stop become homorganic nasal + stop

(Sanskrit), possible in am going,

145

ik

e e




7« The sound ] becomes guttural ox palatal in Latin and palatal in

English:
(a) whan followed by a back vowel, low;
(b} when followed by a consonant (except 1), builg;

(c) when it occurs at the end of a word, ball, |
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APPENDIX il II =

CHANGES IN MANNER OF ARTICULATICN

Changes Involving Stops

1, Changes from stop to spirant:

(a) In Germanic p becomes f everywhere except after & spirant or

(b)

(d)

sibilant. In English, speakers may sometimes fail to make a com=
plete stop closure, but we would expect the bilabial spirant [&]
rather than a labiodental spirant,

In Germanic t becomes p cverywhere except after s or spirant.
Again, in English a speaker might fail to make a complete closure,
but we would expect an alveolar spirant rather than a labiodental
onc.

In Germanic k becomes a voiceless guttural spirant everywhere
oxcept after a stop or spirant, In American English some speakers
substitute a spivant for a stop in the word technical,

In Modern Greck, all voiced unaspirated stops become spirantsa.

We expect that this happens sometimes in Modern English; be

may sownctimes be pronounced with a[ﬂ] instead of a b,

2, Changes from stop to sibilant:

(a)

In French k before front vowels becomes s, In Lithuanian Proto-
Tmdo=Furopean k becomes __L. If this happens in longlish, it
affects words like kick, which may become sick or shick, but we

do not expect this to happen,
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{p} In Latin and Germanic, Proto-Indo-Furopean tt becomes ss, I
this happens in English, phrases like at two may become as sue,

but we do not think that this occurs,

B. Changes Involving Spirants’

'l. Change from spirant to stop:
In Swedish [ b] becomes _t. This happens sometimes in English,
It affects words like thing,
2, Change from spirant to h:
In Spanish f becomes h, If this happens in English, it affects words

like fine,

C. Changes Involving Hissing Sibilants
1, Non=-combinatory changes:

(8) s'becomes h in ancient Greek initially and between vowels. In
English se¢ may become he if it is weakly articulated,

(b) & becomes r between vowels in Latin and at the end of a word in
Sanskrit if the next word begins with any voiced sound except I
{This change probably takes place in two stepss First s becomes z,
then z becomes 5_.) We would not expect r as a variant of s in
English, although & may becowe 2z, as indicated in Appendix M, IL
{pe 153, rules 1 and 2),

(¢) z becomes r in very carly Old English and Old Norse, We are not
sure this happens in English, even as a slip of the tongue. If it

should happen, easy would be almost homonymous with eerie,
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2, Combinatory changes:

(a)

(v)

(c)

(d)

fe)

£

A dental stop plus s becomes ss in Greek and Latin, This
probably occurs in English in phrases like at gea,

8k’ becomes [f](the consonant of she)in Old English and Old High
German, This may occur in English. If it does, it would make
skip identical to ship,

In Latin sr between vowels becomes [})r (like the initial cluster
of three)s In standard American English, the cluster sr docs not
occur within a word, but p is probably substituted for s some=~
times in phrases ke less vaine.

In Germanic zm becomes mm, This may happen in phrases like
is more,

In Latin sf becomes ff, This wnay happen in phrases like bus fare,
In Modern English sy frequently beconlcsff], and _uy becomes [5] N

This occurs in phrases like misgs you and as you,

D, Changes Involying Latexals

1, Non~=combinatory changes:

(a)

(b)

Changes from stop to lateral articulation: in Latin d becomes 1}
In Sanskrit retroflexed d becomes retroflexed 1, This may
occur as a slip of the tongue in English: dot may become lot,
Change from lateral to stop: In some French dialects 1! becuincs
t in final position. There are two changes involved here == a

change in manmner of articulation and a change in resonances.
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The change in manner of articulation probably took place first,

We do not expect this change to take place in final position in

English, since a final 1 usually does not have the same place of
articulation as a t,
(c} Alternation between stop and lateral: In Greek d alternates with

L This means that either d becomes 1 or 1 becomes de We

have already suggested that dot'may be miapronounced as lot; it

is also possible that lot'is mispronounced as dot,

@&} Change from lateral to sibilani: in Castilian Spanish 1 becomes
[3 s We do not expect this to happen in English,
(e} Changes irom lateral to x and from r to lateral:

(1) In some Sanskrit dialects r becomes 1, As a slip of the
tongue, right may be pronounced as light,

{2) In some Sanskrit dialects 1 becomes x» As a slip of the
tongue, light becomes rights Historically, this is what
happened to the word colonel, which was once pronounced
with a.n[l] between the o's, The [1] became [r] bat the old

spelling remained,

2, Combinatory changes:
(2) Loss of 1:
{1) 1 drops out in unaccented syllable belore t_in Old Icelandic,
This may occur in English in words like belts
(2) 1 drops out before p in some dialects of American English,

In these dialects help is pronounced [h€p] .
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(b) Loss of another consonant in contact with 1
(1) In Greek 1s becomes 1 and the preceding vowel is lengthened,

If this occuxs in English it may affect words like else, but as

far as we know it does not happen.

(2) In Greek lw becomes 1 and the preceding vowel is lengthened,
In English this may happen in such phrases as ill wind, but it
is also possible that the w remains while the 1 drops,

(3) In Latin and in Old Icelandic initial wl becomes 1. This
cluster does not occur initially in English,

(4) In Old Icelandic nl becomes 1 and the preceding vowel is
lengthened and nasalizeds This probably occurs sometimes
in words like inlay.

(5) In Modern English ly becomes a palatal 1, as in the word
million, This palatal 1 sometimes becomes ¥, so that
million is pronounced [mxy/\n]. This sound change commonly
occurs in phrascs like will you,

(c) Addition of a consonant to a cluster involving 1:

(1) In Latin ml becomes mpl, This may occur in such English
phrases as am latc, although the rule which follows probably
applies more frequently.

(2) In Greck ml becowes wble  This probably occurs sometimes
in the phrase am lates

(d) Complete assimilation of consonants in contact with 1:

(1) In Greek and Latin nl becomes U, English in late may
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(2)

(3)

(4)

(5

(6

(7

(8)

(9

become g_léii. but English consonant duiatious vary freely,
80 that the phrase may alsa be pronounced i lates

in Latin and Germanic ln becomes & This may happen in
the English word illness,

In Germanic, zl becomes ll, In English is late may become
il late or i late, This would make the phrases in late and

is late’ homonymous.

In Latin ls becomes 1l If this happens in English, else,
would become ell, but this probably doesatt occur,

In Latin 1l becomes 1l, This may occur in phrases like here
lafer.

In Latin dl becomes 1, This probably ocaours in phrases like
bad link,

In Sanskrit tl becomes ll, This probably occurs in phrases
like at laste

In Germanic _1 becomes 1l¢ This may occur in such phrases
as with luck,

In Greck, ly becomes l In English ly usually becomes a

palatal 1,

{e} Change in the manner of articulation of another consonant in

contact with _1_:

In Latin v_becomes b whenever it was precedad by L, " This

might occur in English phrases like full value,
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2,

3.

APPENDIX p. LI,

RESONANCES

A voiceless congonant becomes voiced between vowels:

() when it occurs at the end of a word and the next word begins
with a vowel (external combinations of Sanskrit), up at;

{b) when p, t, or k occur in the middle of a word {British Celtic);

the difference between latter and ladder is in the vowel, not

in the consonants;

(c) when s occurs between vowels; glassy becomes érzlazzya

A voiceless consonant becomes voiced next to a voiced consonant:

(a) when a voiceless stop or 5 occurs before a voiced stop or
spirant (Latin} up the becomes ub the;

("} when p or k occur before d {(Greck), back door becomes
bag door;

(c) when an s oceurs between a vowel and a voiced consonant
{Latin), glass dvor becomes glaz door;

{d) when a final voiceless consonant precedes a word beginning

with a voiced consonant {Sanskrit), Back Bay becomes Bag Bayy

A voiceless spirant or sibilant can become voiced when it occurs

between voiced phones, except when the preceding vowel is accented
{Proto=Germanic); in English we have the same situation in the

phonetic differcnce between exert with gz  and exercise with ks .
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A voiced consonant can become voiceless;
(a) if it occurs before a voiceless stop, splrant, or sibilant
(Latin, Greek), big townmay become bik town;
(b) when h occurs before w (some American dialects) where;
(¢} when a voiced consonant occurs in the final position (Sanskzit -
all voiced final stops; German == all voiced final stops,
apirants and sibilants)e In English, this may occur at the
end of an utterance; where is the bag may become where is
the bak, (The last word would still have a vowel like bag,

rather than a vowel like back, )
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4,

APPENDIX H.1V

SOUND DROP OUTS

In consonant elusters w will disappear phonetically:

(a) before 1l and r (Old Icelandic, Pre~Latin);

(b) after r, 1, and n == while lengtheiing the preceding vowel
in some dialects (Greek), bulwark may become bulark;

(c) medially before any consonant (Old Icelandic).

1n consonant clusters y will drop out after n or r, while lengthening

the preceding vowel (Greek), Bunyan may become Bunan,

In consonant clusters'l will drop out:

(a) in an unaccented syllable before t (Old Icclandic), belt may
possibly become bet if it is unaccented;

(L) Dbefore an s (Greck), Elsa may possibly become Esa, but

we know of no instances where this has actually occurred,

In consonant clusters s disappears:

(a) betweoen twu consonants except two slops with the same place
of articulation {(Greek), pigsty might become pigty

(b} after » or 1, lengthening the preceding vowel (occasional
example in Grecek), hearse might become h€r o This change
probably does not occur in English;

(c) after a vowel beforc a voiced consonant (Latin); glass door
might become gla door, but the change probably doesn’t
occur in English,
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Although English has no dental stops we have provisionally equated
aveolar dropeouts with the dental stop drop-outs that occur in
consonant clusters of othexr langua.ges'.v Dental stgp drop~outs occur:
{a) before y after n (Germanic), plenty becomes pleny;

{b) before 8 after n {Greek), landscape drops the d in some
American dialects;

(c) dental stop drop=outs alsc occur when an initial d precedes y
{Latin), General American does not have this coneona.x;t
cluster although some Southern dialects may, as in dues
In this case the_d probably does not drop, however;

(d) In English a proven alveolar drop-out occurs when the stop
comes between s and s; thus lasts frequently becomes lags;

(e) an alveolar drop~out also occurs sometimes before 1 as when

little becomes lil,

Guttural stops disappear:

(a) after s before a consonant (Germanic), asked becomes ast;

(b} after r or 1 and before s, t, m, oxr n (Latin), bulks (k possibly
dropped);

(¢) when an initial g occurs before y (Latin); possibly this occurs
in such English woxrds as arguc, but probably not.

Dental and guttural phones disappear before s plus 2 consonant

(Germanic); this may occur in such English words as huckster,

156

s




A
| g il i ol i - AL . N

8. In consonant clusters n disappears:

ik ab e o

(2) between a vowel and s (Latin), insert;

I

(b) after a vowel before r or 1, (Old Icelandic), inlay,

9. “When it occurs in congonant clusters, m also disappears:

{a) between a vowel and s (Latin), possibly also in English

combinations such as come soon; i
{b) between a vowel and £ (Latin, Old Icelandic); probably this

occurs in such words as comiort,

10. The sound th disappears between consonants in English, as in

fifths,

R, In positinns other than consonant clusters the following sounds can
drop outs Phonetic symbols suggest how this occurs in most cases
as an aid to the reader.
1. In final positions thesc sounds disappear:
{a) m (Latin, Sanskrit, Germanic); m becomes voiceless nasal,
then drops out completely; probably this docs not occur in
English;
{b) n (Germanic, Old English), n becomes a voiceless nasal, then
drops out completely; this may occur with man;
(c) dental stops (Latin, Germanic); dental stop becomes a glottal

stop, then drops out completely;
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{(d) the alveolar stop t , which can change to a glottal stop or
drop completely under certain circumstances (Modern lnglish),
field oxr that boy, though probably only before a consonants
This loss of alveolar stops has been described by many
phoneticians, among them C. K, Thomas in his book An

Introduction to the Phonetics of American English (p, 40);

{e) s (Latin, when it occurs after u and the next word hegins with
an initial consonant); s becomes h, then drops out completely,
or possibly s hecomes z, then drops out completely; if this
applics in English, loose conncclion wuuld drop ils 5, but

evidence seams 1o be against it,

Between vowels these sounds disappear:

() y (Old Icclandic), y becomes h, then drops out completely;
crying may be reduced to one syllable;

() w (Greclk; Latin when between Like vowels and Lhe second is
unstressed); rowing may be reduced to one syllable;

{(¢) L (Greek), B drops out completely; in Fnglish is be becomes iz ¢.

The following inttial sounds arc likely to drop out:

(2) y {Old Icelandic), y Liecones b, then drops out completely;
we arc nol sure this happens in linglish;

(b) w (Greek); w drops oul completely; we are also unsure that this
happens in English;

(e} h (Modern Greek, Modern English when it is first in an unstressed
syllable), b drops out completely; herels your book may

t

possibly lose the h in here’s,
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4.

5.

The sound w will drop out particularly:

(a) before a strongly rounded vowel {Old Icelandiak wool is a
pos sibie instance, though we do not presently believe this
happens in English;

(b) before g (Pre-Latin);

(c) before u {Germanick)

(d) a.iter_§_ (Old Icelandic); probably this happens in English, as

in low window,

Before a high front vowel y drops out (Old Icelandic); yield is an

example, but this probably does not occur in English.
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APPENDIX ¥ V

A. CHANGES INVOLVING PHONES WITH A SINGLE
PLACE OF ARTICULATION

4, Changes Involving [y]:

Some of the rules listed here have been given elsewhere also,
All rules concerning y are included here because they will help us fit
v into the model,
1. Non=combinatory changes:
(a) Loss of y:

(1) In Old Icelandic, initial y is.lost; it may become h before it
drops completelys, We doubt that this happens in English; if
it does, it affects words like you,

(2) In Greek and Latin, y between vowels is loste A similar
variation in which y and an adjacent vowel are lost occurs in
English words such as crying [kra.xy':l_}], which becomes
[krazgj.

{(b) Change of y:

(1) In Greck initial y becomes h. This probably doecs not happen
in English. If it does, it affects words like you,

(2) In North Germanic, Y between vowels becomes ggys This
does not happen in English,

(3) In Gothic, X.' between vowels becomes ddy. This does not
happen in English,
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(4) In Welsh, Proto-Indo-European y becomes 5 after stressed

eori, We donotbelieve that this happens in English,

(5) In English h + y sometimes beoomes the voiceless guttural
spirant[c¢]}. This occurs in the word hue.
2, Combinatory changes:

{a) Consonant clusters in which y is changed:

(1) A voiceless guttural or dental stop + y becomes ss in Ionic
Greek and tt in  Atfic Greek, We do not believe that this
happens in English. If i does, it affects words like cute,

(2) A voiced guttural or dental stop + y becomes zd in Grecek,

\
This does not happen in English. ‘
\
(3) In Greek 1 +y becomes 11, In English this combination yiclds i

a palatal lateral, (Sec Appendix 11 1L, D - Changes Involving

Laterals, )
{4) In Greek p +y becomes pt o This does not occur in English.
(b) Consonant clusters in which y cemains:

(1) In Latin d + y becomes y in initial and medial position, In
Amecrican English, exceptl {or some Southern dialects, the
initial cluster dy-does not occur. In those dialects where
duc is pronounced dyu , this change may occur,

(2) In Latin gty brcomes y in initial and medial position.  This
may occur in American English, If so, it alfecis words like

arguc.
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{3) In Sanskrit m + y becomes nasalized y + Y+ This may
happen in English, but we doubt it; if it does happen, it

affects phrases like come yet,

B, Changes Inyolving(r]
1, Non=combinatory changes:

(a) Loss of x}
In some dialects of American English x after vowels drops
outs Many Southerners and New Englanders pronounce ia_ii
without an x,

{b) Insertion of r:
In those American dialects which drop final r except when the
following word starts with a vowel, an ris frequently
inserted between a word ending with a vowel and another
beginning with a vowel, A New Englander commonly pro=

nounces deer that and idea that as [dia 3aeq and [‘a:dia aaet],

but he pronounces deer is and idea is as Ldirzz] and

[a.IdirIzJ.
{c) Change of 1:
(1) In some Sanskrit dialects ¥ becomes L. This probably
happens in English; it affects words like right,
(2) In French r becomes z, As far as we know this does not

nappen in English,
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(3) In Sanskrit r becomes s before an imtkial voiceless stop

or sibilante This probably does not happen in English.

2, Combinatory changes:
(a) Insertion of another consonant between a nasal and x:
(1) In Greek mr becomes mbr, This happens sometimes in
English in phrases like come running,
(2) In Greek nr becomes ndr, This may happen in English,
If it does, it affects phrases like in reference.
{b) Complete assimilation of another consonant to I
(1) In Latin nr becomcs rr. If this happens in English, it
affects phrases like in reference,
(2) In Latin rs becomes rr, If this happens in English it

affects phrases like for sale,

Cs Changes Involving [h]

l. Nonscombinatory changes:
Loss of h:
In Greek Initial h and h between vowels drops oute  This
occurs in unstressed syllables in English, 'is he ?!" becomes
[Izi].
2, Combinatory changes:
Cluster in which h and the other consonant are both modified:
In Modern English h + y sometimes becomes the voiceless

guttural spirant [;:]. The word human is frequently pro-~
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D, Changes Involying I?]

I, Afinal t before any initial bilabial consonant ([p]s [b] 5 [m],
and [w]) is frequently replaced by [?]. We have observed this
in several different American dialects, including those of Virginia
and Michigan; we believe it occurs in most dialects, Thus the
phrase that onc [3aet w/\n] becomes [3ae? w/\n]; that boz
[3361: b),i_] becomes [3ae? b:}\]; atmosphere [aetmasﬁr] becomes
|2 Pmastiz ]

2, A t before an 1 is normally replaced by [?] in certain dialects,
including that of New York Clty, Thus bottle [hat]] becomos
[ba ?J:J.

3% A [?] is sometimes inserted betweren a final vowel and an initial

vowel, The ink [§a :I}k] becomes [3’9 ?:njk].
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APPENDIX H. Vv

B. CHANGES INVOLVING FHONES WITH TWO

PLACES OF ARTICULATION

A, Changes Involving Labiovelar Stops

1. Changes involving retention of one place of articulation and loss of

the other:

(a} Retention of guttural {velar) articulation:

(b)

(1)

(2)

(4)

In Sanskrit kW and_&‘f become k and g before a consonant
and before a Proto=Indao=European back vowel, In Greck
kM and_gl_v become k and g before ox after u,

In La.tiniw ande become k and g before a consonant or
before u,

In Greek _IEZV and ;;;_‘1 become k and g before or after u,
In Germanic _liv and _;iv_‘/_ become k and g before a rounded

vowel, If this happens in Iinglish, it affccts words like quote,

Retention of labial articulalion:

(1)

(2)

In Oscan k¥ and g% become p and b in all environments,
We doubt that this happens in linglish,  If it doces, it affccts

words like quit, Quite, and quotce

In Latin !,w becomes w everywhere except after n or before
a consonant or u, I this happens in Eaglish, it #facis sirice

10 3+
vt UWwolie

165




2, Changes involving shift in place of articulation:

{(a) Shift to dental articulation:
In Greek }_cf becomes t and g__‘: becomes d before a front
vowels We doubt that this happens in English, If it does,
it affects words like guick and Gwens

(b} Shift to palatal ariiculation:
In Sangkrit ¥V becomes ¢ and g% 'becomes j before Proto-
Indo=European front vowels, We doubt that this happens in

English, If it does, it affects words like quit and Guam,

B, Changes Involving w_

Some of the rules listed here have been given elsewhere also, All

rules concerning w are included here because they will help us fit w into

the model,
1. Non=combinatory changes:
(a) Loss of w:

(1) In Greek initial w is losts This may not happen in knglish,
If it does, it affects words like we,

{(2) In Greek w betwecn vowels is losts This probably happens in
English; it affects words like rowing, and reduces them to
one syllable, .

{3) In Old Icelandic w drops out after §_ and before any strongly
rounded vowel, In English this may affect phrases like low

window,
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(b} Change of w:

(1) In German and Latin w becomes v, This may happen in

ey ——

English; if it does, it affects words like we,

(2} In Welsh, initial w becomes gw, This also happens with

Germanic loan words in French, This may happen sometimes

in English, in words like with, -
(3) In North Germanic w betwewn vowels becomes ggwe This i

may happen sometimes in English, in phrases like bee wing,

2, Combinatory changes:
. (#) Consonant clusters in which W is unchanged:
In Sanskrit m + w becomes nasalized w plus we In English
this probably happens in seatences like Give him one, !
{b) Consonant clusters in which w is lost:

(1) In Latin, dw between vowels becomes d,  This probably
does not happen in English, If it does, it alfects phrascs
like add onc,

(2) In Grecek intervocalic lw becomes 1, nw becomwes n, and
rw becomes re In some dialects the preceding vowel is
lengthened, ‘'his probably doces not happen in Lnglishe L
it does, il alfects phrases like sell one, in one, and our one,

(c) Consonant clusters in which w is completely assimilated:
In Germanic nw becomes nn, This probably docs not happen

in English, If it docs, it affccts phrases like in onc,
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(d)

Consonant clusters in which w and the other consonant are both

changed:

(1) In Latin, initial dw becomes b. If this happens, it affects
words Like dwells

(2) In Greek kw becomes pp and gy_/" becomes bb before an a,
an o, or a congonant; ﬂ becomes tt and gw becomes dd
before an _1_ or an __e_'_; kw becomes k and gw becomes g before

or after m. We do not believe that these rules apply to English,
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APPENDIX H. VI

SANDHI RULES OF SANSKRIT AND THEIR
AFPPLICATION TO ENGLISH

A, Phonetic Rules Relevant to English

le When there arec two or more consonants at thé end of a word, the first
is retained and the othcss droppeds This sometimes happens in ¥nglish;
act becomes ac and loft becomes lof,

2, Dental n coming after retroflex s or r, whether vocalic or consonantal,
in the same word is changed to lingual n, This change takes place
even if a vowel, a semivowel, h, or any guttural or labial consonant

comes between the ¥ or retroflex s and dental n, This change doces

not take place if dental n ends a words In American Inglish, the n
of intcrnal has its place of articulation further back than an ordinary
alveolar m, The place of articulation may be palatal,

3. Lingual r followced by lingual » is dropped and the preceding vowel,
if shorty is madc long, In American kinglish this may happen with
such words as or in phrascs like or reds

4s Dental s following any vowel besides a or i—t or following a guttural
or a consonantal r becomes a rebroflex se In American English the
s of lease may have a palatal rather than an alvcolar place of
articulation,

5, When preceded by any stop consonant, h is changed to a voiced
169 i



il

aspirated stop having the same place of articulation as the preceding

consonants If this happens in English, it affects phrases like black hat.

B, Phonetic Rules Possibly Relevant to English

(We are not sure whether the sounds which we call ""aspirated" in

English are articulated in the same manner as the Sanskrit aspirates,
If they are, then these Sanskrit rules may apply to English, We already
know that some final voiceless stops in English, such as the k of back,

are unaspirated, These rules may predict where,)

l. An aspirate stop or affricate is changed to a non~aspirate before another
stop or before a sibilant; it stands unaltercd only before a vowel, semi-
vowel or nasal,

2. An aspirated stop becomes unaspirated in absolute final position (at

the end of a sentence).

C. Historic and Analogic Rules

loc or j is changed to k beforc voiceless consonants and g beforc any
voiced consonant cxcept a nasal or scinivowel; this change also takes
place when the consonants cnd a word, even before a nasal or semivowels
(This rule represents an historic survival, At an carlicr stage in
the language, k and g become ¢ and j in most phonetic environments,
and remained unchanged in certain positions, 7The list of environments
in which by sandhi rule ¢ and j '"become'! k and g is really a list

of the environments in which k and g did not become ¢ and j, The

170



)

alternation between k and g and that between ¢ and j are explained
by the rules governing resomances in.Appendix I, L

This rule suggests that we should look for similar cases of
historic survival in Englishs At present we have no cxamples, )

2. Final n followed by a dental, palatal, or lingual stop becomes ns. The
stop remains unchanged, (We have already discusscd this cxample in
the main body of our text, )

3. The endings as and é are governed by the following special ruless
(a) When as is followed by a, it becomes 0, and the following a is

dropped.

(b} When as is not followed by a, it beconmer 2 and the vesulting hiatus
remains.

{c) Beforc any voiccd sound, é loses its s and the rewulling hintus
remains,

(In Sanskrit most occurrences of final as werce cascmcndings for
nouns. ‘I'hesec Sanskrit rules suppest the possibility that sone Fag Lot
noun or verb endings, such as the pussussive b tnay tave specid
rules governing their combination with the initial sounds of the (oo e
words, At present, however, we know of no such rules, )

4y The following rules governing final 1z appear bo be anitdooies
(a) Belore a pausc, r becomes visarpa,

(b) Before a voiceless stopy, r may become visarga,
{c) Before a sibilant, @ scay become visarga,

(We consider these rules to be analogic in origin for two re

s sobisbi kbbbl b .




first, we have no examples {rom any other language of * becoming an
h like gsound by regular phonetic change;‘ and second, all the necessary
conditions for an analogy were present in Sanskrit, Since s became
x before a voiced sound, in many phonetic environments the s words
had the same endings as the r words, and the s words were much
moure numerous, Under these circumstances, it is normal that the
& rules should be extended to the x words.

We have not yet discovered any cases in English which show a
similar alternation as a result of analogic change. )

5, Before a pause, s becomes visarga, If this happens in English, it
affects words like space when they are in absolute final position,

6, Before any initial voiceless stop, final & may become visarga, If this
happens in English, it affects phrases like space test,

7o Before an initial sibilant final s may become visarga, If this happens
in English, it affects phrases like space shot,

8. Before an initial sibilant, final s may become a sibilant identical to
the following onc, If this happens in English, it affects phrases like
spacc shots

9, After any vowel cxcept a or_é._ (in other words, after any vowcl cxcept
cne which has the sound quality of the first vowel of father, regardless
of whether it is long or short), s becomes r before any voiced sound
except ro I this happens in English, it affects phrases like space
investigations

10, Before an initial sibilant, final r may become a sibilant identical to the

following one, If this happens in English, it affects phrases like more ships,
172
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APPENDIX H. VII

As Methods of Representing Euphénic Rules Symbolically

The rules gshown below are in an invironmental forme, The central

phone or phones are those to which a particular transformation occurs,
Those separated from the central ones by outward-facing brackets are

the environment and represent the conditions under which a transformation
will apply, Thus n]t [s zepresents the phone tin the eavironment ''before
8 and after n, "' The result of a transformation is indicated by an arrow,

so that a rule n] t [a ) would mean that t

drops between n and s, the blank space after the arrow meaning ''no phone, " |

When a rule applies to some phone in more than one environment, I
this may be indicated by placing each environment on a separate line.
For instance n 5

t e
s + t

would mean that t drops cither when it is between n and s, or when it
precedes an s followed by another t»  The + notation means that one
phone follows anothex, in this case t follows 5 on the sccond line of the
rule,

It is often nccessary to refer to whole classes of phones rather
than to single ones, The symbols C and V refer to the classes of conw
sonants and vowels, If particular characteristics are needed, these
are placed in parentheses after the class or phone symbol, as C_{v)

for voiced consonants, n (D) for dental n, and so forth, (A complete
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list of these abbreviations appears at the end of this sectiona) The ¥ule
following: n [

8+ C’

means that any dental phonc is dropped between n and s or before s
followed by any other consonante

Since the dimensions of our model =~ manner of articulation,
place of articulation, and resonances (aspiration and voicing) == play a
special part, a three~position notation is often useds The three parts,
separated by commas, represent the three dimensions, respectively,
Thus (Af, Ld, =-atv) represents the phone v which is articulated as an
affricate, is articulated in the labiodental position, is unaspirated and
voiceds (Sec list of abbreviations,) This notation permits us several
conveniences, We may leave a position blank to indicate that any '‘value!
in that dimension is valid in the rule desired, We may omit the letters
a and v for aspiration and voicing, so that v might be written (Af, 14,
- +), and any unaspirated, voiced phonc could be written {, , = +)e We
may place one symbol above another to indicate several choices for
one dimension, so that (é:ig, R, ) would mean any dental or alveolar
affricate, spirant, ox sibilante (Scc abbreviations, )

Using either f.rm of the parenthesis notation, we may further
economizue on symbols by indicating several phones with shared characs
teristics using a single parenthesis and placing the symbols one above
the other, as il (D) for dental n or dental 1,

When an environment allows for several phones to precede the

same following set of phones, the shared phones may be written on
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the same line with commas intervening, as n, s] t [s for
ntsorsts or ¢ E] t [:’ _'("Sé) meaning any of the five eavironw

ments n] [a , sJ I-_s . n] [(St) ) BJ [(St) 3 ] [s +C,
For convéﬁience, when no precéding or following environment is specified,
the appropriate bracket may be omitteds No confusion should result, as

the brackets are always directed so as to contain the environmental phones
rather than the central phones, The symbols t [; then mean

t before s or a vowel,

A few special symbols are used, Superscripts +, )" ' mean
respectively "lengthened', ""high stress', ''low stress', so that y_+ is
a lengthened vowel, (v)” is any unstressed voiced phone, The letters
X, ¥» 2z inside parentheses are reserved as variables, The rule
(st) [ (Sty x5 yz) mep (St, x, ya) means that
a stop coming before another stop takes the same place of articulation,
aspiration, and voicing as the following stop. A rule (Sty, x4 )

[(St, Xy ) eeeep means that a stop preceding one with the same
place of articulation is dropped, Subsecripts are ucced to indicate idenlical
phones, so that y_JJ w [_\_/.1” means l‘betwecn two identical cone

sonants, the second being unstresseds * and ** mean wozd=break

and end of sentence,




The following symbols are used in the rules:

1} Manner of Arxticulation

St Stop Lg lingual

N Nasal (nasalized) R Retroflex

Af Affricate v Visarga

L Lateral Cs Consonantal .
S Sibilant

Ch (Characteristics yet to be determined)

2) Place of articulation

Gl Glottal D Dental
G  Guttuxal Id Labiodental
P Palatal B Bilabial
A Alveolar
3) Resonances
+a Aspirated ~a Unaspirated
+v Voiced «y Unvoiced
4) Others
€ Consonant " Unstrcssed
v Vowel %X, ¥».% Variable characte ristics
%  Pause 1 Identical phone
¥# Final Pausc
+ Lengthened
' Stressed
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B, Symbolic Rules for Euphonic Combination

{Lower case letters following rule numbers refer to notes at the

end of the list, )

1 v
za ¢ ]
3b v ]

4 a V (ch) ]

s5a v ]

be V|

Z_c °
vi

9
10 ¢ V(ch)J
11 ¢ Vich) ]
12 d  V (ch)

|0

3

h

C (4v)

(Styx, + 1)

il A .

i3 b oA st
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joe
w
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N
w 0
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o
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+
3
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+
<
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vV o+ r{Lg) [r(Lg)
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(

JY;
st ! 'a)

(st, -a)

s {V)

C (-v)

St
s, A’ +v)

Sp » +v)
s

w{~v)

w (N)

n(Lg)
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' .

V (oot a, 2)
(oﬂs(m
r{Cs)

[

(St, D) [

(D)

B e 5(R, P)
+ (8, %, yz)e——> (a, %, y2)
(St, x, yz) oo (Styx,y2)
St
N , x, ) ———— (Nl x)
V (back) eeeeered 1{(P)
C. {not 1}
)
£ ———rana £
mn [USUORIVSY 1 m
5

——
s + C
c ——
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a,f

I<

i<

e}

(st, D
s X)) 4+
y

>

v

yv)

(AL, P, -x)
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NOTES:

2.

be

Ce

de

€e

f.

e

Part of a pause~dropping scheme not yet fully developeds We know

pause does not drop before bilabials, -
New England Dialect only,

y and w may add or subtract between vowels, buf the cxact conditions
are not well known. Acoustic data, some of which is included in this

report may soon be able to further clarify these conditions,

Although we do not yet know the conditions for vowel coalescence,

this rule is a vital part of the scheme for handling vowels,

The condition (not 1) is spurious since we regard a '"double' of
any phoneme other than a stop as a mere lengthening, (See also

rule _4’_5_’)
Some dialects omit the visarga,

Southern dialect only,
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C. Relatign of Present Symbolic Rules to Rules of Euphonic Compination

Previously Develdped

The list following shows how the data presented in the April and

May reports were incorporated into the mathematical formulation of rules

for articulation, Rule numbers correspond to those in part B, of this

Appendix

A plus sign indicates that the combined

effect of several rules must be used to achieve the result of the verbal

description,

Appendix H. 1,

L(a) nt
(b) nt
() 29
(d) nt
2. (a) 26
by 26
(e} nt
(d) nt

na

nt

al

.2 ()

{£)
{g)
{h)
@)
o
3. {a)
(b)

Abbreviations used are:

Not applicable to English

Not true for English

Partially used in. « « {rule number)
Contradicts , o+ o (rule number)
Doubtful validity

May be added at a later time.

44 3. {c) al 6a (2} nt
44 (d) al (b) al
30 (e) 27 () al
29 4, (a) nt (dy al
na k) d Te(a) 28
na (c) al (b) 28
21 5, (a) al (c) 28
27 (b} al

i b




Appendix H, IL

Al l, (a)
(b)
{c)

Appendix H, IV

A, l, (a)
(b)
(c)

2.
3. (a)
(b)
4, (a)
{b)
(c)
5. (a)

Appendix [I, VI

Al
2o
3,
4y
5,

i
1
1

-1

-~

l

al
al
al
al
36
nt
€33
nt
nt

cd4

16
22

23

24

8

2.() 17 2.00) 1 )
® 17 W18 (c)
() _ll B, 1. (a) }g
5. (b) 38 % (a) 37 24 {c)
{¢) nt by 37 3. (a)
@ 38 o, 32 )
{e) ¢17,34 B.l.(a) nt {c)
6o (a) 33 (b) 38 4, (a)
®) 33 () p34 (b)
() nt (a) p34 (c)
2. 3% e) mt ()
8,(a) al 2.(a) 6 5,
(b} al &) 7
Bl 13 (L} na 5,
24 14 (c) na 6o
Cdle d 44 (2) al Te
2 na b)Y al 8
3,(a}) na (c¢) al 9%
10,

—
ot

—
o

T D T N - S R R T

IS 15 182 155
¢ {n o g [0 i
I8

183

Vi o e i, b MR .




e A

Appendix H. U

ALl (a)
(b)
()
(d) al
2.{(a) nt
() =nt
B.1, d
2,
Cely(a) d
(b) P17
(c) nt

Appendix 1, V. A

Ay (2)() a
@ o6&z
(p)) d
@) nt
B nt
@ nt
B 13

Appendix L V, 13.

A (a)) na
@) na

@) na

#) na

(b)) na
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2,{a) al
(b)
{c)
(d) al
(e} al
(f) al
D.l.{a) d
(b) nt
(¢) &
(@) =nt
{e)@) d

2, (a)@) nt
@ nt

® 36

@) nt
(b)) d
@ad
B d

® ozl
2.{a) d

(b) d
B.le(a)) d, c21

Rpl

“(e)@ d
2, (a)®) 36

@) p36

(0)@) nt
e d
() na
@ al
B 36

(c)) 42
@ 42

(d) 4

Bul,(a) 41
(b) 3
(e)®) al

@) nt
$3) nt
2. (a)) 42
@y 41

Bpt
(b)) d

@ 21

® d

2,(a) 20

(d)@) d
@) al
@d
B 35
38
35
® 35
0 36

{e) d

(b)) c 41
@ cis
C.l. pl9, pb
2, 43
D1, 34
2. 34

3 4

{b)) d
@ d
) d
() d
@ d




APPENDIX H. VIII
RULES OF SOUND SHIFT DERIVED FROM MARTINET!S THEORY
OF MINIMUM EXERTION IN ARTICULATION
FOR POSSIBLE USE IN OUR MODEL

1. Before or after a dental, an alveolar may become a dental, as in
health and width, -

2, Before or after a labial or labiodental, an alveolar (except 1) may

become a dental, as in apt and at peace,

3, Before or after a guttural, an alveolar may become a palatal in words
like books and act.

4, Before or after a labial or a labiodental, a palatal may become alveolar,
This occurs in phrases like ash bin.

5, Before or after a labiodental or an alvcolar, a palatal hushing sibilant
may become alveolar, This occurs in phrases like red shoes,

6. 1is basically an alveolar consonant, but beforc or after a back wowel,
a palatal consonant, or a guttural consonant, it normally takes the place
of articulation of the adjucent phone; it may alternately have its place
of articulation at the alveolar ridge, ox betwcen the alveolar ridge
and its normal place of articulation if the speaker is concerned about
clarity,

‘fe Before a labiodental, a labial may become labiodental, This occurs in

phrases like am fine and clip four,

8, After an 1, an affricate may become an alveolar, In church, the second

[E]is farther forward than the first,
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APPENDIX H.IX
FIRRTHER RULES OF SOUND CHANGE

{This ‘Appendix includes rules which have not previously been
discussed or listed, rules which have been discussed in the text, but
which have not been listed in previous sections of this Appendix, and rules
which have been revised to agree with acoustic data studicd. )

A final consonant of one word may be attached to an initial phone of the

following word, as in phrases like make-up and made of, (See discussion

on page 58 of the text of this report.)

When a nasal is [ullowed by a voiceless gibilant or spirant, a voiceless
stop may be inscrted between them; mince may be pronounced mints .,
(This rule has not been discussed previously, )

On page 40 of the text, we noted thalt sometimes "theiahnost
disappears from rents, ' This example secms to contradict this rule,
since according to the rule, 2t would probably be inscrted in such a
phonctic context.  Truby has shown {Truby, 1959, p. 200} that the words

prince and prints are homonyms; sometimes there is a stop-gap present

and somecetimes not, bul prince has a stop=-gap as often as prints o The
saince thing is true of lens and lends.
A voiced consonant in a voiced environment may become voiceless and

sometimes aspirated; this may affect words like rouge and begin,  This

rule has not been discussed previously. )
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3
A vowel may be replaced by a visarga vowel, as in the New England pro- E
nunciation of words like car and yard. (See discussions on page 58 of 7
the text and in Appendix I. In Appendix H, VI {p.171) visarga is referred 7

to as ""analogic" in nature -- the acoustic data definitely indicates that such

sound changes occur in English.)

Fiuai d may drop out after n, as in words like land, (This rule has not
been discussed previously. ) :
A glottal stop may occur before any initial vowel, as in words like one,

at, and among. (This rule was originally included in Appendix H, V. -page

164, but it is being revised here fo conform to evidence [uund in the data

studied. }

An alveolar stop between two consonants may drop out. (In Appendix H, [V,
we said that a t may drop balween two s's. We arc here enlarging the scope
of this rule.)

An alveolar stop hefore an affricate may drop out. {This rule has not

been discussed previously).

When two identical consonants come together, they form one long con-
sonant, thai is, a consusanl in which one part is considerably longer than
norinal.  (In the case of stop consonants this long part is the stop gap; in
the case of spirants and sibilants it is the fricative portion, ) This long
consonant may be shortened to the normal length of a single consonant,

This rule applies to any combination of identical consonants, ru-
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10,

11.

gardless of whether both these consonants are normal in the particular
words involved or whether one is the product of another rule of euphonic
combination. (This was discussed in Section 3 -~ page 52 of the test - but

it was not included in the rules.)

In some New England dialects an r after a vowel is dropped except when

r stands at the end of a word and the next word begins with a vowel. (This
was discussed on page 57 of the text hut was not included as a rule.)

In some New England dialects the r may be inserted between a word

ending with a vowel and a word beginning with a vowel. (This was discussed

on page 57 of the text, bul was not included as a rule.)
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APPENDIX !

VISARGA VOWELS

Visarga is a class of vowels defined by Sanskrit phoneticians
as sounds that are cowarticulations of vowels with h or aspiration,

This class of vowels is not mentioned among most European
vowel sounds, and it has not been referred to in acoustic phonetic
studies, The commonly used methods of phonemic analysis of
languages, described in our previous report, probably do not yield
such phonemes in carefully articulated speech of the languages
referred to,.

However, if the frecdoms in the articulation of speech make
it possible to generate such sounds, then they could occasionally
occur in continuous speech of one or more of these languages, even
if the presence of visarga is not formally recognized for theses For
this rcason, the generation of visarga and the expected acoustic

characteristics of ity waveforms arc considered nexts

For gencration of visarga, the position of cheeks, tonguec and lips

are the same as thosc for the vowel of its forms The only diffcrence

between a visarga vowel and a normal vowel is that there is a steady
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stream of air {low from the vocal cords for the former as opposed to
significant periodic interruption of such a flow for the latter, This is
illustrated in Figure 75,

Since the output of the vocal flaps passes through the mouth cavity
that represents situations which are similar for both types of vowels,
the formant frequency levels are expected to be about the same for
both these types of vowecls. However, since there is some difference
in the spectral characteristics of the sounds of these two types of
vowels; there should be some difference in the formant frequency
levels, also,

The presence of flow of air, as in the articulation of h, should
produce additional frictional energy in the case of visarga vowels, whereas
such energy is absent in normal vowel articulation,

With the preceding discussion of visarga vowels it is worth cons
sldering the possibility of their occurrence in the English language,

When one considers an expression ending in a sigh or an exclamw
ation indicating a relicf, there is a distinct possibility of generation
of visarga vowels,

Another possible occurrence of visarya vowels could be the vowels
in the Boston accent that precede an ending r, #uch a.s_g_'in cary but

"this aspect needs to be substantiated,
Since the freedoms in the methods of specch generation indicate

the possibility of production of visarga vowels, and since the rules of
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euphonic combination indicate the possibility of their occtlrrence in
English conversation, th'eae vowels are added along the vowel dimension
of the model,

For conditions of production of visarga, described above, the
vacal flaps can be considered to be partly open at all times and alac
in oscillating movement that results in modulation of the air stream,
Such a source of acoustic energy essentially produces a spectral patterns

such as illustrated in Figure 76.
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APPENDIX J

THE IMPORTANCE OF THE YOCODER IN
ACOUSTIC AND FHONETIC RESEARCH

One of the important tools developed and used in modern acoustics
is the ''vocoder', originally conceived at the beginning of World War II.
The primary aims of its development were security of communication
and reduction of bandwidth needed for transmission of speech.

To accomplish its e¢ffects the vocoder uses a bank of band-pass
filters that can divide the speech wave into several bandwidths of frequency;
each filter measures the energy concentration within its given range of
frequency, and each filter emits a single wave which represents the com-~
posite energy of all sound waves of the original speech that fall within
the band-pass filter range. Receiving equipm:nt picks up the several
waves representing energy and uses them to control the output of several
oscillators, each assigned to a scparate filter at the sending end. By
combining the output of these oscillators into one wave and
feeding this wave into a loudspeaker one can create a reasonable approx-
mation ot original speech. It should be noted that most vocoders and
their adaptions measure speech frequency up to 4000 cycles per second
although the actual speech wave has a range of 16,000 cycles per sccond
or higher. The reason for this is that telephone netowrks had already
demonstrated the possibility of transmitting recognizable gross character-
istics of the human voice within a range not exceeding 4000 cycles.

Immediate uses of the vocoders were twofold, By "quantizing"
energy of speech in accordance with the bandwidths of the filters, the
vocoder reduced the amount of electronic information necessary for
transmission of speech by a ratio of about 10:1, At the same time the
use of filters and oscillators made it possible to ""'scramble’ transmitted
information by rapidly alternating the combinations of carrier frequencics
assigned to filters as well as to their respective receiving oscillators.

The first machine to utilize the process just described was later
identified as the analogue channel vocoder to distinguish it from later
adaptations discussed below. It differs from such adaptions in that it
transmitls information about the energy output of each filter continuously,

At present, there continues a discussion about the idecal bandwidth
for vocoder filters, as well as the attenuation characteristics of the
filters' "skirts. ' The problem is particularly important in the meaningful
identification of information-bearing elements of the speech wave
cither in specch transmission or recognition, considered in the following
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section. The greater the filter band-width, the less the resolution in the
scund=wave enexgy; the amaller the filter band-width, however, the less
possible it is to identify gross characteristics of the speech wave from
energy in the harmonics of vocal flap frequency., Thecurrent trend is
towards using {ilter bandwidths from 50 to 400 cycles per second and
having "skirts'" with a gradual {such as about 12db per octave) rather
than a stesp slope.

Such problems are the subject ¢f a paper by C. G, M. kFant
(""Acoustic analysis and synthesis of speech with applications to Swedish',
Ericsson Technics 15, No. 1{(1959)3-108), and of recent work at RCA
(on contract with WADD), An alternative approach to the passing of
speech through a bank of band-pass filters has been developed by the
Federal Scientific (RADC contract No. AF 30 (602~1615). Since the
subject of Llransformed waves is highly specialized, we refer the readers
particularly interested in this subject to these papers.

An early modification of the analogue vocoder is the digitized
vocoder., It is csoentially the same as an analogue channel vocoder, but
the energy output of the filter bank is sampled periodically and the level
of this energy at sampling time is. transmitted by pulscs.

Later adapiions of the digital vocoder had two primary objectives.
One goal was to transcribe more precise information about the
information~bearing characteristics of speech; this need also contributed
to the exact classification of phone groups and formants. It also produced
the formant vocoders, which only use three or four filters to break up
the entire speech wave, The sceond goal wus to reduce significantly
the rate of information trangmission needed for specech communication;
such nceds led to the development of Caldwell Smith's modilicd vocoder,
and it also gave an impetus to rescarch into the exact acoustic classification
of various phone groups., These efforts are discussed below,

Development of vocoding techniques gave scientists theiv first
incentive to measure different spectral density distributions at different
intervals of time. A particular impetus for this work was based on
the differences in spectral density which scemed to be directly related to
differences in sound that could be identilicd by car. Such work led to
the development of the spectrograph, A spectlrograph is a special tool
developed for a careful study of spectral density distributions of speech
waves,

The spectrograph enabled scienlists to produce graphic illustra-
tivns ol formants as funclions of the words articulated and of time. Forinants
are the main regions of peaks of spectiral density envelopes.  The voiced
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portions of speech waves contain about three formants that are considered
to convey significant information. These correspond to the three prin-
sipal resonance chambers formed by various coupling of the throat

and mouth cavities.

Conceptually, it should be noted that the precise characterization
of formants is still a subject of discussion. In classic acoustic a formant
is defined as the peak of the envelope of the spectral density distribution,
but difficulty in determining these peaks precisely has led to inaccuracies
of measurement. As an operalional definition Peterson and RBarney, whosc
work is discussed later in this section, have suggested applying the term
formant to center of gravity of the spectral density in the regions of three
decibels on either side of the density peak. This still leaves open the
situation wherc the peaks are close together and the regions do not show
a d db depression in the spectral density level, Graphically, the formant
appears on a spectrogram as a dark band representing concentration of
energy whose frequency level varies with time. This band may be
divided into transitions {onglide and offglide) caused by movement of the
articulatory organs from cne sound to another and the production of a
specific tone {stcadystate ). Specific investigation into the naturce of
formants has been particularly oricented toward identifying phones by
the characteristic slope of their transitions and the level of their steady-
status,

The first estensive published results of spectrographic analysis
of formant encrgy distribution arc reported in the textbook Visible
Speech Ly Potter, Kopp, and Green.  In this study the spectral densitics
of different speech wave -forms arc displayed as functions of time, On
the spectrograms cach speech wave usually reveals from two to five
distinct formants, Spectrographic transcriptions of speech were made
and the transcriptions classificd both according to the identities of the
speakers and according 1o the sentences spoken for producing the wave
[orms,

Human observors, il was discovered, could actually read these
patterns as whole sentences and even relate tragmented portions of the
sound wave patterns to those portions of the spoken sentences that pro-
duced theme This was true even when the sentences were spoken hy a
vamety of different speakers selected for the experiment.

The ability of speakers to recognize sounds by their gross cnergy
distributions alone guggcested the vwalue of further investigation into the
naturce of such distribution, such as the classification of phones, discussued
below, One of the objectives of such work was the reduction in rate of
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information transmission for speech communication and the other was
development of speech actuated machinery,

With digitized vocoders it is necessary to transmit information
about energy levels at approximately twenty frequency ranges. If one
could identify sounds through gross characteristics of their formants
the number of vanges about which information need be transmitted
might be reduced to three energy bands and the identification of pitch.
This possibility was indicated by spectrographic studies of speech wherein
formants were indicative of differences between the various sounds in
speech,

Drs. Peterson and Barney of Bell Telephone Laboratories have
also investigated the characteristics of steady state formants as identifiers
of vowels of English.

The experimental procedure of this research was to analyze the
spectral densities of specificd English vowel sounds positioned between
the consonant sounds '"h" and ''d. ' Experimenters uscd phonetic data
fromn the enunciations of 75 select and trained speakers. Researchers
took pains to obtain very carcful cnunciation; cach speaker's vowel
sounds were tested on a random audience before and after spectrographic
recording to determine whether the sound enunciated was identifiable
as a specific vowel,

Although the relevancy of experiments with carcful articulation
to the transcription of general rapid specech is still somewhat questionable,
the Peterson, Barncy data has indicated that lemels of first and second
formant frequencics gave reasonable indication of about 90% of the vowel
sounds studicd; the data also indicated formant overlap in regions repre-
senting two or more vowels,  Such overlaps generally resulted from the
different speech characteristics of different subjects,  The experi-
ments of Peterson and Barncy thus indicate that it may be possible to
represent steady-stale vowel sounds solely by graphing the levels of
formant frequency.

Studics of spectrograms such as those published in Visible Specch
morcover indicate the possibility of represcnting consonant sounds by —
nuisc bursts preceding or following the vowel sounds, then adding @
suitable transicent to the formant levels between the consonant noisce burst
and the vowel steady state.

Morcover, the possibility of transmitting information about
formants only was further substantiated by study of stylized patierns
of specch spectrograms at Haskins Laboratories and synthesized speech
produced by their Pattern Playback. {Rescarchers produced these
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patterns by painting formant patterns on celluloid sheets graphed to
measure frequency levels., When the selluloid passed across the Play-
back beams, the light reflected {rom the paint actuated the production
of tones at various levels of frequency, Simulated sounds so produced
were presented to human listeners for evaluation of the "quality" of
the synthetic representation of phonemes studied for any test.)

By experimenting with the shape of formant patterns, the ob-
serving the resultant change in sound, Haskins Laboratories were able to
generate a considerable amount of valuable information defining the exact
phonetic changes produced by shifts in sound-wave energy. By changing
the {frequency and duration of onglides and offglides of vowel and conson-
ant formants, for example, researchers found they could produce sounds
similar to semi-vowels. Among other phonctic-acoustic characteristics
about speech perception that were formalized by Haskins Laboratorics
are thosc of stop consonants and fricatives.

Such initial success in relating acoustic information about
formants to phonetic perception led to two parallel efforts -~ develop-
inent of formant vocoders, and precise clasgsification of phone groups.

Development of formant vocoders, using only threc or four
filters to track formants, was motivated by the desire to reduce the
rate of informalion transmission for specech communication, as has been
previously noted.

Refinements of formant vocoders have also contributed to the
more efficient transmission of specch. Early formant vocoders operated
by transmitting information aboul those [ilters which had spectral density
mwaxima in their frequency range.  The shifts in formant frequency
with time were indicated only when such a change represented the shift
of this maxima from the freguency range of one filter to that of an
adjoining onc.  Hence the formant (requency changes were quantized
according to the frequencies of the filters in the bank,

New heterodyne filters aim to control automatically the filter center
{requency to correspond to the peak of the envelope of spectral density
output; and also to incorporate automatia methods which would switch

Lransmission trom one filter Lo the next as necessitated by the movement in

frequency of maximna of spectral density out put with time,  While elimina-
ting distortion introduced by quantization, such lmprovements also

present a method for automatic measurcuaent of formant frequency; infor-
mation essential to aatomatic "phoneme! recognitiononsing spectral
density output, ‘Therce is still room for improvement in the reliaoility
with which formant tracking is accomplished by sach methods.
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Precise classifi cation of phone groups, the other mahor field of
investigation related to spectral analysis, provided even further oppor-
tuhities for reducing the rate of transmitting information. Earlier
work of linguists had already presented the possibility of specifying the
speech of any Indo-European language by a small set of elemental sounds
called phonemes. English is said to have between 35 to 42 phonemes.
Assuming that phonemes are recognizable by certain gross character-
istics, much as printed letters may be recognizable in human hand-
writing however distorted, it should be possible to build a machine to
recognize these gross characteristics, Although an exaggeration, the
metaphor provides a partial analogy to the initial thought processes
that led to continuing research into the precise identification of phonetic
sounds by their acoustic characteristics.

If such identification were feasible, the amount of information
transmitted about speech would be reduced even more than through for-
mant vocoders, since it would be possible to assign a code number to
cach phone and transmit only that code to actuate a recciver; in uych a
case the number of pulses or bits nceded for transmission is said to be
about twenty -four per second, vuwnparced with over 600 per sccond for
digitized formant vocoders such as described in J. Flanagan's doctoral
disscrtations

As ycl, however, it Bas not been possible to discover a completely
adeguate method for grouping phones according to their acoustic data,
despite the initial success of some limited purposc digit recognizers
discussed in the following appendix. On rcason for this is that the
characteristics of each phoneme arc modificd by preceding and following
phonemes, so that onc phoneme group is likely to consist of several
allophones, all sharing common characteristics of one sound, but cach
slightly diffcrent from its assoclates.

The analysis of specech into its possible allophones would in fact
result in go large a number of possible sounds that the complete study
of all their acoustic correlates would require considerably more
titne than that which has alrcady been spent studying phone classces.
considering the large number of allophones, it is indeed almost im-
possible to identlify & separate phoneme by its acoustic patterns alone,
particularly for the tiransmission of speech,  Thus hampered, cfforts
at reducing speech bandwidth transmission through automatic phoneme
recognition have not completely achieved their goal.  Specific problems
in phone grouping, more directly related to the practical development
of speech recognivers, are discussed in the following appendix,
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Faced with many unsolved problems in relation to the grouping
of phones scientists have also worked on alternative methods of trans-
mitting speech efficiently. One solution to the problem of phone grouping
is to gather information about the speech wave at regular intervals of
time without relation to phonemic segmentation. This is an extension of
the technique of digitized vocoders previously mentioned; Caldwell
Smith's modified vocoder presents a method of speech transmission
that is considerably more efficient than most other methods that are
ready for practical development.

In the vocoder developed by Smith, digital samples of quantized
energy levels from each filter are fed to a temporary memory bank
in a sct frame instead of directly to a transmitter as in a digital
channel vocoder. The frame in the temporary memory bank, representing
the orderly output of each filter, is compared with other such frames
storcd in the permanent memory bank, The {rame in the permanent
memory bank that best matches the actual sample is transmitted to
the receiver by its representati ve code.

At the receiver there is an identical set of stored frames
represcenting possible digitized combinations of spectral energy; when
it receives the coded signal, the recciver chooses the proper frame,
The orderly stored representation of cnergics on the chosen frame then
actuates the bank of ascillators; just as if the information about the
total framc had been recceived as in a digital channcel vocoder,

Although this process involves more steps than in the regular
digitized vocoders, it eliminates the necessity of transmission ol a
large number of biis, since alter assigning a code to the whole frame of
digitized representations of encrgy levels, itis necessary Lo transinit
only this code for the entire Lrame rather than all the encrgy levels of
the various fillers,

Specech processed by vocoders is often considered to lack
“paturalness! of a speaker's "voice qualities, ' This is a result of
synthesis of speech at the receiver, {rom information abouwt energy out-
puts of about twenty filters that divide the specch spectrum, intv a like
number of frequency bands.  Some effort has been made towards over-
coming the above-mentioned limitation,  In the beginning, information
about the speaker's vocal flap frequency and its harmonics was presented
along with the spectral density outpul of the band-pass filters. More
recent devices, namely the voice excited vocoders developed at the
Bell Telephione Laboratories, transimit low {requencics (i, c. those
betow one thousand cycles per second) directly (without vocoding) and
tire rest ol the speech energy is vocoded for transmission purposces,
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Such a system is reported to retain several of the ''speaker's' voice
qualities.

As is apparent from the review above the development of equip-
ment for speech recognition has depended primarily on the efficient
transmission of a recognizable sound-wave. Such investigation has pro-
duced a considerable amount of data useful in terms of a general purpose
reccgnizer, at the same time certain aspects not directly relevant
to efficient transmission of the speech wave have not been given much
attention, and deserve further investigation for the uses of our model.
There is, for instance, some ‘question about the distortion caused by
passing a speech wave through a bank of band-pass filters; for purposes
of speech recognition our model may require additional data in the form
of time -amplitude plots. The following Appendix considers some of the
problems in the application of present equipment to the development of
general speech recognizers.
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APPENDIX K
THE DEVELOPMENT OF MACHINES FOR SPEECH RECOGNITION

Researchers investigating machinery for spcech recognition relied
heavily on techniyues developed for vocoders, as has been mentioned; at
the same time there was a primary differencc in specific objectives
between those wishing to reduce the amount of information needed for
transmitting speech and those whose main interest lay in using available
acoustic equipment to provide cues for speech tvanscription. Thus, while
experiments in automatic transcription of speech arc by no means independent
of the methods and data employed in relation to vocoding technique, the
goal of speech rccognition should be kept scparate both conceptually and
procedurally,

The relationships and differences between the objectives of speech
transimission and speech transcription help explain the state of our present
data, for cxample. Construction of speech recognizers depends on the
ability of clectronic machines to "read" specein from the gross character-
istics of sound-wave patterns, At prescnl such patterns exist primarily
in the form of spectrograms and time-amplitude plots. Spectrograms have
a definite value in developing efficient specch band-width compression,
gince they form the major part of our acoustic information drawn [rom
previous rescarch.

Therc is a more dircct coincidence of inlerests betwecn speech
transcription and transmission in the matier of grouping sounds for
automatic recognition, although the exigencics of speech transcription
may demand a more detailed analysis of suitable phone classification,
scgmentation, and normalization of duration than is presently provided
by rescarch related to vocoders.  The probability of such conllicts should
be kept in mind in the following discussion of actual experimenls with
speech recognizers, Initial cfforis with speech recognivers depended on
acoustic information available from spectrograms; sounds were related to
the acoustic patterns they produced.

One of the first efforts to develop specech actuated machinery
was the antomatic digit recognizer of the Bell Telephone Laboratorices,
known as AUNDREY, This deviee correlated the significant patterns of
spoken digits, such as [requencies and durations of noisce bursts and
frequencies of formants,  ‘The success of guch a recognizer was limited
to about 65% accuracy; cven when allowances were made for variation in
the average formant frequencies of male and female speakers.

A mmore complex effort 1o transcribe speech was the automatic
typewriter conceived by Dr, Olson of RCA Laboratories. IFor this
development the information about location and duration of noisc bursts,
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the average levels of steady state formants as weéll as the average transitioun
of formant frequencies between noise bursts and steady state formants

were programmed for recognition of phonemes of a preselected vocabulary.
The performance of this typewriter is much harder to evaluate than that

of the digit recognizer discussed above; suffice it to say herc that it was
far from that needed for a phonetic typewriter.

Subsequent to the development of these recognizers Forgie and
Forgie constructed an autc matic vowel recognizer, that used characteristic
patterns of the second formant as a cue to identification.

Varvious disadvantages of these machines suggested two needs -
equipment for obtaining more precise information about the acoustic
correlates of speech, and an orderly method of grouping phones for
casier recognition.

At present the operation of automatic formant trackers is not
gufficiently reliable to enable rescarchers to use for general recognition
a considerable amount of published information ahout vowel sounds and
formant iransitions as a cue to consonants. The vowel recognizer of
Forgie and Forgie, for instance, rclied on a special definilion of formants
bascd on their levels of energy; such levels, while present in controlled
cxperiments, might differ under different conditions of articulation by
dilferent speakers.

Additional work, morcover, is nceded to specify the character-
istics of unvoiced portions of speech that identify consonant sounds. Among
recent investigators in this {field are Hasking Laboratorices, Fry and Denes
at the University of London, and Docent Fant al the Royal Institute of
Technology, Sweden.  Their rescarch has related the relative distribution
of ¢nergy in presclected frequency bands to the consonant phonemes
producing the patterns,  Results also showed that formant cnergy dis-
tribution dp ended on the vowels that followed the consonants.  Fry and
Duenes reported it was possible for a machine to recognize certain con-
sonants by the above methods with an accuracy of 25% to 90%, but the
majority of their score was closer to the lower limit.

Once rescarchers had achiceved a limited succeess in identifying
specech by the gross characleristics of the acoustic patterns, morcover,
the value of more precise grouping ol phones became apparent - for
recognition as well as transmission of speech,

Acoustic recognition of vowels and acoustic recognition of con
sonants had been shown to depend on different criteria; past rescarch
with discrole speech had related vowels with steady state formant levels
and consvnants, with noise bursts, stop gaps. and transitions between
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formants. Experiments with early recognizers, however, had also
shown that phones could not b e identified by their gross acoustic patterns
alone. Exact identification seemed more likely to depend on an ordered
analysis based on similarities and differences between various phone
classes, Such an approach would provide one method for organizing un-
differentiated masses of acoustic data into a form comprehensible for
available electronic machinery. This apprrmach would, moreaver, pro-
vide a feasible method of correlating the phonetic and acoustic differences
likely to occur between discrete and carefully articulated speech.

Grouping speech into categories based on their phonetic or
phonemic characteristics has, accordingly. been the subject of much
scientific interest. The particular value of such grouping is that it would
substantially reduce the number of choices which a machine might need to
make about sounds it perceived. Suppose that a transcribing mac hine
hears the phonc d in the word dic. It must distinguish between this word
and other sound combinations which may be possible. There arc approx-
imaiely forty phone groups in the English language, and we assume that
cach phone modifies the pron unciation of adjacent phones, With this set
of conditions the machine must theoretically choose between a number of
sound combinations in the range of forty factorial. This is, of course,
beyond the range of present computers.

Classification of sounds, however, reduced the process of choice
to a serics of scparate decisions between whole categories of sound combin-
ations; the machine decides whether a sound is voiced or unvoiced,
whether it employs the nasal passages Lo aceent resonance, whether itis
articulated at the lips, alveolar ridge and teeth, or back of the mouth, and
continues to make such decisions reducing the possible characteristics of
the sound until it is possible to mmake one final decision ideitifying the
phone.  This process may reduce the number of possible decisions involved
from a potential forty factorial to a number well within the capacitics of
modern computing machines,  Although scientists have devoted consider-
able attention to such efficient classification, no gencral agreement exists
about the number of acoustic characteristics necessary to identify a
phone class for automatic recognition by machines.

A phonctic report on grouping titled "Preliminaries of Speech
Analysis' was co-anthored by Proffessors Halle, Jakobson and Fant,
In this report they present twelve characteristics of phonernes, such as
vocal chord resunance, nasal resonance, frictional noise and so on, which
arc cither present or absent in any sclected phoneme,

The first full scale effort for development of equipment for
automatically grouping different sounds, however, scems to be that of

204




Professor Chang of North Eastern University., He tried to group sounds
as vowels, semi-vowels, nasals, non-vocal plosives, vocal plosives,
non-vocal fricatives with low or high energies, and vocal fricatives with
low or high energies, This separation of groups was based primarily

on spectral density distributions of phonemes in each group, on presence
or absence of energy concentrations in the low frequency range, on over-
all energy for any phoneme, and on cxistence or abscnce of a silence
sefore the start of certain sounds.

Although several parts of Professor Chang's system were never
built, his effort can be considered a partial suecess since he was able to
scparale certain groups of phonemes with over 90% reliabilitly, whereas
other groups could not exceed 70% rcliability of scparation.

Following reports of this work Dursch of IBM built a digit recog-
nizer in which he grouped phonemes of spoken digits exxentially accerding
to Chang's systeine. As a major inaovation, however, Dursch used infor-
mation in time amplitude waveforms of specch as well as studies of speech
processed through band-pass {ilters, The performance of this recent
digit recognizer is reported to be 95% to 97% reliable, comparing
favarably with the 65% reiiability reported for AUDREY, It is probable
that further developments along this line of investigation will be made.
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AFPENDIX L

Relation of Available Information to Acoustic Corxelates of Speech
Necessary to the Development of our Model

i, Manner of Articulation

Data £rom Visible Speech, Truby, and Haskins Laboratories in
the form of spectrograms confirm the following descriptions oi midnner
of articulation:

a., Stops are denoted by stop gaps followed by energy bursts.,
b. Spirants are characterized by continuous fricative encrgy.

¢. Nasals ave characterized by a special low~{requency nasal
formant.

d. Sibilants are indicated by high frequency energy.

¢. Affricates are denoted by a stop gap followed by high frequency
energy.

The acoustic characteristics of laterals require the gencration of
additional acoustic data.

2. Place of Articulation

The primary acoustic evidence reflecting place of articulation
would be the frequency levels of formant transition, Generation of
further data about this dimension of our model requires that we obtain
spectrograms of consonants such asfi, b, and p; with differeat manners
of articulation but the same place, then measurce the relative frequency
of their onglides,

Data from Haskins with synthesized speech, it may be noted,
indicates that the formant transitions following the consonant ym3} vtart
at the same frequency level as thuse [or the consonant l,bj although they
have different manners of articulation.  Such evidence, if also truce of
normal specech, would indicate that transitions arc cues for place of
articulation,

3. Voiced Nasal Resonances

Available information indicates that voiced nasal resonances such
as m, n, and ij arc characterized by a voice bar plus nasal formants,

4. Aspiration

N r c § ¢ .
The aspirated stops == ) p‘, t, k ]-~ are characterised acoustically
by a stop burst fellowed by a period of friction.

5. Non-distinctive Consonant Differences Depending on Following Vowels
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Evidence ol different starting points for second formant onglides,
particularly in the recent work of Bjorn Lindblom (Lindblom, 1963)
show that the articulation of a consonant varies non-distinctively depending
on the following phone.

6. Labialization of a Consonant Before a Rounded Vowel

Spectrograms of ¥ s before [w) show energy concentrated in the
unvoiced portion at the level of 'wi's sccond formant, suggesting labial-
ization of [ ] before the labial [ wy.

7. Duration

Wce have measurced the duration of vowels as suggested in the
first section: such research suggests the limportance of duration in
identifying vowels, but further data is nceded. We have no further
data on duration differences caused by vegional dialeets, and this subject
also reguires investigation.

8. Intensity

Available information is in the form of broad-band spectrograms,
which show only major variations in intensity,  Further data may be
available by measuring speech with time-amplitude plots.

<. Frequency

Broad-band spectrograms aiso do not indicate exact formant
frequency; thus available data does not yield specific information about
frequency. Necessary data requires the wse of narrow-band spectrograms
and cross scections, and of time~amplitude plots for further rescarch.

10. Consonant Clusters

Truby (Truby, 1959) indicates that consonant clusters arce co-
articulated and that the articulation of the initial consonant may not
aflect the avticulation of the following vowel,  Further vescarch in this
arca with timme=amplitude plots and spectral analysis scems indicated,

1. Nasalized Liguids and Semi-Vowels

Available data yields so information about the acoustic chavacter-
istics or existence ol nasatized liguids and scmi-vowels,

12, Classibication of the y Phone,

It is worth noting, that although we mention on page 83 that
Uthree years' andthree cars' might be treated as homonyins,
anialysis of time-amplitude plots for Speaker 5 (of our own data) (Sce
Figures 73 and 74) indicate that y can be detecteds In "three years”
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(Figure 74) there is no change in the frequency pattern, but a y is
indicated by a decrease in the intensity of a portion of the waveform.
"Three ears' (Figure 73) gives no such indication; there is, in other
words, no detectible y.
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APPENDIX M

MEASUREMENTS MADE FOR DETERMINING 1
ACOUSTIC GHARACTERISTICS OF SPEECH b

We performed measurements on speatrograms tu determine
the wrequency of occurrence of various parts of t5e spoech wave such
as the second formant onglide during the ariiculation ol consonant-vowel
combinations. The extreme variations in the spectram caused by the
articulation aiione consonant with different ‘owels suggesls the acoustic
interdependence of consunant ard vow el articulation as indicated by their
organization in our model tnrough placement on different plancs,

Datea was taken cxclusively from Viable Speech @ to obtain it

the following mictnod was used: measuscninls ol illustrations of spec-
trograms wore made with a ruler whose sinnllest division was 1/1€.7
: These measaremuents were then tahulated with @ saale given on page 12
ol Visible Speceh,  Height of the illustratiors was approximately 15/ 1o
of an inch and by the given seale 1/16" rapresented 233 cyales or &3
milliseconds.  Pliis our measurcinaats of frequency and duration are
representatis e rather than definitio e, g <00 re is consideraible marain

tor crror, Inocertain cases, il Was Lo pos 1hle to measure evetry
aspect ol the snglhide, steady-state vod wrfu de, |

. We also measurcd sone dat s puol shed by Truby indicating the
cifect o fnal consonants on vowel Jre uea y and duration: although

. minimal pairs would have been desivable cor compilation ol this data,
they woere not.avaitable,  In these oo roments we usod a ruler

: whose sinallest nant was one-cighticth o0 o tueh, Ilustitions {rom
Truby, however, are smaller than those rana Visible Specoh; aceording

to his scale one=cighticin of an inch v oo el 103 cycles and one

sisteenth of ananch wounld coguad 15 cec e o

207



214

APPENDIX N

Finally, we performed measurements of the proportionate
relationships between onglide, steady-state, and off-glide for four
words taken from the work of Lehiste and Peterson. The investigators
include no scale for their illustration, but the relative durations of [[1)
and[_i.l form one important criterion for distinguishing between these
sounds; lous the data {rom Lehiste and Peterson snows that duration is
an elernent important to the evaldation of acoustic data by a general
speech transeribor,
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RULE ILLUSTRATIVE SR - COUS

- SPEC TROGRAM SUZETITOTIN.D - - T

4t secomes b ever rwhere except ''Did you t .ix about it?*" | The fin. s oo Taor: smost o L L RES
a.ter z spirant r sibilant 195) about is ‘razz. nd
{appendix H. I} not a sto.. !

I
e ———— —— - ——— — _ —— — .

3 £1] voiced unacpirated stops be- “Don’t stard behind kim'"| The d of ~.22C 15 2 spi dThezc 1s no st . Y

come spirants ! Asoeadix H.ID (200) rant; the =t T | -
Goes udT . [
precise.. . .
sound is .77 .=

& A voiceless alv:clar stop plus y but you't (255) There is = z . |
v - .

becomes hn”_ m E=ng..sh the vowe.: .

{Appendix HIIL: you,

7. Before or after .. wental, an al- “Can the man be certain | The finz. . . -..i. a- s: Tl
veolar may become a dental, as in then. ** (182} has 2 dente. 1.2C. OL (#€CO0NR° IOTMADT ° *.7 ¢ ..a - b.w Lhen
health and width. {Appendix E¥7J) articulai o« casirs poat hott - oL tow same place 2f

o - fart.calation.

& i final consonant of one word m..y ‘'Could you take it backas' | The M oi muh.ni(.ywm attach- Tn-r. 15 no g° S ALr meaYay
he attached to -2 1nitial vowel of (100; edtotr: ~. . Uit Dburw  athe e z
tae following word. (Appendix
LX) " Top ita ' (92) The p ¢ 2y - 27.&C0s -

) - to the ~c = ' vt

4 When a nasal 15 followed by a “once' (195} Theze :- . :wi . x¢ Thers is a ste
voiceless sibilant or spirant, a the 2 a: . s,
voiceless stow iriy be inserted "length' (195} There .- ... =& =@ Chroe baoa st . -
between them. (Appendix H.IX) the j and ihe p. . -

: |
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RULE

ILLUST: ATIVE
SPECTR ‘GRAM

+ SOUND

SUBSTITUTION

ACOUSTIC EVIDENCE

15 (Conttd, )

If 2 pause precedes the glottal stop, the
stop gap cannot be distinguished, and if
the stop burst is weak, it cannot be
identified, For these reasons a glotral
stop does not always show up clearly on
a spectrcgram, Thus in our second
exampiz above, there may be other
glottal stops in the sentence, but we
cannot tell from locking at the spectro-
gram of Visible Speech,

13.

A voiced consonant in a voiced|
environment may become
voiceless and sometimes
aspirated Appendix H.IX

"'She put roige n her
face. " (149)

"We can begin when you
Ve can begin when you

come. " (250)

The  of rouge is
voiceless throughout
more than half of i“s
duration.

The g of begin is
voiceless throughout
part oi the stop clo-
sure. It is also as-
pirated.

(3]
—
[

There is no voice bar in part of the

of rouge.
The g of begin has no voice bar and tr
stop burst is followed by aspiration.
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APPENDIX P

DISCUSSION OUF THE RULES OF EUPHONIC COMBINATION
SUPPORTED BY PHONETIC TRANSCRIPTION
As  Texts Uscd

The passages used in our analysis of continuous speech are taken
from two sources as mentioncd in the main hody of our text: a record by
Jackie Gleason {Decca 27684) and tapes of natural conversation, One
side of the Jackic .Glcason record is entitled, "What Is a Boy?! and
the other side, '""What Is a Girl," The tape rcecordings of conversation
were made by Dr, J, M, Pickett of the Air Force Cambridpe Reszarch
Laboratorics; Dee Pickeil kindly let us make copices of them,

Tlach side of the Jackiv Gleason record has been divided into
four parts and a nunber assigned to cach part, Iivery time we cite a
passage {rom this rccord, we give the number of the part in which it
appears,

On the side called, "What Is a 3oy' Part I begins with "Between!
and ends with "and [leaven, " Dart I begins with Yprotects them!' and
ends with "Paul Bunyan, the's  Part [ beging with "shyness of" end
ends with "nobody else can's  Part IV begins with "cram into' and cnds
with “Dad, "

On the side called, "What Te a Carl", Part I begins with "liftle"
and ends with "special look'". Part U begins with "in her eyes' and

ends with "softness of a'a Part III bepging with "kitten' and cnds with

fe




"flirtatious', Part IV begins with ''when she™ and ends with ''of all'',
The passages from the AFCRL tapes which contain our examples
are quoted below; before each passage, we give a brief description of its

contexts KEach passage has been assigned a number,

Passage I
Conversation about ancchoic echamber with girl who siid she

was majoring in the psychology of education,

Female voice: !s fascinating, It looks like an attic,

Male voice: Some people come in, first remark they make is, "My
ears scem to feel funny,

Female voice: My ears didn't fecl fuany but um ah speech sounds a little
bit diffcrent, sort of muffled,

Male voice: Yes, il you uh clap {clapping sound),

Iemale voice: Yeah,

Male voice: Sortofs o

Female voice:  Yeah, 'ts funny,

Passage II
Conversation about the word list with the girl who sald she was
majoring in governmcut,
Male voice: We use those in @ way to calibrate our speech system, since
we right now can't put a Little thi « o« o+ somcthing like a voltmeter

on, We . « o Wwe have to test our system with speech itsclf,

2t

lbd

pv ol




Passage 111 )
Conversation abouf regional accents with girl majoring in
government.

Male voice: Well, don't you sometimes stick r's in when. ..

Female voice: Once in a while.,

Passage IV

Conversation about courses required for major in government,
Male voice: Is this partly city planning? I. . . I don't rcally know. . .
Female voice: Na,
Male voice: Theory of government?

FFemale voice: Uh, well, this year it's kind ol a general.

B. Rules of Fuphonic Combination Substantiated ov Snggested by

Phonctic Trangcription

Numbers in parentheses after rides cited in this division refer
to the gppendix where the rule may be foand, o examples cited
below these rules, the bracketed Tetters reprecent phonciic sym-
bols according to the modificd standard Internationat Phoneties
Association AMphabet (In accordance with the consonant catlegorices
listed ir Appendix B). The plhonetic staternment is followed by
an example drawn from our transcription. The notations
"Boy UGEeL T opr "AFCRL tapes U reder respectively to

specific texts of "What is a Boy?'. "What is o Girl?" or the recordings

21lh
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of conversation from Hanacom Air Force Bascs Thus the notation, [9]
becomes {n] between the (Boy I), means that an alveolar n becomes

a palatal n as exemplified in our transcription of the phrase between’

the 'contained in the first textual segment analyzed from "What is a Boy?"

1, Change in Place of Articulation:

(a) Before or after a dental an alveolar may become a dentals

{lx’x] becomes [n] between the (Boy I)
[g] becomes [n ] with noise (Boy I)

(b} Before or after a palatal consonant, a dental or alveolar nasal
may become a palatal (Appundix H.I). .
[13 ] becomes L;l] enjoy’ (Boy I)
[g] becomes ['fi] when you comie home (Boy I), It is interesting
to note that the phrase when you are busy has

[g] rather than [?i'], although the environment
is the same,

2, Change in Resonances:
() A voiceless congonant may become voiced next to a voiced con~
gonant or betwoen vowels (Appendix F, J1I)

[k] becomes Ig ] comic books' (Boy I} The final consonant of
comic is {g] rather than k].

[« ] becomes [2) across the (Boy 111)

[t‘] becomes [d] top it all (Girl 111) Eui_t ﬁir;a.ll.:(;:cinsonzmt
L] becomes [a] fascinating (AFCRL tapes I)

[t] becomes [d] attic. {AFCRL tapes I)
[t]becomes [d] Little (AFCRL tapes I)

210
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[s] becomes [z] once (AFCRL tapes III)

(b} A voiced consonant may become voiceless next to a voiceless

A
consonant (Appeéndix H, III),

[b] becomes [p] absolutely (Girl 1V)
LvJ becomes [ £ J of string (Boy II)

3, Sound Drop-outs

(2) An alveolar stop between two consonants may drop out;

after [nJ (Sce Appendix H, 134,

and the [acn oi ] {Boy I)

and colors [_aen kAlaz] {Boy 1)

didn®t feel (dzdn £i1] (AFCRL tapes 1)
sounds a  [sawn z3] (AFCRL tapes 1)

after [s ]

best clothes Ybr.s klovz] (Girl I}

must not [mAs nat} (Girl IV)

first grade’ [_i::s gresd] (Girl 1)

after another stop
protocts [pro teksj (Boy 1)
after a spirant
softness [ssi n-:b-] (Girzl 1I)
(b} An alveolar stop before an affricate may drop outy (Appendix L. 1))
before [EJ

straight chairs [strc: (‘:'zrz} (Girl III)

o ‘b,c&.m,mwhn%h ol il




cat chasing [kae ez sta.] (Boy 1IV)

{c) Initial h may drop in an unstressed syllable Appendix H,1I)

after [n_]

in her [ nor) (Girl II)
after [s ]

rrasshopper [graes sa pa) (Gizl II)
after [k J

lock him [la. k;m-J (Boy IV)

4, Shortening of long consonants
() When two identical consonants come together they form one long
consonan{ which may be shortened to the normal length of a
singal consonant, This rule alse affects long consonants produccd
Dy other rules ol cuphonic combinations  {\ppendikx L, 1X)
special Look Fsptfa lka (Caaxl i)

makes somnething

‘an-.:l»: sAN, El':ljJ (Poy wi,

gels so [uCt sn] (Boy 1IL)
glundrop: six cents (Boy 1v)

[g/\m drap sxk chtH]

supersonic code (ivoy LV)
(_5\\ pe sa ni kov(l]

(b) Combiuations ol identical cousonanis which are the result of other rules:

next door ['ngk_ 51-31‘] H [:_l]buculn(:b‘[l,] and Lhe lonp,[ t] is shortened
i (Gicl LI)

knives saws [nazv HJZ] itz ) becomes [b] and the long [ s]
io shortencds (Boy 1II)

sagl oo

b
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trains Saturday .
[trexn sae to des]! 2] becomes[s] and the long

[8] is shoxtened. (Boy III}

is so [: so] [7] becomes [s] and the long [s]
is shortened, (Boy III)

bedtime [bc tazm] [d] becomes [LJ and the long [t]
is shortened, (Boy III)

ears seem [ir sim ] [2] becomes [8] and the long (s]
is shortened, (AFCRL tapes I)

bik different [bx ds frAnt] [tJ becomes [dJ and the long [d]
is shortened, (AFCRL tapes I),
5 Euphonic Combination of Final Consonants with Following Phones:
The final consonant of one word may attach itsclf to the initial phone
of the following word, (Appendix . 1X)

We have so many examples for this type of sound combination that
we have not listed then all, Exaniples of such cumbination from careful
speech cited below are found in part (Boy I) of the Jackie Gleason record,
TFor the AFCRL tapes of conversational specch wo list all examples found

in passage I,

Jackic Gleason record;

innocenge of [_:nosxn savJ babyhood and [be:bihv <1acn]
ﬁnU [_iasn da] 'con}S‘j.xl/assorted[l_tA mzx nas:atxd]
weight&’and [_wext san] scconcl_’ot‘_gvery [sckon da vcvri]
of_gvery [s vevri] hour of every [av x0 vevri]
theiy only [thc rrwnly] thcruff [thc m:f]

boys are [bo: zc] £ounUvery-where[favn d(vriwar]

AR




ar ol

top of underneath inside of climbing on [kla.:mx 13a.n]
Ne? St Nt —
[ta PA vAndeni pmnsar dav,

run.nin\g_jrounq‘grﬁv\;u garaun d:r] motherg love [mAS's zll\v_]

sisterg and L_s:sta zan_] adults\_/i.gnore [?ae dAal ts:gn:a]

AFCRL tapes: ]

's fascinating E,tac si nes dnﬂ looks\_ﬁk&awtti@.vk slaz ka nae d:k]

cowe _in [ka m:n:jl firs’u'emark Lfars tri mark]
ke i nier kez) Jidn't is zdz dn
Mage Lo nlex K:.'/._] carg didn 198 ¢
sounds a [sarm» za] if you [z fyu ]
sort of [531‘ ta:( ts funny [tsz niJ
St —

0. CGlottil stops
(a) A glottal stop may be introduced before a word stavting with a
vovel (Appendix TL M)

LZU'J becomes [7:1{:] adults {Boy I) There is a glottal stop
before the initial vowal of adulis,

(b) A\ glottal stop ruy be substitateld for [t ]bvl[un- a labia}l consonant
{Nivmwn/on %)
[tm becomes [7m]toltnui§s_r_ (AFGRI, tapes II}Y The consonant

befove the i is a glottal stop
rather thitn o [t}

7. Congonant clusters involving y ¢ 'The conibination of [b} followed by [\r]
may become lj]. (Nppendin LD

this yoar [3: fir] (AFPCRI, tapes 1V)

20



BV adki

8, Treatment of [r] in New England Dialects
{a) An [r] after & vowel may drop except when [ r] stands at the end
of a word and the next word begins with a vowels (Appendix HoIX)
(1) Loss of [r] between a yowel and a consonant:
theixr last [a; lunt] (Boy I}
fire cracker [fua kraeka] (Boy 11}
(2) Retention of [r) between two vowels:
their only [tht rovn 11] (Boy I)

fire engines [faz ren ]'anz_] {Boy III)

(b) In some New England dialects [r] may be ingerted between a word
ending with a vowel and a word beginning with a vowel, {(Appendix [1, IX)

law of [13 rAv] (Girl 1I)

T et Aisth i3 dbinriahe 1k Tanind e i ML L
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APEENDIX Q
Discussion of w phone class:

Researchers at Haskins Laboratories have reported that an initial
onglide of at least 50 milliseconds duration that begins at or close to the
[w? locus will be percvived as a Yw]] {Liberman, Delmtre, Gerstman,
and Cooper, 1956). Observations like this are important to the successful
construction of stylized formant patterns. But we object Lo the assumption
that such stylized patterns, produced through mechanical methods, can
be used to provide information about the acoustic characteristics of
actual speech,  After a review of the data we recently gencrated, however,
we are able to make a conclusion ibout the function of onglide duration in
the determanation of w: (or, the duration of the onglide was not [ound to
be consistently ;_;rv;lt(,-—r for the phrasce with w than for the phrase without it,
For Speakcers Land % "no ax'" has the shourter onglicde, if we do not include
the duration of the pause, but tor Speaker & "no wax' is the shorter onglide
(Sve Figures 21 - 26), S0 the initial onglide of Speakers | and 5 tend to
validaie the Pattern Playback constructions ot shins Laboratorics: butt
the exinple of Spraker 2 makes it very difficutt for us to constder otial
onglide duvation measurcinent solution (or the identitication of W= U rule.

Haskins tends to define the chugiotesmetio s Gl speech by eveating
the judgen ent ol listeners Histening te th specch patierns Haskins produces
on the Pa'corn Playback. But the per-osion ol speech patterns does not
becessarily provide us with antormation anpont the vealiticos ol specch pro-
duction: our onglide duridion analysis ai the w phone indicates this,

PThe attermgt fo comprebend the o oeredie corrclate(s) of w s further
complicidod by the taot that we have rocerd D an exaomple ol initial Pwl
wWithout any apparent steady cotate:r i s o ooe wword will” nttered by
Speaker Soan the centonce "Wotl vou halp a7 (See Forare HE), U appears

i f'\\'j i Loas o ey o seocte v Gttt e en s ronent s and along
onchde e other oo Parther recearoh i nevdod to deteomuaee o which

oo hos dcbons ctcaly state ud e A0 0 o b o el L P efore oar work
ot rransiitohal o reoalion e fL e oo e pread vt conclusis o,
e vl:ll':ﬂ!n)’ it possable ek all cnecar e s e e by long
voevides while b ac o coitad cw Vs wce narned by Lonn Ltoadgs =stato s,

-
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