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ABSTRACT

The purpose of this study is to provide a theoretical basis for a

general purpose speech recognizer. The research has focused upon the

nature of normal speech, which can be distinguished from discrete

articulation by the continuous movement (in normal speech) of articulators

from one position to another; as a result, sounds in continuous speech

are more likely to modify the production o1 surrounding sounds than

they are in discrete speech.

Assuminrg that, according to the ergodic theory, sound changes

occurring in everyday speech reflect and repeat the changes which have

occuxrcd in the hiotorical development of language (because the physical

modes of speech production are the same), linguistic examples and

theories o1 sound change were studied. From this study, a body of rules

for sound change or euphonic combination was derived and their applicability

to the English language tested. These rules represent an error-correcting

code to restore omitted or indefinite word boundaries and/or to restore the

orthographic phone classes which are altered il continuous speech.

The study required the evaluation of existing research and theories,

as well as the generation of sonic original data, the latter conoisting of

high-quality recordings of continuous speech samples. Both original data

In'd previously published data were subjected to acoustic analysis of

Minute portions of the speech waveform. Thse necasurements both

suggested and justified a principle of segmenting speech, to be used in

conjunction with thc representations of speech sounds inl the multidimensional

model (according to the degree of frecdonm in various dimensions of their

production), and the above mentioned error correcting code, to delineate

a new conception of a goneriral Purpos reccognizc'r.
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PREFACE

r In order to provide a theoretical basis for a general purpose
recognizer, we have investigated the possibility of organizing the
information available on the various aspects of speech into a
multidimensional model, based upon genetive linguistic, phonetic, and
acoustic considerations. We have thus attempted to establish an
orderly method for representing speech sounds. This orderly method
is unique, we believe, for while it can readily be used to describe
the sounds that occur in carefully and discretely articulated speech,
it can also provide a basis for a recognition program for imperfectly
articulated continuous speech. For example, the recognition of
bet you (bechyou) in continuous speech utilized information which is
similar to that previously known: the representation of be and the
representation of chew . It is our rules of euphonic combination which
bridge the gap between what was previously known about discrete speech
(be and chew ) and what we have discovered about continuous speech
(bechyou ), by indicating that such a modification of discrete speech is
likely to occur in continuous speech.

Instead of undertaking the formidable task of examlining vast
samplings of continuous speech, we have constructed our model on the
basis of existing literature. The physical basis of articulation has been
and is currently being investigated thoroughly by othlr researchers.
For the most part, our expianations of the ph/ysical production of
sounds concur with widely-accepted descriplions: our une, vXc'ltioli

(and thus our major contribution) to this description is our eumphasis
on the disti.ictdve nature of continuous speech. Existing theories suggest
that normal speech can be red iced to its scientific essentials by studying
the production fu individual sounds, and then combining sounds in an
additive fashion. That is, by forcing air through the articulators,
soulnd jis produced;t changing the pOe;itl on of the urticulatorsi ChIanges

the acoustic properties of the sound. Thus for iach arrangement of the
articulators by a particular p1 rson, there corresponds a1 sound of
reasonably distinct ao oust ic prope rt is.

We Contenia, however, that one cannot oe rely use (Ihe soni (of' U
sequence of separately - prodtved sounds to describe what happens in
normal or continuous speech. For speech does not consist si-re, ly of

placing the articulators in a position which is fixed for a particular
sound, and forcing air through them, one breath for each sound. Instead,
the air is forced through continuously, and the articulators are constantly
moving from one position to another, making a continuous flow of
sounds. It is then important to ro cognizc that in continuous speech,

-i-
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sounds can easily modify surrounding sound, so that the waveform of
a sound produced in continuous speech can differ significantly from the
waveform of that sound pronounced in isolation. In continuous speech,

sounds can be eliminated, added, added together or substituted for

one another.

Thus the mxatter of articulation, when applied to continuous
speech is intimately connected with the phenomenon of sound change.
It is on this basis that we undertook an historical survey of sound
changc in various Indo-European languages, which utilize the same
physical modes of production. This study is presented in Sections i - 3

of this re port. From this body of linguistic research, we collected

several hundred tentative "rules" of sound change, assuming, by
analogy with the Ergodic theory of physics, that all the sound changes
which have occurred in the historical development of languages are

being duplicated today, at a particular moment in a given language.
We do not, however, accept such "rules" as final, until their occurrence
in mrodernday English has becen substantiated by examining samplhs uf

icutinious speech.

Phonetic analysis is a tool of the linguist, and can be used only
to ascertain how ( ontinuous speech is perceived by the human ear
(i. e. %A hether or not words actually do or do not contain the sounds

indicatted in their orthography). As such, however, it provides a

worth bhiIc indicator of the acoustic discrepancies which may occur in
c'niliiliiotis speech,

Thu final aicalysis and criterion must be acoMstic, howCVtr, for
ii 4S I;." ;Li )uSti wV;t, 'f,!'tll which tilccit Ii" understood by a spcich
't.- r. ',ir this ri ai,,, Sti-L,,ii ,I ol this report, which presents

,i %'ut:c .dt-lc:c. to Ju tify ou-,,r Lreatctiint of speec-h information, might
I1) ct'lslicdit'V(d an I . sUscrtial contribution cOf this study.

Our work in tiis study has bee n litnitcd to examining the chacrc-
t'risties of't Lhose sounds usually classified as consonants. (We (10,

c.., t�ial, sev(eraL gnceral obsc.rvytttoins andi recoolcllccedations about
%owul I11 :cticetuit, alti1icigh theO vowels ai,.rc not studied in depth. ) In

scckiici ic pro, idc ut o'dterly oleans tAf ripi)l'esentitlg nso ciStlant.s, We, ha;vC
i,'chcid ,•c ird. oajor ilnclusions: (I ) thi character of a given coll-
"',mitl - its plct icc cinllllcct of tr irticilLttioct, and thus its acoustic repre-

si1ntatiln - changes a icmnitring to the sound which precedes or follows it.
(2) Var this scason, so-called "conuso.:nant clusters" should be treated
as uiciqu, t ilit s. tilt as ttic addition of two or more fixed sounds.

(This is, aiipliifid in our discussion onl sc.giintatcon in Section 4. ) (1) If

''n;'n it ll usters ar''. trctattid iS Spcial C 1' Sonallnts, theci sp!. Ih iCall htC

-ii-



divided into segments consisting of "cons onant-vowel" combinations,
including the onglide and offglide transitions to make recognition
more precise.

The multidimensional model for speech recognition is thus an
ordered manner of representing the various classes of consonants in
such a way that a shift or drift of consonants to another class can be
accounted for. The body of rules of sound change or Euphonic
Combination, as we shall show, can be represented in symbolic form
suitable for computer programming. Our model plus the rules of
euphonic combination Uindiwepresents an error-correcting code for
speech recognition. For since the same degrees of freedom exist -
within the realm of physical possibility and necessity - we can predict
the mistakes which may occur. We are thus operating by analogy with
the Ergodic theory of physics, rather than following the hypothetical
.onstructs of linguistics, which are at times contradictory and often
unorganized.

Furthermore, our work has suggested segments which are
better suited for recognition by the perceiver than either phonemes or
words. And finally, our work has indicated the importance of
including such aspects of speech as intensity and duration as consider-
ations necessary for the segmentation of speech. Additional research
in these areas seems advisable.

It may be noticed that certain of the concepts presented in
this report will be familiar to the reader. We incLude such information
for several reasons:

1) to state a coninion background and to provide information for
those readers not specializing in any one of thesc aspects.

Z) to provide detailed descriptions of our assumptions and thus
to indicate the extent of applicability of our ,rotinh , and our
results.

3) to order information which has been previously available
from various sources, but which has never been presented
in an organized forni in tie puI Mished literature.

4) to describe and to explain our method of ordering sounds, and
to justify our positioning of sounds in thel multidimensional
mnoderl.

5) to ascertain that the just critics can find constructive apecpts
and that professional critics can be credited with juistifiable
ci omi cuits.

-iii-



The individual treatment of the work done by western linguists,

of sound change, of the concept of the multidimensional model,
and of the acoustic evidence substantiating this concept has necessitated

a certain amount of repetition; such repetition is necessary for the sake

of clarity. In order to organize and consider all the necessary aspects

of speech, we have been denied a study in depth of several areas where

such study seems advisable. Our thoroughness has been to include all

aspects, rather than to examine certain of these aspects in great detail.

Furthermore, a historic review was necessary for several reasons:

(1) To point out difficulties of definition which have confused

previous research in this field. One serious example of

unclear definition is the historic use of the term "phoneme.

(2) To place our work in perspective with contemporaries, and

to clarify the stand taken in other published work.

(3) To evaluate which concepts in the published literature were

irrelevant, and to determine which of these concepts could be

adapted to suit our present needs.

Finally, qualifications of certain other aspects of our researc h

must be touched upon.

While place and mannerr of articulation are used in defining

phones, the acoustic waveforms are not said to depend on tLesce aspects

alone ; this is recognized by our CV ordering of related aspects. The

principal reason for their consistent use is the need for ordering
inf 'rination about phone combination which is available in linguistic
literature where such nontcnclature originated.

Our study introduces the itportance of prosodic features of

spreehI, sueC as duration and intensity, which have been too often
ignored in work on automatic speech ree ognition, and whlit't are not

ever considered distinctive fealurea when they actually do provide new
ditLircntia, as in balim and bomib.

The role of pitch, intensity, ttime nort)alizatiotn, etc., is It ft

in a thtoretical state pri marily bCae ttC of the need for depth studies
in eacit of tiecse areas for additional discus-sion. Moreoveur, tile
available information defines the situatioun only to the degre of

justifying thitir inclusion as diotensions in the model.

It is worth noting, finally, that the, resuits of a recenct study,

"Dinttsions of Perception of Gonsontants'' was published by Robert
W. Rete rs in tit, Dccc tuber, 1963 Journal of the Acoustecal Societyof

Anterica (35;1, 3pp. 1985 - 9). In analyzin t the psyc hological ''distance"
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between consonants, it was reported that certain dimensions could
be ordered according to their importance in identifying consonants:
nmanner of articulation was judged the most important dinmension, followed
by voicing, and then place of articulation, in that order.

We agree that these dimensions are important and necessary to
the identification of consonants; indeed, these dimensions are included
as the major criteria for categorization in eac', plane of our multidimen-
sional model,

Section I of this report reviews the linguistic problems involved
in a study such as this; Section 4 outlines the form of the Multidimensional
Model; Sectinn 3 considers sound changes derived fromn our linguistic
phonetic and genittive rc:rch in Iarms of the model. It is in Section 3
(and Appendix I-H) that we propose a body of rules for euphonic comn-
bination in continuous speech.

Section 4 prescnts the acoustic data - the inleasureniients mnadte on
portions of the speech waveformn in urder to test the validity of our approach.

Section 5 suggests a method of segmenting continuous Speech into
units which, when used in combination with gil stor'ed rules for euphonic
combination, are suitable for computer p)rocessing. In that section
we also perform a cursory examination of the frequency of occurrence
for various rules of euphonic coninbination, and explore various techninCJnS
of computer formatting which could be used to natch centinuous
sp(ýceh to orthograplchi Sc ript.
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MULTIDIMENSIONAL MODEL FOR AUTOMATIC SPEECH RECOGNITION

BY

B3. V. BHIMANIM

SECTION 1

LINGUISTIC ASPECTS OF SPEECH

GENERAL PROBLEMS OF AUTOMATIC SPEECH RECOGNITION

Thle basic purpose of this study is to define an orderly set of rela-
tionshtips that exist betweon speech patterns as they arc physically produccel
and the sound of speech as it is perceived by humnan and m--echanical means.
It is our thesis that the sounds of hum-an speech are not random phienomk-ena,
arbitrarily measured. Rather, there is a direct connection between the
way speech is produced within the physical limits of choice available, and
the sounds that the speaker procloWc s. As a theoretical and p: actical aid
in analysing the related dlata of phionetine comnbi nation and acOen stic al pucyeeption
we introduce the1 cone ep)t Of a tittilti -dimtco sional nodelI organized according
to the, physical f reeCdulIs a speaker may CRC ret S iii articulating hiis sounds
and thiiir lot erac tion with each other.

Our study, it should be emilihasi zeti, repre seats botli a s yntlt ics5 of
past works in phionetics, lingo~istiC: s and acoustiCS and thel first gene cal

Out1 ine of wsliat bus benstudiedc, whiat is rue evant, anad Nv~itut is tie eded ilt
thIe broad fie-ld of specce I recognition. Tlii work of c onAt elopearies in inv es -
ligating plietuotticits of ac etistics ofe sptc Ici is ciii) ide ri.d its it rid tils toi our

It, omnbinisng suchi data we do t)ot alssert, tini sjIeC1 Cc cn lie cli' ined
anti nilasitred acc;ording to rigid rileos of plionctic eoibli naitin. Katiti'r
our probltetm is the rid ath vi freedoti1 Wit indliv ideal 51 tikt'r hats to C ary

tin' sound of hIsl wot'ds anld still make thecm recogtti zabll to the lemnin týat.
A model for speecht rec(ognitioti IoIS it ave cuitigOIOn s uomtprilonsi%,v enouitc
to ilictitch the(se. \itiiations. It is particUlatrly for- this reasiut thactt weV nest
Study the ph1ysicalt cauIses Of siUClt var-iations, intl SOhaseI iisiosIn unlits
wh~ich1 Will iLlliO~ thle greatest poissible' freeýdom i.n ittittifying related antd
111i t-i l t C tt d ptti

As an aidu to itnfcrstanctinit ttutis aiproitt-ui wI' iiiilitlt first I rt'xii'w
tOf tlb l)ii stor1y Of lpltOnL'tic S and pheonemoin s. A ge to'rat backg roeund for onur
coinc'eitts is providecd aclso by tit' chlart" MuiI cstrati ag thle inicrau'tiomt of seev-
evral of otmr dliimetnsiuns, thet gt'ntral di Lsbisiomt of thec divisittus whlichi out'
tiodel make-s and 0hk' rc'tWisis for tmikitng 0iunt; indtlit specli ti anatlyst.'s
of the prtbititnis iiilvt'tl(ý ill Classitfiyitng tinditoittstring t-act liof tlici tlitnc'tiions--
naiannr of artliiLltlititi~, pilace of artiic-ilatitini, rt'Suiiti-e C. VoxVel , cl~iir;Ltiiut
iiito'tility. anti friclctiteite.



In this discussion we have constantly related our formulation
of how speech is produced to the ways of measuring speech percep-
tion, ranging from the human ear to spectral analyses and time-anxpli-
tL. dE waVeforms. Thus adequately outlined our formulation provides
the basis for more detailed analysis of the problems involved in both
its theoretical concepts and in its possible application in a practical
field such as the mechanical development of a general purpose speech
transcriber.

One of the basic problems in building an automatic speech
recognizer is to decide what units the machine should recognize. We
can choose between larger: units, such as words and smaller units, such
as sounds. When we consider the fact that the English language has
several hundred thousand words, it seems impractical to build a word-
recognizer. Once we have made the decision to build a sound-recognizer,
we must decide how it will recognize sounds, It has been suggested that
an automatic speech recognizer should be a phoneme recognizer, We do
not agree with this suggestion, but before we can give our reasons, we
must first discuss the meaning of "phoneme.

The word "phoneme" is currently used with at least two different
meanings. Sometimes it is a synomnyin for "speech sound" and sometimes
it refers to a class of speech sounds. It is primarily linguists who use
the word in the latter sense, and since they do not always explain the term,
it is frequently difficult for those who have not read widely in this field
to follow the fine points of their discussions.

In this section we will describe the linguist's use of the word "phonenme"
and the concepts which undlerlie it, The diSCuSSiOn will begin with a brief
history of how the concepts vvolved and a desesription of some currvrntlv-
held theories about phonemes. We will next Cl,!scril)e the teechniques of
phonenlic analysis. Finally we will discuss the relevance of the phoneme
In autoniatic speech receonition and explain why wv think seorne other sound
unit should be used for the machine,

I. IIISTORY AND DESCRIPTION OF PHIONEMIC '11111ORY

Linguistics as an MicadeUic i disgcipline bigan in the early part of
the nine'toelnth century wvith the discovcrv that there were' regular sound
corie spondienc, is betwe en the Gcrmmnini languages, sue In as FngLish and other
rneniiibers of tle lndo.-European group, such as Sanskrit, Gre ek, and Latin.
These c or 'esponde ncus wutr c of the type, latin 1p correspends to ,onglish f,
Latin t corrspondb to .ngli sh thi, Latin e (pronouncied k) corres ponds to
English h. Some, words illustrating these corresp)ond(,ntcs kL'C:
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Latin pater English father

Latin tu English thou

Latin tres English three

Latin centum English hundred

The linguists who discovered these correspondences explained them
with the theory that most of the languages of Europe and many of the lang-

uages of Asia are descended from one single language which was spoken
at some time in prehistory. This language was given the name Proto-
Indo-European. Since it was spoken in prehistory all our knowledge of it

comes from comparing the languages dcscended from it.

In comparing these languages to decide whether the Proto-Indo-

European word for three began with t or th , the linguists concluded that
the t is original and the th an innovation, because only the Germanic lan-
guages have th . (At present, only two of the Germanic languages have th
but we know from written records that the others had it earlier.

The discovery that these sound changes had taken place was impor-

tant not only .or an understanding of language relationships, but also for
an understanding of phonetics. p, t, and k are phonetically similar; they are
all voiceh sis stoips . , .h , and h are also phoneti cally sinlilar; they are all
v\ictless continuants. This Means that the prucess viii reby 1p becamei I was
identical with the process whereby t became .tii lsd k 1 ec anse Ii. This suggests

that the sounds of a language operate as a system, rather than independently
of each other.

There are two other imtportant sets Of sotUnd-c amanges ijiweeI lPrOitio-
Ibndo-louropan and early Germanic . They are illustrat(id by the following

woird .s
iLatin Cum !d;uo! ti;h.i.

Latin id English it

Sanskrit dhcia E'nglish tin

TliWsi corrisponldeiCites sit' soniIimariZed by lIII statit'itenits that 1it1' Proto-
Indo-]uropean voiced unaspirated sMuos i1 ,b, and p becaitam thi Ge rlnianic

voiceltss stops 1), p, and k and that thmt Psroto-iT(io-ltruro])can voiced
aspirated Steps ibh, tdl, and g_ bccaoiee the Goerooanim \'tuit ed stops h, d, amid
g or aspirants j, j_ and j. (The exact nature of these sounds is not
clear becausi' lie Germanic langiuiages have tmale various Sound ehiatges siltC'e
then. It is true, however, that Sanskrit dim usually corresponds to modern

Englishi d1). Again, similar soutds underwent similar changes.
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The discovery of these sound-correspondences gave the impetus for
further research into the sound-correspondences among the Indo-European
languages. All of the languages descended from Proto-Indo-European had
made some sound changes, and the scholars' problem was to reconstruct
the original language.

In comparing words to discover sound-correspondences, the scholars
never knowingly compared words which one language had borrowed from
another. Whenever such words were included, the results disagreed with
the correspondences discovered by other comparisons. There are many

words besides pater and father which show that Latin p corresponds to
English f, but the English word paternal appears to show that Latin p
corresponds to English p. The explanation is that paternal is borrowed from
Latin, and therefore should not be used to discover the sound correspondence
between English and Latin. The task of establishing the correspondences
was complicated by the presence of loan-words which were not recognized as
such, and by the fact that some languages had undergone many sound changes,
and some of the later changes obscured the effects of the earlier ones.

There were three types of sound-change which these early nineteenth
century linguists recognized; conditioned, unconditioned, and sporadic.
A sound change which had taken place only under certain circumstances was
a conditioned change. Proto-Indo-European t became Fnglish th everywhere
except where another spirant or sibilant preceded it. Thus the t in Latin
tu corresponds to the th in English thou, but the t in Latin sto corresponds
to thue I in English stand . A sound change which takes place under any
c irCulnstancee is an one-onditioned sound change. Proto-Indo-Europearn
o became a in the Germanic languages in all positions. Latin toga goes
back to the same P-roto-lIndo-lEuropean word as English thatch; the word
probably had the original titanitng of a covvring. Thu third type of sound
change which the early nineteenth century linguists considered important

was sporadic sound change. As the name imtplies, this type of sound change
was described as rnot subject to any rules.

In 1876, the idea of spitradic sound chllage was attacked by a group
of HcLhulalrs who .lititailnCd Lthrt all sound chaltge was regular, ihat is to

say, all sound t hang es cotl.d i)e divided into two i rottps, those which were
uIconditionmed arid tthose for which the conditions could be clharly stated, if
all i)C, ssary data were available. This Iheotry was an innovation treatise

ILI) to that time lte most wiclrspread view about sound change was that each

word hlad it,: own history; the new IIIteory suggested that each sound had-its
own history. This theory not only IraQ1 irmiitediate applications Lt tIre probhlms

of reconstructing P roto-Indo-European buti it also had a long-range effect
on all later theeries about how sounds functiottn i language.

At about the same time thai the theory of regirlar sound change was
finding acceptance, lingUlsiS also began to take interest in the fact that the
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sounds used in human speech showed much more variety than anyone
had given them credit for. The impetus for this came from the dialect
geographers, who were making maps of regions or even whole countries

which showed just how the speech of the people in each village differed
from that of the people in the adjacent village. Once they became aware
of the great phonetic variety, the linguists began making phonetic trans-
criptions which faithfully recorded every variation they could hear. This
approach became the standard practice, and since it is true that no two
speech events by the same speaker are absolutely identical and many of the
differences are great enough to be audible, it became common to indicate
in the transcription that a given individual's utterance of the word "cat"
on Monday differed slightly from his utterance of the same word on
Wednesday.

There was another reason for variations in phonetic transcriptions,
although most of the phoneticians of that time did not realize it. No hu.,man
being, however carefully trained, can function as an automatic transcribing
machine. The listener shows variations just as the speaker does. On one
day a sound might seem to be the vowel of bet somewhat lowered, and on
the next day it might seem to be the vowel of bat somewhat raised. The
situation is not improved by training the linguist to hear seven different
steps along the continuum from high vowel to low. Instead of transcribing
a sound as a low 1 one day and a highij] another day, the linguist trans-
cribe s it as a vowel of the fourth highes step on one day and the filth
highest on another. It is true that some linguists are almost perfectly
consistent in their transcriptions, but this consistency appears to be an
inborn gift rather than something which can be taught.

The extrioialy detailed transcriptions producted by attempting
phonetic acCcuracy Were not vaby iu Work with. While it was true that

the word "Cat" was neVer prnouonOe (1 Uxactly tice saImeC Way twice, it wvis
also true that it was always recognizable as "cat" and not confus8(1d with
"hat' 1 cr'

1
'ci I" or ''ct " It b1.e c tlear that somne phonetic differences

played an importaint roie in a giw vn language while others were rrrelevant.
With this rCaliZation ca1ne, tHie iLed for terilcinology which, would ziake it

easy to talk about the dibsitfi(u ti bitweon relevant and irrelevant diffe rcones.
It was at this point hhat the word "phozienie''" caMie into c01on1rc1ci Use, to refer
to a group of sounds, differnenCes atllollg whit-h vt-.,re irr'levent.

Although it has beenc widely used for about forty years, there is
still no agritninent on preeis ely how to definc the torni "phoneme. b This
is not to say that no dcficit ions htivi been proposed; there have been niany
definitions and cnccI cis tcussion, bitt tihey have not let to unanilcity.



The different definitions of the phoneme which have been proposed
fall into four main groups. Those of the first say that the phoneme

is a psychological entity; it is a physical entity to those of the second;

and it is both a physical and a psychological entity to those of the third;
whereas those of the fourth say that phoneme is a class of sounds, but

they do not ascribe physical or psychological reality to this class. The
linguists who subscribe to definitions of the fourth type do not flatly

state that the phoneme has no physical or psychological reality; they
say that there is not sufficient proof on this point, and until proof is

forthcoming, it is better not to make unnecessary assumptions.

It should be noted that although there is disagreement on how to

define the phoneme, it is possible and even common for linguists who
define it differently to arrive at the sanme phonemic analysis of a given

set of data. This is because the techniques of phonemic analysis are
quite similar, no matter what it is that the linguist thinks he is analyzing.

This is not to say that all phonemic analyses of the same body of

data will be the same; they will not be. However, the differences cannot

be wholly attributed to differeceis iii phonemic Lheory. Yuen-Rllen Chao
gives the following list of criteria which are used for phonemic analysis

(Chao, 1934).
(I) phonetic accuracy, or smallness of range of phonemes

(Z) simplicily or symnictry of phonetic pattern for the

whole language

(3) par simoiny in the total wn blc r of phle3nenICs

(4) regard for the feeling of' the native speiaker

(5) regard for etymology

(6) Mutual exClusivt'tss between iii0W1pm1e8

(7) syinlliielc rcversibility (that is to say, given any phoncniic

syimbol ill at language, the range, of soutnds it represents
is determined'-f; given any sonod in the languige, itS

phommnic symbol is dete rmilnd).

Chliao point S out that different linguists don't attac h1 the blalii weight to

tIhse creeria. SOOlei, of the critcria such Iis (5) are especially timportant

to Iliose who define the phne t alsIS a pa sychological enlity; SOuie, such as

(I ). ;irt especially iumi)ortant to those who defil•e the lphonemlle as a physical

cntily. There arc othcrs, howce'cr, such as (6) which are not weighted by
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one or another of the four definitions listed, This means that differences
in analysis of the same data arise from different definitions of the phon-
eme and from different criteria of phonemic analysis.

II, TECHNIQUES OF PHONEMIC ANALYSIS

Despite the disagreement about defining the phoneme and about
the criteria for phonemic analysis, most linguists use similar procedures
when making a phonemic analysis, and they come up with similar results.
The first step in phonemic analysis is to make a phonetic transcription,
but there is a problem c.nnected with this.

As the linguist listens carefully to a native speaker. there seems
to be an enormous number of different sounds. Since he knows that it
is highly unlikely that two speech sounds will be physically identical
he is not surprised at the number of differences he hears but it poses
a serious problem in transcribing and analyzing the utterances. The
customary solution is for the linguist to note only those differences which
he can analyze. This means that he uses the same symbol to transcribe
two sounds which he knows are different, Since they are different, they
cannot be called the same sound, but it is convenient to have some term
to refer to all sounds which are transcribed with the same symbol, We
shall use the term phone class . It should be noted that the phone classes

f one linguist will not necessarily coincide with those of another. The
number and extent of the phone classes of any linguist depend on his
training, on his inborn ability to analyze sound differences, and differences
that are relevant in his native language.

Ij a linguist transcribes very few phone classes because he can
analyse few differences, he may have difficulty making a phonemic
analysis. If he places two sounds with relevant (phonemic) differences
in the same phone class, he is in trouble. It is essential for phonemic
analysis that all sounds which are phonemically different shall have
different phonetic transcriptions, It is for this reason that the lingiluit
notes all the differences he can analyze; he does not know which are
phonennic and which are not.

There are two types of non-phonemic variation. One type results
from the fact that two speech sounds are almost never physically identical.
T'lle variations of this type are minor. The second type r•e•ults, fr'om the
fact that it is common in language for a phoneme to have quite different
phonetic realizations in different environments; these arc called ailo-
phones. In English the k of key is different from the k of coo, although
they both belong to the /k/ phoneme. The k of key has its place of
articulation at the front part of the /k/ range, because the following
vowel is a front one. The k of coo has its place of articulation at the
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back part of the /k/ range, because the following vowel is a back one.
These two N is belong to the same phoneme in English because they
are phonetically similar and do not contrast. There are no minimal
pairs identical except that one word has the [k] of key where the other
has the [11 of coo. In Rumanian, however, these iNvo CK] Is belong to
different phonemes, and there is at least one minimal pair, identical
in every respect except that one word has the front ti] where the other
has the back [k] , The words are cu 'with' and chiu 'cry'. The letter
c is used to spell the front [k] .

In Appendix A we analyze a small amount of phonetic data; this
is to show how a linguist decides which differences are phonemic and
which are non-phonenmic. As Appendix A shows, the Vietnamese LkJ
and [p] alternate according to the adjacent vowel, just as the two a] Is

do in English. In another language which has these two sounds, they may
belong to different phonemes. We cannot predict these matters from one
language to another. The phoneme is a structural unit of language, and
the phonetic shape of each phoneme must be determined for each language.

In this section we have described how sounds function in relation
to language; we shall next consider briefly the question of how an auto-
matic speech recognizer should function in relation to speech sounds.
Any design for an automatic speech recognizer must, first, be feasible from
the engineering point of view, and, second, must distinguish between all
utterances which are different in the language being analyzed. It should
be noted that the second condition states only that a speech recognizer
should distinguish between all different utterances; we do not stipulate
that it must ignore non-phoneme differences. We doubt that it is practical
to build a phoneme recognizer.

Phonemic analyses are made by human beings with all the
resourcefulness of the human brain. No one knows how the brain
works, but we do know that it is th, most effircient self-adjusting mechanismn
in the world. Speech takes advantage of this fact by requiring listeners
to ignore some details and concentrate on others. The problem in auto-
rmatic speech recognition is that we do not know how to build a machine
that is equally self-adjusting. A human being, hearing a specific sound
feature, can decide whether it is important and should be noted or it is
irrelevant and should be ignored. In other words, he can decide, as
each sound segment occurs, which aspects he should pay attention to
and which he should ignore. He may pay attention to a feature in one
context and ignore it in another. A mnachine could do this only if it were
given a precise description of the circumstances under which the feature
should be noted cr ignored. If we give a machine such a. description
(assuming that such a description is possible), we render it incapable
of making any adjustment whatever for the assimilations which occur
when one sound follows another. If we do not tell it to ignore certain
features under certain circumstances, then the number of different sounds
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which it recognizes will be greater than the number of different sounds
which a native speaker of the language needs to recognize. However, given
the choice between a machine which is not flexible and one which makes
some distinctions which are non-phonemic and perhaps "unnecessary", the
authors at present believe that the machine which perceives non-phonemic

distinctions is to be preferred,

In all languages, there are some phonetic variations which are the
result of one sound influencing a nearby sound. Some of these occur
every time, and thus they are predictable; others occur at some times and

not at other times, and thus they are not predictable. The front rkJ of

key is predictable; it always occurs before front vowels. The voiceless
dental stop [TI which sometimes replaces the English voiceless dental
spirant [E] (as in thin) is not predictable. The phrase with care is
pronounced sometimes with EPJ at the end of with and sometimes with
"L"] . Since we cannot give a machine a precise rule about the substitution

of L7J]forýpj. the solution is to let the machine recognize['r']as a separate
entity. When it fails to find [Wit] in its dictionary, it will check with the

orderA set of sounds (described in the following sections), note ihat[tIr
is only one leaf removed from EPI , and decide that the work in question

is with.

SkThus, although in Vietnamese (see Appendix A for details) rki
and L•pjare considered in at least one analysis to be phonemically the sanie,
we will not require an automatic speech recognizer to recognize them as

the sakre sound. We require that the machine distinguish betwCeen ffnal rp]
and I p. because the language contains the words Etnop] and Ltftuop)which
must be distinguished. But this is our only stipulation about the recognition

of final stop consonants in this language. We need not instruct the machine
to note the it closures of r' [b i r t .

We propose, in general, that the Lmachine recognize sound segments

as a linguist recognizes "phone classes" in analyzing an unknown language.
These basic machine acoustic segments will be further described in

Sections 4 and 5; for the present it is suf'icient to vinlhasize that thesx
suegmonts will he designed to distinguish non-pIhoozioe di(feren ces, such
as ki and ko nientioned above.

We propose, then, that the jnachine recognize phone classes as
the linguist does when he is analyzing :a new language. These phone classes
will not necessarily coincide with thixse that any linguist would use, any

more than the phone classes of one linguist necessarily coincide with those

of another. The machine will probably have more phone classes than most

linguists. It will also have a conplete dictionary of tl, language, written

in its phonetic script. Whenever it receives a word which is not ii its
dictionary, ii will refer back to its rules and to the matrix to determine
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what sound-substitution has taken place.

There is an added advantage to having the machine recognize phone
classes. We can switch it from one language to another by giving it another
dictionary and set of rules. The phone classes it recognizes will remain
the same. By designing a phone class recognizer we achieve a flexibility
and reliability which, although they do not match those of the human brain,
are considerably greater than those which could he achieved by a phonenme
recognizer.
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SECTION 2: GENERAL DISCUSSION OF THE MULTIDIMENSIONAL MODEL

INTRODUCTION

The purpose of the model is an orderly presentation and analysis
of the phenomena of human speech. in effect we are trying to represent

how the different freedoms which every speaker has in shaping the
sounds of his words can be classified to allow for the possibilities of
individual sound variations, then presented in a regular order so that
they may easily be interpreted by humnan or mechanical means.

In articulating a sound the individual speaker has a number of
freedoms in its production. On the other hand, he is limited to a given
combination- of influences he may use at any one tine. By identifying the
major sources of physical action which a speaker may use to produce
a sound, then studying their influence upon each other, we c ome to an
orderly formulation of how speech is produced.

In our model each, dimension signifies an independenL chvicc
which a spe aker makes in uttC ring a sound or a ph rase. Hie has the
freedoni to choose where he will place his tongue iln his 11Uoth when
uttering a sound (jilacue of articulation); how he will lMovte his tmguo and

lips to shape tie sound (manner of articuLation); and whether to use only
his 5Ilouth as an echo c hanmber or whether to add the vocal flaps and the
ciaaln0 palssages (resonanece); in pronouncing vowels; inorcover, a s peaker
inlat dccide how to n1oseu his c lic'k and jaw boosclos, thereby de-termining
which vowel he, is ontniticig.

In addition to the!Se' physical mneans of producing speech a speaker

May USL subtle variations of ciplilsits. They iltlhidle hoAw 'long to take ill

prolUotncilng al sound (dul'ationl); what sttInCIs to stress (ilntCnsity); and
where to vary pitch for emnphcasis (frequency); suech freedonis qualify as

diluiensiolls particularly be•kcause they ('all aut as indelpendent agents inl
clo0(lifyillg tce a(olustic wavforucs of somec h. Moreover, they represent
aL speial type of (idJifioeatioln conveniently stUdi' in a a separate category.

Hlaving provide~d a franl'work for analyzinig speech patterns, we
fa'ce two further tasks, discossed with each dilclension. Tlle fi ral is

to aeoit' llt ;or variations of (hoice thact occur ill onrlnal spetch -- it is
at tautology for instance that ain individual scldomu p[ronounvlt's a word

identically twice iii a row, iir di) alny two ipuolph pronounce the saonic
word exa t ty alahe,,. While- furnidshing classifie.atinns atdapt able .,noiuph to
c(over such variations, however, we cultist always keep in sight our main
objut eiv - -- that Scluch a 110(d l Wib. - to- ht Ic edveloped for practieal Use.
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To accomplish both ends the following discussion constantly relates the
work of measuring speech phonetically to the equally important task of
processing speech patterns by mechanical means.

I. DISCUSSION OF THE DIMENSIONS

Appendix B shows a chart showing the interaction of several
separate dimensions of our model. The horizontal axis showed how a
certain sound might be heard when pronounced at the same place in the
mouth but given different resonances. The vertical axis showed the effect
different positions of the tongue (place of articulation) would produce
within the same resonance, Below the first chart we have indicated on
a separate chart how use of the tongue in a given position can further
modify a sound (manner of articulation),

All the sounds indicated on the front plane are sounds we define
as consonants, (For the satke of clarity the consonants on the front plan(!

are represented on separate leaves, which correspond to the consonant
classes -- stop, nasal, sibilant, affricate, etc. ) These sounds, however,
are further modified by vowels that follow the consonants. An open a,
for examrple, will modify almost every preceding consonant shown On the
front chart. For this reason we have indicated on the v axis a series of
planes showing the sounds of consonants as they are heard when articulated
with given vowel sounds: k becomes ku, ka, ko; g becomes gu, ga, go,

etc.

Only a few dinien sions are shown on our charts, it should be
noted, and these primarily as an illustration of how the separate dinienl-
sions can be related to each other for nac'hine identification. Each
of the following dimensione;, however, r;pr)1esints an independent
method by which the souods of a voice may be varied; ('very such categ-
ory m-ust b,, studie.,d separately und given :;peciai trcat±.cm i ti;,I'
conist'ruction of o0r' modei.

I-laving illustrated how the intera( tiou of the sepazate diiiension s
cooi be reprusuetied, we (llay torln to a miore spe(cifiC eXoLlolluatioln of heow
the somnds thus gral)phd 'tore ph ysically produced and how tLey can then
be turi:d into signals that a machine can classify. This we will do in
our following discussion of the dimensions.

A. MANNER OF ARTICULATION, PLACE OF ARTtCULATION,
AND RESONANCE

M•anner of articulation, place of artic elation, and eoasonimcc drt
all physical modes through widch men can alter" tleir speech 80 that it
may p3roduce new info rlnation -bearing varieties of soond for the hunlian



ear. Equally important, these modes of change need to be measured
by mechanical means, thereby creating an opportunity for the trans-
cribing machine to recognize the same sounds as the human ear,

In this section, accordingly, we must give equal attention first
to the many physical ways of varying sounds for the human ear and then
to the limited number of ways a machine may record them. For machines
there are two principal ways that such sounds can be represented. The
first is spectral analysis of energy concentrations in the speech wave.
The second is timn-ainplitude plots of the changing shape of the sound-
wave that occurs in a given word.

In the subsection below sounds are classified according to their
similarity of physicaaioibducLioir (as indicated in the X-ray photographs).
Thev must then be measured according to their physical effect on the
facilities of a transcribing mrachi.ne (as indicated in the spectrograms
and time-aniplitude plots. )

The characteristic patterns of spectrographs and time-amplitude
plots are particularly important in helping the machine identify manner
of articulation: thus we include examples of both ineasurements as well
as illustrative X-ray photographs for most phone classes in subsection A.
Place of articulation, however, can be distinguished primarily by its

formant transitions to and from adjacent vowels. Thaee transitions arc
considered in our following treatment of vowels. For this reason we
have included only a few illustrative figures for place of articulation
and resonanice.

It ShOtt)d finally beC noted that the folluwing three topics aru
s9eparate dimensions. They are dintussed together for c onve oelic e
in relation to the preceding cti;irt showing their specific inturactirn
il helpirig otir nodeIl translate plijsical e urnmbinations of sOund into patterns
identifiable by a tnaiohini. (Sec Appi'ndix 11).

1. Mainier of ArtiC Ulatiori

The distingui siing characteristik of thi s dimiicnsion is how the
tongue and lips are used in pmrodrUcing a sonrd, T['he dirilension hali
five suhllii siotns. Tlmcs;( are pr, iCnlitLd i I the following 'chart, with

e•xaniples of the phones which fall into these subdivisions. Fur ,,a.li

example thl 01s1ua1 li:iglish spclling, the pholntic symbol and a word coni-

taiming thc soould are given.
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Manner of Articulation Example

Usual Spelling Phonetic Symbol Word Contain-

ing the example

(1) Stops p, d p, d pin, din

(2) Spirants f, th':' f, : fin, the

(3) Nasals n, ng* n, 7 sin, sing

(4) Sibilants Z, shO a, 5 zoo, she

(5) Affricates ch*, j c, j chin, join

(6) Laterals 1, 1 L, I dull, let

4, It should be noted that although two letters are needed to spell thi s

sound in Englislh, it is not two sounds, but one, This is what
phoneticians call a digraph.

The cllaracte'risties of (lhe subdivisions of this dicension are
dcscribed below:

(1) Stops: The stops have a comuplete closure somewhere in the
mouth fir a brief period, which results in an almost complete cessation
of sound. This cessation lasts about twcnly milliseconds. The velum

at the top of the throat closes; during the articulation of a stop, so
that no air escapes through Ihe nose.

Guonar leant (Acoustic 'hetory of Spuech Production , i. 186,
Figures 2. 6 - 8) presents X-rays of the side of the mouth: while the
stop b is being pronounced, the point of contact is identical with that

of the stop 1p, but the latthr is not voiced.

A tite-amoplitude plot of the b sound (Figure 1) shows energy
rpiesiit ewvn durinu closture. (This can also be detected in llse Lehiste

and Gordon Peterson, "Studies of Syllable NvC lei Z', page 54, spcjtrograte
of bit. ); this is one way a mnachltie might distinguish victld slops froin
voicelcss stops, because. theI!: is ni, e-nergy l)Vres(t (during closure ini

the case of voice'tless stops.

(2) Spirants : T'1'1e HpirantIs ale ltrtie Ilitoted by forming a C'onstrie-

tion in tihe but cal or Mouth ~tait y. in n lost e ases this constriction is
fori.ed by raising souie part o.f [ie tongue until iL ald1Ust touches the roof
of thle inouth or the upper tee[th. In the case of the labiodental spirants,
hiuwevcr, stch 1as f, or v, the constriction is forotcd by placiing the upper

teeth very close to the lower lip iLs in Ciunnar lantls X-ray tracing of f.
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(Acoustic Theory of Speech Production, p. 170, Figure 2. 6-1).

The velum is closed for the articulation of a spirant. Both the ,
spectrogram of v (Lehiste and Peterson, "Studies of Syllable Nuclei 2"
p. 10, spectrogram of veal), and the time amplitude plot of f. (Figure 2) -

reveal a characteristic presence of random energy which a machine
might identify.

(3) Nasals: Physically, nasals are articulated almost the same
as stops; the only difference is that for a nasal the velum rcmains open,
so that a stream of air escapes fromn the nose. Thus the articulation
for in (Fant, p. 140, Figure 2. 4-1), is the same as that for b (Fant,
p. 186.) except for the velum at the back of the mouth. Accoustically,
nasals differ from stops because there is no cessation of sound and no
sharp burst of air when the closure is released.

These differences might be easily identified by a machine
because nasalization creates an extra low-frequency fortnant on a
spectrogram in addition to the three forsmants normally present in con-
sonants and vowels (Lehiste and Peterson, p. 10, qpcctrogram of
"coin". ) The linte-aniplitude plot, moreover, shows the relatively
great intensity of low frequencies in nasal sounds, indicated by the
comparative regularity and wide spacing of the peaks and valleys
(Figure 3), although the peak radiated amitplitude of nasals is signifi-
cantly lower than that of many vowel sounds.

(4) Sibilants: The sibilanos arc like [tte spirants in that they
involve a constriction in the month, but the shape of the tongue is
different, and the characteristic sound is produced, not at the point
of constriktion, ' ut when the air which has rushicd through this Con-

striction hit0s the upper front teeth (Von E sscn, 1953, p. 73.)

As an illUstration of this diffe rente in pronunci ation we include
two palatograms of the spirant tic (Figure 4) and the sibilants s or Y,

(F'igure 5). Blaek areas represcnl close contact between the tonlgue an0d
the roof of the iuutlh, gray areas reprosent loose contact. '1The close
contact and narrow opening of spirants ats opposed to the loose contact
and diffused opening of thi sibilants is apparent. (For a dosc'ription of

how palatograins arc niode see Appendix G). Sibilants iare acousLtically
different fromi spirants ii that a sibilant has no energy below a certain

frequency, but very high random energy above that frequencm:y (as in tihn

spectrogram of sit, (Lehislc ;ind Pcetrson, p. 61, Spectrogram of sicaj)
while spirants have much lower randoci nenrgy spre.ýad throughout the
spectruai. Tiie -amplitude plots of li also reveal that sibilants have

energy at higher frequencies than spirants do. (FigUrc 6). (According to
Katherine S. Harris, 1953, sibilants also dilfer front spirants in that
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they can be identified in listener tests without the help of transitional

cues from the adjacent vowels, while spirants cannot be identified

without transitional cues).

(5) Affricates : Physically affricates are produced by releasing

the energy of a stop burst into the energy of a following sibilant. As the

mouth is in almost constant motion we omit a physical diagram of its

articulation; the reader can discover how affricates are formed by

noting the similarity between white shoes and why choose.

In measuring affricates mechanically, traditional phonetics

has assumed that the energy of the stop burst appears just at the

beginning of the forllowing sibilant. We have acoustic evidence,
however, that the major release of the stop energy occurs not at

the beginning of the sibilant, but in the middle of it. This can be

seen in the time-amplitude plot (Figure 7). Information from the time-

amplitude plot is more significant for our model than information from

the spectrogram in characterizing affricates, because spectrograms

are less able to record variations in sound-Aave intensity.

(6) Laterals: In the articulation of a lateral, such aLs 1, the

middle of the tongue is in firmi contact with the teeth or the roof of the

mouth, and the air stream escapes at the side of the tongue. It has

proved very difficult to give a clear acoustic description of 1; researchers

at Haskins Laboratories (0, Connor, Gerstman, Liberman, Delattru,
and Cooper, 1957) also report difficUltieC, in synthesizing it.

2. Pla:ce of Artic ulation

"lI'h place of articulation is that part of the bic al 'I(mouth)

Cavity which has the seealIest cross-secliol during the :articulation of

a specific sound. It is determined by the position of the articulators
(Ihh. lmilgiol, r 1- ilj ips) rathel--r than ho]'w f., ar , in, a give-n position.

In this study we will considtir six plalc es of articulation; these arc listed
in the following chart with examnples of the phones which fall into these

subdivisions. 'The heading' "Usual spelling' Feans Usual English sfeluing.

Place of ArtiC'ulation X I-Ixa1t1)1e
Usual Sp;lelling Phonetic Symbol \Vord Containing

th' lEXaMI) pI
(1) Guttural k c ("'hard''), k came

g('h±rd") g game

(2) Palatal shi shin

(3) Alveolar t, d t, 1 tin, din

(4) Dental th, th b, ::'thin, :thle

(5) Labiodental f, v f, f etar, veer

"(6) Labial ). In p, m peer, inure
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* It should be noted that thin and then do not have the same initial
sounds although they start with the same letters; also both words
have only one consonant before the vowel, although two letters
are needed to spell the consonant.

41) The Guttural Phones : Gutteral phones (i. e. speech sounds)
have the smallest cross section in the back part of the mouth, as in the
X-ray of k (Fant, p. 186, Figure 2. 8-6). The constriction is achieved
by raising the back part of the tongue.

(Z) The Palatal Phones : The palatals have the smallest cross-
section in the mid-part of the buceal caiity. This is achieved by rais-
ing the middle part of the tongue towards the hard palate "(the middle part
of the roof of the mouth).

(3) The Alveolar Phones: The alveolar phones have the
narrowest cross-section at the asveolar ridge, just in back of the upper
front teeth. The constrictj:tion is achieved by the bringing the tip
of the tongue to the alveolar ridge.

(4) The Dental Phones; The dental phones have the narrowest
cross-section at the upper front teeth. There are actually two places
of articulation involved here: the tip of the tongue may be brought
either to the back of the teeth, as in the X-ray of i. (Fant, p. 186,
Figure Z. 8-6) or to their biting edges.

(5) The Labiodental Phones ; The labiodental phones ha"c the
greatest constriction betwe en the upper teeth and the lower lip: see
the illustrations for rf ]under the Spirants.

(6) The Labial Phones : The labial phont s have the greatest
constriction between the two lips: see the illustrations for tp2 under
thet slops.

(7) Variability of Place of Articulation: Some English phonemWIes
show muich more variation in the place of articulation than others do.
For most speakers, the place of articulation of all allophones of /p/
is approximately the sante, but there are threet places of articulation
for the allophones of /1/ in leave, tilt, and milk, and the differences
in pronunciation are audible; p1/ has a narrow range because there are
two other voiceless stop phoneties in English, and the existence of
these others limits the variability of /p/. Since /1/ is the only lateral
phoneme in English, the sole limits on its variability are physiological;
all parts of the tongue do not lend themsclves equally well to lateral
articulation. The extrecle variability of /I/ probably explains why
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researchers have not succeeded in discovering its acoustic characteristics.

The sibilants are another group of sounds which show variation
in place of articulation, but the situation here is somewhat different.
The sibilants are the only phone classes whose characteristic sounds
do not originate at the point of constriction. We have already dis-
cussed the fact that the hissing sound of the sibilants arises when air
which has been channeled through a narrow groove hits the teeth. The
na:rrow groove is formned by the tongue, and the difference between CsJ
and [ (as in see and she) lies in the size of the groove; [J] has a

smaller groove which is usually made with the tip of the tongue, and
[ .] is made with the part of thle tongue just behind the tip. The
difference between Cs] and [ 1 can be analyzed either as a difference
in manner [ SI is articulated with a wider groove), or as a difference
in place [¶j is articulated further back). At present we choose to
consider it a difference in place, but we may change our analysis later.

When we come to the rules of euphonic combination, the dif-
ferent degrees of variability will prove important.

3. Resonances and Aspiration

There are three types of rcsonance -- voiceless (only the
friction of breath within the mouth); voiced (using vibration of the
vocal flaps for modulating air that flows through the buccal cavity)
and voiced plus nasal (toupling the nasal cavities with the previous
system). In this subsection we also include aspiration because it
occurs in English only with voiceless stops. As these resonantecs modify
almost every sound that the i mouth can physically produce, their identi-

fication in a separate dinmension is important to our inod1l.

(1) Aspiration. An aspirated phone is one which has an audible rush
of air after thte pholne.-. c.ls articulated. it s 1hould t not"ed that the

burst of sound when a step is relcascd is not aspiration; it is a necessary
pari of tlhe articulation of the stop.

As indicated above, the contrast betwCten aspi rated and unaspiralt'd
sound is inciuded with tht, r'eSonlant CCS bc ausC in English only cu rtain
Stops )art, aspirated. Stops which are voic cless (silch as 'p] are also
aspirated; stops which are voiced (such as C bI ) are utnaspirated. The

only texce'ption to this is that p] , rt] , and'k art' not aspirated after s
This tcicass that the p ill pin is nut like' the p in spin.
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There is one aspect of aspiration which requires particular
study. The terms "aspirated" and 'unaspirated' are usually applied
only to stops, but the Sanskrit grammarians reported that their
language had aspirated and unaspi rated affricates (e. g. aspirated
and unaspirated[j]). The articulatory mechanism and the acoustic
characteristics of these two types of affricates are not known and may
merit investigation,

(2) Voiced-Voiceless. The terms 'voiced"' and "voice-less" refer to
the action of the vocal cords. When a phone is voiced, the vocal cords
touch each other and vibrate; when it is Voiceless, the vocal cords
remaini- still; they are spread far enough apart that only a slight friction
is created by the air rushing through. The following list gives a few
examples of pairs of phones which are identical except that one is voiced
while the other is voiceless.

Voiced Voiceless
Usual Phonetic W'ord Contain- U-sual Phonetic Word Contaiii-

Speling Symbol ing Phone Spelling Syinbol ing Phone

th then th t)thin

v v vuer f Ifear

z z USC (verb) s s use (noon)

j. ij .eci. 1:11 C chee(r

The lollowing list slows the contrasts of voiceless -aspirated with
voiced una spirated. The thjird mraj or column gives examples of voic ' -

le ss una spi rated stops.*

Colunin I Column-, 1 Cuij
Voiced -unaspirated Voice less -a.spi ratedl VeiCUc Ss-4ujlaspirated

tUsual Phonetic Word U sual Phoneutic Word Ubsal Phlonclic Word

Spell - Symbol Contain- Spll(I- Synihol Contain- Sue11- Symbol Contain-
Ing inýg phmoolf iiL_______ jjPhio1e ing ing Phone
9 9 gat( Ik I'l Kate k Ik skate

d d dIale! I t1 tale t t. stale

b U li pl spillI
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It should be noted that the phones of Column 3 do not contrast
(are not used to differentiate words) with the phones of Columns I and 2
in the same way that the phones of Column 1 contrast with the phones
of Column 2. The phones of Column 3 can occur only after s (at least
in English), The phones in Columns I and 2 can occur everywhere
except after a The phones of Column 3 have one characteristic of
Column I and-one of Column 2. Phonetically, the p of spill is a
compromise between the p of pill and the b of bill.

(3.) The Voiced Nasal Resonances. Voiced nasal resonances
occur when nasal passages are open and the vocal cords are vibrating.
The nasal cavity sets up resonances which differ from the oral reson-
ances in two major respects. The first furmant is weaker for nasal
resonance, and an extra formant, frequently referred to as a "nasal
formant" is present between the first and second formants. ("First
and second formants" is used here to mean the first and second oral
formants. )

(4.) Unresolved Classifications. There are some English
consonants which have not yet been fitted into the model, These
include hij , [r [ [w] , and vocalic Fil] , En] , 7i.
The factors influencing classification of these problem segmllents will
be discussed in Section 4 of this report, which presents the acoustic data
studied on this project. The reader is referred to that section for a
resolution of these classifications.

II. VOWELS

This dimnension include's all of the phionemin ically distinct vowels
of Atcrican English. It also includes all the nasalized vowels and the
r-colored vowels; these modified vowels are treated as separate units
because their acoustic characteristics arc' so distinct that it might
prove difficult to have thet machine recognize them as ordinary vowels.

Nasalized vowels are quite comnmon before nasal consonants
in Ainerican English. As a matter of fact, it is unusual for an
American to say the word can with a vowel which is not nasalized.
The differencet between a nasalized and puorely oral (non-nasaliyed)
vowel is oMn etiMtus word -cdifferentiating. In rapid speech, final
r t.] s and [nJ 's sonietiun, s arte omitted, and when this happens thle

only difference between cat and can (with the meaning "b' able")
is that cat has a purely oral vowel, while can has a nasalized one.

The r-colored vowels are also quite common in American
Ejiglissh. They oucur before r. After vowels ris sometimes omitted,
and when this hapltcmns, the r-colorinig may be word-differentiating.
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We have two reasons for treating the vowels as a separate
dimension.

First, there is a major problem in segmenting a vowel from
its adjacent consonant. Second, there is evidence that the articulation
(and hence the acoustic characteristics) of a given consonant depend
in part on what vowel follows.

The t of tea , for example, is not identical with the t of top.
Researchers hav-e found they could not divide a vowel from surrounding
consonants without some overlap of the two sounds. For this reason,
we must specifically study the combinations of vowels and initial
consonants.

A. SEGMENTATION

Until fairly recently, phoneticians did not realize that segmentation
was a problem. They worked with very few instruments, and their most
important technique was to articulate the soulnds they were interested
in and observe their own articulatory processes closely. One difficulty

with this approach was that when they articulated a sound they were
interested in, they sustained the sound far longer than any normal
speaker would; hence they gained the impression that the transition
fran one sound to another is only a tiny fraction as long as its steady-
state. When X-ray mnotion pictures were made, however, evewryone
who looked at them realized that steady-states were! only a small
part of the total duration on an utterant e.

At the time of the first X-ray movies it was still possible to
say that the steady-states, although brief, were the essential part of
thk. speech wave, and the transitions had no function in the perc eption
of speech; later experiments with tape-recorders have shown that this
is not the c ase either. The pro.-tdure in these- ixplrio ,nmt s was to
erase part of the re ording and then note the listener's response to Ibt
remainder.

Martin Joss destribed (Joes 1948 p1. 11, 1 2) an cxperinient
with the syllable, tel (from the word hotel ). lie first cut off the stop-
gap, noise burst, and aspiration of t, as well as the first 2O or 30
milliseconds of the voiced portion which Jos considered part of the
vowel. When he played this tape to a group of listeners, the largest
numlber said they heard telt, a sinaller number said dell, and a few
said sell , ell , or hell . Since only a very smiall nntlinber said ell
this lmleans there are sonic traces of a consonant in the voiced por--tion,
More specifically there are traces of a consonant articulated v.ith the tip
of the tongue, since all the onsonants the listeners mentioned are
tongue-tip consonants except I1.
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The results of this experiment were quite striking because t
is phonetically described as a voiceless aspirated alveolar stop,
but the listeners said they heard t in a speech fragment which was
voiced, had no stop gap, stop burst, or aspiration, and which had
formants like a vowel. This conclusively proved that there are clues
about preceding consonants in the actual vowel portions themselves.

The source of these clues can be discovered by studying
spectrographic analyses of given syllables within a word. These a-
nalyses show that when a vowel is preceded by a consonant, the
formants of the vowel (the concentrations of energy at certain fre-
quencies) show a fairly rapid change in frequency at the beginning of
the vowel. Such changes are called transitions. When these frequency
changes cease, the vowel has reached a steady-state. Research
indicates that these transitions vary according to what consonant pre-
cedes the vowel. This gives listeners the chance to identify given
consonants within actual vowel sounds.

Further research has indicated that the first-forrnant (lowest
frequency) transitions give information about the dimension of reson-
ances useful to our model while the second-formant (second lowest
frequency) transitions give information about place of articulation. In
all the experiments described below, the experimental material did
not contain any consonant clues except transitions and there were no
noise burst to indicate release of a stop, yet listeners were able to
identify from transitional vowel formants, the presence of a spetcific
consonant.

Among the studies of first ,formant transitions of which we are
aware are those which have been made at Haskins Laboratories with
the Pattern Playback speech synthesizer, which reproduces speech
from artificially prodce ed spectrogramris. Researchers report that ill
-,veral e-xpeIriments in synthe ,:'icing specch, when thl firbt fuoriant is
kept level, the- most "natural" voiced stops (b, d. and g) wrc, produced
wh en the formant was at its lowest frequency. (Dclattre , Libcrman,
and Cooper, 1951), Later experiments (Liberman, Dclattre, and Gooper,
1958) showed that when the starting point of the first formant was raised
and the start of the formant delayed, listeners report ed hearing voice-
less stops (p, t, and k). The authors carried out more experiments to
separate these two variables and concluded that a rising first formant
is a cue to voiced stops, and a time delay in the first forniant without
rising transition is a ýuc for voiceless stops, C. G. Mi. Fant is also
studying this aspect of synthetic speech.

22



Experimenting with second-formant transitions, scientists
at Haskins have introduced the concept of the locus, which is the

frequency level from which the second-formant transitions of a given
consonant are presumed to begin. In synthesizing speech, they report

better results if the second-formant transition does not begin at the

locus, but simply 'points" to it (Delattre, Liberman, and Cooper, 1955).
They concluded that the best gis produced with a locus at 3000 cycles,

the best d at 18, 000 cycles, and the best b at 720 cycles.

Since the locus of a stop is fixed and the frequency of the second

formant of a vowel depends on what particular vowel it is, it follows
that the transition of a consonant may be rising before some vowels,

falling before other vowels and level for one vowel. Thus the transition

for Ldi) is rising, for [d.6Jit is level, for fduJ it is falling sharply.

For [bi] the transition is sharply rising, and for [bxj it is slightly
rising.

All these transitions which give information about consonants
occur in what is traditicnally considered the vowel portion of the speech
stream. Joe's tape-erasing experiment, moreover, showed that both

the consonant and the vowel were perceived throughout almost the entire
stretch of what is usually considered the vowel portion. As it is virtu-

ally impossible to separate a consonant from a following vowel, vowels
have been included as a separate dimension in the model to avoid
segmenting between them.

B. NON-DISTINCTIVE CONSONANT DIFFERENCE DEPENDING
ON FOLLOWING VOWEL,

Very little work has been done on this aslpect of consonant
vowel ' onIbinations, but the available data indicate that frequently a
consonant is influenced by the ft)llowing vowel. Liberman, Delattre,
ind Cnoper report (195.') that the judgenoentj of synthetic stop bursts
as p, t, and k (depended on the frequency position of the burst in relation
to the vowel; this was especially true of 1p and k. Burst at high frequency
were reported as t . Bursts at lower frcqluencies were reported as k

when they were on a level with, or slightly above the second forrnant of
the vowel; otherwise they were reported as 1). Theser data were used by
Denes and Fry in the design and eon,'truction of their phlonetic type-

writer.

One aspect of the influence of vowels on preceding co~nsonants
which requires further investigation is labialization of a consonant

before a rounded vowel such as tu] . In such words as sue and too,

many speakers have their lips rounded during most of the consonant
articulation; the acoustic characteristics of such labialization are
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not known.

III. DURATION

In approaching the problem of the duration of units of speech
it is best to emphasize our most basic task: in this study we are
trying to break normal speech into patterns that a machine can rec-
ognize. A human ear can adjust to variations in regional accents, even
to mistakes in pronounciation, without difficulty. A machine must be
programmed to isolate each sound from surrounding sounds and to
identify it. If two people pronounce a word differently, the human

ear makes automatic adjustments; the transcribing machine, however,
must be built to compensate for such differences by breaking the word
into its component sounds.

To accomplish this difficult task, it is apparent that the class-

ification of each sound within a word must be extremely precise. Past
studies of phonetics have tended to concentrate on distinctions which
the human ear can identify and which are useful in distinguishing
whole words irom each other. Often sounds were measured only by
ear. These studies are invaluable to machine linguistics because
they begin to identify problems which we now must solve, On the

other hand, in measuring the duration of sounds of words they seldom
needed to break every sound into all ius component parts. For uus
purpose they are not definitive,

It is the problem of dividing each sound into units basic enough
to be recognized by a machine that we must now examine in detail.
In this problem we face the question of separating each sound in a
word from every other sound: when applicable, breaking each
individual sound into its beginning (on-glide), middle (steady-state)
and conclusion (off-glide); and finally mneasuring the duration of the
sound at each of its stages. (See Figure 8)..

These methods of duration InCasuriment discussed in the
following sections assume the availability of a reliable formant
tracker. At present such a foramant-tracker doet not exist, but
available information requirits our a surmption that it can be developed,

In case it seems extremely difficult or impossible to build a reliable
formant-tracker, the following discussion would still be necessary to

relate information about how words are pronounced to our conmmnlon
knowledge about hoe., speech is heard. If it is inapossible for oUr
machine to identify spoken language by imanediate ( omp rehension of
formant variations, mnireover, it may still be possible to recognize
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a word by measuring difterences in the duration of its cornponant
sounds by methods that cound be considered later.

Assuming the existence of a fornmant tracker, this form of
measurement would be one way to distinguish between British and
Southern accents, for example. The Englishman tends to bite off
his words; his on-glide and off-glide are rapid, while his steady-
state is comparatively long. The Southerner mnay take about the same
amount of time to make a sound, but he drawls; his on-glide and
off-glide are gradual, his steady-state is extremely brief. (See Figure 9)
Measuring speech in specified time-units can help to identify these
differences and compensate for the quantitative information about
formant levels that is expected according to normral standards of the
transcribing machine. Phonetic differences in regional speech must
be indicated by other criteria, of course.

At times duration is the only method of distinguishing between
words, as in "bonbb" and "'hahn'". The time durations of on-glides
and off-glides are also deturinining factors in distinguishing semi-
vowels from stop consonants.

With the value of duration measurement clearly in nil nd, we
may turn to the problem of otilivting duration in our model. The
following subsection will first disciss the work of past transcribing
lnachines and the norniali zation of duration. Next it will discuss the
duration ineasuremuents our own model i1n.1s inmake-. Yinally it will

sumnniarize the value of phoneticians' past work to our proj c. L.

A. Some Considerations on the Nornmalization of Duration

Ajny discussion of duration nicasureinent would hi poinlithss

without a review of past work whi ch has ac tually enabled working
niachine:; to recognize krts, , , '1 k" p, i %,, ,orIds. ,)th tititoiatitc
digit rec ognixers a nd aULtOlnatic word rStcogni z, rS &'re cxantpl.es of

lids kind of lnahi1in1C. Although CffecIive wilii l Ii minlited context,
such a illtt hiiin uses vi'mtliods which areU Ulworkabti for, a gneral

poUrpose tramiser(i hiitg lnac lhioUe for reason1s (]t'iS sibed below.

Maclahines suc h as itiosi tnImihionued auove CaLli aL tuaLly recognizt,
giveln wuvrds spoken at different I i es by different speakers b ' stand-
ardizing or "IIUrntiaLhzinII' the duration of e.cIh of these! words. The

machine is given one purOuoun iation (and duration) of the wurd "nine"
for exainph, as its statdarid for deciding whether a spoki:n sound is
also thu word 'nine, " or wvhietiher it is sonie other wkord. Every man
does noi pronounce ''nine'' wilh the sane timie duration. To comnpeis:tte
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for this the machine will proportionately shorten or lengthen the
time duration of the sound it hears to conform with its "normalized'
pattern of duration for the entire word.

Such standardization of normalization of the duration of words
results in proportionate lengthening or shortening of the on-glides, the
steady-state, and the off,-glides of voiced portions of speech. It has
similar effects on the duration of silent portions, of noise bursts,
and of periods of aspiration.

The end result of normalization is that the digit recording
machine can recognize the standard pattern of voiced parts of a word
(parts using the vocal flaps, such as m ) as they may be spoken by
several speakers from the same locality and with a similar dialect.
The duration of unvoiced parts of sound (those not using the vocal
flaps, such as "s") presents a different problem, however, The
durations of certain unvoiced sounds such as "sh" can vary considerably
with each individual speaker and each regional dialect.

Given two conditions a transcribing mnachine may be able to
recognize words by standardizing their duration. The first condition
is that voiced sounds be a prominent part of the pronoonciation. More

important, the machine must have a limited vocabulary, such as ten
digits. A third possible condition could be that speakers have the
same regional accent.

Today's transcribing machines are able to ignore smnall
differences in p'onounciation precisely because they have limited
vocabularies. To identify a word, they compare the patterns of
prunounciation of whole words rather than of their component sumnds.
The words in a machine's vocabulary represent extremely diverse
wavetones. When only a small number of dissimilar patterns need
to be identified, the task is simple. It is made even mnure easy by
the fact that vords are spoken separately into digit recording machines
rather than slurred together as they would be in normal speech.

The general purpose sopeech recorder cannot work under these

limitations. It must have a large vocabulary. With a large vocabulary

it niusi be able to distinguish between very similar patterns of pro-

nunciation. It will not be transcribing the slow precise tones of

telephone operators enunciating a long-distance number; rath- it will

be recording language spoken at its normal rapid rate. Finally, when

such similar words as "threv' anti "through" are included in the

vocabulary, a general transcribing machine cannot be liumited by inability

to recognize uonits smaile r than simple word-patterns.



A general purpose recognizer must consider the sum of the

sounds as they combine to form a whole word, not simply the sound
of the whole word. The following section will thus consider the
importance of measuring the duration of separate sounds as they

naturally occur within a word.

B. The Importance of Duration Measurements to Speech Recognition

In English there are many distinctions between individual sounds
that can be identified accurately only be measuring the duration of a

given phone Notable examples are summarized below.

1. Some words are identical except for vowel duration (balm, bomb).

2. In English the phones of a stressed syllable are longer than those

of the same syllable when it is riot stressed (the by itself vs. the

3. One difference. between voiced and voiculues cunsounarLs in English

is that a vowel preceding a voiced consonant is longer than the same
vowel proced(ing a voiceless eon sonant (bead, beat)

4. Some pairs of similar consonants have duration differences which
serve to identify them. Rapid is distinguished from rabid because

the stop -gap ofpj C is longer than that olfLb]. One difierenc C
betwceen English s and V is that. 8 is longer than a .

5. Transitions; and semnivowels are also differentiated by duration.

A saenivowel is longer than a transiLion (cow, coo).

6. There is at least (inr! Southurn dialect in which 'he1 transitions

from irAi)hor to phon0e llitVlye Vtry long duration, and thi steady-sltttis
artc very short, In any dialecl whire r his is the case, it secrns

probable that dir: Lic.tly -sie duesb riot reach thie freuoileuncy iy•Vi
it might hiave attained if thie transition hiid bccn omore rapid. It
iMray be ri'-' I8MStry to in'rtrout tirte irlaL( lii[r to e'orr onr sattt for this

wiherrever sutchr a bri(ef steady-bstateM ntrrirs.

7. A non-final nasal is uirreirh Shortir thonla ýt finl nfasaLl, And if a

fiullij 14 , llah s tire (utration i of a ion-litiaL natsal, listc irs will

report l'heaIring a voiceless str.ip after it.

8. The Atnerican Engish vsro cl I (pit), ir(pet) ;) (putt)•,v (put) differ
tr.inn i (pe Wt) a J(pt), LL (pit)__ (b)o, g•ht), h (hoot) tin that tie forrner

are shorter and they illso have a lorgelr offghlid relative to the
steady stale.
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We will next consider how traditional phonetics has analyzed
the speech wave pattern to solve such problems of identification,
haw our work differs from most past work, and how our work can
utilize the results of other studies,

For traditional phonetics duration has been important pri-

marily when it served to distinguish one word or phrase from another.
Such distinctions are phonemic (word-differentiating). in some
American dialects, for instance, the words balm and bomb are
identical save for the duration of their vowels; because it distinguishes
the two words, the difference in duration is phonemic and of greater
practical significance to phoneticians.

The problem of identifying sound by ear has tended to confine
phonetic studies to problems of phonemic duration; this is unfortunate
for our present investigation. Although there is a considerable degree
of difference in length between a very long and a very short phone, for
ý.xarnple, there is likely to be only a minute difference in duration
between two similar phones, as in "buck" and "duck". There are many
such small cjifferences in duration, loading gradually from phones of
very short duratior to those of very long duration. Only when length
is phonemic are phones likely to fall easily into "long" and "short"
categories. Phoneticians listening to sounds do not identify them in
terms of precise time units, moreover, Instead, they identify long and
short sounds in terms of how they are heard in their phonetic context.
The vowel sounds in hi_ (as in show-biz) and beat are probably of the
same duration, but the i in biz seems to be shorter. For our model
most of the finer distinctions arc important in analyzing a sound because8
the -nodel must measure thelii.

In addition to the distinction between sounds which are phone-
inically long and those which are phonemically short, lingnibJts have
also paid special attention to length variations which serve to rhar
acterize word boundaries. The most comminonly cited example for thie
is the contrast between the phrases a nice man and an it', man. According
to an analysis which is widely accepted among linguists the phonetic
differences between these two phlrases is that the ii in an ice nan is
longer and more drawn out. Acoustically, this is not true (sec the

discussion on nasals) but the whole problem is extremmily complex and
Many lioguiste contimIuC to use the old dIscription because no cleare it

new description hau been proposed.

Aside from phonenmic distinctions which have just bee.Cn discussed,
the only other functions of duration mucI discussed by linguists have
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been the greater duration of a stressed syllable and the greater
duration of a final syllable, In both cases, however, the duration
variations are also accompanied by pitch and int~osity variations.
The problem is thus not purely one of duration, and requires an
exhaustive study not lim-ited to the purposes of this particular
subsection,

We may now turn to the actual work already accomplished
in measuring duration. We have already discussed how to divide
sounds so that a machine can meastire them. This problemi again
rises when we try to assess the effects of duration variations, since
it is frequently necessary and extremnely arduous to decide the specific
point at which a paLrticular phtooc begins or coals.

MaLny researchers On duration have used criteria for segmentation

that are different froml those we. are considering. Hence much of
the work we are now going to di scuss in this subsection may have
limnited application to our model. .We. will first review those explorers
whose work, althocugh not directly useful to M11i rStedy, lights the Way
to further research. Next we wilt cojasido r iaire roecent studies wliiebl
break douration mea~surlleaonts inito thu sanic units ottr miodel plans to use.

Oct of the carly and miore t oanjt rcelico tic studies of English

phonti durations was puhib shed in 1903 hrv Ernest A. Meyer. Mover 115s(.(
aL rubber mioutilpiece to record thls air-prusastare variations in lisa subject's
b reath while t1WY y ii old. Ir Iinitsticsred thu( soLUnd durations fromi tli ca

air -pre asuare rcco rcl . IlIc also inceasutred the traitsi tionsa fromn one sound
to LILtinothe I)y' Mantic 1iaictally rca atrdiiig Ito lip itioccluents of the speaker.
'Ibosa potrts of the slIced(- protUSS wtahi(1 s11o"wed rap~id lip) aiveiliciat

is onea direuktioii lic catlitd tI iats.

Mayers oa epialmitat was tI 1titt stiajlaI, butt it is Worth iioting

thiat satlof lisa (cons ltSil~ts have 1)1o,1 stipportath by liort' r!c -tit

rc ý;ca rjlI. TIi i- ax~jivri sic tit a of iJ citeCýs , LeIt i stoc and (IPets r so]Ia, and

Sttarf alai r ibcdabloetw ceitfiriat Moyer's sltttvllta!Its that at Vtowel ltfora'

a htoaaa (voicaleas orial) ttisniiaiih is astorter than1 before it lax (voiced

oral) a onsolialat. Danie' a work altso (oltfirtt~ld lv(lYcV'a Obseasatitit that~

a tenise lolISollit is Itaagtr tIlitti it lax otne.

1.>tekartlicelaa , Sevc-I La
1 

]:Lk ta 4botia Me'yl r's wtrk. jiatit its t'ilucL
foar 1itichliell tiagatiatit 6. Mayý'-- hacl only two iii .ol-tiaautaS; baithisol
Standcard hIritih sLi hug at. Sot11a1. oA Mayarla restilts Inay siitply reflect
t0tc ithi0jlasynrit'si of his itifoiritantts. lvtrcovar. at;ttaatteaatS a~bout
Briitishi hlaghshal ts it was ahlolitil Sixty Years8 ago dIO 1t0t ait-'teSsarily hold
true for Amsaic FU il EngI i aIa 1I' ahy. Still atnottiar cdrawbaa It is that t1e
0,taiataial tiaca for this sitidy tonal atad tof itilt-atod-to-syliablt' woraha;
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this means that it deals primarily with stressed or "accented" syllables.
A fourth drawback is that Meyer used the terms "tense" and 'lax" with-
out ever clearly defining them. It is possible to discover from the
text which phones fall into each category, but the identifying charac-
teristics of the various categories are never described. (Meyer's
terminology and conclusions are presented in Appendix D.)

Agreeing with previous observations by Meyer, Lehiste and
Peterson (1960) report variations in vowel duration which depend on
the following consonant. They add that the relative durations of onglide,
steady-state, and offglide remain constant. If this is true of Lehiste and
Peterson's data, it is probably also true of Meyer's data. This would
seem to be applicable only when measuring accents of people with similai'
dialects, however. Lehiste and Peterson also agree that a vowel before
a voiced consonant (one using the vocal flaps, as in bag) is longer than
before a voiceless one (not using vocal flaps, as in pack) and that fric-
atives (s, sh, z, zh, f, v, th, h) lengthen the preceding vowel. Lehiste
and Peterson agree with Meyer that no definite statement can be made
about the effect of an initial consonant on the following vowel.

They disagree with Meyer about the effect of nasals on the
preceding vowel. Meyer says the vowel is shortened while Lehiste
and Peterson say it is lengthened. Whenever there is such disagreement,
Lehiste and Peterson's results may be more interesting to us because
their informants spoke the dialect we are studying.

Investigation by Donald Sharf (196Z) suggests the importance of
the relationship between some vowels and the duration of their following
consonants. Sharf recorded word pairs such as catty-caddy, tacking-
tagging , and napping-nabbing, which were identical except for the
voicing or voicelessness of the stop consonant between vowels, or
"intervocalic stop. " He reported that he measured the relative duration
of the vowel beftore thre different slops, but he did 1ot say what criteria
he used to make the segmentation between consonant and vowel. Since
there is considerable overlap, this is a serious omission.

Sharf arrived at the following results. The proportionate duration
of vowels before p, or . is 3:4; the duration before k, g is 4:5; the
awv!rage duration of a vowel before d is.9cs longer than before 1. Since
this experinment did not manipulate durations, lutt only calculated therri,
we still have no evidence that the length oL the preceding vowci affects
the perception of a stop as voiced or voiceless. When Sharf's work
and that of Denes (considered below under sibilanits) are comnpared,
however, this seems possible and worth investigating.

The preceding survey is valuable mainly for the lines of
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investigation it suggests, rather than for its direct bearing on our

model. The following studies are of primary technical importance in

defining the different aspects of duration which our model plans to
incorporate.

Researchers have used several different methods to investigate
duration. Perhaps the most valuable series of studies for our report

is that of Haskins Laboratories. Using Pattern Playback, Haskins has
made it possible to produce artificial sounds and alter sounds by
varying one particular detail of the speech wave pattern while keeping
others constant. bIy such variations it it possible to identify phoneti-

cally significant aspects in the duration of the onglide.

A second method of experimentation is to record sounds on

magnetic tape. Significant work in this field is that of Leigh Lisker,
who was able to change the sound of words by splicing taped sounds
and varying the duration of silence after stop consonants; of P. Denes,

who used similar methods with s and z; and of Richard H-larrell who
played taped sounds backwards to check the duration of nasals, An

additional important method of measuring duration is to analyze sound

spectrographs and compare theni; principal workers in this field

are Ilse Luhiste and Eli Fischer-Jorgenscn. Slx cific discussions of
experimients that have suIpported these conclusions can be found in

Appendices D and E.

The outline given here nc rely suimmiarizes vuriouLs aspects

ot duration nimasuorevueneet.

I) Duration of Nasals . The relative duration of initial and
inail nasals is iinporLant in distingu ishiing I)b•eweu,, sich soa nds as

bum and bunt p. Assuining both syllables receive the salnlt stress,

evi dnen c indicates that final nasals arc longer, but [lherr is some

diiIUtLe about this.

2) Relative Duratinit ut the Onglide, Steady-State and Offgtide
of Liquids and Si:I[ii-VowCls. Expe.riments with the Pattiern

Playback indicate that r, y, aI'd w cach have onglides, offglides, and

steady-stat (s of proportionaMtly I'equal dUration. The; sound of I is Most

easily disLinguished by listeners when the first fornatt transition is

v'ery short.

3) Duration of Spirants and Sibilants. Available research by
P. Den e s and Eritst Ivtcycr suggests that variations iii the duration Of

spirants and sibilants may be more iniportant than vtiling in distinguish-
iug betw'ccii such words as thte nounI use and the! verb use
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4) Duration of Stop Closures. The listener's ability to
distinguish between p) and b, as in ajdand rabid may depend on the
duration of the stop closure between vowels in English according to
tape-recorder experiments mi-ade by Leigh Lisker.

5) Duration of Stop-Bursts . The duration of noise bursts
may be the samne for all stops in English, but there is little definite
information on the subject to confrm or deny this.

6) Du~ration Between the Stop Burst and the Beginning of
the First Forrnsnt .Ini ltd s c atlegory dii ration Ireasitremnent-

is particularly helpfu iin distinugi shing be tweien voliced and vow letss
stul)s ait this lwgi eni ni of a wor soi AnWha it ma y be possible. fur example
fur a transc ribing niachine to tel[l the difference between ball and_1pa.

7) Duration of Vowel Onglide, Offglide- and Steady-State. Thesec
thee aspects of do ration art clvosey relater! to each other, although ac Ii
Will he iteSUrId separately ill Our nodelI. As indicated in the intIro-

duetion, thii i'i'catiotislti p Lu each It ot marnty be particuanrly valuable
in hllpiitg a transc 'ting maclilac t recognize both a Georgia drawl

ad a Yankee stalin Iii' i.

L'2xpc'ritaictit have shownl that wlitI theV duration of the onglidce
is dipeerimaitylg, a aciii-'tiwcl liiids to be heard, after

certain consoniants. 'Iiac bat bet cities bwat. l'l['ii also cxpltiits Why
Vi rginiaits who drawl say g yard( ni inte t ad of gardena. '11w Sect lie ra
tiny

1
ide and oliglidi' arc dilspritoitrtiotiatci y long compat)Lre'd to the stead v-

sAb' ateoriliig to sliii trograniis nuded of Sweuliet speech 'Flar is
atititi inlicUtiOti that at IttiacS 'iltity Inat tine1 tiay hatve to lit pirograittied
tot '(it )iitiiSatit fl' silH I 11 t \4'la ht-il fron i taiidat'd AitiriCaia pie S IC Il

C. me thud s (if IniichtigDirtit in Out' Ivhtal

inCIItiti inl tutr it''d'l, liii Ill ig dctlifi ci tie tioittitit i- of sepaatett stinidsa

Of At witr ii t Ittiiltg to a siet t tilt-riui, it lit; twni posiiiacb to Lttatt [ýlit!

prittuits if tnimUT'iial iditeyte aints atni teuglital a~nita tAt sltil
itdto Int' solte~d.

li l'igiiru It) we h' ta t'aln kii waidj pit atI hidid its sotitds

atrittli i'pr'eit [lit' wt ttl it t tklld t~IpaULr tOil at 51.)Vt tegrajlth.
Div'isions tiar-kid by tliittt'r lilies ititlittit, [lit( pot)'ion~s ii tn' \t'rtti we.

pinys onauva uao nt fdni"
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Directly below this diagram we have drawn and labelled the
duration units we would use to indicate these separate portions of pit.
Most -of the divisions will already be familiar from the previous section.
Divisions one and six represent the brief silence that precedes the

sound of a stop consonant, while divisions two and seven measure the

duration of the unvoiced portions. For convenience each division is
labeled according to its auditory function, with t representing the
amount of time it takes to speak each separate portion of the word.
The offglide thus represents the measured time of the offglide. The
practical application of this Iormn of mneasurement is evident when we
consider the difference in regional pronunciations of words such as
tight, which can sound soft, normal, or clipped depending on whether
it is spoken by a Richmond Virginian, mid-Westerner, or announced
for the British Broadcasting Corporation. Figure 11 represents the
comparative duration variations of these three accents.

In our model, it should bh emphasized, such variations will
l)! measured in timle units. it should also bli noted that sonic extreme
Southern accents make phonetic changes in the vowels oufLLhtwhich
are not indicated in tits saimple duration measuruinent.

Normalization and variations in formant lev,.els for pronouncing

the same word are additional pruoblems that merit attention. Dividing
a sound into its parts, a transcrihing titac}tineitC ist still be able to
a:ccount for varilittInS ii lhl! timu it takes to hear tLuýJ pIlarts. Spec-

Irographs of Southeirn speech also indicate. that btcanise of their long
glides, speakers do not actually reach the levels of Cortnants normally
assoCiated with taCh tidl tIfiablC sound. (Figurc 9). A transcribing
maehlintie must be able to recognize that such variations mally still be
inchltdCl in its de(inition tll i a sound.

tc tIavt discusstd how diff'rcnt speakers might pronounec the
sitnme word with clttierctit durations. Eqluatlly impqoLrtant for forlnnot
ililovi liolttS atn diurations ar. tiltn collbillatiotu of speech sotlulds within
a wnrd aind the trder in which I hicy occutr. This phas,- of duration will
he. cowsiitercd ill o,,r studies of Hlie ritl is of etlphonmi" 'o-tbinail on in

Sectioun .

IV INTENSITY

Intll.nsihy Of aml aLcousthi watv is dcilfiitd ats the avecragt rate

of[ flow of{ i-nergy tlou hit a unit area norimial I.o thte dtiretioln of wavt
prUpolggation. For \vav'i: forits of speech, .nt I[ as illustr-tetd in
,igure I1 the intensity iin fntil of the speaker's tips can i- definoed as:
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Intensity t2 ea(t,] a ergs per second per
(t 2 -t)J square centimeter--(2.1)

10-7k ta [a(t)] Z watts per square
(t-til) Il centimeter ---------- (2.2)

Where:

t1 :time at the start of the interval of time during which

the average acoustic energy in the waveform of speech
is to b,2 measured.

tz = time at the end of the above mentioned time interval.

a(t) = the amplitude of the sound pressure (or that of
volume velocity or that of particle velocity) of the

speech wave in front of the speaker's lips as a function
of time. a(t) is usually expressed in dynes per square
centimeter.

k =constant determined by the physical characteristics of
the medium in which the speech waves propogate. For

air at a pressure of 781 millimeters of aoercury ano
at 20 degrees C, 1/k-41. 1 dynets seconds per square

c entimeter.

intensity as defined in equations 2. 1 and 2. 2 can also b)e con-

sidered as the energy contained in a column p c etintimeters long that
would pass through the unit area in (tZ-tl) seCeends, as:

inten1city :2 L"nergy in a c olUt)n p centimet ers long] c ergs per

P stecond per
square ' (,lt* ltt e '

(Z. 3i)

whe p rvseconds =---.-,-----------(2.)

and c 2 velocity of sound in the mendium in c:entimetters ipt rstcoind.

If an acoustic wave e vere to remain kin-houged in 
t s ti'sOi am-

plitud,.e, charac Leristicbs, and if its peak amplitudes were to attain a
constant level, ow r time intervals longer than a second, then its intensity
over a one second interval would Ibe the Cuenrgy in the wave during that

second.
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For waveforms of normal conversational speech, the uniformity
of time amplitude characteristics cannot be retained for periods of
time as long as a second; nor can its peak amplitudes attain a constant
level during such a long time interval, as illustrated by Figure 12.
However, equatinns(2. 1) and (2. 3) can still be used for identifying

intensity over a smaller interval of time than a second.

When such an interval of time becomes extremely small (i.e.
in the limiting case when tZ-t. 0) the equations referred to above
indicate instantaneous power in the wave. Such power, however, varies
yermt rapidly with time within any periud of fundamental vocal cord

frequency -- as is obvious in regions Al, A 2 , , A A 4 in Figure 12.

However, instantaneous power may be a suitable representation of
intensity in regions B 1 , B 2 , B 3 , B 4 inEquatinn Zl wherein the ampli-
tude is relatively constant. In such a case, though, one could also
consider measuring energy over the time interval from B 1 to B5 and

obtaining a value for intensity from equation (2. 3).

A similar approach can be considered for the Voiced portions of
speech, as in region A of Figure 12. For such a measurement of

intensity, the period over which energy is to be averaged is the sanmc
as that of the fundamental voicing frequency.

For accuracy in such measurement of intensity during the
voiced portions of speech, it is essential to measure the fundamental

voicing frequency quite accurately. Moreover, the integration of
ra(t)u would remain unchanged over different voicing periods if the

amplitudes of their peaks were c'onstant and if the time amplitude

characteristics of the speccbh wave relcained unechanged. Suc h a
situation can arise only when the spectral density of wvaves is relatively

stable, %wihno the voicing pulses are of constant anmplitude and wl en
the integration is performed over a c'o01)pletL voicing period.

W hi III,, lbhret conditionso juo' Zt un tiolned a41 nlo)t iiiet, the value(

of thin integral of Ca(t)12 
is known to vary, as readily observable in

the I'luituation of the needle on t01 VU tIleter LI used for muonito ring spCe Ch

for recording purposes or for broadcasting purposes. That sueh a
flucttation of the VU on-'l"cr indication is duc to variation of the loudness
of tilt' speech is comnmlonly recOgn1ized. AbC three c'onditions ll 1IionIed

above pre sent additional Leaen01es for sUCeh fhLotueation, as illustrated by
(1onsidering tile calculations of intensity (if speu ,i in regions A, B, G,

1, in Figure 12.

Moreover, the lhvel of intcnsi.ty indicated by the VU meter or

so5011d intensity mlete'r mlay not inecCssarily reflect tfli effort required
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for generation of a selected portion of the speech wave. For example,
a loud enunciation will rarely bring the amplitude levels of unvoiced
portions of speech to that of the vowel sound of less loud speech sounds.
Such a difference in the level of intensity arises from the mode of
articulation and from resonances used.

For reasons mentioned above, it seems advisable to consider
alternate methods for indication of intensity, The methods we are
considering take notice of the following characteristics of speech waves.

I) Speech waves consist of unvoiced portions of rlatively tow am- -i
plitude and of voiced portions of relatively high amplitude.

2) The amplitudes of unvoiced portions ol speech are characterized,
in broad terms, by the manner of thedr articulation, e. g. , the
waveforms of s have more amplitude than those of f.

3) The amplitude of voiced portions of speech also vary according to
articulatory information, e. g. the amplitudes of nasals are
usually smaller than those of The vowel sounds.

4) Following the articulation of consonants, the amplitude of the
succeeding vowels tend to build up to a peak level and then
these amplitudes decay before the end of the vowel enunciation.

5) The rate of build up of vowel amplitudes seems to be usually
more rapid than their rate of decay,

6) Most unvoiced consonant sounds do not show such time-amplitude
characteristics - notable exceptions being the waveforms of ch

that show swveral regions of increased amplitude.

7) The variation of the amplitudes• of wavefo rms of vowel merit
investigation for establishing:
a) their relation to the transients on spectrogramis

b) their acoustic correlates with emphasis or accent or with
linguistic stress

c) their ability to identify stress on the consonants Ilhat precede
or ones that follow the vowel sounds with these variations

While information regarding the above aspects can be obtained
from the "'m.ingogrYUms'" of speceh, published by G. C. M. lU'ant;
aidditional stud, of the line -amoplitude plots that c-an bu made with
instrumIVenls having a wirier freqUetne j reslponlse seetni called for.
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INTENSITY MEASUREMENTS AT INDICATED TIMES
FOR ITEMS IN THE BOXES TO THE LEFT
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(FOR INFORMATION ON TIME !N!rF.RVALS SEE FIGURE 10
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For establishing a measure of intensity three methods are
under consideration:

1) Study of the spectral density distribution at various time intervals.

2) Measurement of amplitudes of the voicing pulses.

3) Measurement of
i) radiated voicing pulses

ii) envelopes of radiated unvoircd pnrttnnq of speech

Without discussing in detail the relative merits of the above
methods, the method (3) seems to be most easy to implement. However,
the validity of dat . obtained by any of Lhese measurements, in light .
of the special characteristics of the speech mentioned before, requires
additional investigation.

Assuming that such a measure were developed, and its
measurements related to the components of enunciation, as discussed
under duration, the . ,pr sentation of speech in phonetic symbols
would be as illustrate, Figure 13.

The objective of such a representation are the retention of
information about stress and intonation of speech, as it may be
important to interpretation of the meaning of the words recognized,

V FUNDAMENTAL FREQUENCY

Fundamental frequency is the number of titeas the vocal flaps
open and close in a second. Since this numnbcr varies from time to
time, this frequency can be defined as the reciprocal of the time inter-
val between successive voicing pulses. This is included as a separate
dimension particularly because it is helpful in recognition of male
and femiale voices, in understanding of differences in formant levels
of these voices, in noting differences in pitch (which distinguish
questions from statements), and in recording stressed, or "accented,
and unstressed syllables.

A. The Correlation Between Fundamental Frequency Levels and
For mant Levels

Not all speakers have the saeie forinant levels, and this must
be considered in constructing a model that can recognize all varieties
of pronunciation. A womian1

s a aeech formants, on the average, are
about ten pz ercent higher than a man's, primiarily hec:ause her vocal
tract (the area from above the vocal chords t, the lips) is shorter, ;nti
also because her vocal flaps are shorter and produce higher fundamental
frequency.
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By identifying a range of high fundamental frequency and
correlating it with a high formant level, a speech recognizer could
compensate for deviation from standard male formant levels.

B. High Fundamental Frequency and the Accuracy of Formant
Measurements

Because a woman's voice has about twice the fundamental
frequency ot a man's it has only half as many harmonics of the
fundamental voicing frequency within a given formant band. This
lack of harmonics makes any measurement of formant frequency
levels less precise; our model recogni'es this situation.

C. Pitch and Fundamental Frequency

"Pitch' is a term which refers to a certain aspect of sound
perception. The e2,¶act relationship between pitch and fundamental
frequency has not been clearly defined. We do know that pitch is
closely related to fundamental frequency, but it is also related to
intensity. Recent studies indicate this to be true, event for complex
waves, such as the sound waves of speech. Even for pure sinu -

soidal tones, fundamental frequency contributes more to pitch
perception than intensity does. It follows that if pitch variations
are important in language, an automatic speech recognizer should
measure fundamental frequency. In the following discussion we
will describe two ways in which pitch is important in language.

D. Pitch as Used in Speech

Thie mincaning of a sentence in English often depends on wliether
it is heard with a rising or falling pitch. To say ''Ic's coming" with
a falling pitch is to rc tke a statement; to say it with a rising pitch
is to ask a question. Sentences with such rising or falling pitch have
curresponding rising and falling fundamental frequencies; together

with intensity, fundamental frequency a- alysis can help a speech

transcriber rccogni zc such vital diffe runte s.

E. Fiundainental Frequency and Accont

There is some evidence that differenets in fundainen al frequcney

serve to distinguish betwcen ''accclted'' and "unaccented" syllables.

This can help our model distinguish betwcen such words as the noun
subject and the verb subject, for instance.
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Dennis Fry (1958) and Dwight Bolinger (1958) report that
frequency changes within one syllable, while all others are Leld to
a monotone, have the result that the syllable with frequency variation
is perceived as stressed. As it is necessary for our model to make
the same distinctions that a native speaker would, this mieans of
identification is particularly important.
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SECTION 3: SOUND CHANGE AND THE MULTIDIMENSIONAL MODEL

INTRODUCTION

This section deals with the relation of the various modes of
physical articulation of speech, discussed in Section 2, to the processes
of phonetic change that occur constantly in languages discussed in
Section 1. We assume that among the constant phonetic variations
that occur within any language there exists a definite order which may

be accurately defined by a properly inclusive conceptual scheme. Such
a schume is suggested in part b. i careful examination of the phonetic
variations within English itself and in part by a broader survey of
consistent phonetic changes that have taken place in other languages.

The perils of over-reliance on the evidence of phonetic changes
in languages should of course be emphasized; in most cases our sources
are limited to written text, and deductive reasoning based on available
data roust often serve in place of an actual knowledge of how sound
change occurred. Nevertheless the identificalion of such changes that
have taken place can serve as a guide to further orderly anal/sis of

sound changes that may occur in English during rapid speech. As a
possible means to such orderly analysis we suggest the concept of
well-defined planes of articulation that vary according to the physical
modes of speech production considered prevlou sly.

We will first discuss aspects of the prtoblems which sound
change withi.n a given language can raise fur our Pmodel. We will
than evaluate evidence and 0on1eepLtual approaches helpful in de tern tin -
ing sound changes, briefly sketch theoretical causes of sound change,
then consider how it may be possible for our model to represent tlc

sound changes or variations that may take place in English doluillg

rapid spc-cch. Itemized data are inluded in appendices. particularly
as tlie y relate to observed rules of phonetic change, here tabulated for
the firi t tio e wit!) the aim of integrating phonetic, jllphonetiic, gent,tive
linguistic and acoulslic aspetts of speech.

Previ)iusly we have considered how it may be possible to i(dltify
sounds as they art, articulated iuidividually or within relatively simple
and isolated word units, As the words or thi combinations of words in
normal speechl becomec nllore ComJplex , so also dt problems of recog-
nition, Particularly iinportant is the identification of slurs and dropped
sounds that otcur bothl wit;in and between individual words.

It is cunOiioiii observation, for examp!e, that tucLh phrases as

secemed to are condonsed into scenlto ill normnal conversation. similarly
the t almost disappears frnoi rents. Such ruln-on souLnds occur as a
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continuous wave pattern on a spectrograph, moreover, and the

identification of individual word units within this pattern requires
that our model be thoroughly famniliar'-vith possible phonetic variations

that may take place because of rapid speech or individual and regional

idosyncrasies.

This requiremntcn suggests thiret: specific needs - an orderly
listing of various puss ible phoniet ic comnbinations in which 'i-e rging''

of sounds taikes place, a comprehensive con1ceptLual scheme for

defining tite boutidaries6 between individual sounds, and logical method
for mi-aking arbitrary divisions between word units. Procedu~rally our

first problem is to define clearly for ourselves the distinct ion between

phone tic chlange and ph~ontet ic variation; onece this has been done, past
phonetic chlangesa in Indo -European languages provide the best approach

Ito identifying \5ari1ote phontlc \ ariiations or changes hIat take place
Ittt'av in English.

InI the follow ,ilug see tit01i we 55 suite that ptioi1Ctik- valriati ns
in moldern English actual Iy dii pl ale phonet ic changes that have taken

plateu in Other languages. llThisa p~i' lso is plaius ible because all
Indo-European lanlguageJs UtIIZCii thte samile pityesical nlodes of production.

Our imptli cit as SIitpti Ott is thast 1 ihttntic chtanges are guy e CoedL' by anl

idet~cifiable Sot Of ruleUs btiLSt' ont phIysical mleanis of v~roducttiun.

on posil way otf &-erivinrg at table of p~lIOtCiet cotmtbinations
for all languatges thtus iliigltt hI)' Lu niakL-ilan intenPIsive stUdy of Eiilglislt;

ttitSideriiig the Vittl, scopeU o. schI di task, it sceisiii niuie t-toivoijtujitrii

it aipply to E~nglish tie ax-ailabli' isiditetk onl tht! tititnittt ittangiti 0tai

hove taken pt( u-, ii thit past. It titay tHuls tie feasible to arriogi' Onur

motdell with Sect-ions of. refirotict ihtutothd lto l)i!iiiil titotctiti vtartitttitns

antI to p3lot is who~-( cil a ;ttiud d cup - iil is likely If. ot -our. Onece Itt1 -

variotis tholtoiit c liiingis ill En~glish have tIotri OVtcdered, tooreover

I TIill: NAIIIRE Ot.-' OUNI) CI lANCGES1

S01ti1i Ccklutug I Saý g rdnittil ;ittd t otu i tilt[; I p) rtocss stiu c h1 takes
ItLl' 0 I' i 11 Ititugitigis. It J is l so grdIititi FiatL (hi' spoackit-s of ilii' tai~gutago
tin-y siltlttit nott .- that mtv i litutugl' is t~kitg )ItLL(e. OC-eaSittnally they

notice( that itut- s~wttt1l,[ OtW Ulttde-st OIttiothe s of theit' titt11itinily dififers

1101 HtIt t 'attf ili 'e h1MiVlle , bitt ti0Y att itoib t(- tut( Cliff(t-eneik' tit Ilhe 'fiet I S

otaging ritlut tha l 1u to utlitge-s Whit 11 li IatKenl h)ii( C ill till littgLUIigt'

."in c II( old st nhailtillSIlist carn d i. T e od,,s in abiant



children. They may be conscious of the "rnodernisms" in the speech
of the younger people, but they do not realize that their own speech also
contains recently-acquired modernisms.

One reason people fail to notice definite sound changes from
one generation to the next is that they cannoL distinguish such change
from random sound variation. As we have previously emphasized,
two different pronunciations of the same linguistic unit are seldom
identical. When the word cat is spoken twice, for example, each
phonetic unit - the It, the ae, and the t - will probably differ slightly.
In analyzing sound we face the conceptual problem of distinguishing
such random variations from changes that gradually alter the phonetic
structure of a language.

As an aid in solving this problem most phoneticians assume
that sounds can be mapped in definite space with defined boundaries for
each phone class. Such mapping is primarily a conceptual tool for
explaining our tendencies of classifying phones. Traditionally phone-
ticians have conceived of sounds as units clustered around a specific
norm or center of gravity which lies in the center of the area in which
varied pronunciations of a given sound are most likely to occur (see
Figure 14). Some linguists describe sound change as simply a shift
in this center of gravity. While this explanation gives a picture of
how sounds shift, it fails to give adequate opportunity for analyzing
the physical nature of that shift, nor does it provide the necessary
frame of reference within which an orderly model for speech recog-
nition can operate.

As a more preferable way of representing phone classes we
arc suggesting a different approach - that of sound grouping within
moveable planes of articulation (see Figure 15). In our conceptual
plan sounds arc not grouped by their distance from a center of gravity;
instead they are grouped within specific hyperplanes which define
their relation: to each othei., hi the two-ditnensional illustration
each plano is approximately equidistant from the central cluster of
sounds. Any sound that occurs within the boundaries of these planes
is simply a sound variation. If the direction of these planes shifts,
however, then a sound change takes place. In general, these piakfles
may he related to the many physical choices which at speaker niak es in

shaping his words, and a shift in these planes may be equated with a
physical shift in the way a sotintd is produced. To indicate how this
could be done we include a diagram of the tongtm'la position against the
alveolar ridge as it pronounces t in th- word tick (see Figure 16). Today
tim, posit on of the tongue can vary between point A and point B. We will
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assume, however, that in 1900 the tongue's position could have varied

fhrm point Al to point B 1 , beginning at a point slightly lower than A
and never quite reaching as far as point B. In analyzing this change

according to our method of representation we would say that one of
the planes which defines the sound t has shifted slightly.

It should be emphasized that such a conceptual scheme requires

data which can be organized or transformed so that they indicate a

definite boundary separating information about one phone class from

adjoining classes. Some studies - those of Peterson and Barney's
"Control Methods Used, in a Study of the Vowels" for example - have
reported experiments which show an overlap in the levels of formant

one and formant two that are characteristic of vowel sounds. In sech

cases we must assume either that additional information not investigated
in the experiment will make separation possible or that for the vowel

sounds no hyperplane can be defined with our present knowledge.

A knowledge of past shifts in planes of articulation is important
tor automatic speech recognition because they can serve as a basis for

predicting which phonetic variations will be favortdl and which will not.
We have many examples of s becot: ming h, but not tht. revcrsea. If n
speaker produces a word containing a sound halfway between s and 1,
We II'Uost ijistruct the macVhinC to look uIp a word an s in that position,

ratLhr than an h.

Mous linguists It nlty recognize two types of sOund ChitlgC. "l'h1 se
are condition cd and unconeoditlund. Conditioned sound change diffc rs
from utllennditioned in that conditioned ch'lange takes place tinder ertain
I Ir'CUllstances while urn onditioned chanllge ta1kis jiLaC Ulnder all a ircm nliC -

Stance's. During the nineteenth celnturly iillguis ali SOLi beli ccd in

sjirii'dii soliid change, bht this theory was attacked aiid discarded,
because, it implied that therc is no pattern of sounds in laigunage, amnd
that the.r is no limit to the nimhi Cr of signi ficamitly mifi(eicii Wllundk , whi 1h

can exist SiintllteliiuCsly in a language. GuirrCt liingiiistic thleory is
l)iLbi'(l Oin it1 assilli 1 ;tiou that ev.ry lalaigUag( has its owii Souiiind patt.rii

,iid thtt t,[!CIc iL, L li ited number of p)hoimeimims or significantly differCImt

Of liLi two type.s of soimitI callnge which arc c urrently rLc'oglieZCd,
cunlditiiilo~d is ll' th 1Ore1, C'liiiinll btiCalt se in addition to such s•e a s aLS

"IGree'k s heinriui' h in initial position, '' this category list) inuludc's
all casets ill Nthlýili a stctllld is madek 11io0 ' Siniltar In ain .Ladjacent one.

T'ltiis s)pct ial case is callhd assiiiiilation, cik~d wU will discuss it in dCttUi I
bclow\. ttiicmoditiolned chang' invoIves Stlh I ;IsSmS ;tti " as -'' P l-lec o-lLiro-

pi;n g hiecicinic Ge-rni"ni. k''Thus Latin geinus and1 English kin ar'e Cogntti,
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(derived from the same Proto-Indo-European word). information
about non-assimilatory sound changes of this type permit us to predict

sound-variations which may occur occasionally in any individual's speech.

Information about assimilatory changes will permit us to predict the

mutations which occur when specific sounds are adjacent to each other.

Assimilatory changes seem to be the result of a strong tend-
ency to simplify the motions of speech articulation. This tendency

to simplify one's movements is a powerful cause of sound change. in

English the suffix for the past tense was at one time pronounced d
in all environments. It is still pronounced that way after an alveolar

stop; tasted is an example of this. Elsewhere, the vowel was lost,

and if the verb stem ended with a voiceless sound, the d was replaced
by t. Thus the past tense of lack has a t where the past tense of lag

has a d. The d of lackedwas replaced Iby t to save the speaker the
trouble of changing his vocal flap adjustmeni during the articulation
of the consonant cluster. The process of changing the first of two

consonants while leaving the second unchanged is called anticipatory
or regressive assimilation. The process of changing the second

consonant and not the first is called progressive assimilation. Most
phoneticians agree that anticipatory assimilation is the most commoen

type in English. When one word ends with a voiced consonant and the

next begins with a voiceless one, the final consonant may become
voiceless. Conversely if the final consonant is voiceless and the
adjacent initial consonant is voiced, the final consonant may become

voiced. Thus the phrase hig pit rnay be pronounce-d with a k at the end
of big, and the phrase thick bit May be pronounced with a g at the end
of tick . The reason for sound changes of this type are quite clear, and

we, could predict iiany of them even if we did not have examnplea from
othcr languages.

In addition to sound changes. there is a special class of linguists
ch;lng,'s which ar', n,.ilor gradual nr reguilar. Som.- linguists call

theon sound changes also, but we prefer to reserve thi s Icrtil for the
regular gradual process described above. The special category whic-h

we arte now discussing includes dissimilation, distant assimilation

metathusis, and haplology. Di ssimilation is the repellac'inunt of one.

sound by another when! thc original sound oct-nirs twic e within a word.

The Latin word peregrinu s (pilgrims) becauie p•elgrinuS when the

first r was rupaInectd by I . Distant assim1ilation is essentially it'

reverse of this process. If two sounds in a word are not similar,
one sound will somletimetLs be replaced ý y another which is more similar

to the remaining sound. Tlhe Prot o-Indo-Eu ropean word for five was
probably ' (penkve. (Thu astuh risk indicdt-s that we i-av- n, written
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records which show this word. ) In Pre-Germanic this became *pempe,

which in turn became *fimfe. Metathesis is an exchange of position by
two sounds within a word or phrase, The Old English word for 'wasp'

was waeps. When we compare this with the modern word, we see that
the s and the p have changed places. Haplology is the dropping of sound
or group of sounds which occur twice within a word, The Latin word

nutrix 'feeder, nourisher' comes from an earlier 
0
'+nutritrix.

All of these linguistic changes can be seen in the slips of the

tongue of contemporary speech, but at present we do not plan to
include them in our model because they are too unpredictable and

because when a speaker makes a slip of this type, he is quite likely
to notice it and correct it himself.

There are five different methods for discovering what sound

changes have taken place in a given language. They are (i) analysis
of the regular phonetic alternations of the language; (Z) comparison of

the descriptions by different phoneticians, each describing the speech
of his own day; (3) examination of written records and poetry; (4) corn-

parison of different modern dialects of the same language; (5) ctomparison

of the written records of ancient languages in order to reconstruct their
parent language. Specific discussions of each of the types of rconstruc-

tion may be found in Appendix F.

Our criteria for deciding the acctiucy of a phonetic reconstrte -

lion include the number oi different ree onstruCtiOin technique's which

yield this result, the phonetic probability of a given change hlia.ving taken
e, anad the no11inber of tinics this change has been reconstructed for

other languages. If several different recunstruction techniques all

indicate that a certain change tooK lJat.e, this is very strung e!vLideonce
that it really did happen that way. 'or exainpilt, the sound-change of

the English past-tense suffix is attested by threc SoLret's - hIhometit

descriptions fronm the eighteenth century, tIh tVidel(ite of sp)elling, and
t11-f- morplhophoneinic alternation of nodeurn English, We hayve ,liktk h-
mianuals from lthe (eight(tjith century manuscripts which spell this

suffix as cd, it , and 'd . Finally, we have the nodchr n morpho-

rhoncnlic altrnation , which is most easily explained by ilt' assumpltion

that the suffix was orilginally eI. Taken togeth'r, this evidence'tt ivi's

no room for doubt.

Phont-ti. proth;hility is thc second c riterino for wuighing the.
accuracy of a r'coimatIrUCtion-1. This critterion is t'i'.tI'ntly, l appliti d
while the linguist is wori.ng on thi 'etco st rti'.:tion rather than
afterwards. Ih our ainilysis of tihe pslft-lea-i a tl5 [ix, WL' r t ed thle
assul ptlion that d was thit original suffix bticauso it. involved the
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assumption that *tastd was once the normal form, and this is phone-
tically improbable. Some linguists have objected to the traditional
reconstruction of Proto-Indo-European because it contains voiced
aspirated stops b t , d', g' but no voiceless ones pl', t', k'. The
articulation of voiced aspirated stops involves more glottal adjustments
than does the articulation of voiceless aspirated stops, and since there
was supposedly only one set of aspirated stops in the language, there
was no need to go to the extra trouble of making them voiced.

The third criterion for reconstructed sound change is whether
the sound change has been independently reconstructed fcr other
languages. The change of d to I has been reconstructed for Latin
and Sanskrit; there is also alternation in the Greek dialects between
the names Olysseus and Odysseus. If this change should be recon-
structed for another language, we would not question it even though
at present we do not understand how this change takes place.

From our present evidence we may make two assumptio:ei. The
first is that sound change is a gradual and regular process with orderly
characteristics of transition, A corollary of this assumption is our
belief that an orderly system to deform this change is both po -ble
and necessary. One further aid to the development of such a systemn

would be a workable theory of sound change; previous attelilpts ;o
develop such a theory are discussed below.

II THE CAUSES OF SOUND CHANGE

Many theories have been proposed as to the causes of sound change,
bill most of them have been thoroughly discreditcd. t'or the pur1 osvs of
an autornatic speech recognizer, however, a valid theory of the causes
of sound change would be a valuable aid in predicting sound variations,
bIceauoo it suggessts 5nh th,, pirobatble direction of sound variations as they
occur in norial speeclh and the particular sou81d variations likely to take
placie wien two given sounds come together, as previously indicated. To
be of use in this study such a th enory must ineet at least th re( qualifieation, -

it must use physical 111ensos of articulation as one of its major criteria for
changc; it must be sufficiently coiciJirheCiSiVe to allow an interplay be(tween
the variouIs pl ysic at modes of pruduct hon already di silussvd; and it must be
able, to be stdc , in units conprilhelisil)ti to our modce.

Ihe most commonly proposed theory, ;s that sound chfange is a
simplification of thc articulatory process. This is obviously true of
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some cases, but obviously not true of others. The change of[Inki•v"i

to[Inkjmlis a simplification, since it reduces the number of neces-
sary articulatory movements, but the change of Proto-Indo-European

t to Germanic p does not seem to be a simplification. Moreover
i-f the change of t to p were a simplification, the change of p, back to
t in the Scandinavian languages would be the opposite. The theory that

all sound change is simplification does not fit the facts.

Other attempts have been made to expl.ain sound change as the

result ot a change in environment or way of life, but it has always
been possible to cite groups of people whose languages did not undergo
similar changes though they lived in similar environments with a
similar way of life.

Inherent in all our work to date are the assumptions that there
is a related order in all language based on physical modes of production,

and that such an order may be graphically represented by examining the
interaction of these physical modes, A frther assumption is that sound
change is not random but proceeds along a specific pattern according
to cause inherent in the structure of the language itself. Postulating

the existence of both an orderly change in speech and an inherent order
governed by physical means ol production, it appears worthwhile to
review data concerning the possible: existence of an orderly series
of rules for anticipating sound change in European languages, particul-

arly as it relates to these physical means of production.

Historically researchers have accomunplish led coutparatively little
definitive work in problem a of predicting sound chanige. Existing theories
winch assume thre is a single cause for change have generally i'en
disproven, when further research disclosed it situation in which the

special cause was prc sent, but Lhe expected tchange did [iot Occur.
Andrte Martinet, however, aSSunlhts that several factors influence
sound ciange factors inherent in the physical pruductHon at language.
For this reason, and also for the t purpose of obtaining a toodern

Westcrn linguistic vitew of sound change, we shall briefly review the
work of Martinet. And finaily, although it seetis to pre stnt in an.
orderly fashion many postulates sihilar to those on which Oar own
model is based; at the same lion' it riveals many of the limitations
of Urrient liiguistic theory when applied io sound change.

Martinet's theory is based on thc phiontenic theories which halve,

bie'en developed by many different ljtguists over [lie, past forty years.

Ills unique contribution is tv combink, these concepts into a theorvy o
sound chauge. The theory siates that niany of Ihe causis of the sound
chaiigtsb whitch take place in any particuhar [alaguage are hilt' rent i; thil
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phonemic pattern of that language, and in the distinctive features-each

of which corresponds to one or more of the physical means of produc-

tion. Thus by carefully examining the pattern, we can suggest which

changes are likely and which are not. (A phoneme, as previously dis-

cussed, is a class of sounds which do not contrast with each other but

which contrast with members of other phonemes. A distinctive feature is

a sound quality which, alone or in combination with other distinctive

features serve to characterize a phoneme. The differences between

Martinet's terminology and that of Jakobson are more fully considered

below).
One limitation in applying Martinet's theory to our project is that

distinctive features vary from language to language; thus each language
analyzed in Martinet's terms must receive special attention to determine

precisely what its distinctive features may be. Such a theory may thus
be helpful in developing a set of postulates that govern possible sound

shifts within a single language.

Figure 17 represents the distinctive features of English con-

sidered in terms of Martinet's work according to the units of our
model; there are four places of articulation that can serve to distinguish

iAr,.rcus - labial, dental-alveolar, palatal, and guettcral. The initial
t onSonants fof pil, tin , shin , and kin show these different subdivisions

of place of articulation which forms one of the tLhree iain axis in our

model that serve to define how sounds are produced. It is also possible

to graph additional distinctive features under resonances and possibly
Under nmannr of arl,',tlation, li English thise. contrasts in sound
st*5rwv, to conv'y different mncanings; thus we say that the features are

distinctiv, .. On the other hand, the word tin would 1e reCugni sable

wht(tihe r the initial consurntilt we're atrticulated against thu teeth, the

alveolar riig.., or the palate. Ihi English, therefore, the two positions
ol arttitulatitt for Ll' e ront part of the tongue arc t ot ky l iwl M tls'lvt , s

distitc)tivc feattlres. II oitler langtutag s, howuver, r lih, ititnbr of such
t'Cato res may he grprater or less; Indian liuatgLtgt:;, for tixili' lc, trial
ttic dietat ai d t alveolar VS itLS S tIrI'atte pho1utmti.s.

Ii1 (issuting that thW disticitt'ive fCeator, s in camk i1 langutige can
ilodify sound shifts, Martinet relies on the hypotlhesis that sound change

is lik, ly to occur in those cases when ti language already uses ail tin

physical litcans otf art ieulation nete essary to p[roduce a particular sound
b)ut laItks the sHutnd itself.

tUirtl'te assuiling thatt all speech is based on a tension betwecrn
the nted for exact ittcaoiitg and the dclsite,: Lo biitnize exertion in

physical arliculatiot,. Martintet suggests that stie cI ehange is more likely
to take place within tlte range of a distinctive group than across a boundary
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Bilabial- Labiodental Dental-Alveolat Palý.tal Guttural

Stops
Voiceless

Unappirated,
Aspirated p t k

Voiced
Unaspirated. b d. g
Aspirated

Spirants
Voiceless

Unaspirated i
Aspirated

Voiced
Unaepiratccl
Aspirated

Nasals
Voiceles S

Una spi rated.
A spir at edc

Voiced
Unaspirated IIIn
Aspirated

SibilantS
Voicless

Unaspirated. s
Aspircated

Voiced

Unaspirated

Abpi rated

A~ffric at(. s

Unspixutcdc

V nicted

Aspirated

L~aterals
Voieeiess

Unaspirated
Aspirated

voiced
Una s pir.'tLed
As p1 atedI

Figtixu t, 7 Ihis chart repre sents tlc noiunial or most comnmon articulaLtion
oC geach AniiuricanLI EngliSh c()Ion sonet iphone toe.



between distinctive features, since a shift in sound from one distinctive

group to another cound make hornonyms out of two distinct words.

Thus, in the chart of Figure 17 a sound shift might occur between

an alveolar t and a palatal t, but it is much more likely to take place
between an alveolar t and a dental t, which would share the same

distinctive features.

While Martinet's theories may he relevant in suggesting potential

sound shifts, there is soene question whether they are comprehensive
enough to include many of the aspects of speech production necessary to

the development of a multi-purpose recognizer. Certainly the extended
scope of our model precludes complete assumption of his theories as

a basis for organization of sound changes relevant to a general purpose

recognizer.

The problems of vowel coloration and observed crossing of the
boundaries of distinctive features, in addition to the necessity of re-
defining distinctive features for each language also suggest the need for a

more general analysis of predictable sound change than presently exi.sts.
Such analysis might subsume Martinet's theories as additional deta '-

instructing a general transcribing machine what sound shifts atr,: more
likely to occur. While no such analysis for modern English exists in

ternms which can L - used by the nmlti-dimetnsional model which we have

developed, several factors argue that it may be created. The first is
oLur assumption of an inherenit order in all specclh directly related to

physical micans of prodocl[ion, The second is3 the dominant theory of
modrirn linguistics that sound change is not random; and thie third is the

tools of genetive phonetic, jilioncli ie, linguistic, and acoLsI'c analysis

of sound.

Experitimints by Fry and l)iieus, morcover, indicate that addition..ti
investigation is requirerd Lo correate [lie work of phlOne ni( ;Llnd acoumstic
analysis with the objectives of oar ,model. Sound cxlii ii ants by thu,!':

ris~arclhtrs revealed that their imihin i, iii f,v,'nm mion bIPt\ ctin the k
of cook and thii t of tick was over 90%, bUt differenttiation betwei(.n tIu.
k of kictk and the t of took was ICss than ?,5%. Thisiia would sbeem to inadicatC
that IC and t can be distinguishi t by distim Iivce featuire s, but their
LCeonstie fea tulres naIlly nlOt r etain sue ICI htiracteitoii , i aL all times.

'T1me task of ordring StleIl a(:outsic dilta ill it coiMprChleilsiVe

theory of SOUId elhamig .•,eims feasible iin terms of Mir modcl parti-

cularly because wt. Most(A of nec .scit•y aceUni1m for alt the physical mo1dcs

of production , hielh are assUmn .d In orovide thIe basis tor directed
soUnnd shifts. In tt-Lrm Uf Iour di I Sinins, for ex amuspie, it is definitely
indicated that the acoustic charactit ristics of k in kick differ frmomi
thUsi' of k in cook cl CcaUSt the plaCte of articilatioii is invariably

imflfeimeed by snccecding vowel sounds. '[lhis re.niphasiecs lie im-
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portance of consonant-vowel combinations on an automatic speech
recognizer.

In the following discussion, we first consider sound change in
terms of our multidimenesional mode. We then attempt an orderly pre-
sentation of certain predictable rules of sound change or euphonic
combination. Some of these rules we derived from our studies of historic
sound change in Indo-European, Germanic, Old Icelandic, and Celtic
languages. Others were suggested by the sandhi rules of Sanskrit,
which lend themselves quite readily to a systematic analysis of
preferential sound shifts.

Sandhi rules are of a special value because they comprise an
integrated chart of euphonic combination developed for a language that
in some cases represents phonetic sounds quite precisely. For example,
although English makes no distinction between a dental and an alveolar
t, Sanskrit has phonetic symbols for both these sounds and regular
rules for the euphonic comnbination of each symbol with other sounds.
Other sounds not distinguished in English but specially represented in
Sanskrit include visarga vowels and aspi rated consonants. Since the
Sanskrit alphabet represents an orderly grouping of possible phonetic
sounds, and these sounds in turn are based on the physical means of
articulation common to all mino it wuuld appear helpful to apply the
rules of sandhi to our own development of an orderly method of speech
analysis.

III SU&ND CHANGES CONSIDERED IN TERMS OF TIIE DIMENSIONS
OF OUR MODZL

The purpose of this section is to examine how sounds may
change in contact with other sounds in rlapid connected speech; a
model for speech transcription mu111st be able to relate these changes
to the "purer" patterns of careful speech by recoors( to the various
subcategories in adjoining columns, rows, or Roinmann leaves.

The reader will note that the four main problems to bh! solved
aro emphasis, regional dialects, sturring of syllahles, and definition
, t word boundaries. All are particularly imnportanet b'cause there is
genelvily no identifiable acoustic break between words in rapid speech.

Without means of distinguishing between the sounds of separate words,
however, the construction of a general purpose transcriber becomes
almost impossible. The following discus sion provides for the first
time an orderly approach to the solution of this question.

In the following subsections we describe some sound changes

which have taken placC in the past. This is not a conmplete list; the
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compilation of a complete list would require years. A recent book
(Language and History in Early Britain, by Kenneth Jackson) devotes
three hundred pages to a concise description of sound changes of the
Celtic languages alone. This is simply a sample of the total number
of sound changes which have been described by linguists.

A. CHANGES IN MANNER OF ARTICULATION

Changes in manner of articulation involve shifts from one

Reimann leaf to another in our charts. This type of change is quite
common. It occurs both as an assimilatory change, as when Latin
pf became ff , and as a non-assimilatory change, as when Proto-Indo-
European p became Germanic f in almost all environmeticnts, InI
modern English a cluster of alveolar stop and [y] frequently becomes
an affricate. Thus did you becomes dijuand at yoo become,
(This involves a change in place Of aLticulation as well as a change in
manner). Most changes in mannevr of articulation which have been
described by American phoneticians involve clusters with l'yJ . We do
not know whether this is, in fact, the mllost conuinioni cthange inl inatnncr
of articulation or whether it is simply t he most conspicuous. Rules
for this type of change are inc[Lided as Appendix 11. 1I.

B. CHANGES IN PLACE 0' ARTICULATION

Changes in place of articulation involve shifts from one' row
to another in our charts. Moslt h(etages in place of atrtic ulatioln are
assilllilatory; they Occur only when two consonants are! aIdjacent, hut
a few, such as the change of Old EInglish final In to 1i, are ion-
a similatory. One as sitoilatory change is theC t-h1iigt' of '.s] to [ I
when it is foltowed by [ j 3 - TlflM comiioinly .... "urs Lin thie word
horseshoe, which is usually o"rOnOlieeCt C h r f"jill o Orc ¶ i. in the
Appendix it. I we include a list of changi's il plac. , of articuiation whtih
hav\'( taken plicc in Itle p~tst, lI'getlime " with examples of fItlgh i h words
and phrases iointtilillg th.e saltb sitiuld cololitiliatiomlls,

C. RESONANCES

tmhangcs ill reSMis niceS iinviile V shifts I I'oLm olne co)[1111n 1 to atlllltlr
in our charts. Chanllgs ill r&'soiiai(tc retresntn tte imost ctlonmon
assimilatory somnd t hanige. Gonsonaitls with diffieUt r1tlets antiul iniai1rs
of articulIattilon octcu1 Iext to etcll oihtter ill tlt \Aor'ds (If im•ily toigtagcs

but itl sI i mIU al to 0 IVe voict'd and I vocIte ss ckvIIsonaits adjacent to
eacti other. Almost all langaimgcs Will plerim.it sound Colmibimlatioims at word

muniUldarits whim h Hwtt y will not ptermllit ý ilittii awm 1'1, mtIll t' faritot that a
certain typi: of soenlut-c(nii bimLtLiOn is mUll(mOlllill in ime words of any Lan-
guagc ste(ns ti m inciicaiti that the santme coiiih1iiationi mimay b, frqucntly
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modified at word-boundaries also.

There are conditions other than assimilation which cause changes
in resonance. In standard German, no word may end with a voiced
stop, spirant, or sibilant. The phone becomes voiceless in that position.
Thus bunt 'bright' and Bund 'group' are homonyms.

Some changes in resonance are unconditioned; that is, they take
place under any circumstances. Thus Proto-Indo-European d became
Germanic t. English two and Latin duo are cognate (go back to the samne
Proto-Indo-European word).

In Appendix H. Il we list some of the changes in resonances which
have taken place in various languages.

D. HOW SOUNDS DROP OUT

There are two different types of sound drop-out. One is the
loss of a sound from a certain position and the other is the loss of a
certain sound from any position. The first type includes the dropping of
at least one consonant from a consonant cluster and the dropping of cer-
tain sounds in final position. The second type includes such cases as
the loss of Proto-Indo-European p in almost atl positions inl the Celtic
languages.

The problem of how to treat these drop-outs is a complex one.
At present we are attenipting to limit. tu nttni,- of positions in the
charts from which a sound that is not part of a cluster can drop com-
pletely. Thus, at present we assume that flJ does not drop out directly
but becomes ,[0- which becomes [h], which drops out. in Appendix H. TV
we give some examples of sound drop--outs.

E. DURATION

In English, differences in consonant durations are not phonemlic
(word-differentiating) and the speakers of the language have sene
frecdom to vary those durations. The most comnmon variation is to
shorten a long consonant (or a double consonant; we uso these two ternis
as synonyms). Thus red dress may be pronounced with a long or a
short (dj. Long consonants which are the result of as simimilatiml or the
dropping of an inteorvening consonant are also subject to shortening:
outdoors can be, spoken without the [tt and with a long or a short 1d9;
lasts can be spolen without the NtJ and with a long or a short Z-3

Conversely, some short consonants may be lengthened under
certain circumstances. If a person is counting slowly and rhythmically,
he mnay plronounce eighteen with a long Ctl because the preceding words
fifteen , sixteen, and seventeen all have consonant clustcrs in tile middle,
and if the speaker says eighteen with a short [t] I he will break the rhythm.
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The problem of length variations due to rhythm is a complex
one. Andre Classe has advanced the hypothesis that if there are
several strongly accented syllables in an utterance, the speaker tries
to vary his tempo so that the time interval from one accented syllable

to the next is a constant. Classe calls this equality of time intervals
isochronism (Classe, 1939). When the number of intervening syl-

lables is very uneven, the speaker tries to achieve isochronism
but does not succeed, If this hypothesis is correct, the duration
measurements of all unaccented syllables depend on the positions of

the accented syllable. This is a "subject which requires extended
research.

F. INTENSITY

Intensity of different portions of continuous spe'ech is perceived
to be different, except in monotone enunciation s. This is a natural

phonomenon of control that a speaker exercises to kee-p his Speech
from becoming boring,

Such variation in) the int ensity depends on several tfactors,
some of which are:

I) Emrphasis or diecunphasis of an utte1aUcc, en fOrl

a) modification of its Iiieaning
b) drawing attention to a upccific piart of it

2) Relativc coiotiiiation of speech sounds that ilc essitatit
tihe emphasis or deeniphasis because of natural limitations

on production of. speecuh.

The variations of the first type( are ofte.n cont rolled by tilt
g l'lililla;LI? and syntalZx of a language, tnd thiey (10 not nerit ('Onisi('ir1;lioiii
in ti:; : part of the study ot ( ontrollcd vatriatio)s caiused by tih (cIoI-
bination of speec'h sounds. Tiu variations of the scollnd typt. muerit
diStl1sbioo; 1)Lit iiitlh(ir is orderly dettmtiiun itf these ;iVa ilitbl'e, nit' cc.i
iinformastilon about thes, be stiLratd(l from tIhe for the tirst type of
variations.

Aii additiciOnl diffi( uiltx' ill this field is In(, nee(d fotr an ;oeutLilet

detfillitioll of intensity and |the int(erdel)peIndtu,(C of illtt'nsL'iLy ,ViLrittl 'Ili(1
of variatioi ii fundamental fre ui( tcL'y. Aln orderlty suldy of th( f 'f', ts
of inIensi t1  wotld If'I (iti L'e iXt ulsie tdc(liti LLSIt sitiuly. fit S tclion 't vWe

presentll exanltplesb of aitoustic data hh tlIt 1 Show the nece 'ssity of intc.tisity

G. FUNDAMENTAL lItEQUt.lNCY

l'indalnelliat fr'cpluunty, like intelisity) 'aii is |f'nmll Ilne p; t'cuil



of speech to another for reasons that are similar to those mentioned
in the previous subsection.

Unlike the measurement of intensity, however, one can find a
generally acceptable definition of fundamental frequency that can be
used for these studies. However, the information on this subject needs
to be further evaluated.

H. GLOTTAL ADJUSTMENTS

The two glottal positions which are commonly used in speech
are the positions for voicing and for voicelessness. Besides these,
however, there are other glottal positions which are sometimes used
and which result in a different spectral pattern. Two of these adjust-
ments are visarga and laryngealization.

During a visarga vowel the vocal flaps vibrate, but they do not
touch each other as they do for normal voicing. The resulting vowel
has a somewhat breathy quality. In Appendix I we include a detailed
description of the visarga vowels.

One theory of the production of a laryngealized sound is that
the vocal flaps take on an hourglass shape, and both the front and
back halves vibrate while the middle and the ends are relatively still.
The resultant sound has a slightly grating quality. Laryngealzation
is often used in American speech as a substitute for a drop in funda-
mental frequency at the end of an utterance.

IV. SOUND CHANGES INVOLVING "PROBLEM" PHONES

A. CHANGES INVOLVING PAONES WITH A SINGLE PLACE OF
ARTICULATION

The phones which conmnionly oCCUr in English but which present
certain problems include[y] (you), [r] (righ), [hJ (how), and the glottal
stop[." (the pause between vow,,I, ,f oh -oh' ). The glottal stop als.o
commonly replaces t in certain words and phrases, such as what was;
for this reason it nmust. be included in the mode I.

There are sev'cral separate reasons why chest phonies ar,
problematic, Y is a semi-vowel corresponding to[ij(the vowel of eat)
in manner of articulation save that y functions as a consonant, Although
we have classecd y with tim consonants,, its similarity to a vowel c reates
Unresolved problenis in describing nianner of articulation. In the ease
of fr') it is possible that the p.ae(, of articulation of this usually retroflex
consoenant t an vary in Ani 2 ri1aj Virgiisit. The soundFhJ is traditionally

described as a voiceless vowel, since they r•:civc a separate dimension;
it sceems neccessary to devote a separate set of Reirnann leaves tor I)]
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plus vowel combinations. The problem with the glottal stop resluts

from its place of articulation; our model provides for no place of

articulation further back than the guttural, but the glottal stop is
articulated further back.

In the Appendix H.IV to this section we include a list of rules affect-
ing these phones. The rules forl'y.' , 'h1 , and 'r are likely to be much
more complete than the rules for:'?], both because the foreign languages
from which we have derived our rtles have .v], ;-r], and[h], but no

glottal stops; and because the occurances of the glottal stop requires
further investigation into the phonetics of American English. Although

we doubt that the glottal stop replaces an initial t, for example, this

has not been proven. There is also the additional possibility that the
glottal stop may replace final t before gutteral (that girl)as well as

before a bilabial. In certain Nfew York accents, moreover, the glottal
stop also replaces t before I as in little.

B. CHANCES INVOLVING PHONES WITH TWO PLACES OF ARTICULATION

There are two cornmonly-occuring consonants in American English

which have two simultaneous places of articulation. These are w) as

in wit, and Ckw3 as in quit•. Both of these consonants involve sitiul-
taneons guiteral and labial articulation. This combination represents

the must common type of simultaneously articulated (co-articulated)

consonant, known as labiovelors. Since labiovelars have two different

places of articulation, they can also havw two manners of articulation.
For [kWJ the lips are rounded and open, while the tongue makes a com -

plete closure at the back of the mouth. For [wj , thetre is constrictimu
both at the lips and at the back of lhe mouth, but the rt is no cunipletCI

closure. The rules in Appendix IJ..V deoal with sound chiangcs that h lvt,

affeccted labiovelars in other languages.

V. TIHE RELEVANCE OF SANDIHI RULES OP SANSKIU'.' TO OUR

MODEll

In developiing a gcneral plrJsl)0(, iran.t crilJr tiet rulelIs of' Salhiui
are particularly valuable bectause tihy setem to be 4t. uindi,,tuon (Ji" how
snunds are produced tinder conditions tof noruttl continjous spevch. A

partial rvason for this is that Sanskrit gramniarians who for mulated
sandhi oCleS Wi shed to produce a seCI of pre d Cp to (tlsC" I'IJI i l•ti UZlg -i

as it was cu rrenily being spoken. In describing this language, nMor'COVel,

the gramnmarians wished to produce pIj1OnIltiC clarity as wNell Its t'iratiiuu ttit

precision. As a result sandhi rules give- parliculur attentiun to j)rulehhms
which English grammnar (as opposed to the s;ienCc Of phoncth s) tends

to ignor be. Thus. sandhi incluid s 110t Only euI's tf Cupllhonic slid gr1itt11l1niiti

55



A

combination within words, but also the phonetic combinations likely to
occur when two words come together; such combinations, moreover,
are usually expressed in the Sanskrit spelling as well as the rules of
grammar.

To the problem of changes caused by coalescence of sounds
between words, English phonetics has given -celatively little attention,
but the importance of being able to identify such changes with our model
is apparent. Speakers tend to pronounce their sentences in rhythmic
phonetic phrases whose boundaries need not coincide with those of
the words involved, a situation that provides the basis for familiar
jokes about children who return from church singing songs they learned
orally about the three kings of "ory and Tar" (three kings of Orient
are .. . ). Such verbal configurations, as previously indicated, are
the result of the natural transfer of a sound from the end of one word to
the start of a following word whenever the conditions of physical articula-
tion make this easier for the,,peaker than pronouncing the two words
distinctly and the transfer ,uay not interfere with clarity of meaning.

According to our present ovidence English phonetics does not
seem to analyze fully the problem of transcribing such transfers in an
orderly fashion. Sandhi rules, however, distinctly recognize the
possible shift caused by the coalescence of a final sound with an initial
one, and the sound change so produced is often formally defined. Recog-
nition of such combinations between words is an iiiportant aspect of a
general purpose transcriber, since the acoustic characteristics of
a particular letter may vary considerably depending oln preceding and
following sourds,. r and 1, for instance,, are ext reine txaniphIs of this.
The following discussion considCrs particola-L ly those asptsecLs of sandhi
tha[ are relevant ill expanding our comiprehension of sound change.s
likely to lake place between thi sounds of separate words, while it

provides aa rationale for further role s of euphonic conibination prseitiLed
in Appendix II. V. li using Sanskrit rules to help uis predict P'nglish
souLnd Challnges, however, we must coinsider the nalure of ealih rule before
deciding op ,ox: to utilizc it.

The're im' Iwo typ's of sandhi rutts, and while both are helpful
in our utotiti, their appliCabiLity is dii'f rent. 'Thue first type of rule is
the result of conditions which prevail in all human language, and Ihtrefore
this ltypc is directly applicable. A typical rule of this kind is that when
a voiceless consoinant and a voiced eonsonlalut cOmlie logth'er, olle is
eh onged so that 'ither 'hoth are voietud or bolh are voiceless. This
rule stems froun the fact that huitan beings filnd it easier to pronounce
two voic'ed or two voiuuelss o'eon , S O/tls tgelher titan to change the
vocal flap adjustinunt in th, I|liddle of a consonant cluster.
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The second type of sandhi rule is the product of historic survival
or analogic change. Historic survival is the retention of a sound in a
particular phonetic environment after it has been changed or dropped

everywhere else. Analogy is the extension of a rule fromn one group
of forms (in this case sounds) to a group of similar forms. There is a

sandhi rule to the effect that before certain voiceless stops -it is changed

to anusvara (nasalized vowel) and a sibilant is inserted between the

anusvara and the following stop. This rule represents both an his-
toric survival and an analogic change. At an earlier stage of the

language, there was a very large group of words ending with us and a

smaller group ending with n. As the result of a sound change the s was
lost from the ns words everywhere except before certain stop consonants.
This meant that in most environments the us words were identical
with the in words, but in certain cases the ns words had an S, while the

n words did not. Gradually people forgot th-e difference. and--qi,', !h,:
ns group was iarger, the rule which applied to that group was extended

by analogy to the n group.

We would not expect this rule to apply to English directly because
English has not noderguon the sound change necessary f'or the historiun

survival. I1. does suggest, however, that it is worthwhile to see whiLicr

the same processes might have a cled on Some other LEnglish sounds, and
we do have one example of that: the so-called "intrusive r" of New Eungland
Speech.

In soine New Eungland dialects final r was lost after vowels e. cry-
where except when thte next word started with a vowel. The result was

that the pronunciation of the word deer was different in the phras cs d(eer
walks andi deer is. The prOtiun ciation of decir befnorie it cotiscilltt WitS

identical with the pronunciation of Ihit' last pa.,'t of idiiP it ail piottet it'

enviro'enmentts. Gradually the rule about r spr''ad frtttl ie,'r is -,
idar is.

A caLrefuixl exitinantion of all hiistoeri and analegie SiLtliti irli'Sa
tiogether with a study of the history of Etiglishi sounds should probably
serve Ie point OuLi inure s toh roles whichit apply to lug Iisit.

hi Appendix I-1, V Nwe have separated the role8 whiCh WCe bil it'v
to be historic and analogic [rone these which WC b'lit'vie to be iitiic.

"[The. other i 'tules oif sound L.tiatig in Appendix 1-1 aJe all phoilelic.

The first particular contributioll candhi nay mllike r 10 i oi'r Itodel

.6 to fUrnish an oede hrly guide fer the coalest itice of the finalt consonantl

of o1t. woerd with an initial voWel of hlie following word. .in Sasitkril thi
words aham nadityair are wriltlen according to syllables, ais follows:
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I

a ha mn di tydir. The final consonant of gharn goes with the initial vowel

of adityiir. The combining of a final consonant with an initial vowel is

quite common in English speech. Most people distinguish an aim from

a name only when they are being extra careful. This sound change must

be recognized in our model, since we treat consonant-vowel combinations

as a unit.

A second potential contribution of sandhi rules is to delineate

possible conflicts and sound changes that can occur in the articulation

of one or riuer- consonants which ai- part of a consonant cluster. Tile

phrase sit down is likely to become sidown in normnal speech, as has

already been pointed out. On the other hand, Lhe saace drop-out of a

voiceless stop next to a vuiceid stop with similar plact of articulation is

not likely to occur in the phrase look good, because a drop-out of the
k might destroy clarity of articulation and consequently clarity of meaning.

With further research into lie effects of combining different

physical articulations, we may find it possible to utilize sandhi rules
in setting up a relatively coupletue :;ct of instructions to inlorin our model

exactly when and flow changes will iake place.

A further, advantage in applying sandhi rules to our model is that

they point out the existence iic Eciglish of certaini sounds which had hither-

to been considered peculiar to Sanskrit. One of these sounds is the
visarga, which is a vowel-like sboud similar to Ih. in .Sanskrit visarga

occurs tinder certain ci cccicstictic'icc as a.ca subscitiLuct for final .s or r. In
En gish we hlive observed it in New Fliglacd speech at thie lun of tile words

car, law , and Dvneench.r (See P. I)clices, Gtolcpciut ,r Processing of
AcOustiC and Linguistik thicorictliOn itc Automiatic Spech11 Recognitioni
Contract No. At- 61(514)-117 1,-Ili, March , 19oýZ, Univcrsily Guollege London,
England, Fig. 9(ct), pagev 2.), and bc.'ore lihe final k of park. if the

Sanskrii rulde aiiplicmc ti liI!,,lishc, it c'('), rS cJly c;tl' ;cod Duce elhcr , since
the r oIf part. is cct fical ccitcd lMw hcLS ic Y. It is poscible that in English

vtsatrgga can o( cncr with any ficli vct-wl. (ciL tie New lnglacd dialects
catr cnds with a 'tc\ ci, since icfle ccc ic ; oal r. ) hlis rolel would cover
ciar, D -ec ctcii r, aicd c LW, bcil co'(t (JiL- . It ccciy I)(. that visctrgiL Occetrs ill
park- only whieni tict cclicthictc : (if the Stop cusc hctod So long, that that

vowel is likte a t cial vowcl.

As OcIttitiClc d cilcoyt a cid Hd r ic jceci cit lly ctcJIlaltd in Appice dix 1-1. V,
sandhi rules prescit a highly usclul lciide ill tlce dhvehlolic-unt of aci
0 l'gIlcii'/ed Sc-I of (htla onc wiccich I, cbcsc ist rIlclC itiuS ;aboui t socilld cl•acige

for our model. With ,ic ordcrtly rVpc'ccsectalion cit phionetnies and an

orderly r(ehrt ,ciLcLti• o cc• Uti .]Il' .- ccf sOlclc d t Iacllgig , it catli blco uolm!

pussibil to presecit rt'lhs to; tile c-ecWc'h o1f selecte.d iallguigcges organized
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so that the rules may be suitable for mathematical treatment or for
computer analysis.

VI. REPRESENTATION OF RULES FOR EUPHONIC COMBINATION

In past reports we have indicated that in the course of normal
speech many sound changes occur. In verbal form we have presented
long lists of such changes or possible changes. If, however, such data
is to be available to a machine, a mathematical (i. e. , symbolic) repre-
sentation is necessary, The rules listed in Appendix H. VI present such
a digest of the data already presented.

The forfn these rules take is that of "ordered, " speech-environ-
mental, " rules which may be considered from a "phonomenological"
point of view. These terms require explanation. Ordering of rules
means that some rules have priority over others. If, for instance, there
-were a rule s becomes z ordered before a rule that st becomes s, the
second rule would never take effectin any of those situations where the
first rule applied.

Speech-environmental rules are based on the idea that the
changes which occur in any particular sound (phone) are determined
wholly by the nature of the few surrounding phones plus the special
characteristics of the speaker. Such a view is supported by our
'ontention that the changes which occur during speech are determined
by the mechanical nature of the speech-producing machanism. The
characteristics of the speaker determine where he takes e rcc in enun-
ciation, and so in particular take aecount of those phonenic distinctions

which are irnntie in his language.

Phenomenological rules are those which describe an outitoun' for

the physical articulation of speech. They are to be contrasted with
probabilistic and riijdoi rules wii :hiih iay spetcify for any particular

situation in speech that any of several outcomes may occur depending
either on fixed probabilities or on unknown outside factors.

Those rules we have indicated in Appendix 1-1. Vt, tie refore, are

not those for any partiCular speaker, but rathcr those of tinany different

speakers with many different characteristicxs. As such they reprt, sel
the first recent attempt to prescnt the eUphon0ic e onbinItitin of natural

speech in an orderly fashion that might be understood by a general

speech recogniier. Such a presentation, based only on available, data,

cannot be considcred definitive or complete. In some cases there is
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not enough information about rules of euphonic combination previously
developed to represent them exactly, and certainly a considerable amount
of additional research is needed in this area, The rules compiled in
Appendix H. VI are thus impurtant particularly for ii:dicating the feasibility
of such ordering of acoustic and phonetic data for speech recognition and

for outlining potential areas of further exploration.

With the tentative development of such rules, and although we now
leave the linguistic aspects of our model to examine the acoustic aspects
of analyzing speech for general transcription.
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SECTION 4: ACOUSTIC CONSIDERATIONS OF SPEECH

INTRODUCTION

Our object in this section is to relate the acoustic information

about speech to physical means of articulation and the rules of euphonic

combination, Such correlation, while involving both a review of past
research and utilization of concepts developed according to the dimensions
of physical articulation, is oriented primarily toward the future develop-

ment of comprehensive theory and an ordered set of data to meet the
analytical needs of a general purpose speech recognizer. Although by
no means covering all aspects of acoustic research, therefore, wC

consider those lines of acoustic investigation that may be imost relevant
to the generation of further data for transcription of carefully articu-
lated or continuous speech, while suggesting potentially useful avenues
of further exploration,

Since the development of vocoders at the beginning Uf World War 1I,
there has been much interest in identifying speech by its charae terisstic

energy patterns as recorded on spectrograms; investigation in this
field has led to a conside rable amount of data relevant to our model as
well as the dcvolopmunt of several limitcd purpose speech rc.ognisers

discussaed below, In many aspects of specch produttion and perceplion,

however, present concepts need further clarification to fit ilit needs
of adeU(Jtate general recognition by , leIt ronic equipment.

One purtieularly pressing Jut'stion is 1ht1 relation of )ptl

aeonustic analysis to the needs of our muIlti-dittuens lital t ode'l. Pul -

lisimhd research in acoustics tends to concentrate on spectregraphiic
anlalysis of distcrete words, some nonsenseII,. Syll..ables, slid onlly it few.

selected sentences. Generatiun of comnprcheunsivc information oi spe, im

produition and petrception 1tn1st titili e t he acotis tic dataL obtatimid from
diqrc,.t, words, bat it nimist also uil)elnd on Lti' o cRhIlts Of (dimneo-siolis

attn otitilnou s physical illl('Vmteation of soLLdS Whicht ocCltl ill t'Oltinti totis
slp eeh. It should bc noted thit! data tbased on t onOpt]S iOf ('iotintlttUs

speetch can liavr! a direc.t relevatm vi o (iht acotustics of discritt ýtvnis
V.'when] SnUCtI W01ords hlave 1o10e timtll oint syllable; the stull tratisilionl of
voice!lesIs slop t voiced 01 stop occUrs in sit down anti cuipboard

i] Ilg ration of past stuldies with pre1scnt alc( OUSti C work ctIi thuis
dtIfile mwore ehtarly liic inforti;mtiomia[ lomt.s of spctitl rcsenarcl ini
several relitted fields, nctatbly mnithlids of artiotlation, iutltiils of

pltrcptioti, aund t tii nicds Of a 8i)cti'C acituated iunactliim . TIMh rtsttLls of
oir in tegration of iuulii aslicts of speech suggest three general nc,,nds:
(I) E1,xte'nsion of cc'ot slit soudies using corlftIly articulate.d jciilmd
words as well as disllccret words: (1) Modification of pricve t sets of
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phone classes used for actuating machinery through speech- and fur
evaluating speech processing equipment: (3) Gontinued investigation
into physical manner of articulation.

While the first need cited above involves primarily an orderly
increatse in the available data b1 recording speech on spectrograms and
time-amplitude plots, the second and third call for a considerable.
amnount of complex research that canl relate aspects of present acoustic
research to the actual physical production of sound. Pres~ent analysis
suggests the p~robable value of reducing the. am-ount of data necessary
foir speech recognition by organizing acoustic information according to
conc epts designed in) our rnodel, A furthe r efficictic y in general trans -

c ripliun of spe ccl is ;iiadc po ssibl e by anticipating the effects; of coin 1-
bination of wo rds or syllabji .s lb vuiigh slur id ac oos,1tic data.

Our research has t'.xnitiiiid the p)1'peitiis 1)1 ilnimii classes such
its denital ii which haveý ititdecgoiic little acoustit analysis inl English

becUserU they do 00 D lotitist littg~~hhwi'enill t meainiiings of words, end

phone0 i-lasses Sit 1i aS visarga vowels which are not gviicrially recognised
ti1 linguists, a( iOuticii's. tiand plttoiclicians; Attliuaglt toit-di stinctive,
s uch plume! tiasss ti j0lei~hiiatc bolth by a distinc i tlciei

for phtysicni artietilation ;nmd by iktt1-ognitiable spwercl w:tve-rourin; dental
n d iffe rs f ronil t aýlveOIlar ii Walt I f lf itle( (Of a-tiC tiLatinli, and inl th; seconld
forinlatit trainsitioni. Siiai ca; gino itil i~otd.l for steechl reeogttitiimn tiitst
itus: di stiliktitttins acutoistitcily miio e reet~i a;'n lot tttse ofi plitneinies-, the
.t( oItisl Correittlis 0 o 1t 1 sit1u11 lnt [lasses tire imIiprtiitttl inl the autIo-

WhimtiieileseL tipt ton itil'IllUti sh lopetl Iii hi1 tins as eoii,;aiite is

thit;L WH nit nnt tiLaI)V preen iitiuriiiitOlniti sill iceils to ho Ord(inred

iiv t igti stlittlititi 'n ltoit is [I(-( isary tii idltittiu 1  a soliitld, til!e a.lmiiosl
ttbjt.Otjimtiiiiitl taittot phliiti I-lasses svhiiil, nitty ni-ohl to lie idintified
tittili I rn.oi'l lth ;piut iti-S ( tOcoitititiig UIt-iltihAtttiIM th1t W tow Xists
Or thaLt tot) W l Iii tidillj (11Ct M-iietii tireC. T In (i c ttiit fot such

prohCllet wc litt\ i lu-td rojuttu Led anil ortly u utl-itgVtIueu-tt M I10i
c lasses il Ii itniutoutil; hits~ sic,(titutl hitcsetlstý at Juro) m of Hic tuvailabij

WOtusti1 i~lta to julst it> ast tin all uiug

ll la-It ityitie, cats utethiotl (Or airrtngiuug puotic cIlassesS ýt(-iictitltg

It) titir &uI'stcl 1 tumettuis i1' 11sodtuetoo, 'We aceC lie th1111tid a1-( klrktidy

tile~d - - turbo ;-V niv-Stitgtttiiiit inlto phtIyshei(il utlitotuer of' ttrtti-Illation. 'I'll

fill),hintl ot life toiigutt il]riii ftitig utututh c-av itlies is pirtit vittttiy significant
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in the acoustic production of distinctive patterns of energy concentra-
tion at certain levels of frequency and certain instances of time, The
precise role of this function, however, is not yet fully defined in
relation to its modification of the speech wave patterns. The significant
contribution of MIT and the Royal Institute of Technology in this field
are not to be discounted: we suggest merely an extension of their
methods and a modification of some aspects of their work to accomodate
the new concepts which have been introduced through our model.

I. BACKGROUND OF ACOUSTIC WORK

Although many of the concepts in this field have been under
investigation since the start of studies of generation, of propagation,
and of perception of sound, recent investigations in acoustic phonetics
seem to be closely connected with instruments that are similar to
Dudley's vocoder.

The vocoder is essentially a bank of band-pass filters that divide
the spleect spectrum into abutL twenty bands. It was developed primarily
for secure voice connmonication with the use ot bandwidths which are a
small fraction of those used for the conventional telephone sys tern,
(The importance of vocoders in acoustic and phonetic research is
a subije.ct of Appendix J). Early suizccess with vocodcrs increased tie
interest in understanding the basic nature of speech and ol its recog-

nition. The first extensive work on this subject, reportcd ill thc
textbuok Vistole Speech by Potter, Kopp and OreenC, used ai modifica-
ti on of the vocoder systeIm -- namely a spectrograin -- for presenting
spectral dezsities of speech x\'avc8 as functions of t inl. Tihte s pech
wavefortis studied tlhrvin 'i cre idelitified by thil words or ft'e sin-
ten oes spoie antld by speaker identitics.

1-1lu iae ai oils'rverw as were found c'aj..blc of "I'Crtdilng'" 1hist ' patterns

anid also of relating these to those portions of the apjoken 3nltencets

that p roduc ed thIeir wUav'for'I . T'his 5 was fOUlld to be Lutt e V Yll lOt' apc' tch
waves generated by a nutlbe r of speakers select'd for thee a' tcts. SU(ch

results indicatud the possibility of specifying charactcristies of ihcea

patt'vrns as representative of cirtain articulatory positiols oh the tongue,
the lips, thin month cavity, and of vocal flap vibrations and nasal reson-
acte s. Cottsidcring the expected antd obat rvet'd variatiotis ill peeci

wat'i'fo Vms of diffC'rrenl speake'rVS sayiing tilt' same SetltcneCe, il is to be

!xpec It'd that onlty tlt(, gross characteristies of thseat patthr'iS Werl'e usaed
in studying their relationship to Ihe above aspects of spCCih prodtc tiot
and to spvtcch perception. Infortiation obtaitted froti sucth stuldi as has
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also influenced the work of linguists and phoneticians in their classifica-
tion of sounds of different languages. One such work is that on the

distinctive features of "phonemes.

Some machines that could be actuated by speech were also

designed from information about characteristic patterns of speech waves.
A brief summary of such activity is presented in Figure 18. The
possibility of designing machines that could be actuated by speech
opened a new field. (The subject is discussed further in Appendix K).

Speech recognizers have been built which assume that a machine
is capable ul recognizing words or phonemes. Most of these machines
have enjoyed limited success, as we mention in Appendix K. That is,
most of these machines work with a limited vocabulary and/or with
carefully articulated, isolated words. It has often been thought that
reficcing the existing methods would increase the applicability of these
machines. However, a more useful approach might be to design a
method of computer operation to account for anticipated acoustic
imprecisions of speech.

II. COARTICU LATION AND DURATION

The prcsen tntextent of acousti, di;Lta nil spec-h production suggests
the v\lttc of ain organized analysis to coirelate what is available, what
is iniportant, and whait is still ntceded for the develJoplmntt of a general
purposc rcCOgnlrVrtv. Th' following discaSsioh btggeat s su ich an approach;
t

pyildimx t. relates thin informnation obtained from such work to needs
ittlintcd ifl Sectitcn 1. At pre.etlt it n|1iLy iW nc0tt'tI utir sotirces tif acoustic

informtiation are priltiirily slcc 'ttrottltriis, 'Tihe particular vtlltt' oh

slcectrographic analysis is that it prsesctts wave-forms in a pictorial
crc'C senlation whitch tenhdlltcn'l silnt' of (itt! itior-' significant acoustic

iti'rattcteris~it s of sjeCt'eh. 'ltics i'h;ir,tcteristics have been rc' te ul[ld
!,, by i.'r c,',..i!,t b.,0 , r' - t !ib tl ',','lp•t ,' Imc, atr .t 's .loh l.!c !,i as
[,cbtiattiijt'iS, atnd r clted to sii'I'cl It citd titi byi work at Bell Tele'ehphone,
Masi•achasct! i Institute Of T' chtolOgy, and 1hl Royal Institute of
'' ihiloiiigy, St ockholm.

Potential liinutati,,s 01 the apttt'gt'.lgrLtlH.s, hlowc% ''r, art, suggested
I1y tlit' fta t that it) thie pr•i c.' h of prot'i's'tviiig infortnition ttat is iost
significtant to the efficient rc' cptito, 'f spcCt1h we iltlst Ulbýo de(ideL upon
inforimation fhnat is to be ,'nsilc'red r'edutndant. N 'orcover. in passing
.leci',' through t bank of filthcrs iacd Iy liCe apcctrogriaph, specih
characteristics are di.ato'rt'tl.

Although such dcecisions and distortiois may cOileinatt infertiia .
tion that sec'ts not to be essential fur luttccao perceptici of speech, such
asi intttnsity, duration, anid c'a , of artitutlation, this intoriiation ockay he
particularly' significant in tlic' intcrpretation an' identification of speech
xav'c'-tiol'uinis by a genellral pUirpuisc I racnscribct'. Tiacs it bc kc'pt
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in mind that the data presented below represents only one type of
acoustic measurement of speech. (Another potential source of

information is provided by time-amplitude plots, which represent
graphically the frequency of the whole speech wave nmeasured against
time. )

On the basis of available acoustic data with the limitations noted
above, the following research suggests coarticulation as a necessary
description of real speech events and indicates the importance of
duration as a dimension of our model, The substantiation of coartic-
ulation from such data is particularly worth noting, since almost all
the speech measured was in the form of short words or carefully
articulated sentences "manufactured' to illustrate certain phonetic
sounds. Natural speech, it should be remembered, tends to run
adjacent phones together considerably more than the data discussed
below; phonetic transcription of such speech will be discussed in
this section.

A. STUJDI.ES IN THE IMPORTANCE OF COARTICULATION

Our model is organized on the assumption that vowels and con-
sonants may be articulated simultaneously and at times from the same
physical position in the moutl,, as illustrated by the Multidimensional
Model, Initially there were two reasons for such an ordering of speech.
The first is common observation that many consonants -- particumlarly
labials such as 1p - allow the tongue to take the position of a following
vowel douring consonant articulation; a subsidiary supporrt for cartic -

ulation is provided by related experience with Sanskrit phonetic ruIcs of
word combination. The purpose of research discUSsoLd in this slj setbs [on
is to p)rovide further evidence for such coarticulation.

If consonants and vowels canll 13 co.articu tlated, it q1I,,nld follow
that there is both physical and acoustic evidence for sin: h coartitulatitli.

That is, not only would we be able to show evidence uf coarticLulation
through palatograms and inoti on piecture X-rays of antic ulatory iiotiotis,
but sUch physical cou tic ulati on should have a definite relation 1o the

acoustic signal of thi sptcv.ch-wavc as iieastre(t I)y spectrographs,
fornlant vocodors, or tinme-aniplitude plots, ornilatll positions of con-
sonants, for examlple, Might be t'xpl'oted to -how certaia variation in
their transitions depeiidimig on the charamti, istic forniant positions of
following vowl Is; timic -anipliludC plots night indicate a c lhira'tActristic
soind wave for cach vowel -consonant coiimbination. Although colete

investigation of thtiesc iphenlloiclta is not avai table, a sti rvcy of pretse ti

dla duts sUggcest the proseonce of such evidcnce for c0tLl rticulation,
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Present physical evidence for coarticulation is provided by theZ
work of H. M. Truby, (Truby, 1959) who carried out acoustic andA

phonetic investigation to determine whether all phones are influenced

by adjacent phones. In one such experiment which he describes in

detail Truby took motion picture X-rays of articulation of the word
plotch ;these X-rays revealed that at the time the lips burst open for

p the tongue is already inl position for the following L. Similar evidence is
available for other consonant clusters in vwhich the physical articulation of

one consonant dues niot interfere with assumF~ing the articulatory position

of the following consonant.

Truby's proof of coarticulation exists only for consonants and
semi-vowels, but it has long been assumed by phonteticians that

speakers tend to reduce the time anid energy expended in physical
articulation. Thus in circumstances when there is coarticulation of

a consonant plus a following conisonant or semni-vowel, there is also
likely to be coauticolati~on of a consonant p1InS followinig Vowel, assuming

this is feasible under the physical conditionis of articulation,. Slince the

positioni Of the tonguek is independentC11 Of the articulation- Of labial s, for
exampklelc we nay cxlpect cuarticujaliun in the word patch as well as in
plotch. Such physical coarticulation is also likely to occur fur conson-
an~ts other thanl labials, though probably to a Ic asce degree.

Evidecel~ troum onio>' 5 IVces, outeo(ve)4r, suggests the jIOS, iii-

bilits of curt clittilig pihysi c al c ear'tic ulation dliscuccssed above with specLific'

feato r c s of lice ac oustic signal asc necascired by slecetrog raph s, others

ap)(ccvl r l Onasoring pflW essa s, anld tint ci -,cncpli tuck 1)10 s. Although

no e xact currclat itll flnking phcysic i,,l cicartiecciatioti antid cliff c rence s iii

Ill' Cvii af t.l~ist:SIWV s"'ol1L HeUSEccItly Cxi sts tllcece isi pLtitLal
4RAI Stisti: jU6siifiCatiocc h)ur fost lcec. wo rk on this mnatte V~ ill t he( rc seci r cc1o

list LhictMIit anid Goriioin Pc~tii'acii ( and'ci cii ci''c 1900), lBjorln
LiiccIiiJli1cc (liciclocclUl, 1963), acid lit Lccii ciWic (oiICtonu datat trocci
It Lcicy oldc Vibibli Speech 1

'['he' Work of Ilise A'chistc'accci t(ic'iicc sci pscacc~ifico Ily
dis actssici below, wdc. ccciii [akinCl tic cilVeStigitte wlciice acl acOUStic

cii 511c duct) betweCci tcocccccilt ccuvcll'lc'cts3 e'xisted 1o a'rvt' ;As cueL(s for

Iccclshcccllt id..cctifiiicttioci cccii( lccrccacc ccccvemt'ccica whicih signial tic..

litacc c' (d it i iiciipicx sylILaLIA 11M hCue s..ce as it ghLc.' us' at diptimoog.

Actical c'.Npitiliic'n a iic'cciiici princali ly icc lice aitriculictioin of one( SIcii-

jimi , wvhoi crociolcccccc spvc'ifiC'c a-icc' cii withicni tic. ''frinct' acoitinic':

"Sa~y tice word agaici. ' Spcctsmcrgracccc oif tiucs si'rctcoce s wise
timc cacie a ,c v l rse(aci icc's olceastised li-vetsb ci tOc first fhiset

toriccants at cthe cc iollwicig, points: 51511 of the onglidi occaZ'SnscllC( at the
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consonant release; end of the offglide; duration of the onglide from
consonant release to steady-state of the syllable nucleus; duration
of the steady-state; formant positions at the steady-state; duration
of the offglide.

The results of such experiments, shown on the graphs of Figures
19 and 20, indicate the various starting points of the onglide and the
steady-state, as well as the duration for different vowels after the
consonant d. Lehiste and Peterson discovered that there is a wider
frequency range of starting positions for formants of vowels following
labials than for vowels following other consonants, and also that the
average duration of onglides is shorter. This is most conveniently
explained by assuming physical coarticulation of vowels and conson-
ants;, since the tongue is not used in articulating labials, it is freer
to assume different physical posi;dons than while pronouncing conson-
ants articulated primarily by the tongue; such opportunity for coarticu-
lation has greater effect on formant transitions.

iALhiste and Peterson's work, it may be noted, dealt with individ-
ual words articulated, if nut discretely, at least in a sentence position
set off by pauses. In further investigations into the nature of formant
variation experiments with continuous speech are needed. Such research
(which also tends to suggest the coarticulation o1 vowels and consonants)
was performed by Bjorn Lindblom at the Royal Institute of Technology,
Stockholm.

Lindblomt's work was carried out to te st the hypothesis that the
articulation of vowels in oustr ,sscd syllables is ce(ntralized - that is,
occurs at the mid-point of the iraditional phonetic chart for vowel arti-
c.ulation. Ite made sp:ŽCtrographic analyses of one subject pronouncing
conbonant-vowel-c onsonant c onibination saCh Iic kiak under varying
timing conditions and with a systematically varying conlext. 1-aving
tabulated his spectrograms, Lindblom was able to compare the forinant
onglides of the vowels of such minimal Faairs as bob and gug; his results
indicated considerable frequency variation in the steady-state of identi-
cal vowels po sitioned between different consonants.

It is probable that the formant levels of Iindbloni's vowels were
affected by following consonants, but his work also supports our belief
that the articulation of Coasonants and following vowels is interdependent.
Representative measurements taken by Lindblocn (aoi Vowel Reduction,
p. 3ý5, Figure 11) for the vowel a btetween b and g; the frequency level
for the vowel steady-state of gag is approximlately 350 cycl,-Es higher than
that of bab when the vowel duration is very short. Such tneasurenie nts,
duplicated in Lindblomn's work with other vowels, also show that the
influence of a preceding consonant on a vowel steady-state will have
an inverse relation to the duration of the vowel.

In order to ascertain whether there may be a difference in the
acoustics of given consonants when articulated with different vowels,
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we made measurements; of various formant levels of consonant -vowel

combinations as indicated on spectrograms fromi Truby, Visible Speech,
and Lehisite and Peterson, A discussionl of our method fnr performing
these measurements may be found in Appendix M, Although a certain

factor of error in measurement must be allowed, and although the data

examined is by no means exhaustive, we noted a considerable variation
in the frequency level at the beginning of the onglide oi various vowels
following the sarne initial consonant. For example, we examtined the

frequency lev el at the starting pot A of the voiced second fo rnant
onglides following the consonant bU for these Starting points there is

a variation which ranges from 6iO cycles for the- onglide oi a to

1925 cycles for the onghidc of i . We further notedi energy 'oncent ro-
'.ions at varying frequencies within the vvoiceless portion of S whlen it

occurs ini coo)IbinlatIcii with variouskl Vowels and semiI-vowels. SuIch
tonecentration s occur well below the greater energy levels cf the
uinvoiced Port ion of s , wvhich gatii cr at regions above 2500 eycesI ; tii)V
frequent y ranlgeý of the lower energy conecentrati ons can vair y fi-oin
between 230 (yele s for s of sweet to 1750 cyrcle s for s of see. suchI

variation SLoggVsts the influence! of vowels onl priet-ding consonants.
It also so gge st s the exi s tene. ! of a second fOrtolant ciiglide for corn -
hi caiicot. Of voiL~S dsscon)sonants plUS vowels,

Tattilaitioin (If the tititt present lod a1)0vi ctinds to offer it body of
evdnk. inl ennllivt with tic1' locunl theory (Ilelattri. Liheincin1al and

-(Coope r, t955) Ahich maintains that riptiruiless of what vowel tutty
follow, all forieutnt trliisit~ioný fliii1.1 ;I)(ill CSolsoitoit begin at
oil-ii sjieiifie frtCJIIvtie'y level for each consonanit, althoughi Lthe initial
part1 Of thisi otigli1di- cannolt be ineis~~rird. According to this tinecry,
fori Cxaiiiiile. till 1i1i'(''riIiAni transitions following ft(i coinsoiniit. d
IliiVe ii tMiiaiat('rishi( shoot( WhiiCI, if C Xtetirteil baitilwi ii, tiioilt

Iv t it one holiiit tLullvd 1ýt ( i o( hu ~iti, (I)Cetli , i :A.e LI. ,' "A,.titstic
Iii,oh and Trmsiviiiii tCnes forl Gotisoitaiis. " I A( oist. So, . Aimir.

1). 7 7 1, 10.igii 4I.

Sko.u I ai Illcori ir' vahiti \',ailh itnatt it titisihiti tio idetiftiy p u-

'-dilea els~ltc by III( si ojo of Mei tig~liili iii tHit ftholwkitg phonitit

it vov ils anid ,. lu,,isiitoitts ait e t ititlairii, hiiit-tev I., ti. fl.itqtviv ey

"! toc foloviut lg \ 1,*, rittihtr iti l (Li th 1aiti It'.iist ic ollghiul shiipu ho~iiit-
tni" I the- o it,. Siliit the tucsohlittini of silk -ti ii nittitth I -. inipi~tititi

IlthuC ittiVItifititl 1ii, ofi tu,,llittiC ijt-ha IS of iutl, e hiils it n

Ttb, locus lii ry wadhtihchituA by Haoskins Ltaboraitories it' patii

40it a u-thtcuh fOr stJyliZaIjg ft)IIIII~it p~attJII ins sIltk timCo~d be p)Ut 01110 tilti
P tti lin -iyli k toi itrutliit L iittt X11( OtiLS tilitii isin i hicitO(r Il l ita 81)tit i-

Ick spto" hi A~iih Apriluary 111r1o1i.C itt itilsi CuhWiertlnvetS Wiat to dc-
till( Itiit5 SIVi ci ;i1sls ifli serI -it iiprtn in t.119 J)ti-eepttcn
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of phone classes; by actuating speech through synthesized forn-iantj
patterns Haskins was able for the fi-.st time to conceptualize and

define the importance of significant elements of the speech wave

as start of the onglide, frequency at start of the onglide, deviation
from start of the onglide to steady-state, and location of the center

freqiuency of unvoiced portions of the noise burst.

Within the confines of this important rese-arch the locus theory
represents a systemn for ordering data about the acoustic patterns of

the speech wave in terms suitable for experimentation. As it is not
feasible to construct st ylized forintant patterns without imposing somei(
form of order oin their location, th-e locute theory wa!4 eventually Con -

cecived as a succe ssfuil effort to organize acoustic patterns of the
sound wave front the Playback to b-e identified by listeners. Since
the expe rinitcots of Has kin s were all with stylixzed spe ciii, hiowever,

the question mern-i os Wh ethicr the re suits obtained fromt such perlcrept -

ual studies can diirec tlIy de sc nbc the c haractLeristirs of actual s~peech.

In applying the me stilts of H-askin s Pati.Len Playback to general

S wL''C 011 Wold edC to re-ly onl two ZIassuuiptioiiS. 'Ili(' first is that
the( locus tol which tll, t ratisitionary foiniants leadt will noct bec affected(

tby the following vowel. Thi eScondC 1 peiC-1iSe deals with tlin otture of tinl

styLiBzed( formlIiiit liatti' ijis xi'hiiclIf proiloi.(d iiiitiii(Is iiiiii[t if iid by h i sIetI'i s

ais fulling withinl given1 Iphne( g'ruiijis; MWh iilitglht, to iiSbiihiit that

SCliii st~yhii'ti l)itittin illpoctitid thi ioiighi oeIChtnIiCiil iikthods Col bi

usiI to give informiationt abhiut il( the custic ClhicitVe~Lristie H of spc Iel

its it is p mmlii iii by InitulcIn ieings.

At jicisilit thire is iiiqiittticiit daitt to prove or diitipiuvfe the

second priiiiise. lhe first )r'iillise is caledinto questionl by the( diltat

(ili ~hiySiicil C~ilrtiCtulvitiori slown Its Iritby adii illso by tilt- viiiiiitiuiis

in) forcinint levels whichl .. C-iC foiund by Uihistc aid them iscclm
ill toilllimbilt ills of onic ichiticil ( 'cisocoiNLt with cliffe ic-ct vow-Is. Tl'c

exp ricirt of lehisl sti cnc PCitersci ditsc scilggVIs tha;t 1)incl casts(- ilce

icroot I-iciitios c gititl rcinlccccciinti clt i'i if,Iulccciec backi,Iet

cit ,ute locus. Ill tigrci ii9 (which wef hivct\-i ciccis ittiit ii(corintlig to ito(

m-sicitts cildli sli-cl by Li-Icc l( s i- ciid l(Atc-t- Sccc) shinMS thct' icf,- ccciiI ticcici -

tinictiry ticiglidtis fotcii tcilt cMic~iscccit di ; ill(- cM~idlc't ci hLl I-iCc1 csIC-cclcc

but thiCy doi ci01 tic-it ilt occ h~initit. Moreluitv, ill p3icctuiig thc' ficcicticit

ougicih cls cif ii Si tilt ciii.l , ci , aiti~ld U it, COicditig tiil dcttcit f'ric L~c-listc- iii

t'igUiic' -t). it [I LpIcimICmct thou;t tic,- cccgclicb-S ciocus cCI 1clthcc rIll thicci cotI-
mul cit 11Wi siPCicch 11i %itVCWicitl is ;LUictuiily li:Ct~clillilibl.

Furthem chitti iccb( ujisiclict-i are ticl,- xpcricccc-rcte, it hhciskicis

itselff a% ilh i'iu-tin-'tcyiok (Delact t e, LlW Ccicci.ll and L;ouper m IS
liii t"xJicriiiiiui s syccthil.-Icmei Sliii( I iuci~raiiicl cii SItjIIIch. ()In)his
stylizeud sptecticigiciilcs the( lurst loticictt cicghtlif( [[lii stricldy-sltite wacs

kept cccnctcicct. cclii,-lvi Si ci tit'CM'lint %ýads ;t ch coi t VIrII litis lths.



of frequency. In all cases transitions to various vowels were drawn,

originating from the supposed locus of d rather than simply pointing to it.

When these patterns (with complete foriant transitions) were

run through the Playback, they produced sounds identified by listeners
as b, d, g, anddd, depending on the relative frequency level of the formant

steady-slate for the following vowel. When the initial portion of the

transition was erased, howerer, all sounds were heard as combinations

of d and following vowels.

Haskins explains this data by suggesting that'paft of the change in

the position of the articulators to go from a consonant to a vowel takes

place during a silent period before the measureable beginning of the on-
glide. Thus tra•nsitionary formants only point bakk to a locus rather
than leading there. Such evidence, however, might also indicate that

the starting point of n formant transition after consonants depends on
the articulation of follawing vowels.

Our particular criterion for using coarticulation as an acoustic
division of our model was availability of physical and acoustic data

tending to indicate evidence for such coarticulation. In the review pre-

sented alove, there would seem to be present sufficient data to justify
continued use of coarticulation, -laving thus reviewed the acoustic and

phonetic aspects of coarticulation we will explore in the following section
the effects of a photae's duration on the acoustic aharacteristics of its

wave formnt.

83. THE ACOUSTIC EFFECT OF GCIANGES IN DURATION

Available evident:ce suggests that duration measurenmaents may be
particularly important in distinguishing between different vowel-consonant
combinations, compensating for individual differences in stress, and
identifying words uttered by spiuakers using differu:nt dialects. The need
for making such important distinctiions in transtribing speech supports

our illClusion of dutraliol al; a it n n stion (if )i1• r i rlal]I

The relation of durattion to consoian-tvowel combinations has been

particularly explored by Bjlrn rIinalbloui who recorded consonant-vowel-
con0saontat syllables nuder various conditions of stress, intensily, and
duration of a vowel and tIme level of the final foriZnant position reached

in its articulation depen, 11d oia the praaeding and following consotnants.
According to Lindblolit, moreover, the relation between Ihe steady-state
level of the setcond iorniant of a vowel and its duration tiiay be described
by a nmathaiatical expre.ssion ae rivred (roa CUrve-fitting techniques.

Such relationships indicale the iiapo)rtaat acoustic nature of duration in
at lj) inia't7 (ion
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Lindblom's work, moreover, indicates that the duration of on-
glides, offglides, and steady-state are likewise affected by preceding and
following consonants, but the effect of such influence is also related to

the tempo, mood, and emphasis of a particular speaker. Such data

raises complex problems in constructing a general transcriber, since
it will be necessary to analyze the enunciatfons oa individuals who will
have different rhythms of speech and different dialects.

Work by Peterson and Lehiste (previously mentioned and also

discussed in Appendix N) has provided additional inforrnaton on

duration based on spectrographic analysis of consonant-vowel-consonant
combinations articulated by one speaker in a pre-selected environment.
Such research provides an approach tu autumatic phone classification.
Lehiste has suggested that the ratio between the steady-state, and oil-
glide of any particular vowel will remain constant. The Peterson -

Lehiste data, however, is limJited to articulation of a small number
of isolated words by one speaker in an extremely controlled environment.
Additional work is needed to apply such data to a general purpose

recognizer, whose problems in analyzing various dialects and speech

rhythms have been noted aoove,

Spectrograms of a standard British, General American, and
Southern pronunciatiun 0l t.he sainie utterance, shown in Section 2,
Figure 9, for example, indicate that the Britislh speaker has cotujpara-

tively abrupt formant transitions and a long steady-state, while the
Southern speaker has long transitiona and almost no stea;d y-state, These
data seem to indicate that Lehistle and Petertion's conclusions about

General American arc not necessarily applicable to other dialects.

Anothcr factor which makes the 1cICLsurelul n I ot (1.lr1ation itieporlant
is that in a COnlSunlallt cluster a t-onsonant IIlay he shitron('tId. We have
cvidencte, which is presented in Figure 21, that this shtonrien ,g affects

I , r , and V., a- ler voiced stops, and( it Iolay affect uthi'r coliS iniI, 5

ilso. I'lowever, the dIuration of the vowel following tin cluster is

apparently not affec (td,

One additional aspecl t if dur'ation which iLgain se0emns to suggest
its inlportance as at dilncnSlon of oulr inodel is tHil p(ssibility of comparing
the duration of one vowel to Hit dorattri0m of anothe, r a18s o'11C C'itt'1ii(ll for.

distinguishing between thel. AcoUstic ixu-astrUelnent colitaini'd ill
Appenidix N indicate that the duriation ofii s always ongcr thUan tiln
diuration of [ il 1he saInt., enclironmjeulit.
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Ill. THE APPLICATION OF AVAILABLE ACOUSTIC DATA TO THE
NEEDS OF A GENERAL PURPOSE RECOGNIZER

Our interest in studying the correlation of auditory phonetics and
acoustics is 'o uxtend present knowledge about the characteristics of
sound combination, particularly in termns of data useful to a general
model for speech recognition. Such an extension involves two stepp -

the orderly classification of past experinmentation as it relates to such
problems as slurs, segmentation, sound drop-outs, or sound change, and
the extension or modification of such experimentation to include a more
precise definition of the varyeties of phones likely to appear when two
or more sounds occur in combination.

Considerable work has already been published on the acoustic
patterns of woids (generally of one or two syllables) uttered "discretely"-
one at a time. Suclh work helps to define the initial acoustic character-
istics of specified words and in some cases cohtributes to the construction
of machines for limited transcription such as the digit recognizers.

As has been suggested above, however, the articulation of a
particular phone class can be influenced by preceding or following
plionun; the words sit down nmay be heard as sidown when spoken as a
phrase. Suchl modification of sound may also cause the acoustic pattern
of discrete words to differ from those of words or phrases in which
two or more syllables occur together, as in the case of cupboard,which
exhibits the same transition of voiceless stop to uoiced stop that has
been observed in sit down.

Since the con" :uction ot a goneral model for speech recognition
reqpirres information about the wave-tforns of phone classes as they occur

in combination, there is an apparent valuv in data relating to the acoustics
of carefully articulated speech and speecl) as it occurs in normal con-
versation. We have used lhe data of the work of Potter, Kopp, and Green
in Visible Speech for our information atbout ti1 1 UoUstiUL. Corurlates of

euphonic combination. (P'ublished resutlts of the inve stigation in

Visible Speech takes tfie form of wide-band spectrogramns reprebseting
tareful enunciation of sentences; in their work it was actually possible
to trairn observers to "'read" sounds represented by these spectrographic

patterns whetir•l as a whole sentenrce or as fragments of sentences).

Before discussing the relevance of Visible Speech research to

our model certain aspects of its basic data should be noted. Speech
which Potter, Kopp, and Green transcribed consists of phrases either
carefully selected or specially prepared to illustrate certain phonetic
combinations. The sentc'e '- "'lj;'v, half above five, ' foi- example. was
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composed simply to illustrate acoustic differences between h, f, and v.

The words in Visible Speech, moreover, are articulated with considerably

more presision than in normal speech; in the sentence When did you
cut the wheat ? there is a measurable pause of at least 85 milliseconds

between complete decay of the final t in cut and the onset of the

although most speakers would combine the sounds either in careful
raading or normal conversation. Speech articulated with such extreme

precision may not entirely reflect the acoustics of general speech.

Such speech, nevertheless, dues provide a valuable basis for the

formulation of data about sound waves and sound substitution. Even

with extremely precise articulation as in Visible Speech it is possible

to secure tentative acoustic confirmation for a number of the phonetic

substitutions which our rules of euphonic combination suggested as likely
to occur in continuous speech.

Close examination of the spectrograms from Visible Speech

provides evidence for such changes as the voicing of a normally voice-
less consonant "(indic Letd by thet presence of harmonic energy in the very
low frequency ranges) or the substitution of a stop fur a spirant (indicated

by the absence of a stop gap). In several instances such actual clhanges
in carefully articulatekd continuo Us speech reflect phonetic changes,
based on physical ineans of articulation, that WU- haver already suggested

as probable. Fur example, we suggest the ruhle that "a voiced consonant
cau becomU voiceless if it occurIs before aL voiceless stop, spirant, or

sibilant;"' our example of a sitoation in which this nighit. happen doUring
continklous speech is big town . Ai exaluinatioln of v'pct rograllns froli
Visible Speech gives the Ocousti" inidlication of sicih a suibstittution in thle

sentence, This is such a big ohurch (p. 156); in this actual examttli

Ilhire it; no voici:, bar for the's " Of is , so that the Vi(eid COijonailt has
becolUic voiceless and lice word is , normally pronoun(ed ''i',l, nlaliy beU
prOt'rctuivetd as 'isS. ' Oither inStaLnCeS wIhere L available cLCOiSt[(li; info ritiation
supports onir suggested rIles of sioutnd cihange tV, di,(lsussed in Appenoix 0

of I his re.port

At pitsiitni, it sl810h(l hi tited, o.ta; , of ouor data is litiiliud to
redticed illustrations of spectru•grants front Visible Spec'ceh; sichIi
illustrlatiotns give lmlore intOrcliatitel i •tott aspictIs of sapec h pr'odluction
indicated by random energy or discoltittuities thtan ttl)(') tbosen atl)vcts
depenttUdt On fOriMtant transitions. Thus titC previtti {onfiritatiot oif

riules Of euphon1ic comnbintion is contincd miainly to inmintr 'of artictulation
and c csunancccc., which prwcl'c stv•'vi{-riadi ly idtclttfiabh, accutstiic

chtaractturisties as full CL tosclr of SotUctl , u(ttrgy bIirsls, frictt;occal

energy, or chartacte'istit i)Latctiiceil of forcnonts. Inttormatitn aotit
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place of articulation requires the generation of additional acoustic data,
particularly in relation to spectrographic analysis. Time -amplitude
plots, seldom analyzed in relation to continuous speech, may also yield
helpful information, possibly about place of articulation and almost
certainly about manner of articulation and resonance.

The limitations of data on the acoustics of carefully articulated
continuous speech and the relative success in confirming rules of
euphonic combination with such limited data suggest the need for further
research in this area. One additional impetus to such research is the
possibility that analysis of continuous speech may reveal or emphasize
the importance of acoustically distinct phone classes not generally
recognized by phoneticians. Research discussed in Appendix 0 has
already supported the existence of wisarga and stressed the distinct
acoustic characteristics of dental n' Information about such phone
classes may be helpful both in the accurate transcription of continuous
speech and in the identification ot regional variations likely to occur
in discrete words.

Although such a discussion can only summarize the most impurtant
aspects of the relation between acoustics and phonetics, the value of
further experiments to extend data from discrete words is apparent,
Such research might involve investigation into the acoustic patterns ot
an orderly set of coarticulatcd phone classes in polysyllabic words.
With sufficient information of this type at our disposal it could then
become feasible to evaluate such data as characteristic acoustic patterns
as they occur in continuous speech. Such research can enable its both
to derive further examplehs of euphonic combination as it occctrs in
natural speech and to tpply) this dtta to the acoustic equipment oi a general
pulrpose- transcriber. Sonic aspects of re seaVrch Iecomnnended for
immediate work in this area form the basis of the following discussion.

IV. APPLICATION OlTI THE RULES OF EUPIhONIC COMBINATION TO
GONTINUOUS SPEECH

The final tests of rules of ciiphobic c- niobillation at'e whethse r these
rules describe situations tlILt Cu1Olli Only occur in general spet[ch, and
whoether' sUch rules may be ,ic.fetively utilized for thle! analysis of speccli

by a geuieral purp1os se specch rec ugnia(cr. Research discussed in
Appendix P is accordingly designed Io test euphonic soles previously
reported by applying theii to bols careufumlly arlic olatitd and conversational

speecCih. The Method oi site:h applicaticn is analogous to the analytical

prces sing of speech b¼ a gener;al pirpos e recognizer and suggests the
cconlparative advantage of using etuphonic rules rathuer than word- unit

rectognizers of speech.
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In our research recordings of carefully articulated speech and
of normal conversational speech were studied; the respective texts
were "What is a Boy?" and "What is a Girl?" read on a 45 rpm record
by Jackie Gleason, and experimental tape recordings of conversation
made by Dr. J. M. Pickett in an anechoic chamber at Hanscom Air
Force Base, Bedford, Massachusetts. Phonetic transcriptions by ear
of selected portions of this speech were then made by a phonetician to
discover examples of euphonic combination previously suggested. A
summary phonetic analysis of the carefully articulated and the conversa-
tional speech yielded examples of at least twelve different forms of
euphonic combination previously suggested. Among these examples
(cited in Appendix FP)were significant confirmation for changes in
resonance, changes in place of articulation, and the joining of the

final phone in one word to the initial phone of the word following.

Such auditory analysis, it should be noted, is only a preliminary
test to suggest the value of previous research to speech recognition in
terms of our model. Additional rules may be confirmed by subjecting
the speech waves to careful acoustic instrumental analysis. By ear
alonor:.for exa-dipe, it is difficult to identify the existence of full stop
closures, or place of articulation, as illustrated in the differences
between dental and alveolar n. Further data will rely on acoustic measure-
ment as well as phonetic transcription.

The Multidimnensi onal Model for oigamiz;ing speech information

represents a departure from Western methods of describing speech
and constructing speech recognizers. We rejectc the assuoplion Uthat
it is possible to construct a phoneme recognizer or one which can
recognizec words as separate units consisting of phonemncs. lgvidenec
indicates that adjacent phones influence each others' articulation; tIros
it does not seemi feasible that ro ceived sounds be tran.sinitied directly

to a dictionary of stored iacoustic infourmnation. The preliminary trams-

(riptiui of bpeu h -It k fll b i firsta be stubjectied to c riteria for sound ch ange

and euphonic combinatoin, criteria whosc relation to the ditmiensions

of placit aild lmnniler Of articuladtion, ll lO:.sity, durcitioni, cLlld resotiit e,
has been mentioned earlier in tliis report. Such initiat l prou essing ptrovidt, s

an efficient and necessary nmmtliod for solving prol'|emICs sUChi as thos-

caused by sound chianges wittin polysyllabic words with tL.e phones of

adjacent words.

Ifssentially the operations of sumc a recognizer as that described

above may be segmented into four main steps (1) symbolic representation

oC rules received; (2) application of ruits of euphonic combination to

soparate words slurred together during pronunciation; (3) processing the i,
units tihrough an citetrit-c "dictionary" to identify their umeaning; and

(4) written transcription of speechI. Researchi discussed in Section 3
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indicates the feasibility of representing the sounds of speech production
symbolically. The phonetic analysis of continuous and carefully
articulated speech cited above indicates that such transcription using
orderly rules of euphonic combination may be necessary for an accurate
rendition of speech as it is generally produced, Such an assertion is
reinforced by the need to analyze speech in detail for identification of
slurred sounds, by the proven ability of rules pre"iously developed to
suggest euphonic combination occuring in randomly chosen texts, and
by the need for rectifying errors in transcription or identification through
an intermediary that can apply acoustic data to speech transcription
and provide alternatives to combinations of sounds that the 'dictionary"
cannot identify.

Such a concept, it will be noted, is in conflict with theories of
speech recognition that rely on identification of word units alone. These
theories assume it may be possible to achieve an effective recognizer by
constructing a dictionary to contain the stored acoustic pattern of words
most commonly used in English Up to tLten thousand words. Although
such a recognizer might be used to identify the extremely careful articu-
lations of a few highly trained individuals, its application to general
speech must necessarily be complicated by euphonic combinations and
individual varieties of pronunciation. These problems are discussed
below,

In research with continuous and carefully articulated speech by
lingtuist a and phonetlicians it has be en a general observation that euphonic
combination sad coartictolation are natural phenoiiena of speech; a
currolary of this observation is that unstresSectl wordis are oISttally C Ott-
bined with adjacent wce':ds. In acc)rdance with thegse criteria it may
be noted that such words as to), it's or is are incorporated into th'e
arlticuItation of sor rounding words in such phrases as ttlcarn, 's Ion hot,
or Is thata fact?

While it is p)Ossilt] e to as9so111V that scich small unstressed words
t an bv articulated one at a tilntue SonicL' analysis and priactic e will satisy
the reader that such artiutilatimn is UWnaOtral ;anld diffictult even for a

trained speaker. Word-unit rcc.qnize rs, although expen-osive to cuot-
strueet, could titus operatie only unde r special conditions and couild not

be applied to many speech situations. Ani add itional Limitation to the
potential value of word-unit reco''guizers is suggested by the fact that
the artic ulation of a parti cular photi, depend tds on Many vari )b1e fE to rs
based on the, physical condilions of articulation. Such factors include

intensity, duration, resonance, and ptact and manner of a' tictulation.

whose importance has already ),,-t enmpbasiecd in their organization
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as dimensions of our model; because of their effect on speech production

it is to be expected that no two speakers will pronounce the same word in
exactly the same fashion; it is probable that individual articulations

will often be sufficiently distinct that they produce a variety of acoustic
patterns not readily related.

Substantiation for the effect of such dimensions cited above is
indicated by coarticulation, varied emphasis, and euphonic combination
discovered tlihuugh phonetic transcription of conversation and care-
fully articulated speech. From the careful speech of one speaker,
for example, it was possible to record six phonetically distinct pro-

nunciations of the word of within a one-minute interval, particularly
as it occurred in the phrase of every. Such variations depended par-
ticularly on word placement within a sentence, stress, and the rhythm
of the speaker in voicing his ideas, Phonetic transcription also yielded

examples of a euphonic combination within words, as in the loss of h in
grasshopper , the transformation of a voiced h to a voiceless p in
absolutely -- both examples drawn from our recording of carciul
speech -- or the substitution of a glottal stop for a t before a labial
in the word voltilietCr in the -lanscom recording o( conversational speccCIi.

From the data discussed above several observations may be
suggested. The first is the difficulty of applying techniques ueed in
word-unit recognizers to the transcription of general sp icvh. Evidentc
for such difficulty may be found particularly in thie nutnber of slurs
and eutphoni coimbinations both betwe(in words and within polysyllabic
wo rd s.

A second observation rclales to the prioblicns inh,,rent in artic.-
ulatiing diiscrete speech for transcription by a iword-unit rec ognizecr.
Even it) careful sp)eehiI there cnay be mIlany instances of eulpheollic colli.-

binations betwe!en wojurlb; and it may al:;o be particulatrly difficult while

articulating speech In be transcribed I)y a unit recogniver to avoid hie
inevitable euphonic coobihnations thait take place within words, as in

thi loss of t in softness from Ihtl Ghlason recording.

Additional pruoblems for word-init rcUogniiiZ'rs are also indicated
in the facts that one spea.ke!r may pronouiice the sanm' roiiwhiiiation of

words it, several diffuerent ways, as in the phrase of evuryfrvoi Gleason,
while two speakeurs will alumst certainly pronounce various identical

words in ways wvicii are phonetically and acoustically distinct; phonetic
i'.ansc ription indicates this to be the case with the word ears pro-

nun ne i-l by two different speakers in the Haiscom recordings (Pits sacgel).
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If we were to assume arbitrarily that factors discussed above caused
only eight possible modifications of stored acoustic patterns for given
words, it is apparent that word-unit recognizers would need to contain
a considerable amount of redundant data. By organizing such data
according to divisions which our model has been using, however,
we intend to improve the efficiency in speech transcription while applying

our knowledge of euphonic combination to a larger syllabus of words than
that available with unit recognizers. Experiments discussed above, it
may be noted, simply provide an initial outline of how our multidimens-
ional analysis is substantiated in its application to practical problems of

word recognition.

Several necessary lines of further investigation are evident.
Among these are complete compilation of a symbolic representation of
speech production, generation of additional rules of euphonic combination,
and generation of our own data describing the relations between acoustic

and phonetic aspects of speech. These steps will form the basis for our
continued investigation.

In the available evidence, there seems to be considerable justifi-
cation for a unified approach to speech analysis, based on the genetic,
phonetic, linguistic, and acoustic aspects of speech. In order to obtain
acoustic and phonetic substantiation ioe treating the articulation of
phones as complex phenomena described by an orderly set of rules
based on various physical means of production, additional data must be
examined. In this subsection we present and discuss iniormation we
have generated concerning the acoustic correlates of phoie classes.

This data, which had previously been undefined or even uniden-
tified, is essential to the conceptual conipletemess of our model for
speech recognition. With our increased knowledge of these phone classes,
we are better able to caleggorize them. The, atmcurary with which sp,,ch

segments can be identified is increased and the number of choices
required to identify a sound is reduced. Moreover, such information

suggusls that minor adjustments can be made in certain rules, adjust-
me nts which would increase efficiency -- both by making certain rules
more widely applicable and by refining other rules to apply to special
circumstances. Certainly this new empirical information describes
only a limited number of phone classes and is not yet complete enough -

in a statistical sense - to make, adjustments obligatory in certain cases,

But thii infor'mation neve rthieless broaches areas that we would like
to study for making additional refinement. Although the simall amount
of data, which is limited to demonstrating peculiarities of speech events,

constrains our conclusions, wc do present a small sampling of rule
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suitable for computer programming -- we are able to incorporate the
phone classes h, r, 1, and w into our model. At the start of our work,
we were not certain of how these segments should be positioned. Thus
in Section 1 *e deffliwed a discussion of these "problem segments" Our

work with precise representations has helped us in defining their positions
in the model.

Finally we will discuss methods by which our rules of euphonic
combination rnight be employed in a working computer system. (Of
course our rules will also be used in programming for the computer.
Once the best method, with accompanying protection, verification,

and efficiency techniques has been decided, the novelty and usefulness
of such a program -- even outside the scope of developing a general
purpose speech recognizer -- cannot be minimized. However, the
methods most be selected with care. At the present we are certain
only of alternative possible mlethods, each of which has its deficiencies

and its advantages. We present them in summary form in this report,
while we continue to work out more detailed problems each presents.
To develop a working computer system is beyond the scope of the
present study, but it is a subject that merits investigation.

A. DISCUSSION OF SPEECH DATA

When we use data from other people's literatore, a good amount
of time is required ill tracking down. culling and reapplying 1ais data
to fit our particular needs. Of course, wc are occasionally confronted
with instances in which the data we desire is either not adequate or
not available. Evew when we are able to gathle r sufficient data from other
research efforts, we are for the sake of accoracy forced to ascertain
the precision of measurem, rats given. And in a nanibcr of instances,
the published work in n1ies u reinalT1 C is intconlplete for our purposes.
For example, no one, to our knowledge, publislies inforniatiol derived
from the use of time aiplialadc plots aithhoiughi wc have fouand theua
very valuable, hViT Uitsefalhi tss appears to hayva becia overlooked or

ignored by others. Faurtheriaorc, other people•t
s data provides no

information about the effects of intensity on the coarticualation of phot e.
classes - for tao one reports int cnsity iii it forn we call use: such
infornlation is vital to is since we wish to know whal part intensity
has in distinguiishing phton classes: wa have atready stated that duration

naay differentiate souands (suclh as the voweis of bonmlb and baln ial
certain Aamerican dialects) but we! niust kamw the effect of intensity

oil duration be fern we cata develop a rccognition plan as sensitive as tile
one our aims require. Finally: few e)Ceph, have recognized coarticul-
ation: tie unly available studies o(f COartiCUlation deal wilh extremely
isolated cases: so we are forceod to eXecutC otir own tests it order to
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study acoustical data for the speech phenomenon central to our work.

In fact, whenever possible, data generated for any experiment was
subjected to analysis for the study of coarticulation.

B. DATA ON "PROBLEM" PHONE CLASSES

In Section 1 we deferred our discussion of certain problem segments.

There we mentioned the greatly variant h and r, the elusive complex
semivowels y, w, 4, m, n, 1.. Work on our computer program has
led us to include h and r withthte semivowels; like the sernivowels,
among other reasons for this, h and r, can only occur before or after

vowel sounds (barring isolated exception such as h w in where,
phonetically transcribed hwere. ) When writing our first report, we
were not certain about the classification of the semivowels as a whole:
should they be treated as consonants? or as a separate manner of
articulation? Now it seems likely that we will treat them as a part of
the vowel cluster in which they occur, For example, the word cros h
would be segmented cru sh . Of course we are faced with many
vexing questions beyond the matt, r of workable classification, For
instance there is the problem of the doubtful Cxia's;±ce of sentivowels

in particular environments. We cannot assume they exist because of
our orthographic tradition. Consider characteristics of "y". There
is little acoustical doubt that absolute initial v exists. But in sonic
environmental circumstances - particularly when it is by or between

(ijsounds - there is no imnt ediate c.tarent evidence of its 'true pre8enc(c.

If it does exist, how is it represented acoustically ? Are there sound
wavefortn manifestations that machines can identify? Another

problem is that tlle nato rc or the occutr rcn ce of it seti vow il Olay vary

with speaker or dialect, Can we develop roles to predict these variations?
and to account for themt ? ]F'irst wk' IntistI have it tui'c definite idtca Of

the acoustic and articutatory igroperti,,s of each stinivowl, 'l'This is

an iminunse task beyond tht cc ope of our pr'sernt study. In our initial
report wc fell that WV woUld t' able to learn more about 1s, r, ,j thatn
we actually were, abe, to learn, On the other hand, we fLett then that
we actually would not be able to treat vocalic Or "'syllabit'" 'a4saIs at all -
and further o ill tithis sectiutn We presenti data ott the vocalic uiasals, 13,Bhiw
we dibscuss our work ott the w anid y phone classes.

in 0u11r wurk' with thi" w and y phone115 cLsss, WC |0octls(,d o(it
attinlion on thus,' t'nvil'olliitt'n ts it wvhichl W ' i t a y might otr Inighl
not, 'xist. Evidence of their Vxisti'-lte in such cllVirOlltltsetts wNoutlid bI,
good vVidetce ' of the basic alkttstic chmaractetisheis of tht'se plioiU' e'lituS.

And thv latter is our ulti' LaLe one rin.

1-Il



1. The w Phone Class

For this test, a phrase containing w was compared with a phrase
not containing w but otherwise identical. The particular phrases choses
were "no ax" and "no wax. " These phrases were particularly well suited
for our study because the frequency level of F (second formant) at the
end of the vowel of 'no' is very close to the F "ivel of w. In fact, the
similarity between this vowel and w is not only acoustical, but also
articulatory; for both require rounding of the lips for speech production.
Therefore, if present here, w is forced to distinguish itself, to make
itself known.

The selected phrases were incorporated in the sentences "we
have no ax" and "we have no wax. " The sentence containing "no ax"
was included in a list of sentences which five informants read at the
beginning of the recording session. After that, the samne informants
read a list of three or more sentences, including the "no wax" one.
There was an interim of at least twenty minutes between the reading of
"no ax" and "no wax. " This was to deter the possibility that the informants
exaggerate differences between the phrases. (See Figures ZI-46 for w
and Figures 47-30 for y. See also Table I for a detailed description of
the duration changes for "no ax - no wax" for each speaker and Table 4
for a close measurement of 'no ax - no wax" frequency changes. Coinm-
parable for y study are Tables 3 and 4.

After making tape recordings of these readings itr studio, we made
spectrograms of tbe seirterce s that coUiceri!ed us on a Kay Sonagraph.
Spectrograms were 'tade for tire speech of all five speakers, hot those
irlade for Speakers 3 anld 'I were riot nv ';'____-___d_; iie so inforn-aittb'weure

women witl high-pitchtrd -, oit.s and we found it difficult to inake fUr Irinot
rllteasure!lIuelrts acCurate eInUtlghl to be att all CUOMtOi1siVC.

Differences between theso two phrases were similar in, enunciation
by each of the three slwarkrrs. hT tll (ases "no wax" tas a stencty-st,,
in whi(: I til: set'ond forintant is ;tit a vyry low freqirercry alnd has very weak
irternsity (see Figures 21, 23, & 45). Thel duration ol the steady-state
ranges - with different bpiaki-rs - fronr 65 to 10( irilliseconds. Speaker

rIs p,'nunciation of "no ax" tits a se ornd fortiant steady-state of siniilar

frequene y and inhet-sity; tlic dII ration of this steady-state is 32 ,nillisee onds.
Speakers I and 5 pronorire ed "'ro ax'' with It steady-statc in whicn the
second foriant is at a siightty higher frequency arid has ryrou:CII greater
intensity (see Firtar', Z2 , 44, & Z6). Tin dturatitn (if this steady-state
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ranges from 23 to 26 milliseconds, For both Speaker 1 and Speaker 5
the vowel onglide that follows the "no ax" steady-state is interrupted by
a pause (a period during which allI formants are greatly reduced in
intensity). This pause lasts 65 milliseconds for one speaker and 30
milliseconds for the other.

So the differences between "'no wax" and "no ax" are- summarized as
follows: for Speaker Z there is a significant duration difference between

the two steady-states; for Speakers I and 5 the apparent differences are
in the duration, the frequency level, and the intensity of the second formant -

steady-state as well as the pause in thle following onglide. All these
differences identify w. We still need in refine this identification by gathering

more information - particularly about differences in transition (See

Appendix Q).

4.Theý y Phone Classi

The- oiethod emnployed for investigation of y was the saineu used, inl

the study of w. Inl fact:, the two experimecnts wrclon (11CWith thte same

informants at the samec rec:ording ses sion. Inl nut PStudy of y we used the

phrases ''three ears'' and ''three year`s na. incorpora~ted in) tinl( seeteneeit
" No animal hoc thiree ears'' and ''It lasted three year~s. '' It was not untl

corn e titme afte t the e xpe riinent th1at Spe'ake(r 21's pc pelrug pati i werte

f')'ind to be iioperphi't. And Our' atnalyscis of the spuee:h Of Speukei'tus I and 5
(the( onlly two renllainling inl tlii y soluition) ZMIttept) ptit uis ito ( losti! to ain

itoderstanding of Ii hedistitnctions [lint verify y 's pre~c'i'u' than we were att
the out set. ltxtittiination of llhe spiel rogrittins for these Lwo) sltpcakeP
r'e\';Lteul tno t'nsisl,'tit di ffe~retuu,' between the0 ph r;se With Y an~ld (1lieAi's

without it. Ott the otutl.i himid, [lt: speei-cog tattis of tlic twit liiiasts slitiw it

uinajor sHilucirity. For bo0th sJ)cakc'IS tliii' Lvis Owily One V,,wI steu;dy - tu1te

for thle enitirt' phrilosi although) for Speaker I thixi steadty-state is jute rrnpttcI
by aL paulse itl ''tire ears. '' ('lids steady-state is not icotiruly level; it

sltovl~i ;I slight 'is'' i, ;ill -ie.) St,- Pigureý Z7.(otlst' Appetthiiý 1- 9M

Wi1Wt iftý ditCI- cl1'1uiuV be)twee~n Hiti twtj tlii'iSt's clot's 1101t exist ? Whlitt
if v clisappc'ai's ill tltis icoviroinutueit Ic-aring us with) lionioityui's'? f~low do
teec tt'iueli tilit itistlicui to ititi', 11Li lioiitiiiytti prnh1lf''t 7 It Wctcld taVi' to

tgnor'l:' ittfot'tiiaLtini, tha~t 111iv b,- pi'rtinitii t eswht'rt'. ''t'nkley, \A,( woutld
prfrto elittinacte4 Itittioynyts t4- It' (vt t'vi' tat inl 'very eatse the(re, are

Significant idtleitifihlt'cl diffi' Pinues, btai We inay haýve toI t'P''egnliY e tllt

inl soline instatici's it wvill to' ittipossýitle to elitititotte such llilottytoyis.

3. Syllaubic NasaLIs

We haLve! ui Sjteetrogra,tx and a tune k-MIitplittUhi')10 hit of s'0llci 11
itt [lie mtitd kitte-n spokuii bty Spcakor I (SCU c'F'gitres II inch~ 31). 'Ilte spec!I ro-



grain shows that this a has a strong F at 300 CPS and another fairly
strong formant (probably F ) at arouný 5000 CPS. All the formants in
between are extremely wead. Other n's by the same speaker have more
energy between 300 and 5000 (see Figures 21, 2Z, 27). The time-amplitude
plot rt. the syllabic n shows a wave-form which is very different from that
of an ordinary a spoken by any of our informants for this research (see
Figure 33 for an example by comparison). We have a time-amplitude plot
from earlier work which shows an n with similar syllabic waveform in
the phrase "moon" (See Figure 33). This n is followed by an n with an
ordinary waveform.

Incidentally the reader will notice the brief vowel-like portion
immediately following the syllabic nasal on our spectrogram. This portion
inay be the result of releasing the oral closure before the celum is closed.

41. A New Vocalic Portion

The matter of this unclassified speech-sound is so problematical
that a linguist transclibing speech generally overlooks or ignores it.
But a speech transcribing machine could not ignore it unless instructed.
Not only does this vocalic portion show up on a spectrogram, but it has
very distinctive characteristics on a time-aniplitude plot (see Figures
31 & 32). Furthermore, it appears frequently so in buildling a speech
recognizer we must plan our dala to allow for its occurrences.

A tentative explanation of the, existence of this speech sound is the
sudden ClosurIc of the velion while sounding of a nasal is not complete.
lake the word kitten for example. There is little change in tongue position
for the t anti the n, both being aveolar. At tle end ot the t sound's
frictioi the velunm opens all the way; and this rF ItS in the ia sal resonance
we identify as 11 (Nasality occurs when inore air flows through the nasal
passage than flows through the mouth cavity.) But the velure closes before
it was to close for the end of tlhi nasal; the re is an accidental flow of air
thiroughII the U tnril ' cavity areating a 1(w phon, lass. Such a phone class
may have spectral characteristics that are similar to those of a nasalized
vowel articillated in a siiniltr mianner, as discuIssUId by P;ant. This situ-
ation occurs when the nionth cavity timmpeden(e! is c:omparable to that of

tile nasal cavity co'uap led to ti' oral passage by a limited opening of the!
vtltilll.

Since the vocalic portion lasts only front 3.- pitch pii riods, it is
difflcult to dcline, with reliability, its spectral, foruimant chiaracteristics
(see Figeiures 51 & 3.4) itr tithemr asptcts oi its waveformn. Yet it is difficult

84



9

I

Pa. aa- a
-�

I,,,

Z�4e

.1

2� C
4.

I.

.44 j. 4



to instruct a machine to ignore this short-duration vowel. Three or fourj
pitch periods is the duration of the (I) vowel in the word animial (see, Figures
27 & 29). If the machine ignores the vowel-like portion, it will ignore

the vowel (1) in the word animnal. We can construct a valid workable rule
only if we give the machine more informiation about the vocalic portion

than its duration alone; informiation that will show how this nonsense segment
is different fromn cognitive segments. Tfentatively, our rule in this instance
would state that after a nasal any vowel-like segmient of five pitch periods
or less must be ignored unless the segment following that one. is a nasal
(anim-al_); or unles s it i s sandwic hed be-tween two voicele ss plosive s (like
pit ); or between a voiceless plosive and at nasal (pin ); or vice versa (nip).

The occurrence of ph ehuometna like t.his vocalic: portion help to
emrphasize the problems of people at work on phoneme reccogni zer s. Th ey
can teach their equipm-ent to ignore such phenomena - - hoct it is necessary
first to understand anti to c las sify thopenPWomilena befoire hand.

5. Classification of Problem Segmenrts

A-fter having -xainiinvd tile ac u!lcdata oli curttilo pv-ohloiii sigiltilt H
we arc better e quip)pedl to Uwide iaki- Llb ir c ia iificatli 'm in it,, multi -

dimiensional miodel. In Section I We Ii stled I, r, y, W , and vocal in, n,
ij and 1, as consonants whichi were dlificiio i to fitL Ino tii liniodel (weC are

calling these, consonants sillply t)eCao si' the'y oc cur in those parlts of word-;
More often JccutUlijeu hy i01Oiiinaiits than l)f \'(WCi5; they were' iiit c hasiiS-

fled as consonants oe any acouistic basis).

'Thec problemi of 11 W,.S retali liiy siiiimlel tom solve li-camism the
consonants mill lici iiimidel. arc groimpodi with their following viiw,-s, liii
fact thaut the place of articolat iiiof (Al (anid i-imosi-jiii-iitly tihe (ijality Of 11)
changes with e-ver]y Vowel hm; no longir proiuimt-iiai-a. We tlhis i lassiFl(d
11 as at Voiceless vowel. - op thivl i-c s portimon (31 wllit'vi-r vowel followsL
it. Examples froom Visible- Spied~l (tCoiplc-r 9, Unit 1, pp. 11-1)Show
tihat till frcqomimc(y of:1 Ii isliic sanw. as- lie- frequkency of liii sltely -state '

the follow"1ing uo'wl - exceipt thlai, inl (lust i-uses Hl th1i is ilinvoim-eu.
Homwever, iuitwi-,ii twoi vowels (as; ill tin- SeI-itencV ''Will YOU imi-ip OsW',li

1i iiiay lbV VUit flu Thisi ViOlAil 11 is a1 spec ial ,cat eguiy o1 5lli(lll withi
iin'ussiiralhll i-llirait-triuitmcs andm iiitost receive So' sinal tre-atimviliut

coimbinamtioeins, ilt of whlichi atre IlosLey ii-laiicl; (tie2( souincd in cliurlici

tilt 3 sominIiiid ii birl at; p~roniouni(li by a Seeiilhiirii Awe-crican or- a~n _l~gli s~l-

mmii awlliii inlotctiralimi siiiilzii lunStiessel sllbls



We believe, however, that for the identification of r jas well
as certain vowel sounds) it is important to notice that the vowel
sounds in such words as art, ýlare, fear (or true, •t trouble)

can be diphthongized with r, so that a machine may not easily dis-

tinguish where one sound ends and the other begins. The transition
from the steady-state of the vowel to the steady-state of the r (or
vice versa) seems an important clue to the recognition both of the

vowel and of r. We therefore treat r as a portion of the vowel (i. e.

a vowel cluster). However, an additional Riemann leaf should be
included in the model to indicate the retroflex manner of articulation.

In the acoustic representations of the sentences 'No animal
has three ears, " and "It lasted three years, " presented above, we

tried to dotoermine whether y was a semti-vowel pronounced as a
diphthong with the following vowels The time- amplitude plots and
spectrograms, as we have seen, showed that no y can be conclusively
distinguished: 'Years' and ''ears'' scem to be ar oustie homlonym s

in this context,

lee the se ntene es '"We' have no ax'' and e'We have no wax'" a slight

break was noticcable ic the s5econd fonmacit of the 'no... ax" segment

of the first sen trice: nt soch paclse was u sually pre sent in Lihe ''no.

wax' portiiin of the second sent V. Thee1.4 it sCleens that w will require

special ruhls for resolution (and possibly Will require the ccs(' of

probabilty). Howeuver, it "e,-ons thai it canl be recognized.

We also advise treating I acs a vowel kluster; agaelu a separate
Reimane leaf has been incc luded in the model to sptie £y the lateral

il•cauce'r Of atrLIeClatiOni. 'vidC(t'ct' of fr(ji1ellcy anldr duration llceasure-
elclt'lls to l'e Ilc(cllOltn('(e later in) ties section soubstantiat, this treatmnent.

It util0 L ' jiopinted out, teowevi',,, that it, carýeflcd speech one
caec ricli;abty scg'oee't an 1, cetich as (Itinear Want has doee (''Studies

of Millileal Siucecd Ullits''), heb(acc•' It' diuratLOcioe and the' frlccewncy

ille'k ;i[ ,t aU s('plaraLte' enlltity in tih;c t Le',. l•ut ill tolltiinnotl S spelcth

I Oatl'n lacht110 J ~leecg'P 1outie cc or ficr ' c)it'1h perictcl)ds antd Aihowl neo
ap cs''iahc' eteaC e ill fre(oleU cC ,, tr'oeeC aC g''c'tivc puiect of view',
ciue' coueld le'xac|inlc thees iby eloticeg thiet ice ,oitillciltls speechl [t) (t.c ese

of" Ile ial( 'ult hl cllencet' e' of a'elitcillaticnc feel' C . , lic t)legut (to`'s cot belld

enceugich o yield ;t sigeificfit nl dilfc'reccc ill tilth actnestit'eprc'VSt'ntcLttioii.

Ill e-cectileoces Spe'lco I t, ccee, I should be Lreeted as a sc'cci-vowetl; ill
Ct'iuL'• el Sple('•' , it ,ec .cjt.'tifia))ly ti I • c(,'at l as a c enseonant.

Fieletlly, ''(-ta llc Ici, cc Itnd %j %ill also be tre('Lted sIs VoWe'l clusters,

it S ct's rib' d ill tle' C ,il.c ' ceF \t. V I hacve cl ye.t worked out the particulars



of vowel recognition, as such an endeavor lies beyond the scope of the
present study. However, we have several general suggestions concern-
ing vowels.

(6) Recognition of Vowels

Recent measurements of the frequency charactew,'olics of vowels
have indicated that it is difficult to distinguish acoustic areas which
correspond to the traditional phonetic vowel clas-..s. The variation
in frequency, which results in "overlapping" of closely related vowel
classes, seems to be the result of changes in the environment, the rate
of articulation, the intensity, and the durot.ion of certain speech sounds,
For example, our measurements of spectrograms in Visible Speech
showed that the I sound as in bit ranges from 151Y to 2041 cycles per
second in the F steady-state, as the consonant environment changes.
This evidence 4 es not, however, contradict the vowel recognition
program developed by Forgie and Forgie, since their program specifies
a limited context and a fixed environment, which would stabilize the
frequency of the F, steady-state for a given vowel.

In normal speech, however, vowel sounds occutr iull any
environments, with various degrees of stress, which alters the rate of
articulation, the intensity, and the duration chiaracterislics. For this
reason, it seemns advisable to allow for an ,F variation; this call be
done by "broadening'' the range for the voweA classes (and henic
reducing the number of vowel classes the machinte recognizes). But
although the 'overlapping'' of classes would be greatly reduced, a
conl.CxLual p)rograin would need to be forunlatecd to select the correc(t
vowel. Such a program is being developed for consonants; by nitcans
of this progranm unallowable consonant counmbioations will be eli iinateud.
To develop a contextual program for vowels, hIowv(,wr, is be, yoid the
scope of thisi study.

C. VERIFICATION OF COARTICLULATION AND EUPIIONIC COMBINATION

(I) ''Will''

In one test of c-oarticUlati on we stuodiCd the word ''wilt" repeated
oy the sallie speaka'i, bult ii diffierent inviroonients: (1) as an ite an
isolated on a word list; (2) as the initial word in the i solati'd sentenu e,
"Will you help us?" and (3) as a word in the middle of a sentence ill
a C0at iantL10aS passage (Tihe specific context was, "'We hotpe, therefore,
EL judicious reader will give hiimscif soni, pains to observe. . .")

Table 5 shows duration and F2 frecftiltic nyw asiarenwcolts for
Ilit' word "will" lttered in these three different contexts. (Figures
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34, 35, 36, 37, 38, 39, 40, 41, and 42) Thse are measurements for three
different speakers. Comparing the acoustic data representing variance in
the pronunciation of "will" we note generally that the frequency of the
vowel steady-state is highest for the single word, somewhat lower for the
sentence, and considerably lower for continuous speech. According to
Lindblom, we should expect formant levels to be influenced by duration:
and in fact in most cases we can correlate the lowering of formant levels
with the decreased duration environmental exigency has imp osed. However,
although both the vowel offglide and the I are considerably shortened in the
sentence or in the continuous speech as compared to the isolated word, fre-
quency levels rise in both cases. In the case of the sentence environment
the rise is particularly acute. And at the same time, the reader will observe
that we found it impossible to segment between the I and y of will you in
the sentence spoken by Speaker I (see Figure 35). ýo we conclude that the
high F2 level ot 1 was the effect of coarticulated y. The words will you must
be segmented wi and llyou, verifying the coarticulation concept. It is the
coarticulated Fly that affects the vowel offglide of i.

In the cases of the other two informants, it is possible for a human being
to perform a very intricate segmentation of L and y. But this would be ex-
tremely difficult for a inachine to do with reliability. The refore it i. always
preferable to segrn-.nt wel ilyco. In both of these' cases (Speakers 2 and 5)
the F frequency level of 1 before y is vnouch higher than the F., level of I in
the otiier contexts. In the first section of this report (See also'Appendix-B)
our chart of the laterals showed four phone classes of I with four different
places of articulation. In the rules listed in Appendix 1-I, there is a rule to
the effect that before y and alveolar lateral becomes a palatal lateral. A
palatal lateral, like all other palatal sounds, has a high F . The high Fz
of the palatal laterals of will you (in those instances where l-y segruenta-
tion is possible) has been predicted by our rules of euphonic combination.

In fa(t, thc coarticulation of the 1-y of Speaker I fits the description of
the palate' 1. (See Figure 38).

]3efore procceding to o r next example of coarticulation we wish to
make two observations, ICirst.; wet have atready mentioned that we int(nd

to include the seni-vlowQels y and Iwith the vowel clusters. So the segmein-
tation wi lIyou fits our model. Second; it is worth noting that this data
negates list Lothislc's hypothesis that there is a constant ratio for the
onglide, steady-state, and offglide of the vowel. For all three sjpeakers
the offglide is longer [han hic steady-state in the case of the single
word, and shortler in the c'as' of [he e ontillumnis passag'.

(4) I-g

h'le(, phrase 'fromi which this sound sequence is taken was "will give
himsulf". The spectrogram (see Figures 36, 39 and 4Z) reveals that there
is a closure following the 1. Therefore, there is no c.oarti(ulation of I
before a stop.
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(3) r-

From the sapie phrase. The spectrogram (see Figures 36, 39,
and 4Z) shows that these sounds are separated; no evidence ()I nlfIlu-
eocing each other.

(4) 1-f

From thle. saine phrase. Somet imtes the I disappears in this
environmnic-t. In this case (see Figures 36 and -If)) we have a back,

before the f. The e eartic that ion ( thet i1)flUelC- ito of openU I ) canl
probably be expected when 1 is telk[owd by anly Labi)al.

(5) o-o

Tihe next iihrvtst.' analy'zed Wa,3 "Lii ttlstrvvt'. 11I-I0m 111t Soitod
secquettee o-o ( see, Figures 36 and 'I.) hitettiesk- t diultiottg. ), 0lc' Kc

nut constructed rules for tile COartik:lIlit ln 0( tiw l stliiils vnir

mitation of such Vritles is beyon-d thet to opt(- ill tilt pre-snt- stitty.

(6) b)- S

Erontl the" saintl phr-ase. IJ an4i s IVre altijsi ktntrtl'itl itt LI.
W,1s release is Wtti( and sitoit but thei tittti tti ill, Its,-a is k , rtvztildy

pttieptblt(set Figujres 3(- and 4Z2). s dt-ns ittilitilit u [)is Freij ti-nv v
tevel; fur here WtS eneLrgyý is tiwar that (iF HIn S citiiI 1-1 1:I1 t 1e)
tistittily Itas its6 reitststt ittlgla lower frt~iuitttts.c:

(7) t-1

, 'lltc 1)11 ast. sluiiid int his titse vats "'it 1stit.d I- is Ini

exatitlpit: (A coartitutatioji in) lit senlse thal, t J: sigtiliitlk alvy mothtt

ficd by I ( Yi igtri-s 28 Mlid Wt). Firsit; Ilit fALtI tont tots fotr I
iiittitiit:5c I)e-Yonll (lit. first Voicing pulse of 1. Stecout: I's tsplVtt
alion is ilitost absent. 0L littlise Liii loes "Ii ttpilitiiit'lt is fmeqititit

as tot itttttuliit of Ii itt I tsptilrat itit i8Ss.

tt~jipi ivtititi dotIs n10t truly apply Iicnti Aspi ratiti~l is vitised byý tii
liotitAral strist-ilg of' tilt' JSr~s vs aIIC wit.i 1. Is iittptlsiztd t you

stitI is 1not See IFigirts lit 1 ott 11(I+). tbIti , slstlts III soitli' I-i ck
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of definiteness about the e there is an occasional aspiration
of the t, as here. This observation points out-the importance of
intensity measurements,

(9) 1-h

'rhe sentence considered next was "No animal has three ears,
and the effect of h en I studied. But they are definitely distinct
(see Figures 27 and ý9). h is by necessity initial in English. If I
became attached to the next phone class in this case then, h
would probably be lost. Since this would be detrinmental to comn-
pruhension, it never happens, to our knowledge.

(10) s-th

Front the same phrase. In the word "has" s is usually a z.

Here however the spectrogram ( see Figures 27 and Z9) shows
voicing cessation -- s becoming primarily s, This verifies one of
our early rules of euphonic combination, which states that before a
voic•less sound a voiced sound may become voiceless,

(11) k-th

Finally we concentrated on the sentence, "He took the small

kitten home with him."'. 1 I, _r, the k-th from ''took the'' is coarticulated.
k is very weak here and continues into the th sound: iL is extremely
difficult if not impossible to scgim'nt between tho k and the th, either
on the spectrogram or on the time-ramplitude plots (see Figures 31 and

45).

(12) s-in

lr'omi the same sent t ,-,,'. ''',_' is a segment of about forty"
milliseconds before in in which (lie noise energy of s is extremely

decreased or atettuatcd. This maity be caused by the opening of the
v elini and the consequpent side-tracking of principal air flow fromn
thein 1c1ih cavity to the nasal caVity. The vocal flap oscillation does
not begin until the end of this forty inillisecond period. This period

otight in fatt be the phone e lass linguists call voiceless nasal. But
it is Vtery iliffitctll for a iialchinie to classify and to LisC such a
segient of speech. Evidlhntly such a voic,..less porLion is normnally

pre sent wh en s is folluwcd by a nasal . '- ,tlo ugh the duration of
this portion varies from ?_U-40 millis•., jads. The attenuated energy
leveI io thie friction of s does not in all cases reach the low level it
reaches with the sin.i so lnailh this is the, inftlec Of nO sel bee Figure 4b).

90



* IiT

-I

,' 

I-

"" ;,,.

"-.i 
.

-n



a K ,



I
I

-�

I
6

6 2,
K

- I-.

<H
I I

I I
Ii I
II 5

j -I -- �---

I,� I
I I I I

I II I

III 21 I
I '1I I-I -'II

I I I
I I I ___

II I I
I I _

I I I i i I I I _ _

K I

I-- -I -I



a

VI

V 22
'V V a

I a

- V

I -

I I V�

I F

I I
F 41

* I If

F I

* I

* ii

ii

* II I

I I

I I

-2



t

I.� {{pps ;- tL'.1�,4 j4- I +

ji.i

:9 fir'

S I 'Ildi..

£ g

I ii'
1 Lrt�.

till,

kttt&1j4mi.



5. I �ii ItLI
4

* �IhiI ��tT to LI
"F

I 14j � ni
* I I F j 'I'

-.

r]!.ZIJTI.! I I
1,1

I-� � I,
,tt I

I4� � �r'r ii
I' �'�iL'fl'i I

I I

I-I-Il '1; 1

1.11

* . .. , Li
it i�' '21
4" , ml

11,11
-'I III 'I

- I.,,

* *. {vLK'
I.

I�F�'' I

I 'Ut

I"
:1� K

1,1 IIi* I

Ž1 �

.1

- '-'p



V. FURTHER MEASUREMENTS WHICH INDICATE THE IMPORTANCE
OF DURATION AND INTENSITY, AND WHICH SUBSTANTIATE OUR
APPROACH.

From time to time we have mentioned that duration, fundamental
frequency, and intensity are dimensions of speech which merit detailed
analysis of certain minute portions of the speech waveform for effect-
ive speech recognition. We hav3 performed such analysis on some of
our data (of which Figures 21-46 represent only a portion); from this
analysis we obtained a sizeable amount of evidence to substantiate our
approach and to indicate the necessity of further study of the dimension
of intensity. Some of our results are summarized below.

The importance of intensity measurements is shown by the
vowel-like "nonsense" segment of one pitch period duration which
follows the in in sonic in the ph"ra.sc "of soene ancient sages. " (see
Figure 58). This seginent can be ignored by a computer working
with the rule mentioned earlier in this section, which specifies
the minimal number of pitch pcriodsc which are allowed in a legiti-
mate segment.

The necessity of redefining stops is indicated by the spectrograms
of different ( Figures 47, 48, and 49). In most speakers' pronunciation,
there is no stop gap before the t. The definition of stops could thus
be modified by specifying that the stop gap may be absent when the
t follows a nasal. (This4ould also apply in a word such as mumps.

In tile words operation and observation the waveform for
most speakers shows either no vowel segment or a vowel segment
of very short duration betweecn the I and the n in the tion portion.
A rule to this effect should be incorporated into tile model.

in the observ portion of obserwv and observation, moreover,
(see Figures 36, 39, 42, 50, 91, 5Z, 53, 54, 55, and 56) thle effect
of stress or intensity is apparent. Measurements of thlie, two wordb,
spoken by the same speaker, have, shuwn an 11 to 18 ratio in the
overall rate of articulation of the sanic phone classes (obser. v ) in

observation and observe ; second, there is a 20%/o variation (i. e . abuml
Z00 eps) in the second formnant frequency; third, there is at variation

in the duration of the individual phone LkasLccUS (especially cr and v)

which may be as great as 640% or as little as 7. 15%. You will notice

furtherioure , that our data iI lodea not only spectrograms, but also

timie-alnplitude plots, which have a dynamic range of about 45 dB.

As indicated by the rules of cuphonic c uiflhinaLtion, tin t of

int 'iiint bcromelLts aspirant in ''ancient sage", btcatus thel following
word begins with b.
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In the waveforni of "soundness or rottenness" in continuous
speech (See Figures 57, 58, and 59) it is difficult to tell whether one
r or two were spoken; there is a single r sound indicated, which has
an abnormally long duration. Boundaries must be included in the model
to specify according to duration whether one r or two are present. Further-
more, a computer program such as that outlined in the following section
must be included to provide a contextual means (acco-rting to the "correct"
or dictionary representation of words) for restoring word boundaries.

The treatment of h as a voiceless vowel or a portion
of the vowel segment mentioned earlier in tnis section is substantiated
by the spectrograms of the human mind. (See Figures 62, 63, 64). The
i portion of the (Figure 63) has an Fz frequency of 1529 cycles and the
i portion following the h in human has an F 2 frequency of 1405 cycles.
There is thus no significant formant change; the h between is merely a
voiceless or weakly voiced portion at approximately the same frequency.
Furtnermore, in "Mrs. Sli pslop, " (Figures 65, 66, 67) the variation of
thd 1 phone class justifies treating this as a vowel cluster.

Finally, the spectrograms of "which wise sayings" introduce
several interesting details. We have two representations of which
pronounced by Speaker i. (Figures 68 and 69). In Figure 68, the
duration of the onglide following wh is 69 milliseconds; in Figure 69, the
duration of the same portion is 40. 7 milliseconds, although the overall
duration fur the word which is approximately the samne in botmi cases
(255. 9 nms in Figure 68 and 250. 8 ins in Figure 69). Futhermore, in
Figure 69, no real steady-state is ever achieved for I, whereas in
Figure 68 (wvith the slower onglide) there is a slight steady-state. The
onglide portion thus seems to need corrections and/or normalization:
the machine must be instructed, for example, that the more rapid onglide
(Figure 69) must be extrapolated, in order to assign the proper frequency,
because the steady state frequency in this case (Figure 69) is approximately
J00 k"!-Aes per seccoyd lsu; than in the other inetean((e (Figure A8).

The ch in which also merits attention. Perhaps, as some researchers
have suggested, one could sample the cl_ pattern at some arbitrary point -

such aS 6 milliseconds after time burst. However, the use of such a
tuclinique necds jubtificalioun. before it can be used witmout questiou.
Short-timne statistics of the c:h waveform might be necessary, because
of its irregular nature, but ,certainly overall normalixatiron of which
would disproportionately compress the ch portion d Speaker Z's
pronunciation, wmmere the duration of ch is only 6Z. 7 milliseconds (Figure
70) as comnparud to 1Z5. 4 and 103. 5 m;illiseconds in Speaker l's
articulations (Figure 68 and 69).
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Which conforms also to our segmentation principle as out-
lined in Section 5 of this report. Whi is one consonant-vowel portion;
chwa(i) is another.

These are not exhaustive examples, but only a few significant

details which justify our classification, and as we shall see in the

following section, which also support our approach to segmentation.
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SECTION 5: SEGMENTATION AND CONSIDERATIuNS FOR COMPUTER
OPERATIONS

INTRODUCTION

Our examination of the linguistic, phonetic, genetive, and acoustic
aspects of speech has substantiated our original concept of the multi-
dimensional model as an orderly basis for representing speech information,
and has somewhat modified our original representation.

Irurther:nore, our research has enabled us to develop a method
of segmentation which is suitable for automatic speech recognition.
This segmentation principeu is explained in Part I of this section.
Moreover, as we mention in that discussion, we have tentatively applied
this technique to spectrograms of words from Visible Speech , Truby,
and also to spectrograms and time-amplitude plots of discrete and
continuous speech which were generated during this project, in order
to ascertain whether our approach to segmentation seems warranted
by the evidence. Such evidence seemed necessary to substantiate
the ass '-,p1ions (linguistic andgenetive) which were made not only four
the model, but also for the roles of euphonic combination and coarticulation.
Our nieasurcments have verified both our approach and our method of
segmentation on an acoustic level. Thus we believe we have selected
those segments of speech whic:i best describe the realities of speech
events, yet which will be jost oeaningful to an automiatic speech
r ecognizaer. In so doing, we have successfully integrated the data
available from the various sources -- genctiec, linguistic, phonetic,
acoustic, etc. -- into an ordiersly reprecentation which could serve as the
basis for a g'entral p)upose recogniizer.

in Part II of this sectioll, we outline s, iveral possible approaches
to th e computesr program which is to resolve the pcr(:iived sounds -- i. e.
to perform thc dictionary inateh. Part II complet the study by psrO-
vitli.g an vuulin'c of the functions otl the various phases of the recognizer
acnd a discussioln of fluow ours contributions may be o scd in each phase to
Illake the recognition prograum uopreativc.

i. SIEGMIEN'T'ATION

Throughotot this project, we have cemphasized tbat the place and
Ilnalluer of various c onsonants can change, according to the vowel which

p secede s or followvs it; thIms the gcnetiveC, linguisticu and acoustic repre-
selntation of ai' viilonatitl to ay chaicnge. As rt, scarbh progressed i, lloreover,

it. bct'alnet apparent that certain s011oouds whai 11 had traditionally been disc ribed
as separate entities were, as Ii. M. Truby emphaizes, acoustic ally inter-
dependnit, u' coarticulated. i'htc ivi(heincc of coartitjilaitiOIl, Mod also
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the evidence of transitions provided by Haskins Laboratories in their
attempt to produce synthetic speech, have greatly influenced our concept of a

meaningful machine segment. On the basis of the evidence we have
examined, we recommend that, generally speaking, the most meaning-
ful unit for machine recognition will be a "consonant-transition-vowel"
segment, including any offglide of the sound which precedes the consonant
and thus helps to identify it, and including the onglide of the vowel to
the point where a steady-state is achieved.

Our method of segmentation can be illustrated by comparing
it with the segments proposed by Gunnar Fant and Bjorn Lindblom in
their 'Studies of Minimal Speech Units. " In Figures 1-1 of that
article., the authors have marked 18 segments in a spectrographic record
of the words "Santa Claus. " Segments 9-15 of their analysis would be
treated as one segment in our model. This segment would include the

k (which first shows up in the offglide pattern of the vowel _) , the t
(which is coarticulated with the k), and the onglide and steaTdy-state
portions of thea : sound. From the middle of the steady-state to the
end of the z forms another segment -- a vowel-consonant combination.
Such a segment provides a meaningful unit for machine recognition,
since it depends upon the rate of transition from the consonant to
the vowel (and vice versa) rather than the absolute formant frequency
values, which may change according to their environment and context.
Segments are "'matched" by correlating the smallest articulated acoustic
represcntations of these sUegmenots. In order to matc the 0 o reore Perfectly
we can either (1) . !uali e them, by changing thel duiration of portions of a
spectrogram, without altering their spectral density charicterisstics, or
(L) wc can do Cive sh-ozt-time statistic s to cunipare two portions of lim, .
aniplitude plots.

Our mnethod assuinmes that the vowel and econisonanit conmponents of

speech are interdependert aind should not lbe separated in rucognitio'i. To
justify this assitI|'l)ion, we have purforinejd considerable mniasuir,'nents
of words in Visible_ Spee'ch , If o)kl' technique t1pl)piVS to thiesc to thc;c word.h,

it should apply to most samiples of Lnglish speech. We aire cmphasizingý
the inmtlrdependence of smounds in ('onLtinuous speech, and tlW words ill

Visible Speech art: discretely articulated speech. We found in Visible
Speech '-onsiderablc evidence Ito substantiate our primniple of s Cgtn'ntU0ti 01i.

Purtheriunolre, we pelrforird nivasureunents oil our own samllples of

continulOulS spe'ech, antil 1otinl lthn tiihe se-glmlntatioln prinCijleh was

iqually ap)alicaleh,

Although oair study is not directly concerued with vowels, we ha•y

found that the rate of change lound in the vowel onglide provides a valuable
indication of what consonant preceded that vuwel. Fur instante, the •,liglidc
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of i in fee has a duration of 82 milliseconds, whereas the duration of
the onglide of the i in key is 38 milliseconds (Visible Speech, pages
121 and 51). Furthermore, in week, the duration of the i onglide is
57 milliseconds, whereas in he it is 304 milliseconds (Visible Speech,
pages 207 and 113). To account for this, we can set limits for the rate
of transition, so that beyond those limits, the sound must belong in
another category. That is, if the rate of change were below a certain
slope, the sound would be matched with one segnment; but if the rate of
change were above (i. e. more rapid) than that slope, the sound would be
classified in another category.

This rate of change is responsible for the duration of the vowel
onglide, but also of the steady-state of the vowel F frequency. This, too,
seems to vary according to the consonant which precedes the vowel; in
leave , the steady-state frequency of the i is 2099 cycles per second; in
reed it is t-808 cycles per second. This change in frequency according
to the consonant will obviously influance the slope of the consonant-vowel
transition. For this reason, it does not seem feasible to normalize the
vowel steady-state, and still expec( Act oratu recognition. Instead, we have
specified a segment which can readily accommodate the wide variations in
duration and frequency characteristics which our measurements have
found.

It may seem that our coarticoluatid sound cluster is the rough
equivalent of what is commonly called a syllable, such an analogy is not
inherent in our thinking. Instead, we have developed our principle of
segon)entation from linguistic, geuntivo, phonetic, and acoustic aspects,
and have sought (:oiitinuously to specify the smallest recognizalble (and
therefore constant) articulated unit of sound. Our basic machine acousti:

unit, should not be considered the equivalent of a syllable.

A maino source 1' our SC gin eU tati on principle was the information
thiriveth fvom our lingpuistic study -- particularly the gramnnar of Sanskrit.

For in that grainliar, an inldividual phone class is specified to represent
tacit htollsit ilittt-vitwul[ ( olllmhiuatilon; thlwso classes of sounds have been

tested to do terni ine their applicability to the English language. It was found
that act(istically, English speech can also be divided into classes ofCU-VI
ColuhinLtiolLs, although the c(lasses are not the sanie in each language.

A. Consonant Cltsters

The English langitage is 11t me CrCly a sequoi:nCe of CV and VC
cLonihiitttions: two other iimiporliant gritps Of sounds occur -- vowel
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and consonant clusters. While this study does not attempt to deal
with the special problems presented by vowels, we do have certain

recommendations about the treatment of consonant clusters,

For the purposes of the perceiver (for which we have developed

this segmentation principle) most of what are commonly regarded as
clusters will be treated as separate entities. A consonant cluster such

as str seems to be different, acoustically, from s + t + r. By wayof

evidence to justify this position, it has been found that the t in treatmay
pos sibly be aspirated whereas it is highly unlikely that the t in street

Wil 00i teplrdltel. ontmliarly, the r in trade may have a shorter duration and a

higher F 2 frequency than the r in raid. Thus str or st" or tr is not the
mere sum of its components, but a special class of sounds which requires

certain movements of the articulators, and which thus produces a distinctive

acoustic pattern.

B. Rcfinement of the Concept of Coarticulation.

Our measurements of the material in Visible Speech yielded
evidence to substantiate the concept of coarticulation. There was no

measureable voiced o.glide between the p and c in persron, (p. 180),
between p and e in 1 up, (p. 85) and between p and i in pipe (p. 85)

Also, in pep (1. 84), pass (p. 139), and pup (p. 101)7 there is a close

correspondence betwe en the frequency at thc start of the voiced onglide
andt the (F 2 ) freqUenecy of the Vowel steady-state.

The evidence presented by 1-I. M. 'IrUby yields even more exampih's

of coarticulation than he points out, (Ac'ta RaIdiologica, SupphIleentontu IH8,

Stockholm, 1959.)

(1.) For instance, the spectrogram t•i' of[Pword jaunt (p. 19) shown n10
stop between the ni and the t -- as we had also noticed in the word

different il or•l own dala.

(2) l'tirthernourc, as wi mentiontd in Section 4 of this report, the r

in words such as cheer (p. II) and George (p. 19) will be treaeled
ioti aiS ia separate class of sOUnld, butt as a vowol ciunter or portion

influencinag the offglide (haracteristics o"f the accompanying vL.wtil.

(3) In jounce (p. 20) '1' rUby has used two phonetic symbols to retpresenl

the Vowels a anlld Lt. We woUid ills tead llake t'his (c noibileation a
special class of vow(el.

(4) lie has also represented It I ' cc portion of jounce [thonVtiically as

ts. Thi sound here, we think, is more lhau a seqleiCMUe of t and S:
again, it seems instead to tie a 1niqu1, class of soonds.
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(5) In a pl combination, such as in plink (p. Z0), we might have to specify

that the n can be unaspirated. In blink (p. 20) it is possible that the
b is modified by the 1, so it might be advisable to include bli as a
distinct category; furthermore, the "typical" energy distribution of k

may be altered in kI combinations, such as clip (p. 25). Perhaps
even gl (as in glib p. 28) must be treated as a separate acoustic

element.

(6) Again, y, r, !, and w seem often to be coarticulated with the adjoin-

ing vowel; thus words such as tweak (p. 47) are only one CVC utterance --

the w_ becoming part of the following vowel.

(7) Finally in the kl combination in the word scliaff (p. 51), there is a

strong possibility that the k will not be aspirated, when the following
vowel is emphasized. This is much like the case of pl in plink
mentioned above (Truby, p. 20). This might also be true of the p
in spree (p. 52) and in other cases where the vowel following the p
is emphasized.

These examnples of coarticulation occur wvithin individual words,
it is also highly possible that coarticulation may occur at word boundaries,
as in the t1 of "it lasted"' mentioned in Section 3 of this report.

CoarticdiaLton sc-m s atn inipuor akt 'one ept in describing the
realities of speech events. Tihel ihUStrations used above are not a formal
organization of all possible incidences of coarticulation, but they point out
cer'rt"__n "prorrlc'" seginents or combinations which must receive special
attention. Our principle, 'If segmentation is d&signed to deal with just such
probleCl, S e~p'15ents a:s these, but using CV units, and also by treating such
S,.,uns as y, r, I, and w as vowels or inenibers of "vowel clusters.

I1 INFORMAlI ON ON TIlE OCCURENCE OF RULES

U g -- .. .... .. ,,,.... , v .t it ,d the possibility that
the ri ,ib ul etiphi),ttiit, :oljt)iiiation w": l(: indeed opcrativc in certain acgixicntn
Of sle.ctt It salltpIesc of seIli' of 

0
1C subjects but that tht, se very samne segnitll s

ctould itltlc'ate! that thst Scsaute rttlhus wert nttot operative in the specch samlples
of the rest of the stibjc, ts wltosc speech was analyzed for this study. We
include it ill Table 6 h'i a'i.t- e th tthglx inadequate in any conclusive settee, it
plrovidtis sOeie initial infortiLtion about occururentce tret(luncy that might
infhlUn'1, cilr ordirillg of otr cuplionic cotmbitnation rule(!s it' the computer.
We evetnluacly plan to order our rules so that those ruols Ihac apply most oftern
cocine first. Wc art groulpillg otur roles by related situations of se quence and
orCmdering th cut b1 groups. Statistical information on the probability of
operation of one or i1or c of these rules cotlld possibly inmprove the efficiency

of our l:rog ratlu.
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IfI OUTLINE OF APPROACHES TO THE COMPUTER PROGRAMS

The sequence of speech sounds in the construction and transmission

of words and utterances is due to the physical limitations of speech-producing
mechanisms and to the demands of linguistic tradition. We have developed
rules of euphonic combination, based on an understanding of preferred
positions for sound, to determine how sounds are modified by speech-
environment. In the conceptualization of a multi -dimensional model for
speech recognition, we integrated data on the genetive, phonetic, phonemic,
and acoustical aspects of speech - - in a manner faithful to tile re&Lities
of speech events. The rules we derived from this and other information
represent the first tirne an orderly approach to the modifications of
adjoining phone classes has been clearly defined. And the rules are
practicable. We have reduced thamn to sjunbolic representation and
prepared them for use in a computer prograin. We have approximately
five hundred rules: but we were able to group these to reduce the number
of rules the computer must store. This grouping was nlade possible
by the nature of the structural ordering of phone classes. Phone classes
are related by the dynamics of articulation: p, t, and k are related, as
are g, d, and b. So, that which applies - descriptively to the combination
of k and V,.applies also to a and (I or p and 1_. T'chrefore, a eotsputer need
only store about i fifty rules for defining the- effects of adjoining forms
on each other.

We can choose from a nuniber of methods in designing the system
by which OUour machine actually computes what euphonic reductions it 1nt0st
account ior. At pxesnot, three such methods are under consideration.
Ini .a,.h, the application of our rides is fundaninUtal.

The reversed rule method inivelves the applicatin of ait appli-
cable reversed rules to any given situation. Pru&deIc:rmining JO, SSibh.
consonant reductions will, to ;in evxtnt, rmitigate the formidalblt pro-
blem of such an approach (Hi t! pro liferation of possible iUln applit-atitns. .
Consstant refer en'ce to a lisi of allowable consonant ciListe rs after cacth
role application is still admittedly iiiefficicnt. So of our thrue methods,
the reversed rule mithod is the oiine we arc least likely to een ploy.

The cons inant clusti!r tsethoId involve the ton ci sroetion of a

dictionary containing all reduied foris of con sonant cluslers and all
possible antecedents, of those clusteVs. Dy first finding all the correct
antecedents of eacih initial cluster, we e stablish the enviroonient for any
terininal cluster we consider. Of c nurse all understanding of antecedents
(Iinre duced consonant clusters) requircs all under standing of hew consonant
clusters are reducCd in speech. So it is impussile h o constrUct lists

without our rules of euphonic conibinatin. Once such lists art. established
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for the determination of terminal-initial clusters we may apply them to

medial clusters: breaking medial. clusters into terminal-initial clusters

and then solving. But at present the problem of medial cluster segmentation,

among other problems, makes it more likely that we will use an al.erna-

tive solution (by our rules).

In our treatment of consonant clusters, we considered the treatment

of semivowels. These we found it easiest to deal with Žy the rules alone -

that is, without the implementation of lists describing particular or even

general occurrences of the semivowel in speech. The rules are in this

case sufficient to account for the elision or insertion of a semivowel.

The Reduced Word Dictionary Method is similar to the consonant

cluster mnethod in that both depend on a thorough and comprehensive appli-

cation of the rules of euphonic combination to provide a listing of reduced

forms, Since here we are dealing with whole words, word division is a

primary concern: our rules are of further use since they represent initial

breakthroughs in the treatment of the problem of word juncture. Further-

more we are now evaluating a number of techniques to facilitate the

placing of a word division. Particular attentton is given to technique

such as alphabetizing suarch arguments, either in context or isolated

from context. ProtecLion and verification techniques are also in the

process of final formulation (these latter may be used with either the
consonant cluster or the reduced word approach. )

We have not yet conic to a fiucal die ision about the paiticular method
we will chocose. To do this would require a decision about the kind of

computer iccachinery we will employ. Relative differences in the amount of

k lerical work ncc c:cssry 1n the tociipilatiun Uf different dictionaries will
also require scrutiny. And after that, we will have to make tests on

Soupultcrs to cocl)acC time diffe rences in the m ethods with all their

,tcconcpanying techniuqies.

In our original proposal we wrotec: "With lce recognizer, however,
tic prob [cilu is not to diicover wcords (these being known in advance to the

debic' Wer), but ralthcc to coM, crc Iliat borders are included properly in

he nacitactice ottpit as spaces bhtwetcn words. Ilicat is, a machine that
operates with ttc:ocstlical daista icst citake decicions about non-acoustical

phientitncct. This probleci is no dobt beyond tice capability 'Af present
tieory, loir dics its soluctiuoc Sci M especially ti rgent ill tile contet of
otth r, c1olrt- basic c'ocsitlc'irttions. lHcwever, its relation to sotne other

probleccs eniv l)cing it in for cursory study during the proposied xesearch
proI)tgram. T'ie v. ck aeb':ve shows that we hayve gcne filr beyond this.
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SECTION 6: CONCLUSIONS

Figure 71 is a schematic diagram of the speech and recognition
process. Our study has centered about the speech articulation phase,
which obviously bears a direct relationship to the nature of the speech
waveforms. Since it is the speech waveforms which comprise the input
data to the perceiver and hence the formatter, we must understand the
possible and probable speech events which occur in the articulation phase
before an automatic recognizer can be designed.

We are convinced that the acoustic information which can be
gathered from continuous articulation is more complex than a mere
succession of phonemes. We have understood this complexity to consist
of slurs, or the incorrect pronunciation of certain phone classes which
occur in the orthographic form of language.

To explain this imprecise pronunciation, we have collected a laige
body of data which we have organized into more than 500 rules of euphonic

combination. We have found that group theory can be employed to order
these rules according to the degrees of freedom available in the articul-
ation of speech sounds and to compress this body of roles into 50 rules in

symbolic notation, suitable for computer storage. Such stored information

provides an error-correcting code which can be used to reconcile imper-

fcetly articulated continuous (and again we emphasize, normal ) speech

with orthographic script.

Speech recognizers have been built in the past whicli assume that

a machine is capable of recognizing the words or phonemes. Most of these
maltchines (See Figure 18, Section 4) have enjoyed only limited success,

In all these designs, the vocabulary has been limited; moreover, when the

phoneme was the segment to be recognized, the single phoneme had to

Ie articulated in a fixed-consonant environment.

It is desirable to cavl,'nd the success of thetcc toethods beyond thcir
present limitations: that is, it is desirable to extend the size of the vocable
laxy rucogiizcod and the environmnents in vWhich sowIds can be recogni ced.

It has often been possible, (hough, that by refining the existing methods

one could increase the tmmbeur of words recognized and so extend the
applicability of the pre.sent speech recognizerls.

Perhaps, as we have suggested throughout this report, thte more

useful approach is not to b) found in attempting to develop a speech recog -

nizer with the limited amount of information which is presently available.

The more useful approach might be to design a method of computer operation

which can anticipate and account for acoustic imprecisiomls of speech. With
this as a goal, we have examined the nature of continuous ("nornial") speech,
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in an attempt to ascertain what imprecisions of articulation can be expected.
Our study, we believe, has been conclusive, if not exhaustive, the
significant details of the speech waveform which were examined in
Section 4 clearly demonstrate the validity of our approach. Certainly

extensive proof would require the generation of additional data.

The most outstanding characteristic of continuous speech, and
that which most clearly distinguishes iL from discrete speech, is that

in continuous speech soundstmodify surrounding sounds, in a continuous

series of events which are neither a multiplication nor an acceleration
of the events of discrete articulation. We have compiled extensive evidence

which clearly demonstrates that: (1) the articulation of words or vowel
sounds in isolation results in waveforms which arc significantly different
from the waveforms of the same phone classes spoken in continuous speech.
(2) two or more phone classes tend to be coarticulated (spoken as one
sound). The coarticulated sound has a waveform wh-ich is significantly
different from the waveform of either and/or both the component phone

classes in careful articolstion. (3) the word boundaries which are found
in orthographic script are almost totally lost in continuous speech.

It has been our contention that these combinations or modifications

of sounds occur in the English language in a predictable way, which can
be accounted for according to determinate rules; furthermnorc, these
rules can be irdalcd to one another in an orderly fashion. On this basis,

a model can be constructed which is patterned according to the various
dimensions of sounds -- place and manner of articulation, degree of
re sohance and aspiration, infl.nsily, tinrationo, Such a inlodel thus woulld
lie called ''multidimensional. "

Conecivably, [his study eould have been undertaken by attempting
to collect vast samples of prcsentday spoken Englishi. We have chosen

instead to begin where more evidence is more readily available. We have
at our disposal, for instance, a dictionary of the English language, which
1i -t S ill phonetic :;ymbols the ace. eptetd prenttnCiations of each word. A

large body of knowledge, the re sult Of thiousands of years of lingui stic
study, is equally available: this Iinguistic literature thoroughly describes
the sound changes which have occurred in the historical development of
languages (for exaoiiple, the (hrnettLo d iikam e til' Itglis ti). By applying
the Ergodic Theory from phy siea, we were tentatively able to assume
that thest historit example s of sound change might provide a basis for

I he kinds of sound change whilt' ottcur in spoken language today, since all
the Pwrolo-Indo-European languages studied utilize the same physical

modes of production. We liten procceded to test the body of Rules for
Euphonic Combination en presventda y speech. Certain of these rules found
justification; eitevrs were modified or rejected, acc ording to the evidence.
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Moreover, the sandhi rules of Sanskrit describe
modifications or substitutions of certain phone classes, when

the phonetic environment is altered. This is much the same
phenomenon as what we have pointed out in our rules of coarti-
culation and euphonic combination. In the present study, it
was thought that the speech wtaveform of certain words in English

might contain phone clasese which exist in the spoken language,
but which are incorrect according to the orthographic indications.
Certain examples of this phenomenon have been cited in this
report: for example, bet you often becomes be chyou in continuous
speech.

In the Multidimensional Model the classification of a parti-
cular sound depends upon the degree of freedom which is available

in the physical process of sound production. Sounds which are
"adjacent' in the modcl are snonlds whinh are a procluc ed almost
identically. As indicated oil the diagram of thie model included

as part of Appendix 13, the horizontal axis represents the degree
of aspiration or resonance, the vertieal axis reopresents the place
of articulation, and the depth axis represents the mannt r of

articulation. With such a method for ordering HIcecli sounds,

we can conceive of c imput er programlloling whiCh depends conepit-
ually on the 'perceiver to relplace unaccteptabl) pPlhne classes with
the phone class whose waveformi chiaracteristics are nearest to

the ''incorrect" class which was presented. Thts in the case of
bet you becoming he t'hyou, it is ricorded as a ruile of euphonic
conibination thai the ialveolar !;top I hconi'rn s the palatal affricate
,i bef,,ie the semi-vowel y. Tlhis rtuIn- can be used in connection
w ith the iiod l relirtsentaiei o :tntiipat,, .:ind , I',',-i ilipref-eis,
;I rtie7la ion, as is foulli it) coi itinlkIoIs specch.

t i't hlnCVr10orVL., the s -glfiiin-s which we hit'v described are

ni•uch 111ore flexible tlhao any previouisly in'ntioiid by other researchers.

Thlseuse Of it (-V (enWibnltion as, a basic aiot!;tic scegent allows
both for ildividual variations in (he pr tmloc iatmoni of re rn'oin phone
Cltasses, and also the aicotislim va tiations which re'sult fromt the

phonietic elivimonolliii of a given phone class.

Clearly SUC aL syt•;yster as we outlino abovc places less
lestl'iction oi the I'person who Usit si this maachine: he is no longer
lhinited to the numbie"r of phoneimc s or the mnvi ronmi'nt which
can be allowed; mioreover, rl the arilcul-tli on need not he strained --
nornial speech carn be uorr rctly pIerceived and printt'd.
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APPENDIX A

These data arc a very small portion of a corpus or words

and sentences transcribed from the speech of a native speaker of

Vietnamese. We bellieve that the transceription is accurate and thle

dat a are suffic iently conrxiplo to for this analysis. We do not, howeveor,

knuNx ýýIhat dialetot thec informant spoke, anld it Its pos sible that. this

anialysis is not valid for otherl dialects.

Ilie tultIo\% in list of%- oxrils sllotiV.5 all the( stop Contsoixittits; which

i-it1 tIL i1 hll pold1sit ionl Ill thiS flii1-Cl.c .All finial stops ar unit le ased;

th:-i is t o~ tin. . "is'p1 hurt i 'l t'slaýrittniul. t1w sltrnubolL k'

ri-pri-seu ts i ouisooxuot ri, tto'ated xxfl 1%%o t.I il1I( IltO I ttlito

cloores. On(. is, SItie jij Im, N f ilii- iniuitiih tu i'i is irtii, n l,tt d

;LI tiiilt, t " th(1 l" t thi K I L 1)i iii iii i i.;u: i n-se1 k whitll E ll, i. 1 5i1116011t

III L I . I l. . ..( I I

Alh-ltix .>tsu h x- it-lo)hitiil•ti-~u

Ill.aho 11 th L1 1j% . Co l r I'll lel, al ý- if1(n-5



final stops; the problem is to decide how many different phonemes

there are. This means we must establish which phonetic differences

are relevant ( i.e. word.-differentiating) in this language. The phonetic

differences are:

(1) The difference between [Ml and [t]

(2) The difference between [p] and [kj

k
(3) The difference between (p] and [P]
(4) The difference between [t] and [kJ

(5) The difference between [t] and [k]

(6) The difference boteen [4z and [pk

The boAt method of establiihing the fact that the differences

between two phone classes are relevanit is to find a mninimal pair. A

rohininal pair consists of two words which are identical in every

speech sound except one. If a native speaker says that the two members

of thi) 4l1T seancd different then the phones which are different in the

two words bclong to differeont phonemes.

In the above list, we have only urnc minimal pair - [tropj and

k k[tsup3. 'fire existencet of thish pair tells; es that [pj and [p] do not

belong to the, saile phoneme.

Althouggh there are wo other minimial pairs, there. are solonu near

minimal pair's. A nuarm•nininal p[air is a pair which is identical

ini son~e se-gments aind different in others. In using a nearrMinimal

pair to do thi' prionemic analysis, we make the assumrption that the

differences betweun the final stops of two Vietnamese words are

independent of the differences between the initj.;il consonants of

these words. There is always some risk involved in making such an

assonoption, but if we do not mnake it, we cannot Continue the analysis.
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I
The assumption is bolstered by the fact that no language has yet

been analyzed in which differences between final consonants depend

on differences between initial consonants, We will assume1 then, i

that the differences between the it] of [.t t] and the [k] of t y-<k]

are not dependent on the differences between the initial consonants

51 and [ty]. We decide that [tJ and [1-] belong to different phonemes

because they appear in the same position, in final position after the

vowel [%].

In order to compare the final stop ot [f :p] with those of

[jN t] and [t y.ck], we must make the further assumption that the

differences between tim final stop of [f•:p] and those of ifu, tJ and

Lt y k] are not dependent on the length of preceding vowel. Again,

we would rather not make assumptions like this, but there is no

help for it. Having made this assumption, we compare the final

stop of [f.i:p] with that of [ S t and conclude that they belong to

different phonetnes. Likewise we compare the final stop of [fic:pl

with that of [ty-<k] and conclude that they belong to different phonemes.

Out of the six possible comparisons which we listed earlier,

we, have carried out four. We have established that the following

pairs of stops cannot belong to the same phonemie.

(1) Lp] and [p3
(2) [pj and [t]

(3) [pl and [k]

(4) [t] and [k]

The fact that [p] contrasts with [t] and [k]; and [t] and [k]

contrast with each other forces is to conclude that there are three

separate phonemes, /p/, /t/, and /k/. The fact that [p] contrasts
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wih eans that [1]cannot belong to the /p/ phoneme; there

remain three possible analyses for [p].

(1) It belings to neither /p/, /t/, nor /k/. It belongs to

a phoneme by itself.

(2) It belongs to /t/.

(3) It belongs to /k/.

Analysis (1) is to be avoided if possible because we prefer

not to set up m-nore phonemes that we need to account for all the

contrasts of the language. M•] does not contrast with [tj or [k]

ksince [p] occurs only after rounded vowels while [t] and [ki oucur

only after unrounded vowels. We therefore reject analysis (1).

This leaves analyses (Z) and (3). Given the choice of grouping

(p] with [t] oir grouping it with [ki we do not hesitate to group it

with [k] ciace phometically it has more ia common with [k] than

with [t].

It may bIm as ked why we were wilting to assume that the final

consonant was not affectud by the initial consonants or by the length

of the precteding vowel, but we wexc willing to ass3umu it was

sLrfi•tle by the prcccding vo'ivoln being zc'unn'tel rntlh or than unrounded.

This is 4it reOnnelle Objeetiem, unid the aniswer lies in conSidering the

p~hml~C eteIt 'L.i ~tie hilly.

'1'T ' i[ilLialt onant is not ;Idj acctit to thI (11 ii consou010 t

atd althtgb I) Ion-Ldj-ace t v,, w 'ls soil]ntimes influonce eeach other

di root]J ( i. A. without ch0aging any intervening sound), non-adjacent

trIiNOIiitns al'Iy dt so. This is a generulisation which we believe

holds trtuC f,.hr all lages.
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As for the final consonant being affected by the duration of

the preceding vowel, this does happen in language, but the common

effect is some change in the duration of the consonant. In the extreme

cases, the consonant is dropped completely. We know of no cases,

however, where the place of articulation of a consonant has changed

audibly because the preceding vowel was phonemically long.

When we consider the effect of a rounded vowel or semivowel on

an adjacent consonant, however, the situation is quite different.

Such influences are cornnmoo, and we know of one case ill which a

k followed by w became pp,. This change took place in very early

Greek, when ilhe Proto-Indo-European word for "horse' became the

Grisk hippos, but remained alnost tin Changed in the Latin uClUtIS

(pronouIli id ukwus).

We art citing this historical exialiplc, no0 to SttULbiAhs the

Ikorigin ot Iii,. Vihc .. ' iest.[ ] , but to show that thire is phontilie

s1iinlarity betwee'Ln a p and a vowel or stiiiivowel which involves

lip-l'miindiig. (Wi. air'' hi,1'l, 1 iin(L g thi' ;issioii tili thihtt it 011V soiiu id

hiLs IJeVn substituitd fur aiothii'r ill any language, th(re iuiist I).

somt e oin'it ol phlontic similarity between the original sound and

the silbstituted st:iind. ) W, i are not tcoici rnit' d with hom, thelp
1

(k calii

into b(.ing, bit howv it functions in the langtuage.
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APPENDIX b - CHARTS OF THE CONSONANT CATEGORIES

110



AXI

AXS II
AXiS•

,/.,Z / -- / -U--- -/- -/ --/ - /_

F--ý--1- OT - /L PO
I./ 

,

/ SO* I /~..,.,*l , / - "I I T

FS/~ / -... V.• ., .. •-:-JL-__•

Ii

Consonants shown as

Reimann leaves of the

plane on following pages.

Ill



STOPS AND NASALS

Voiceless Voiced Voiced with nasal
resonanceUnaspirated Aspirated Unaspirated Aspirated

Guttural k k? g gI
Fr. comme .n

Palatal , 3. n
Sp. c inon

Alveolar t t' d dI n
do sin

Dental t? d d2 n
Fr. tiens Ger. du

Labiodental p pr b by m

Labial p pt b bt rnFr. pout bear
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SIBILANTS

Voiceless Voiced Voiced with nasal
resonance

Unaspirated Aspirated Unaspirated Aspirated

Guttural

Palatal S

Alveolar s z

Dental a

Labiodental

Labial
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AFFRICATES

Voiceless Voiced Voiced with nasal
r e sonance

Unaspirated Aspirated Unaspirated Aspirated

Guttural

Palatal c
chin. join

Alveolar

Dental

Labiodental

Labial
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SPIRANTS

Voiceless Voiced Voiced with nasal
r e sonanc e

Unaspirated Aspirated Unaspirated Aspirated

Guttural C

Palatal

Alveolar

Dental 1
thin this

Labiodental f v
fine vine

Labial
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LATERALS

Voiceless Voiced Voiced with nasal
resonance

Unaspirated Aspirated Unaspirated Aspirated

Guttural LP
bulk

Palatal L

dull

Alveolar I
lit

Dental 1

well

Lablodental

Labial
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APPENDIX C

In making a palatogram a plate is shaped so that it conforms f

to the contours of the roof of the mouth. This is then coated with

a substance which changes appearance when it is touched by the tongue.

After this has been fitted into the subject's mouth, he articulates the

sound which is under investigation, and the plate is immediately

removed. By examining the plate and determining just where its

appearance has changed, we can establish which parts of the tongue

make contact with the roof of the mouth during the artiaulation of

the sound under study.

The palelogranis in the te(ls a ri Miluisrrttions ot what we

believe the originals to be ll<e, rather than original plates made

by us.
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APPENDIX D

Before giving Meyer's conclusions, we will list the tense and

lax phone; this is as close as we can come to defining the terms.

The 'tense" consonants include all voiceless consonants; the

lax consonants include all voiced consonants except the liquids and

nasals. The liquids and nasals are neither tense nor lax. The tense

vowels include the vowels in the following words: wife, w w , leaf,

lose, lobe, and cloud. The iax vowels include the vowels of the

loilowing words: if, loss, less, gas, push, should, and bud. The

list of tense vowels is incomplete; Meyer gives all his examples in the

phonetic script used sixty years ago. Most of the words are recog-

nizable, but a few are not. There are three tense vowels which we

have not listed. Some of Meyerls conclusions apply to specific

segments of the speech wave as we have divided it, but many do not.

Those of his conclusions which refer to only on1 type of segment are

given in the sections in which those segments are deotcribed. Those

which group together two or more of o1r segieits H'are as follows:

a. Consonant durations

(1) The duration of initial lax consonants in otic- and two-

syllable words is slightly shorter than the duration of initial

tense consonants. The difference is greater for consonants in

medial and final position.

(2) Apparently the duration of an initial consonant does not

depend on the quality of the following vowel.

(3) Initial consonants in two-syllable worda are slightly shorter

than in (,ne-syllable words; medial and final consonants in two-

syllable words are significantly shorter than in one-syllable words.
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(4) The duration of a final consonont.is dependent on the quality

of the preceding vowel; the higher the tongue position for the

vowel, the longer the final consonant.

b. Vowel durations

(1) A lax vowel is shorter than a tense vowel.

(2) The higher the tongue-position, the shorter the vowel.

(3) A vowel before a tense final consonant is shorter than a

vowel before a lax final consonant.

(4) A vowel before a stop is shorter than a vowel before a fricative.

(5) 1, m, n, and 4tend to shorten the preceding vowel.

(6) The lengthening of a lax vowel under influence of the final

consonant is slightly less for a naturally long vowel than for a,

naturally short one.

(7) The lengthening of a tense vowel under influence of the

following consonant is considerably less for a naturally long

vowel than for a naturally short one.

(8) The different vowel durations before different consonants

cannot be explained as an attempt to keep the syllable duration

or the rhythtn constant.

(9) The duration of the stressed vowel in a two-syllable word

is considerably shorter than the duration of the stressed vowel in

a one-syllable word.

(10) A vowel before a tense medial consonant is shorter than

a vowel before a lax medial consonant.

(11) The unstressed vowel of a two-syllable word is long.

(12) A vowel before a fricative (spirant, sibilant, [w], or [h]

is longer than a vowel before a stop.
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Meyerts conclusions are not directly applicable to the present

model both because Meyer did not break the speech wave down enough

for our purposes and because he analyzed British English. It is not

enough to kInow that a vowel has been lengthened; we need to know which

parts of thr, vuowel have buen affected.
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APPENDIX F

i) Duration of Nasals

Using his tape recorder, Harrell reports that when the word

mump is played backwards, the resulting combination is heard as

munM (Harrell, 1958). He explains this by suggesting that an initial

nasal is considerably shorter than a final nasal (at least in English),

except in special circumstances.

In this case, however, mum is pronounced with an unreleased

in which the closure is not followed by a noise burst (as in a quick

pronunciation of r rather than oompah I). According to Harrell t s

hypothesis the only thing which makes an apparently final nasal as

short as an initial one is in fact a following voiceless unreleabed

stop as in mump. In this special case the stop is articulated in the

same place or 'homorganic" with the nasal.

Since the p in such words as bump is frequently unreleased

it may be necessary to instruct a machine for speech recognition

that an apparently final nasal which is no longer than an initial nasal

should be interpreted as a combination of nasal plus homorganic

voiceless stop.

Meyer reports (Meyer, 1903) that a final nasal is approx-

iinately one and one half times as long as an initial nasal. Ilse

T,ehiste, however, reports data which appear to contradict this( Lehiste,

1960). Using comparison of spectrographs she performed experiments

to discover characteristics of the sound wave that accompanied what

is known as juncture. (The difference between an ice man and a nice

man is that an ice man has a juncture after jn, and a nice man has a
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juncture before a. )According to Lehtst, the initial n of nice in the

phrase a nice man is wie as lone as the final n of an in the phrase

an ice man. She suggests that this difference in the duration of n is

an irnportant cue for distinguishing these two phrasea'. That is, an

initial n is recognized as being initial because it is longer. Meyer

reports also that the n in an airn in shorter than the n in a name

but he does not comment on the faSt that this seems to contradict

his statement that final nasals are longer than initial ones,

This is a very complex problem and it requires further

research. The answer may be that the word an in both these examples

is completely unstressed while the words nice and name are both

strongly stressed. The initial n~s may have been lengthened because

they are in the stressed syllable. This is the only hypothesis which

occurs to us at present.

ii) Relative Duration of the Onglide, Steady-State and Offglide of

Liquids and Semi-Vowels

Working with the Pattern Playback, Lisker attempted to

make the machine produce intervocalic r, y, 1, and w artificially.

(Intervocalic means occuring between vowels; the actual sounds Lisker

tried to reproduce were irn, ara, uru, ii, ay, uy, etc.)

In synthesizing artificial r, y, and w, Lisker discovered that

the most recognizable sounds were created when he drew his spec-

trograph so that the onglide, steady-state, and offgllde were of equal

duration. In synthesizing intervocal 1, however, the most natural

sound occurred when the onglide and offglide were drawn slightly

shorter than the steady-state (Lisker, 1957).
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In another experiment work done at Haskins on synthesizing

initial liquids and semnivowels yielded the following information.

The quality of the synthetic 1 was improved when the first-formant

transition was made very short; r, y, and w were not adversely

affected by having the first formant transition short. (O:Connor,

Gerstrnan, Liberman, Delatre, and Cooper, 1957.)

iii) Duration of Spirants and Sibilants

Experimenting with the words use [yus] (noun) and use [yuz]

(verb), Denes made tape recordings of this word-pair and established

that the vowel preceding [z] was considerably longer than the vowel

preceding [s]. (Denes, 1955)

The next step was to take the segment (s], shorten it, and

put it a-ter the vowel of [iu z]; and also to take the [z], lengthen it,

and put it after the vowel of [iu s]. Pie reports that both combinations

sounded like perfectly normal words. This would indicate that the

duration of a sibilant is an important cue for identifying it as "voiced"

or "voiceless".

Meyerts figures for sounds he defines as tense [f, al s] compared

with sounds he defines as lax [v, ' , 11 show that tense spirants and

sibilants are longer than lax ones. They also show that if, s, I ,v

and z] are slightly longer after lax vowels than after tense ones,

while [ý ] is considerably longer after lax vowels. He also reports that

fricatives (i. e. spirants, sibilants, [h], and [w]) in general have a

greater duration than stop closures.

iv) Duration of Stop Closures

Comparing spectrographs, Eli Fischer-J~rgensen reports that

in Danish the closure of p, t, k is shorter than that of b, d, g (Fischer-
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J#rgensen, 1954). Other work contradicts this, however. Leigh

Lisker has recorded words with intervocalic b (as in r•aýbid). He

then cut out that section of tape which had the stop-gap on it. In its

place he inserted a period of silence longer than the stqp-gap of [b].

As a result the word was heard as having a [p]; rabid became rapid.

Conversely if a tape of (p] has its stop-gap cut out and a period of

sileuce shorter than the stop-gap of [p] is inserted, a [b] is heard;

rapid is changed back to rabid. (Lisker, 1957).

It should be noted that this study was confined to stops

between vowels. Whether similar results would be obtained for stops

at the beginning or end of words is not known. The discrepancy

between Liskerls findings and those of Fischer 3Srgensen also requires

investigation. Since one study was made for Danish and one for

English it is quite possible that both are valid.

Meyer reports that stop closures are shorter than the class

of sounds which he calls fricatives (i. e. spirants, sibilants, [w],

and (hi). He also reports that the closure of p, b is greatest, that

of k, I next, and that of t, d least, and that the closures P, t, k show niure

variation in duration than any other class of speech sounds.

v) The Duration of Stop Bursts

There is some evidence that dairation differs from stop to

stop in other languages. Eli Fischer-Jirgensen (Fischer-J~rgenscn,

1954), reporting on Danish stops, says g has a greater duration than

d, which in turn has a greater duration than b. Similarly k is

gr-ater than t, which is greater than p. It should be noted that

in Danish b, d, a are sometimes voiceless and p, t_ kare sometimes
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2
voiced. It may or may not be relevant to a.etudy of English.

In producing stop consonants by use of machines Haskins

Laboratories? reports indicate that the duration of the synthetic burst

was .015 seconds (Cooper, Delattre, Liberman, Borst, and

Gerstrnan, 1952).

vi) Duration Between the Stop Duxrst and the Beginning of the First

Formant

Using the Pattern Playback Haskins Laboratories reports

that a synthetic speech pattern which listeners perceive as voiced

stop plus vowel, such as bah can be changed to one which listeners

perceive as voiceless stop plus vowel, such as pa simply by cutting

off the beginning of the first formants (Liberman, Delattre, and

Cooper, 1958). The authors point out that since the voiceless

stops in English are aspirated (pronounced with a half-heard h

as in &at) while voiced stops are not (as in at),the tirne-lag between

the stop burst and the very beginning of the first formant is probably

thought to be a period of aspiration; thus the stops are heard as

voiced.

vii) Duration of Vowel Onglide, Offglide and Steady-State

a. Onglide

Again using their artificial speech machine, H-askins

reports (iiherman, Delattre, Gerstman, and Cooper, 1956)

that a pattern which is perceived as [be], as in bet, changed to

one perceived as [we], as in we4 when the duration of the onglide

or transition is increased. If the duration of the onglide is
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increased 81till further, the result is[uej J3ý, f.(it should he noted

that the pattern which produced,[Ibbj in this experiment. consisted

of formant transitions followed by steady-state. There was a voice-

bar for the vow ad stops. bit noc slop boi t). The pattern fox [g~j3 as in

et.similarly Mi eldeld [yetj , asý ill yei1aLc as inlls whenl thle

duration of fii(, onglidv~ (tr±itisiruoii) was 10 1'-.' tiJd [j) ) . as in) bet .was

tralisforijid ou[_w]j as :ii \x it, \N wii [ii, duratiin oi t thu' tri'iisitioii

vXitidijO 'it0 iliilti,.p., irll 5-] x t ro aiti' [Y& 1,, a-s in yitt

at fifty to sixt0y rimilix',or~dý,i

sp. e 51 (11 .5?, 1(1 itf

F ,iit ' l ii . ... o

'I 1wi - - .

l W l :li' l



c. Oftglide

Lehiste and Peterson report (Lehiste and Peterson 2, 1960)

that American English vowels may be divided in to two groups

using the criteria of the relative durations of steady-state and

offglide. One group, which they call the tense vowels, consists

of i,c- , a, , u ; the other group, which they call the lax vowels,

consists of 1, 6,a, U. The tense vowels have an offglide approximately

half as long as the steady-state; the lax vowels have an offglidc

more than one and one-fourth times as long as the steady-state. It

should be noted that all the subjects who were used for this study

spoke the sanme dialect.
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APPENDIX F

The first method of reconstruction differs from the oUhers in that
it does not require any data except the language itself, considered at
one point in time. For this reason it is called internal reconstruc-
tion. We have already cited the alternation ofod , d, and t as
past-tense markers in English. We have said that this is the result
of two sound-changes, one in whichad became d, and one in
which d became t. We know that these two changes took place
because we have eighteenth-century speech manuals which warn their
readers not to omit the vowel of the past-tense suffix. Even if we
did not have these manuals, however, we could still reconstruct
part of the change by considering the nature of the alternation.

In any reconstruction we begin by assuming that one of the
alternating sounds is the original one. If we cannot arrive at
linguistically probable results by this approach, we then assume that
all of the alternating sounds are innovations. In this English example,
then, we will assume that 1& , d, or t was the origihnal past-
tense suffix. If we say that t was the original suffix, we must
explain why t became d after the vowel e in laid , but remained
unchanged after the same vowel in late . TIf I was the original
suffix, laid and late were homonyms, and laid underwent a phonetic
change while late remained unchanged. This conflicts with our
basic principle that round-change is regular, so we must reject
the assumption that t was the original suffix.

This leaves us with the assumption that the original suffix
wasjd or d. If we assume that it was d, we also assume that
for at least a brief period of time, speakers of the language consistently
pronounced the cluster td in the past tense of the verb taste. This is
possible, but highly improbable. It is very doubtful that the original
suffix was d.

This leaves us with the assumption thatad was the original
form. There are no difficulties involved in this assumption. The
vowel could drop out quite easily after all sounds except d or t.
The loss of the vowel would be a simplification of the articulatory
movements, and many sound changes are simplifications o± this type.
After the vowel loss (or simultaneously with it) the d became t when
it was next to a Ojoiceless consonant. This sound change is also a
simplidication. The hypothesis thatad was the original suffix
involves our assuming only sound changes which are probable. The
assunmption that d was the original suffix involves our assuming a
highly improbably state of affairs before the change. The assumption
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that t was the original suffix involves our assuming a sound change
which contradicts one of our basic postulates. We therefore conclude
thatbod was the original suffix.

The forms "d, d, and t stand in a special relationship to
each other. They are different phonetic forms of the same meaningful
element, the suffix for the past tense; which of them will appear
depends on the phonetic shape of the last sound in the verb. This
relationship is called morphophonemic alternation. There are other
cases of this type of alternation in English; one of them is the plural
suffix, which is-_z after a sibilant or affricate (as in glasses) , z
after a vowel or voiced consonant (as in chairs), and s after voiceless
consonant (as in books), Most morphophonemnic alternations are
entirely the result of sound changes; some are partly the result of
changes by analogy. The difference between sound change and
morphophonernic alternation is that sound change is process which
takes place over a period of time, while morphophonernic alternation
is a situation which exists at one time in the language. A machine
for automatic speech recognition will need both a list of the
morphophonemic alternations of that particular language and a list
of sound changes which have taken place in any language. The list
of niorphophoncnmic alternations would make it unnecessary to
make a separate statement about which alternate appears with each
word. 'ilhe list of sound changes will predict the normal sound
vwriations of speech.

Thue stcond mithod of establishing what sound changes have
taken place is to conipare descriptions of the same language made
at different times. For this comnparison, we use only descriptions
which are c ontecmnporary witli the speech being described. In general

the dbc riptions which we have were made for one of two reasons. The
writer was either giving instructions on how to speak like a well-
teducated nan or he was (lenionsI rating tiO nccissity for ai spelling
reformn, Most of our descriptions of Latin, Greek, and eighteenth
c ntuorc English belong to the first category, while our best description
of Old Icetlandic belongs to tOe second. Both categories have

particular drqwbacks. The author s of pronmunciation manuals some-
times make up rules which have no'ver before existed, while the authors
who reoionitend a spelling reform are primarily concerned with
having a distinctive spelling for each phonetic ally distinct word. Their
goal is nol to record all phonetic diffetr(nees, but all phonemic

differences. Any statement which a writer makes about the pronunciation
of his language must be carefully checked against tile written records
of that language, but these statements are nevertheless very valuable
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I ~for indicating what round changes have taken place.4

I The third source of information about sound changes is written
i records, Although far better than nothing, these also have their
I drawbacks. One problem is that it is frequently difficult to determine
I what particular sound a given symbol or group of symbols is supposed

to represent. We have very strong evidence for assuming that Indo-

European had an a and that Old Icelandic had an r in place oif thatsI ~~~in some phonetic environments, This means that a becamie VSIti?-

r ~~timne between Proto-Indo-European and Old Icelandie, We havi ILlt.ni
* inscripitons front the period when this phonetic chiange was, still
* taking place, but we do not know exactly what sounds the rnune

represent. There are three runes in question here. One occuLrsin t
IS ~~those places where, s did ntot bectitic. .t; liii, ai jqttlwapjtct illth liii. p I;

in 'tvhichi a did nut. huecutne r; the tlti. d appears; in thus e pintcc~ a'h liti

9we as sutiie that therc was an r in lnode-European witicht re~ntaiil it[eI
)id Ic elandic:. If we knew wh-at sound tite rune for''s It c 0111itii. I-

r opr s etited, we would know tbte tphonctic ci ages aof tins VerLy Ot' (((I~

sound change, !.ut all we cant cay definitely is that t liecc te ltnce

separate sounds in Proto -Nurae! (.the language of the St awitdviui "c
runic in~scriptions). Most, phiOteticratta assu( tiettald wheut, s e -t-o
the intrtictediato stage is a, and this Scenicb ItifOibtIC, nIt we itet I
prove it f runt writtenl records.

'Iwi second drawbaik to written rUCOci tilt is 1t~ spceip [hgi;

usnually standatrdized and (IU$~ not[ nceCssa~rily rvfit-e tI'in 1 -kr..

pronutnciatitmn. It would be oxtroiktuly diffti Itl pitihably i uo:,,l.
rttottnstrtict thit prutktiniciaton of Mttdcrtt Eiiglisht wditgit oily iil-i

O'~~oicth~er th iain dietiunariez a idt Spec( t IJ;I iitt;',l.

111IFAt A Inn -j -l Ig %Vr th-ct C I t rk a0t-11 w I e :j ath Ir~h- Lill ine I

by paLying cam Cchi attcttition to' ztot-Stanclarit siti-Ilitgs(risptle)
A tWOt- slctt-~itilId a ~ttlittg is, sottoAit, -t( Itos,.rtit Ilte ionic tit citlny

ihtait thei statitard is. T[It iteti-itmi-cet tIWOIc teIhis j)it OtiLtt I Ultt 011)ti-
,t(i-nt-itt ly thtan t.1n' e:Or-ct-I kjtt-c djues,

thel~ic trhil ttittir k Of tiEifitrttettiot tntlit,ýI juontita ges I-

on-itjpa ri stat o 10f tI I10d UrnA (i itIP(t ha of thi( SLt IICat ;t .e l ".ti4tn .. W 1 InuI tI. %
ihialet htS s;Itow p~hon~etic differentcas, it is ithvicius tliat ont!titt- both

hove uuInA egot it s tinil tutingits. One k-ritetritiw [or' lte~iilittg xviat
iitntgt's hive taken place is sintplicity. if two or ntotc A tily tset-it

eqJually probable pitountic ally, We assume [hQt Cotter tttcbS of thadtL11

%vlii e itnvolves the tniallest. ttntumbr of chtantges.
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The fifth method for discovering sound changes is comparing
the earliest written records of two or more related languages for
the purpose of reconstructing the parent language. The most extensive
reconstruction of this type which has been done so far is the recon-
struction of Proto-Indo-European by comparing written records of
Greek, Latin, Sanskrit, Old Church Slavic, Hittite, Old Irish, and
several other ancient languages. The phonetic accuracy of the
reconstructed Proto-Indo-European forms is open to question. Some
linguists say that these reconstructed elements should not be considered
phonetic representations at all, but simply formulae for referring to
the sound-correspondences of the later languages. According to
this approach, "Proto-Indo-European p- is not the phonetic symbol
p, but simply a formula for referring to that sound to Proto-Indo-

European which beaame p in Greek, Latin, and Sanskrit, became f
in Germanic, disappeared completely in Celtic, etc. Most linguists
do not go quite this far, but there is general agreement that all Proto-
Indo-European reconstructions should be critically anaivzed in the
light of phonetic probability, All methods of reconstructing sound
change involve some possibility of inaccuracy, since there is no
substitute for direct observation, and our reconstructions of Proto-
Indo-Europeso are especially likely to contain errors, since they are
mnade from written records of languages which are now dead.
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APPENDIX G

Martinet views linguistic evolution as something which is
regulated by the continual conflict between man's expressive needs
and his tendancy toward minimal mental and physical exertion.
(Martinet, 1952). The "evolution" is the result of the changes in
expressive needs which occur over a period of time. Martinet does
not attempt to analyze in detail the changes in expressive needs.
The principal effect of the expressive needs according to him is that
the speaker strives for clarity. People strive to speak in such a
manner that their enunciations can be understood without repetition.
If they are not clear enough the first time, and the listeners ask for
a repetition or an explanation, the speakers will be even more careful
the second time. It is this process which results in some measure of
uniformity in the speech of people. The striving fur clarity is a
clearcut factor which can prevent some sound changes.

The tendency to reduce mental and physical exertions to a minimum
provides a more complicated problem in determining sound change; any
change which reduces one type of exertion is likely to increase another.
The extreme of articulatory simplicity would be to have two dis-
tinctive speech sounds (phonemes), one a vowel and one a consonant.
All words in the language would consist of some arrangement of these
two sounds in a series similar to that used by binary computers. The
number of permitted phonetic variations of each phoneme would be
extremely large, and this would save the speaker the trouble of
having to articulate carefully. On the other hand, the words of this
language would be excessively long, and any utterance would require
a great deal of time and effort. The other extreme would be a language
with as many distinctively different sounds as the human ear can per-
ceive. Every sound would have to be articulated very carefully, but
it would be possible to have very short words and utterances. Neither of
these extreme cases exists in any natural language. In actual practice
all languages require come precision, but "ones use Inure than a small
fraction of all possible phonetic distinctions. This compromise requires
less exertion from the users of the language than either of the extreme
situations outlined above.

Exertion is further reduced by combining several distinct types
of articulation to form a much larger number of phonemes. The
efficiency of combining distinctive characteristics into phonemes is

clear if we consider an imaginary language with four consonant phonemes,
each of which has only one characteristic feature: (1) dental, (Z) nasal,
(3) voiceless, (4•,.
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Although each phoneme has only one distinctive characteristic,
each phone (speech-sound) must have many non-distinctive character-
istics because the various articulatory organs must be in some position,
and any position affects the quality of the resulting sound. Moreover, in 7
the phonemic system under discussion, the characteristic which marks
one phoneme must not occur with the allophones of any other phoneme
as a non-distinctive characteristic, This is because, if a sound is uttered
which has the distinctive characteristics of two phonemes, the listener
would bu unable to decide which phonenme the sound belongs to.

The speakers of this language, then, must be capable not only of
the articulatory adjustments which produce a sound containing the distinc-
tive characteristic, but also of the articulatory movements which will
produce a sound lacking the distinctive characteristic. The speaker
must be able to place his tongue in position for producing not only a
dentai bound, but also one with some other place of articulation. Hu
must be able to produce not only a nasal sound, but one which is not
nasal; not only a voiceless sound, but one which is not voiceless; not only
a spirant, hut also a sound with some other manner of articulation. It
should be noted that most of these non-distinct ive articulatory positions
permit much Inure variation than the distinctive ones for this case. A
dental sound must be made at the teeth, but a non-dental one may be
made anywhere ,lsc in the mouth cavity. The non-spirant sound also
has a large range of perloissibie variations. Even the non-voiceless
sound peroits some freedomi, since in addition to normal voicing, thc
vocal flaps can also be placed in tho position for Iaryngeoliation and
trillization, The only articulatory position with no freedom is tihe
olln-nasal: the only way to prodnCt! a itii-11i3.sat '4i0i;i11 is tO haVe Hie

V eIini completely ellsed.

The above deserib'd system is (eatreinely inefficient. 'lThe

stpeake'rs of thi:; tanguagi are foricit to discri1ninat( betwccn the presence
and el. vsent of foulr chliaruc toristies, iUt 11heY havLe onl.y four consonants.

If they colmbined liit" distill, Live ChtaracteristiCs, thiy could have many
Il0o(rt consonant phonelles'S without having to learn to prodtIctU or to
r(e'ogun1ie Aniy 1nuee t distinCtivs artsCulations. In theory, they couIld have

sixteen phillellsiles, but in jpraCtice thie inuil)t'r woult lt less. A voicuelss

nasal spirant, whellit r d-tetal or non -dental, would be difficult for the
liStulenr5 to idcnlify, asd tilt' sptaketr would fre qucntly be asked to repeat
his words. Since pilleople do iot tlike to ilake extra effort, we would not

ixpetl( any lang,tg,, It- have suot, a t,1 ..,. ine. T'ier L Z0e otilur possible

c'u obi.natsetns. O0 thes," t'h;-ru t cristics stuch as voicelese neasals which

are not opltiindlly atu
1

ilh.,. Evcn If our hypothetical languaget fails to rise
any cuoibinat.ions of nasal withl spirant or nasal with voiceless, it can still
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make ten phonemes with the remaining combinations. This is far
better than the original four, and the speakers and listeners are not
required to make any new discriminations. Combining distinctive features
to form phonemes is a very important method of reducing the exertions
of those who use the language.

The term "distinctive features" as used herein, it should be noted,
does not have exactly the same meaning as it does when it is used by
Roman Jakobson. The concept of distinctive features originated in the
Linguistic Circle of Prague in the 1930's. Both Jakobson and Martinet
were members of this circle, but their ideas have developed along
different lines since then. Jakobson maintains that there are only twelve
distinctive features in all of the languages of the word, while Martinet
argues that although the total number of distinctive features in any
language is quite small, the total number of distinctive features which
can be produced and recognized by human beings and which therefore may
occur in some language is much larger than twelve. Moreover, Jakobson
says that all oppusitions are binary, while Martinet maintains that some
oppositions are binary and some are not. Jakobson believes that the

same distinctive feature can mark both the vowels and the consonants
of the same language, while Martinet rejects this analysis because it
would require too much precision on the part of the speaker. If vowels
and consonants were marked by the same distinctive features, the
speakers of the language would have to take care that the feature was not
accidentally extended to an adjacent phone. IU vowels and consonants
are marked by different features, then the extension of a consonant-
marking feature to an adjacent vowel does not interfere with corn-
mounication.

Combining distinctive features to form phonemes saves exertions
because it requires a smaller number of distinctive articulations, but
it frequently requires greater precision for the articulation of some
sounds than it does for others. Let us consider a language which has four
different jaw positions that combine with distinctive tongue articulations
to mark the vowels. If this language has four front vowels and four back
vowels, the speaker will have to be more careful in articulating the back
vowels than the front ones because although the jaw positions ar(e the
same, the tongue positions are (lower together for the different back
vowels than they are for the different front vowels. There is not as much
vertical room in the back of the mouth as there is in the front, and
therefore it taki's mrach more precision to make three distinct levels in
the back of the mouth. The speakers ol the language may feel that the
precision required involves too much effort, and they may make some
change which reduces the number of back vowels to three.
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The speakers of such a language may also try to simplify the
tongue position for the back vowels. In so doing they may actually

complicate the phonemes of the lahguage.

The fact that non-integrated phonemes have more room for

variation than integrated ones sometimes leads to the non-integrated
becoming, integrated. As the non-integrated phonemes vary, sooner or
later some realizations of the phoneme may have a phonetic shape which

makes them part of the already existing pattern. This happens when the
language does not already have phonemes utilizing all practical com-

binations of distinctive features,

Let us consider the actual mechaaism of sound change. We must
always bear in xiind that the principal difficulty in speech articulation is

to produce just those sounds which are called for in a given context. A
babbling baby can produce almost all the sounds of any human language,
as well as some sounds which do not occur in any language, but he cannot

control the production of these sounds. Great exertion is always easier
than precision, and perfect control over all the articulatory movements is

impossible. If tow speech sounds are acoustically identical, this is an
accident, and it is an accident which very rarely happens.

In actual practice two phonetic realizations of the same phoneme
may be quite dissimilar; the one point they have in common is that both
lie within the normal range of the phoneme. The speakers aim for the

" center of gravity, " but they frequently go wide of the mark. If they
go wide of the mark and fall too close to the "center of gravity" of another

phoneme, the speaker has to stop and correct himself; but if they go
equally wide of the niark in somne direction whereo there is no other
phoneme, this does not intorfere with communication and may not even be
noticed. In order to reduce the amount of precision required, languages

leave a margin of safety, a "'no mtanls laud' between phonemnes.

Martinet believes that many sound changes can be explained by the
tendcncy of a language to maintain or increase its margin of safety. If we
have three iphonemme which are solp rated by equal margins of safety, and
one begiDs to ci ang(, and app rotcih anoUther, it may set off a chain
reaction. in thii a particular cas'-, tin tendency to maintain the margin

of safcty is out as powerful as the force causing the change. The
hypothetical case looks like this:

B A-- C:

In this s ituation G must either change by rnovinog further away from A
or'timerc wiltt be a phonemic inergi. r'and some words which were foemnerly
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distinct will become homonyms. If there is another place which is easily
available to C or if the merger of A and C would break down the phonemic
distinctions between a very large number of words which have the same
general distribution (i. e. , if the distinction of A and C has a high
functional yield), C will change. If the distinction between A and C
has a low functional yield, and if there is no place for C to go, there will
be a merger.

As A moves away from B, this widens B's margin of safety with
A. If B's margins of safety are narrow in all other directions, B may
move towards the spot formerly occupied by A to widen its margins of
safety with its neighbors. If these neighbors are also crowded, they may
take advantage of the extra space, and there is a general shift which
affects a large part of the system.

In the above discussion we have spoken as if A and B had an
existence independent of the speakers of the language. This, of course,
is not true. When we say that C moves in order to avoid a merger with
A, we mean that the speakers 'of the language favor those variants of C
which are a safe distance removed from the "center of gravity" of A.
This results in a shift of the "center of gravity" of C.

If the merger of A and C would result in a few cases of intolerable
humonymy, the existence of these few cases does not prevent merger,
but one member of the homonymous pair drops out of the language, and
it is replaced by another word of similar meaning. A sound-change
which took place in southwestern France resulted in the words for 'cat'
and 'rooster' heing identical. In a farming community, it is necessary
to have a distinct name ( r each domestic animal, so the old word for
1roosterl dropped out of the language, and was replaced by a word which
had formerly meant 'pheasantt, When the speakers of a language are
faced by situations of this type, they usually find a way out.

The fact that a contrast between two given phonemes has a high
functional yield (many minimal pairs) means that a merger is extremely
unlikely; but two phonemes will not necessarily merge when their opposition
has a low functional yield 4few minimal pairs). There are very few
minimal pairs (pairs of words which are identical except that one member
of the pair has phoneme A where the other has phoneme B) for the English
phonemes /1/ and /o/ (or /0/). The most commonly cited pair is thy
and th_-h , but it is extremely difficult to think of a context in which
either of these is equally probable. Yet Martinet dcvs -rt believe that
these phonemes will merge, because the voiced feature is supplemented
by accompanying variations in strength of articulation, In thinmanner

1 is distinguished from 0 ,-v from f , 3_from, [from , c from
•, and b is separated from p, d fromLr t ,andjfrom'. The-voiced-
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voiceless opposition greatly helps to stabilize the consonant pa)ttern of
English, He cautions, however, that the possibility of phonetic change
is not precluded by such an opposition, but concludes that a merger of
sounds is less likely than if only one pair of consonants in the language
were opposed (Martinet, 1952).

POSSIBLE APPLICATIONS OF MARTINET'S WORK TO OUR MODEL

One appect of the potential relevance of Martinet's theories to
English may be considered in the light of the chart shown in Figure 17,
which shows the stops, nasals, and spirants of English. The chart
includes all the dimensions which were shown in the charts of our model,
but we have arranged them differently in order to graph them on a
single piece of paper.

According to Martinet, /f/ and lvI can be considered to have the
same phonemic place of articulation; he feels that a bilabial spirant
would be very weak and diffieultto recognize and therefore the speakers
of the language have substituted a labiodental spirant. The distinctive
feature, then, is labial articulation, which must involve the lower lip,
while the other articulator is either the upper lip or the teeth. Martinet
does not discuss whether the dental spirants can be considered to have
the same place of articulation as the alveolar stops. The same argument
which was used for /f/ and /v/ may apply here also. An alveolar spirant
is not easy to identify, so it is quite reasonable that the speakers of the
language should substitutc a dental spirant. The distinctive feature would

be apical (tongue.-tip) articulation against citlir the teeth or the alveolar
ridge. We assume, then, that all four spirants are well-integrated into

the phonemic pattern. it is inter sting to note, however, that there are

no spirants corresponding to the guttural stops. This means tH t the

speak rs do not hart in hoe ts careful to make a coniplete Stop ciosure
CrO /k/ and /g/ as thm y list be for the labial and apical stops. It is

possible that smnutthuea they substitet a spirant for a guttural stop,
In his description of tihe phonetics of Aulerican English, C. K. Thomas
(Thomas, 1947) gives one exaunplhe of at word which formerly always had
a[I.hJand now sonietinies has ar ;l. (C";l is a spirant with approximatcly

the sari'e iplace of articulation as the k,] of key. ) The word technical
is ) r ini cd by sone Amyericans with a spirant instead of ark ] before
thI - III

Martinet's theories may also be relevant in considering Lit!
p.rhL-h'. ýf 111/1/. '',ai c ib uonly ont. lateral phoneme in English; this
means that the sound pattern does not require that /I/ have a certain

place of articulation or that it be voiced rather than voic,,Ic, ss. When
we conside r strui ture of the articulators and the mouth cavity, it
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becomes obvious that there are physiological constraints on the production
of a lateral. It is impossible to make a lateral with the lips or the teeth,
and this immediately excludes bilabial and labiodental articulation. As
far as voiceless laterals are concerned, we should bear in mind that a
voiceless lateral is realtavely difficult for the listeners to recognize,
although a few languages, such as Welsh, are reported to have voice-
less lateral phonemes. We may expect some lateral articulations to
be voiceless or partly voiceless, but not very many. The environments
in which voiceless laterals are most likely to occur are after Fp) and
after[k.j , in such words as play and clay, and the voiceless lateral in
these environments ia apparently the result of a coarticulation, The
tongue is in position for the lateral before the stop is relaased. Usually
there is a short period of tuoiceless lateral followed by a short period
of voiced lateral.

The place of articulation of the laterals is a far more complex
problem because there are more variations involved. In an earlier report,
we mentioned the fact that /1/could show a great deal of phonetic variation,
but at that time we believed that in a particular environment there would
be little variation, We knew that the lateral most commonly occurring
in bulk was quite different from the lateral most commonly occurring in
lane, but we assumed that the lateral of bulk did not vary much from one
pronunciation of the word to another. If Martinet's theories are correct,
it may become necessary to question this assumption. It seems possible
that the /1/ of bulk shows phonetic variation. The /I/ of this word
probably has a guttural place of articulation more frequently than any
other place, because it lies between a vowel and a /k/, both of which
must he at.culated precisely, and the lateral which requires the least
exertion in this situation is a guttural one; but if the speaker feels that
the guttural lateral is not distinct enough, he may shift the place of
articulation forward in his mouth, either to the palatal or to the alveolar
position. Our model must be specifically instructed to expect these
variations.

In general we would expect a guttural lateral before a guttural and
an alveolar lateral before an alveolar. We expect little variation in the
place of articulation of a lateral before an alveolar, because alvexlar
articulation is the clearest, and in this environment it is also the easiest.
In our acoustic research, we will investigate the problem of which lateral
is most common before a labial.

There is probably little phonetic variation in an initial /I/ followed
by a specific vowel.1, anld bLILC we taeat initial consonants and following
vowels as a unit, the phonetic difference between the /I/ of lay and the
/I/ of low should pose no problems for the machine.
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The final Ili's of peel and pooi have somewhat more freedom to

vary, but since this variation will always be caused by the conflicts of

simplicity and clarity the variation will he from the clearest articulation,

which is alveolar, back towards the easiest, which will probably be
palatal. In our acoustic research, we will seek to establish the easiest
place of articulation for /1/ after different vowels.

Elsewhere in this report, we have given a list of sound-changes

involving 1. Judging by the nature of the changes, it seems clear that
these l's are all dental or alveolar except where they are specifically
described as having some other place of articulation. These rules will
apply primarily to initial /l/Is, to final Ill's after front vowels, and to

Ill's before alveolar consonants, since these are-. always alveolar.

We have discussed the laterals in detail because of all the sounds

which we have included in our charts, these are the least "integrated.

The importance of the distinctive features is that when they are
combined, the resulting sounds form a pattern. If a language combines
the distinctive features of three places of articulation (labial, dental,

and guttural), two vocal flap positions (voiced and voiceless) with a stop

articulation, thUre -are six possibhl pliaonutnics, as follows:

Labial Dental Guttural

Voiceless p t hk

Voiced b d p

E;ach of these phlotne(es is hitiegrated into the pattern; it is the iproduct

of C011uinh ing a nutlberc of differUet distinctive features.

The above situatioln ciot ratsts with the position of a phonellie such
ats English /l/. T'hC distinctive1 feature of /1/ is lateral articulation, and
1it other phuliUeIIIC tias lhiid fueatutr,. None of tile st,)op consonants listed above

has ulliy feature which is unique. 'liis kitiquit characteristic of /Il 'iakes
it cotipletely non-integrated, while the stops ilrt: well integratetd. English

/I/ is free to vary phonctically, sia ce neilhler the plate of articulation
cu>r the vocal flap aljtIstilt'Ic t alt', pihonetitic for it.

Martinit beltieves tha;1 a wellPinelgrated pl)[o1ince is far less sub-

jvit to individual Chtange thian a nun-integratevd onu. In the pattern givin
albovV, tht denUtl /t/ is Iuct liklcly to beccone alveolar whiile everything
else rc'iltaits Ih(! sailit. If this haljpened, tUe iiii)cber of piices of

articulation Wootid 13i ClecreaIsed without incrceasing the nlUinber of plionenics,

T'l'erc woucid Ill Ln increast, in cxcrtlon whic-h would not be cotopensated
for 'lse'wlit'ri', iilhe'r by a reduction iui exerliolt Or biy ani increase ill

clarity. It is qLite possible, howivi r, Ihlat Itf and Id/ mighlt both change
litI r plhti of arliculation and I)bt oum. alveolar stops. This would involve

110 k litlig. ill tlil' totlWt nuatrlnr o1Af dlstiinc)tivc' fattircCs.
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One particular limitation to Martinet's work is inherent in the
present development of phonemic theory itself. Researchers in the field
of phonemics assume a direct relationship between distinctive features
on one hand and resonance, place of articulation and manner of articulation
on the other. Phonemic research from its early inception had defined
phonemes in terms of resossce, prlce snA _.rr r of articulation.
Researchers such as Martinet, Jaakobson, and Halle describE the phonemes
of a language as having distinctive features that identify them from all
other phonemes in a language. The distinctive features of a given phoneme,

however, do not distinguish between possible allophones. Hence in
Martinet's theories the distinctive features for k as in cook are identical
with those of k as in kit , and by definition idenFical with the dilitinctive
features of any other allophone of k. This poses a problem in transcribing
acoustic data, since the phoneme kis described to include at least
four different (but not distinctive) places of articulation in English speech,
and the k of cook has a different place of articulation from the k of kit.
Such a situation indicates very strongly that distinctive features do not
characterize with necessary precision the resonances or place and manner
of articulation of speech segments. This lack of precision makli;,ý it
extremely difficult to interpret meaningfully the relationship between
distinctive features of "phoneme" and the "center of gravity of its place
of articulation. "

An added problem in the use of distinctive features of descrij.tions
of speech segments is the lack of precise relationship between these
features and the acoustic characteristic of wave forms of speech. Such

wavefforms, essential to the data included in our model, depend on the
precise definition of resonance, place and manner of articulation; as
indicated above, distinctive features lack such precise definitions.

Another important omission is that Martinet devotes little attention
to the problem of the coloration which vowels give to preceding and
following consonants. Our model includes a special subdivision for
this subject particularly because articulation of a consonant is likely to
be strongly influenced by the preparation which a speaker must make
for his following vowels. The mechanics of sound change or variation
in rapid speech are also likely to be influenced by what particular com-,
binations of vowels and consonants occur together. In the case of
sit down there is a definite transformation of the unvoiced dental stop,
but in the case of look good there is less likely to be a transformation
because thc cJuster occurs between identical vowel sounds. Such
problems deserve further attention.
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An additional problem is that Martinet's rules of eound change
are at best only preferential; they have occasionally been observed to
conflict with changes in the languages which are assumed to be relevant
to English under the premises of the Ergodic theory and which in some
cases have anl observed relationship to sound changes actually taking
place in rapid speech. Appendix H. 1 cites several examples of sound
changes relevant to English that cross the boundaries of distinctive
features. Among them are the gradual shift of a gutteral stop plus
f to if (as in big fire), the shift of a dental stop plus a gutteral stop
to a gutteral stop (at camp ), and the transform-ationl of a dental stop
before a labial stop toa a laial stop (at bay.). In all si~milar cases
physical convenience in pronouncing the words mnay transcend the
importance of distinctive featores.

'rho inability of Martinet's theories to account for the sound
changes discusse~d above argoes that dtistinctive features at bust have only
li tnited relevance to our investigations. Diineýnsi mis of nour model are
con~structed so as to acc:ount fnr -naiiy of tile, prohicins already dliscussed.
By treating -onisonant v owh Is as one unit, we ruecogm i.e the(! en-artie ulation
of phoneus and avo id the quoestionf of diffe rent plac's of articuLlation for the
saecnoanICC01~llt (305011 y vowel co010101 Oll. By illeaso ring duration we

are able to analyz'L till proce!ss wh ich c'all re suit inl vowel c 0 orationl,

chLange s in tran siti oua'e solting in the Mariculation of a sonlit- vowel,

diffcenc in'O' f0ill' target value Ill forlnoiits, anti utlnge in the l1ai'al'tl'r-

istic s of a soonit th routghi 11 reaseli oIr les551(1,iw citlplIsi 5. By devising

(III! 111W syst~lll Of intenlsity esrh'ltatin'iiciy distubssd, WC' Zll'

ab1)1 to allaly7/Il in grettel' deta~il till inflk lonce (If jlI'el '-ding and following

SoundIlli lots LIlpoll iLlIOtStil liltillito lolltf 0t givenl plllllllli'k While providing

Addititoial tllijMoltalt ilnfol'lthi~ol i, oull] 11 )(1ilt is g'tt~l' ratd iby

t!"I'0tl (If till 4titI 1 )iOCHOi' f anly givvil plitt'tlOII l(ttlltlic ill spl'ech theClt.

(tlti'iLl tlr,n;i.tc 3'nay it titties tbc tlllodkitt' tol st gloat wi extent that

jtl~l~tl-C'IlIXittlill till' lILog~agI'; tilt youl tIol'ilnc s bUCh1yon; at 01.110r [110's

jhtoli',Il -ss . g. 11-ot dlay- bilMolitS tinihsy-. All 511011 itIlOtiiC shifts

n1aY n~ot LI' adeiqujatel' 1(1tiesi''ittilv l'ea 1 ilostic ltliai'act('listic of sjpeql't

signulalt-S0. 1 to ilfinlt a splecti scg~letkii.~ Il sfsteni suitiiiit fnr ac tuating

cl'Ictl'LlliI illtlchilIH'Iy that can ixuo,,oglual bpcle~iI by suli i (hai~t iitl'tistic 5.
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Despite present limitations in data, however, the scope of our model suggests
that distinctive features do not provide sufficiently full analysis of sound
change for exclusive incorporation into our data.
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APPENDIX H

RULES OF SOUND CHANGE AND EUPMONIC COMBINATION

H. I

CHANGES IN PLACE OF ARTICULATION

1. In guttural stops the following articulatory changes can occur:

(a) A voiceless guttural stop +rbecomes ss (ionic Greek) or tt

(Attic Greek); the second change may happen in cute kyut , but

this is not likely.

(b) A voiced guttural stop + y becomnes _d (Greek); this does not

happen in English.

(c) A guttural stop + f becomes first a labial stop + f, then becomes

ff (Latin). This may happen to such combinations as big fire in

rapid speech.

(d) T he sounds k + t become tt (Vulgar Latin); this may happen in

active but evidence seems to contradict it.

2. In dental stops the following changes occur (English has no dental

stops, but these rules may also refer to aveolar stops):

(a) A dental stop before a labial stop becomes a labial stop (Latin):

tli .s may happen in at bay.

(b) A dental stop before a guttural stop becomes a guttural stop

(Latin), possibly true of at camp.

(c) A voiceless dental stop I-j becomes s or ss (Greek); this does

not happen in English.

(d) A voiced dental stop +1 becomes zd (Greek); this also does not

happen in Englirh.
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(e) A voiceless dental atop +_becomea c in Englih.h; t you becomes

a choo.

(f) A voiced dental stop +_ becomesl[; d becomes di jo

(g) A dental stop + m becomes min(LatLn). This may happen in English

in the word atmosphere, but there is an important difference

between the English example and the Latin. In English tl'.e

difference between siggle and double consonant is not phonemic

(not word-differentiating); single and double are probably in free

variation in those positions where other languages bave only

double consonants.

(h) A dental stop + f becomes labial stop + f, then becomes ff (Latin);

in English this change would not necessarily produce two fs for

the same reason that atmosphere does not necessarily have two

m~s; at five is a possible example.

(i) A voiceless dental stop preceded by s becomes s + a voiceless

lingual stop (Sanskrit); English has no lingual stops.

U) A lingual stop + a dental stop becomes lingual stop + lingual

stop (San skrit).

3. In dental nasals the following changes may happen:

(a) An n + guttural stop becomes i)(ng) + guttural stop (Greek);

income nk m becomes nk M

(b) An n + a labial stop becomes n-m + a labial stop (Greek); in bed

becomes im bed.

(c) The sounds n +jbecomenj (Sanskrit), injur
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(d) The palatal stop + n becomes palatal stop + n (Sanskritt; possibly

this occurs in such phrases as change now.

(e) An alveolar nasal n + m becomes m or mm in English; ten minutes becomes

teminute s.

4. In dental sibilants the following changes can take place:

(a) An intervocalic ar becomesr then becomes br (Latin); this

probably doesn't occur in English.

(b) The sounds z + mn become mm (Germanic); possibly this happens

in is mine.

(c) A palatal + s becomes s (Sanskrit), possibly in church steeptl.

5. In labial stops there are the following possible changes:

(a) A labial stop + a guttural stop becomes a double guttural stop

(Latin); this could happen in up country, though the stop might

not necessarily be double.

(b) Thu sounds . + t become tt (Vulgar Latin); this might happen in

up to, althiough again the sound may not be gerimninate.

6. The following changes take place in labial nasals:

(a) A final _u becomnes n (Greek, Old English); possible in English,

but not probable.

(b) The sounds m + d become nd (Germanic), possible in am down.

(c) The sounds m + s becomne s (Latin), possible in amn sc,

(d) A final mi and non-labial stup become homnorganic nasal + stop

(Sanskrit), possible in am going.
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7. The sound 1 becomes guttural or pdlatal in Latin and palat.l in

English:

(a) whan followed by a back vowel, low,

(b) when followed by a consonant (except 1) buil_;

(c) when it occurs at the end of a word, bal
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APPENDIX ill --

CHANGES IN MANNER OF ARTICULATION

A. Changes Involving Stops

1. Changes from stop to spirant:

(a) In Germanic p becomes f everywhere except after a spirant or

sibilant. In English, speakers may sometimes fail to make a com-

plete stop closure, but we would expect the bilabial spirant tM1
rather than a labiodental spirant.

(b) In Germanic t becomes 0 everywhere except after s or spirant.

Again, in LEnglish a speaker might fail to make a complete closure,

but we would expect an alveolar spirant rather than a labiodental

one.

(c) i•n Germanic k becomes a voiceless guttural spirant everywhere

except after a stop or spirant. In American English some speakers

substitute a spirant for a stop in the word technical.

(d) In Modern Greek, all voiced unaspirated stops become spiraLnts.

We expect that this happens sometimes in Mod|ern English; be

miaay somnetimens be pronounewd with af5] instead of a b.

Z. Changes from stop to sibilant:

(a) In French k before front vowels beconmes s. In Lithuanian Proto-

Tndo-European k_ becomes J. If this happens in JEnglish, it

affects words like kick, which may become sick or shiek, but wve

do not expect this to happen.

147



(b) In Latin and Germanic, Proto-Indo-European ti becomes so. If

this happens in English, phrases like at two may become as' suea

but we do not think that this occurs.

B. Changes Involving Spirants

1. Change from spirant to stop:

In Swedish [k] becomes tý This happens sometimes in English.

It alfects words like

2. Change from spirant to h:

In Spanish £ becomes h. If this happens in English, it affects words

like fine.

C. Changes Involving Hissing Sibilants

I. Non-combinatory changes:

L) s'becomes h in ancient Greek initially and between vowels. In

English see may become he if it is weakly articulated.

(b) s becomes r between vowels in Latin and at the end of a word in

Sanskrit if the next word begins with any voiced sound except r.

(This change probably takes place in two steps. First s becomes z,

then z becomes r.) We would not expect r as a variant of s in

English, although ks may becoine z, as indicated in Appendix FT. InL

(p. 153 , rules 1 and 2).

(c) z becomes r in very early Old English and Old Norse. We are not

sure this happens in English, even as a slip of the tongue. If it

should happen, easy would be almost homonymous with eerie.
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Z. Combinatory chaAges:

(a) A dental stop plus a becomes ss in Greek and Latin., This

probably occurs in English in phrases like atddea.

(b) sk2 becomes [f ](the consonant of she)in Old English and Old High

German. This may occur in English. If it does, it would make

skidý identical to ship".

(c) In Latin sr between vowels becomes [Pr] (like the initial cluster

of thiree). In standard Axmerican English, the cluster sr does not

occur within a word, but 1_ is probably substituted for s some-

times in phrases like less rain.

(d) In Germanic zm becombs mm, This may happen in phrases like

is more,

(e) In Latin sf becomes Uh. This inay happen in phrases like bus fare.

(f) In Modern English ay frequently becozuesjj}ls and z becomes[;J

This occurs in phrases like miss you and as ko

D. Changes Involving Laterals

i. Non-combinatory changes:

(a) Changes from stop to lateral articulation: in Latin d becomes 1;

Ln Sanskrit retroflexed d becomes retroflexed 1. This may

occur as a slip of the tongue in English: dot may become lot.

(b) Change from lateral to stop: In some French dialects I' becuiioe

t in final position. There are two changes involved here - a

change in maimer of articulation and a change in resonances.
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The change in manner of articulation probably took place first.

We do not expect -this change to take place in final position in

English, since a final 1. usually does not have the same place of

articulation as a t,.

(c) Alternation between stop and lateral: In Greek d alternates with

1. This means that either d becomes 1 or 1 becomes d We

have already suggested that dot'may be mispronounced as lot; it

is also possible that lot'is mispronounced as dot,

ýd) Change from lateral to sibilant: in Castilian Spanish 1 becomes

N.J We do not expect this to happen in English,

(e) Changes from lateral to x and from r to lateral:

(1) In some Sanskrit dialects r becomes 1, As a slip of the

tongue., tight 'may be pronounced as oght.

(Z) In some Sanskrit dialects 1 becomes r. As a slip of the

tongue, La!ghbecomesIght. Historically, this is what

happened to the word colonel, which was once pronounced

with an['] between the os. The N became [r] but the old

spelling remained.

2. Combinatory changes:

(a) Loss of 1:

(1) 1 drops out in unaccented syllable befure tin Old Icelandic.

This may occur in English in words like belt.

(2) 1 drops out before p in some dialects of American English.

In these dialects help is pronounced LhEp].
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(b) Loss of another consonant in contact with 1:

(1) In Greek is' becomes 1 and the preceding vowel is lengthened.

UI this occurs in English it may affect words like else; but as

far as we know it does not happen.

(2) In Greek 1w becomes 1 and the preceding vowel is lengthened.

In English this may happen in such phrases as ill wind, but it

is also possible that the w remains while the 1 drops.

(3) In Latin and in Old Icelandic initial wl becomes 1. This

cluster does not occur initially in English.

(4) In Old Icelandic nl becomes 1 and the preceding vowel is

lengthened and nasalized. This probably occurs sometimes

in words like inify.

(5) In Modern English ly becomes a palatal 1, as in the word

million. This palatal 1 sometimes becomes 1, so that

million is pronounced [on1yAn]. This sound change commonly

occurs in phrases like will you.

(c) Addition of a consonant to a cluster involving 1:

(1) In Latin ml becomes mpl This mxay occur in such English

phrases as am late, although the rule which follows probably

applies more frequently.

(2) In Grreek ml beconuies ibl. This probably occurý sometimes

in the phrase amn late.

(d) Complete assimnilation of consonants in contact with 1:

(1) In Greek and Latin nl becomes Lt. English in late may
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become il late, but English consonant duxatLo.s vary freely,

so that the phrase may also bepronounced i la4e.

(2) in Latin and Germanic in becomes 1L± This may happen in

the English word illness.

(3) In Germanic, z1 becomes 11, In English is late may become

il late or i late. This would make the phrases in late and

is late" homonymous.

(4) In Latin Is becomes 1L If this happens in English, else;

would become ell, but this probably doesntt occur.

(5) In Latin rl becomcs 1" This may occur in phrases like here

later.

(6) In Latin dl becomes IL This probably ocuurs in phrases like

bad link.

(7) In Sanskrit ti becomes 11 This probably occurs in phrases

like at last.

(8) In Germanic 1 becomes U." This may occur in such phrases

as with luck.

(9) In Greek, ly becomes 11 In English k usually becomes a

palatal L.

(e) Change in the manner of articulation of another consonant in

contact with 1:

In Latin v becomes b whenever it was prer.edod iy'i. - This

might occur in English phrases like full value.

15Z



APPENDIX H. III.

RESONANCES

A. 1. A voiceless consonant becomes voiced between vowels:

(a) when it occurs at the end of a word and the next word begins

with a vowel (external combinations of Sanskrit), apS•
(b) when 1E, 1, or k occur in the middle of a word (British Celtic);

the difference between latter and ladder is in the vowel, not

in the consonants;.

(c) when s occurs between vowels; glassy becomnes gs

Z. A voiceless consonant becomes voiced next to a voiced consonant:

(a) when a voiceless stop or s occurs before a voiced stop or

spirant (LatinX up the becomes ub the;

(' when p or k occur before d (Greek), back door becomnes

bag door;

(c) when an s occurs between a vowel and a voiced consonant

(Latin), glass door becomes glaz door;

(d) when a final voiceless consonant precedes a word beginning

with a voiced consonant (Sanskrit), Back 3ay becomes Bag Bayi

3. A voiceless spirant or sibilant can become voiced when it occurs

between voiced phones, except when the preceding vowel is accented

(Proto-Gerimanic); in English we have tUe same situation in the

phoiieic difference between exert with gz and exercise with ks



B. 1. A voiced consonant can become voiceless:

(a) if it occurs before a voiceless stop, spirant, or sibilant

(Latin, Greek), big t may become bik town;

(b) when h occurs before w (some American dialects) where;

(c) when a voiced consonant occurs in the final position (Sanskrit ,

all voiced final stops; German - all voiced final stops,

apirants and sibilants). In English, this may occur at the

end of an utterance; where is the bag may become where is

the bak. (The last word would still have a vowel like bag,

rather than a vowel like back.)
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APPENDIX H. IV 4
SOUND DROP OUTS

A. 1. In consonant clusters w will disappear phonetically:

(a) before 1 and r (Old Icelandic, Pre-Latin);

(b) alter r, 1, andn__ -. while lengthe'Aing the preceding vowel

in some dialects (Greek), bulwark may become buiark;

(c) medially before any consonant (Old Icelandic).

2. in consonant clustersLwill drop out after n ur r, while lengthening

the preceding vowel (Greek), Bunyan may become Bunan.

3, In consonant clusters 1 will drop out:

(a) in an unaccented syllable before t (Old Icelandic), belt. mnay

possibly becomne bet if it is unaccented;

(b) before an s (Greek), Elsa may possibly become Esa, but

we know of no instances where this has actually occurred.

4. In consonant clusters s disappears:

(at) between two consonants except two sLtops with the samne place.

of articulation (Greek), pigst might becornepigjty

(b) after r or 1, lengthcning the preceding vowel (occasional

example in Greek), hearse might become h~r . This change

probably does not occur in W!nglihsh;

(c) after a vowel before a voiced consonant (Latin); glass door

might become gla door, but tde change probably doesn't

occur in English.
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5. Although English has no dental stops we have provisionally equated

aveolar drop-outs with the dental stop drop-outs that occur in

consonant clusters of other languages. Dental stw) drop-outs occur:

(a) before 1v after n (Germanic), plenty becomes pleny;

(b) before s alter n (Greek), landscape drops the d in some

American dialects:

(c) dental stop drop-outs also occur when an initial d precedes.z

(Latin). General American does not have this consonant

cluster although some Southern dialects may, as in due.

In this case the d probably does not drop, however;

(d) In English a proven alveolar drop-out occurs when tlie stop

comes between s and s; thus lasts frequently becomes lass;

(e) an alveolar drop-out also occurs sometimes before I as when

little becomes lil.

6. Guttural stops disappear:

(a) after s before a consonant (Germnanic), asked becomes ast;

(b) after r or I and before s, t, in, or n (Latin), bulks (k possibly

dropped);

(c) when an initial F occurs before y (Latin); possibly this occurs

in such English words as argue, but probably not.

7. Dental and guttural phones disappear before s plus a consonant

(Germanic); this may occur in such English words as huckster.
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8. In consonant clusters n disappears:

(a) between a vowel and s (Latin), insert;

(b) after a vowel before r or 1, (Old Icelandic), ilaay.

9. 'When it ocdurs in congonant clusters, in also disappears:

(a) between a vowel and s (Latin), possibly also in English

combinations such as come soon;

(b) between a vowel and f (Latin, Old Icelandic); probably this

occurs in such words as comfort.

10. The sound ti disappears between consonants in English, as in

f if th S.

11 In positinos other than consonant clusters the following sounds can

drop out. Phonetic symbulb suggest how this occurs in most cases

as an aid to the reader.

1ý In final positions these sounds disappear:

(a) n__ (Latin, Sanskrit, Germanic), m becomes voiceless nasal,

then drops out completely; probably this does not occur in

English;

(b) mim_(Germaanic, Old English), n becomes a voiceless nasal, then

drops out completely; this may occur with man;

(c) dental stops (Latin, Germanic); dental stop becomes a glottal

stop, then drops out completely;
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(d) the alveolar stop t , which can chaage to a glottal stop or

drop completely under certain circumstances (Modern Englieh)s

field or that boy, though probably only before a consonant,

This loss of alveolar stops has been described by many

phoneticians, amung them C. K. Thomas in his book An

Introduction to the Phonetics of American English (p. 40);

(e) s (Latin, when it occurs after u and the next word Oegins with

an initial consonant); s becomes h, then drops out completely,

or possibly s becomnes z, then drops out completely; if this

applies in English, loose connuctioi would duop its s_, but

evidence seenis to be against it.

2. Between vowels these sounds (LshaJpl)uar:

(a) -y (Old icelandic), -Y becomes 11, thecn dr'ops out completely;

crying llay be reduceCd to oiC syllablc;

(b) w (Greekl; Latin wixn 1(letwr!cxx like vowels and Lhe second is

onstreos sed); roL4n' Jmiay bo reduce(d to one syllable;

(c) h (Gre, k), il drops ,'Lt 1coin pletoly; in English is he becomes is C.

3. The following iittial sounds are likely to drop out:

(a) _ (Old tcrelanidi c), Iy ,cc;nes h, then drops out completely;

we arc -ot sure this Iappeuns in English;

(b) w (Greck); w doUps out com1pletely; we are also unsure that this

happens in English;

(c) 1i (Modern Grcel, Iek odern Elnglish when it is first in an uanstressed

syllabicy), I, drops out con ipletcly; herOls your book n-ay
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4. The sound w will drop out particularly:

(a) before a strongly rounded vowel (Old Icelandi4b wool is a

pos sible instance, though we do not presently believe this

happens in English;

(b) before . (Pre-Latin);

(c) beforeu (Germanic;)

(d) after ; (Old Icelandic); probably this happens in English, as

in low window.

5. Before a high front vowell drops out (Old Icelandic); yield is an

examplc, but this probably does not occur in English.
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APPENDIX•5 V

A. CHANGES INVOLVING PHONES WITH A SINGLE

PLACE OF ARTICULATION

A, Changes Invol1in A:

Some of the rules listed here have been given elsewhere also.

All rules concerning y are included here because they will help us fit

y into the model.

1. Non-combinatory changes:

(a) Loss of )C

(1) In Old Icelandic, initial i is-lost; it may become h before it

drops completely. We doubt that this happens in English; if

it does, it affects words like you.

(2) In Greek and Latin, y between vowels is lost. A similar

variation in which y and an adjacent vowel are lost occurs in

English words such as crying [krazyx1], which becomes

Lkrax~j.
(b) Change of

(1) In Greek initial _t becomes 11. This probably does not happen

in English. If it does, it affects words like you.

(Z) In North Germanic, _ between vowels beconmes ggy. This

does not happen in English.

(3) In Gothic, y. between vowels becomes ddy. This does not

happen in English.
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(4) In Welsh, Proto-Inxdo-European y becomes Aafter stressed

e or i. We do not believe that this happens in English.

(5) In English h + y sometimes becomres the voiceless guttural

spirant[ec]. This occurs in the woid hue.

Z. Combinatory changes:

(a) Consonant clusters in which y is changed:

(1) A voiceless guttural or dental stop + y becomes ss in Ionic

Greek and tt in Attic Greek. We do not believe that this

happens in English. If it does, it affects words like cute.

(2) A voiced guttural or dental stop + y becomes zd in Greek.

This does not happen in English.

(3) In Greek 1 + y becomes 11. In English this combination yields

a palatal lateral. (See Appendix HI. IL.D - Changes Involving

Laterals. )

(4) In Greek p 4- y becomes pt . This does not occur in English.

(b) Gonsonant clusters in which y celmains:

(I) In Latin d - y becomes y in initial and medial position. In

American English, except for sein Southe rn dialects, the

initial ctuster diy-does not on 'cur. InC those dialects whlere

tine is pronounced dyu , this changc may occur.

(2) In Latin g I- y b'comes y in initial and medial position. This

may occur in American English. If so, it affects words like

aLI1gUO.
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(3) In Sanskrit m +. becomes nasalized ± + ., This may

happen in English, but we doubt it; if it does happen, it

affects phrases like coine yet.

B. Changes InvolvinM,)

1. Non-combinatory changes:

(a) Loss of r.

In som-e dialects of American English ' after vowels drops

out. Many Southerners and New Englanders pronounce far

without an r.

(b) Insertion of r:

In those Amneric:!n dialects which drop final r except when the

following word starts with a vowel, an r is frequently

inserted between a word ending with a vowel and another

beginning with a vowel. A New Englander commonly pro-

nounceas deer that'and idea that as rdia JaetJ and [ardi3 8saW,

but he pronounces deer is and idea is as Llir:z] and

[ardiriaz].

(c) Change of r:

(1) In some Sanskrit dialects ' becomes 1. This probably

happens in English; it affects words like right.

(2) In French r becomes z. As iar as we know this does not

•happen in English.
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(3) In Sanskrit r becomes s before an init•al voiceless stop

or sibilant. This probably does not happen in English.

Z. Combinatory changes:

(a) Insertion of another consonant between a nasal and r:

(1) In Greek mr becomes mbr. This happens sometimes in

English in phrases like come running.

(2) In Greek nr becomes ndr. This may happen in English.

If it does, it affects phrases like in reference.

(b) Complete assimilation of another consonant to r:

(1) In Latin nr becomes rr. If this happens in English, it

affects phrases like in reference.

(Z) In Latin rs becomes rr. If this happens in English it

affects phrases like for sale.

C. Changes Involving I

1. Non-combinatory changes:

Loss of h:

in Greek initial 1i and h between vowels drops out. This

occurs in unstressed syllables in English. "is he?" becomyies

lizl.

Z. Conmbinatory change s:

Cluster in which h and the other consonant are both modified:

In Modern English hi + L somnetinmes becomes the voiceless

guttural spirant [I]. The word human is frequently pro-
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D. Changes Involving j

1. A final t before any initial bilabial consonant C([p] [bj, I J
and fw]) is frequently replaced by [?]. We have observed this

in several different American dialects, including those of Virginia

and Michigan; we believe it occurs in most dialects. Thus the

phrase that on [a,:t WAn-3 becomes laa5 ? wAn] ; that boy

[a~t b;)] becomes ISae ? bAl ; atmosphere IM tmosfirJ becomes

I.8e ?mosfir].

Z. A t before an I is normally replaced by 1?) in certain dialects,

including that of New York City. Thus bottle tba'tI3 becomes

3. A [?] is sometimes inserted between a final vowel and an initial

vowel. The ink 4becomes ?ZV].
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APPENDIX H. V

B. CHANGES INVOLVING PHONES WITH TWO

PLACES OF ARTICULATION

A. Changes Izii6lving Labiovelar St6ps

1. Changes involving retention of one place of articulation and loss of

the other:

(a) Retention of guttural (velar) articulation:

(1) In Sanskrit kw and gW become k and g before a consonant

and before a Proto-Indo-Europeian back vowel. In Greek

k' and g become k and _; before or after u.

(C) In Latin kw and gW become k and g before a consonant or

before u,

(3) In Greek kw and .•.w becom•e k and g before or after u.

(4) In Germanic kw and Z k. and g before a rounded

vowel. If this happens in E]nglish, it affuuts words like. quote.

(b) Retention of labial artieueaLion.

(1) In Oscan kw and gw become 1p and b in all onvironmtents.

We doutbtý that thi.s happens in English. U1 it does, it affects

words like quit, quite, and quote.

(Z) In Latin gw becomes w vevi:ywlere except after n or before

a consonant or u. If this happees ill English. iti 5, T..

Itt' Uwn At
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Z. Changes involving shift in place of articulation:

(a) Shift to dental articulation:

In Greek kw becomes t and gw becomes d before a front

vowel. We doubt that this happens in English.. If it does,

it affects words like q and Gwen.

(b) Shift to palaL4 articulation:

In Sanskrit kw becomes c and gW'becomes 4 before Proto-

Indo-European front vowels. We doubt that this happens in

English. If it does, it affects words like quit and Guam.

B. Changes Involving w

Some of the rules listed here have been given elsewhere also. All

rules concerning w__ are included here because they will help us fit w into

the model.

1. Non-combinatory changes:

(a) Loss of w:

(I) In Greek initial w is lost. This may not happen in English.

If it does, it affects words like we.

(Z) In Greek vi between vowels is lost. This probably happens in

English; it affects words like rowing, and reduces them to

one syllable.

(3) In Old Icelandic w drops out after - and before any strongly

rounded vowel. In English this may affect phrases like low

windowm.
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(b) Change of w:

(1) In German and Latin w becomes v_' This may happen in

English; if it does, it affects words like we.

(2) In Welsh, initial w becomes _w This also happens with

Germanic loan words in French. This mnay happen sometimes

in English, in words like with.

(3) In North Germanic w between vuwvlun becomes yg. This

may happen sometimes in English, in phrases like bee wing.

2. Combinatory changes:

(a) Consonant clusters in which w is unchanged:

In Sanskrit m + w becomnes nasalized w plus w. In English

this probably happens in sentences like "Give him one.'

(b) Consonant clusters in which w is lost:

(1) In Latin, dw between vowels becomecs dc. This probably

does not happen in English. If it docs, it affects phrases

like add one.

(2) in Greek intervocalic lw becomes I, nw becomes n, and

rw becomes r. In sonic dialects the preceding vowel is

lengthened. This probably does not happen in English. If

it does, it affects phrases like sell one, in one, and or onie.

(c) Consonlan.t clusters in which wv is completely assisil ated:

In Germnanic nw becomes en,. This prmeably dee s not lie ppvii

in English. If it does, it affects phrases like in one.
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(d) Consonant clusters in which w and the other consonant are both

changed:

(1) In Latin, initial dw becomes b. If this happens, it affects

words like dwell;

(2) In Greek kw becomes ap and g'becor.es bb before an a,

an a, or a consonant; kw becomes tt and pv becomes dd

before an i or an e; kwbecomes k and gw becomes I before

or after M. We do not believe that these rules apply to English.
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APPENDIX H, VI

SANDHI RULES OF SANSKRIT AND THEIR

APPLICATION TO ENGLISH

A. Phonetic Rules Relevant to English

I, When there are two or more consonants at the end of a word, the first

is retained and the othc's dropped. This som(etime1Cs happens in ]nglish;

act becomes ac and loft becomnes lof,

2. Dental n coining after retroflex s or r, whether vocalic or consonantal,

in the same word is changed to lingual L, This change takes place

even if a vowel, a semivowel, h, or any guttural or labial consonant

comnes between the r or retroflex s and dental ii. This change, does

not take place if dental n ends a word. In American English, thi. n

of internal has its place of articulation further back than an ordinary

alveolar n. The place of articulation may be palatal.

3. Lingual z followed by lingual r is dropped and the preceding vowtl,

if short, is made long. In Ainerican English this tnay happen with

such wordl as or in phrases like or red,

4. Dental s following any vowel besides aoxr a or fellev.win-•g a 1,utt'0ial

or a consonantal r becoies a retroflex a. In Aintrican Lagliah the

s of lease may have a palatal rather than an alveolar place of

articulation.

5. When preceded by any stop consonant, 1i is changed to a voiced
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aspirated stop having the same place of articulation as the preceding

consonant. If this happens in English, it affects phrases like black hat.

B. Phonetic Rules Possibly Relevant to Englis-h

ýWe are not sure whether the sounds which we call "aspirated" in

English are articulated in the same manner as the Sanskrit aspirates.

If they are, then these Sa~nskrit rules rmy apply to English. We already

know that some final voiceless stops in English, such as the k of back,

are unaspirated. These rules may predict where.)

i.An aspirate stop or affricate is changed to a non-aspirate before another

stop or before a sibilant; it stands unaltered only before a vowel, semi-

vowel or nasal.

Z.A.n aspirated stop becomes unaspirated in absolute final position (at

the end of a sentence).

C. Historic and Analogic Rules

1. cori is changed to k before voiceless consonants and g before any

voiced consonant except a nasal or semivowel; this change also takes

place when the counsonants end a word, even before a nasal or semivowel.

(This rule represents an historic survival. At an earlier stage in

the language, k and _ become c and j in most phonetic environments,

and remained unchanged in certain, positions. The list of environments

in which by sandhi rule c and j "become" k and g ib really a list

of the environments in which k and a did not become c and j. The
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alternation between k and and that between c and j are explained

by the rules governing resonances in.Appendib 1, I II,

This rule suggests that we should look for similar cases of

historic survival in English. At present we have no examples.

2. Final n followed by a dental, palatal, or lingual stop becomnes ns. The

stop remains unchanged. (We have already discussed this example in

the main body of our text.)

3. The endings as and as are governed by the following special rules.

(a) When as is followed by a, it becomes o, and the follow"iu a .i;

dropped.

(b) When as is not followed by a, it beconner a and tC) Le s1,ltine hiatus

remains.

(c) Before any voiced sound, Es loses its s and the ree.ul iuL hi;itoau.

rem!yains.

(In Sanskrit nmost occurrences of final as were C;iL(-tClldili:i [or1ý

nouns. 'T'hesso Sanskrit rules Sli.ggeat the us s) hibliLy tLhaL :-oc].,;,t LL.,.

noun or O verf b endings, such a. thu posse, stiyv- s, I ILL)y 11,vW ,I) I (.tl

rules governing their combination with the oinitial souil:s (•L i.Iic 1

words. At present, howcve i, we uioow of ,io iuchl ruh.le s

4. The Lollowing rulvs governing minaL i. apjsea r to lie Ii ;,r ci'iv.,

(a) Before a pause, r becoimes visarga.

(b) Before a voiceless stop, r niay beconi 0 Vt ;;aVga.

(c) Before a sib-lat., may become visarga,

(We consider thebts rules to be analogic in origin for r,a ..
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first, we have no examples from any other language of r becoming an

hlike sound by regular phonetic change; and secon4 all the necessary

conditions for an analogy were present in Sanskrit. Since s became

r before a voiced sound, in many phonetic environments the s words

had the same endings as the r words, and the s words were much

inure numerous. Under these circumstances, it is nornmal that the

s rules should be extended to the r words.

We have not yet discovered any cases in English which show a

similar alternation as a result of analogic change.)

5. Before a pause, s becomes visarga. If this happens in English, it

affects words like space when they are in absolute final position.

6. Before any initial voiceless stop, final s may become visarga. If this

happens in English, it affects phrases like spade te'stý

7. Before an initial sibilant final s may become visarga. If this happens

in English, it affects phrases like space shbt.

B. Before an initial sibilant, final s may become a sibilant identical to

the following one, If this happens in English, it affects phrases like

space short

9. After any vowel except a or ; (in other words, after any vowel except

one which has the sound quality of the first vowel of father, regardless

of whether it is long or short), s becomes r before any voiced sound

except r. If this happens in English, it affects phrases like space

investigation.

10. Before an initial sibilant, final r may become a sibilant identical to the

following one. If this happens in English, it affects phrases like more ships,
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APPENDIX H, VII

A. Methods of Aepreseating Euphonic Xule s Symbolitally

The rules shown below are in an invironznental form, The central

phone or phones are those to which a particular transformation occurs.

Those separated from the central ones by outward-facing brackets are

the environment and represent the conditions under which a transformation

will apply, Thus nJ t [s represents the phone t' in the environment "before

s and after n. 11 The result of a transformation is indicated by an arrow,

so that a rule n] t rs.4 would mean that t

drops between n and s, the blank space alter the arrow meaning "no phone."

When a rule applies to some phone in more than one environment,

this may be indicated by placing each environment on a separate line.

For instance n1  t [s

s+ t

would mean that t drops either when it is between n and s, or when it

precedes an s followed by another t. The + notation means that one

phone follows another, in this case t follows s on the second line of the

rule.

It is often necessary to refer to whole classes of phones rather

than to single ones, The symbols C and V refer to the classes of con-

sonants and vowels. If particular characteristics are needed, these

are placed in parentheses after the class or phone symbol, as C (v)

for voiced consonants, n (D) for dental n' and so forth. (A complete
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list of these abbreviations appears at the end of this section.) The tute

following: I)
+ C_

means that any dental phone is dropped between n and s or before s

followed by any other consonant.

Since the dimensions of our model -manner of articulation,

place of articulation, and resonances (aspiration and voicing) -play a

special part, a three-position notation is often used. The three parts,

separated by commas, represent the three dimensions, respectively.

Thus (Af, lid, -a+v) represents the phone v which is articulated as an

affricate, is articulated in the labiodental position, is unaspirated and

voiced. (Sec list of abbreviations. ) This notation permits us several

conveniences. We may leave a position blank to indicate that any "value"

in that dimension is valid in the rule desired. We may omit the letters

a and v for aspiration and voicing, so that v might be written (At, Ld,

-+), and any unaspirated, voiced phone could be Written (, G - f). We

may place one symbol above another to indicate several choices for

At Done dimension, so that (Sp, A, ) would mean any dental or alveolar

affricate, spirant, or sibilant. (See abbreviations.

Using either f irm of the parenthesis notation, we nmay further

economize on sy'mbols by indicating several phones with shared charac-

teristics using a single parenthesis and placing the symbols one above
n

the other, as I (D) for dental n or dental I.

When an environment allows for several phones to precede the

same following set of phones, the shared phones inay be written on
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the same line with commas intervening, as a, s] t Is forth' a]m tin (St) m eor

or s (St) meaning any of the five environ-

ments [as, sJ D. ] st), a] [t) j +C.

For convenience, when no preceding or following environment is specified,

the appropriate bracket may be omitted. No confusion should result, as

the brackets are always directed so as to contain the environmental phones

raLher Uhan the central phones. The symbols t 1_1 then mean

t before s or a vowel.

+ ~'A few special symbols are used. Superscripts m, ean

respectively "lengthened", "high stress", "low stress", so that V+ is

a lengthened vowel, (v)" is any unstressed voiced phone. The letters

x, y, z inside parentheses are reserved as variables. The rule

(St) [ (St, x, yz) -4 (St, X, y.) means that

a stop coming before another stop takes the same place of articulation,

aspiration, and voicing as the following stop. A rule (St, X, .)

E(St, x, ) means that a stop preceding one with the same

place of articulation is dropped, Subscripts are used to indicate identical

phones, so that w means w between two identical con-

sonants, the second being unstressed. * and ** mean word-break

and end of sentence.
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The following symbols are ased in the rules:

1) Manner of Articulation

St Stop Lg Lingual

N Nasal (nasalized) R Retroflex

AS Aifricate V Visarga

L Lateral Cs Consonantal

S Sibilant

Ch (Characteristics yet to be determined)

2) Place of articulation

Gl Glottal D Dental

G Guttural Ld Labiodental

P Palatal B Bilabial

A Alveolar

3) Resonances

+a Aspirated -a Unaspirated

+v Voiced -v Unvoiced

4) Others
ft

C Consonant Unstrcssed

V Vowel x, y,.7 Variable characteristics

* Pause Identical phone

** Final Pause

+ Lengthened

Stressed
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B, Sy-rb lic Ale s for Euphonic Combination

(Lower case letters following rule numbers refer to notes at the

end of the list.)

C - 4C (+V)
* + (+v)

L-,VI -

Z'a C] *

W *

4ja VL(ch)] V (ch)

5 a V j

6 c >7 y - 4

VV"

9 h [v

10 c V (ch) 3 V(ch) .

_Z d V (ch) + V_(ch) - V_(ch)

177



14 (St) [*(stI - a)

15 s+sv s(VM

16 C,- (v

17 Vt +V A 3

18 (+) SP) [(+v(S +V)

19 h Iw w (-V)

20rn w w (N)

21 * w 9.

(R) Y W\ n(D') n (Lg)

2 3 v + r (bO -+g
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Z4 V(nota,a)
( s)15(D) s (R, P)

r (Cs;

r *+ (s, xyz)- (-,X-yz)

26 (Sts D) [ (St, x, yz) - (St, xyz)

27 (N, A) L St x Nx

Z8 I 1(A V (back) - 1( P)

[A (not1)

29 (St,G) [ f

30 (St, D) [ - - m

31 fb 1 Fs

s+
32 tI,

hI+9

3_15 (D ) - - --
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36 v

y

3_ ] m

38 n

39 a, f

4 O4 g V + rv (V)

41 ni [r di

42 m i - -p b

43 h + y

44 (st, D, x) + y - (Al, P,-X)

45 c- [ 0
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NOTES:

a. Part of a pause-dropping scheme not yet fully developed. We know

pause does not drop before bilabials,

b. New England Dialect only.

c. y and w may add or subtract between vowels, but the exact conditions

are not well known. Acoustic data, some of which is included in this

report may soon be able to further clarify these conditions.

d. Although we do not yet know the conditions for vowel coalescence,

this rule is a vital part of the scheme for handling vowels,

e. The condition (not 1) is spurious since we regard a "double" of

any phoneme other than a stop as a mere lengthening. (See also

rule#)

f. Some dialects omit the visarga.

g. Southern dialect only.
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C, Relatidn of Present S~inbolic Rules to Rules oEruphonic Comhiaio=

Preobusly flevelped'

The list following shows how the data presented in the April and

May reports were incorporated into the mathematical formulation of rules

for articulation. Rule numbers correspond to those in part B. of this

Appendix A plus sign indicates that the combined

effect of several rules must be used to achieve the result of the verbal

description. Abbreviations used are:

na Not applicable to English

nt Not true for English

p Partially used in . . . (rule number)

c Contradicts . . (rile number)

d Doubtful validity

al May be added at a later time.

Appendix [1. I.

l. (a) nt Z. (e) 44 3. (c) al 6. (a) nt

(b) nt (f) 44 (d) al (b) al

(c) Z9 (g) 30 (c) Z7 (c) al

(d) lit ( Z) 29 4. (a) nt (d) al

Z. (a) Z6 ( n) na (b) d 7. (a) Z3

(b) 26 U na (c) a]. (b) Z8

(c) lt 3.(a) Z7 5.(a) al (c) Z8

(d) at (b) 27 (b) al
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Appendix H. III

A..1.(a) 1 2.(a) 17 2.(d) 1 (b) 19
(b) 1_7 (b) 17' 3. 13 (c) 1_6

(c) 17 (c) 17 B.1. (a) 16

Appendix ld, IV

A. 1. (a) al 5. (b) 38 9. (a) 37 Z. (c) 6
(b) al (c) nt (b) 37" 3. (a) d

(c) al (d) 38 10. 32 (b) d

Z. al (e) c 1 7, 34 B.1. (a) nt (c) d

3. (a) 36 6. (a) 33- (b) 38 4. (a) d

(b) nt (b) 33 (c) p 34' (b) d

4. (a) t:,33 (c) nt (d) p 34 (c) d

(b) nt 7. 38' (e) nt (d) 7

(c) nt 8. (a) alJ Z.(a) 6 5. d

5.(a) c44 (b) al (b) 7

Appendix I1, VI

A.1. 16 13,. 13 (b) jia 5. 15

2. ZZ,' , 14 (c) na 6, 15

3. Z3 CI, d 4. (a) al 7. cZ5

4, 24 Z. na (b) al 8. Z5

5. 8 3. (a) na (c) al 9. 15

10. 25
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Appendix .I11

A.1. (a) d Z. (a) al (e)0) d (d)g) d

(b) d (b) d 2. (a)4) 36 () al

(c) d (c) d •)p3 6 ' (4) d
(d) al (d) al (b) 4) nt 3_.5

2. (a) nt (e) al p) d 0))35

(b) nt (f) al (3) na (7)35

B.1. d D.1. (a) d (4) al () 35

2. d (b) nt (5)36 )36

C.1.(a) d (c) d (cl) c42 (e) d

(b) p 1_7 (d) nt 42

(c) nt (e)4) d (d}c) d

Appendix I1. V. A

A.1. (a)(1) d 2, (a)Q.) nt B.,1. (a) 41 (b)(1) c 41

& Z) nt (b) 3 Z

(b)l) d (3) 36 (c)(M) al C.1. pL9 . p 6

•)nt (4) nt 2)nt Z. 4_3.

(3) nt (b)(1) d (3) nt n.1, 34

c4)nt •)d 2. (a)41)42 Z. 34

)43 (3) d •)41 3. 4

Appendix H. V. 13.

A. 1. (a)() na g) cZ_ (3) p7  (b)() d

{)na 2. (a) d (b)(i) d •)d

(3)na (b) d )Z_ (c) d

(4) na B.1.(a4) d, c.21 d (d)ý) d
b))na •)p7 2. (a) Z O_• d
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APPENDIX H. VIII

RULES OF SOUND SHIFT DERIVED FROM MARTINET'S THEORY

OF MINIMUM EXERTION IN ARTICULATION

FOR POSSIBLE USE IN OUR MODEL

1. Before or after a dental, an alveolar may become a dental, as in

health and width.

2. Before or alter a labial or labiodental, an alveolar (except 1) may

become a dental, as in apt and at peace.

3. Before or after a guttural, an alveolar may become a palatal in words

like books and act.

4. Before or after a labial or a labiodental, a palatal may become alveolar.

This occurs in phrases like ash bin.

5. Before or after a labiodental or an alveolar, a palatal hushing sibilant

may become alveolar. This occurs in phrases like red shoes.

6. 1 is basically an alveolar consonant, but before or after a back vowel,

a palatal consonant, or a guttural consonant, it normally takes the place

of articulation of the adjacent phone; it may alLe±±.atuly have its place

of articulation at the alveolar ridge, or between tlh alvtolar ridge

and its normal place of articulation if the speaker is concerned about

clarity.

'I. Before a labiodental, a labial may become labiodental. This occurs in

phrases like am fine and clip four.

8. After an r, an affricate may become an alveolar. In church, the second

[zis farther forward than the first.
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APPENDIX 11. IX
FURTHER RU14 ES OF SOUND CHANGE

(This Appendix includes rules which have not previously been

discussed or listed, rules which have been discussed in the text, but

which have not been listed in previous sections of this Appendix, and rules

which have been revised to agree with acoustic data studied.

1. A final consonant of one word may be attached to an initial phone of the

following word, as in phrases like make-up and made of. (See discussion

on page 58 of the text of this report.

2, When a nusdl is fulluwed by a voiceless sibilant or spirant, a voiceless

stop may be inserted between them; mince may be pronounced mints,

(This rule has not been discussed previously.

On page 40 of the text, wu noted that sometimes "the t alnost

disappears from rents. "' This example sornus to contradict this rule,

sineLe according to the rule, a t would probably be inserted in such a

phonetic context. Truby has shown (Truby, 1959, p. 206) that the words

princee and prints are homonymns; sotnetimes therCe is a lt 01)-gljI) prt sent

alnId] Soinet ii (is not, but prince has a stop-gap as often as pr'i ts . 'l'he

sacne thing is trotm of lens and lends.

3. A voiced (consonant in aL voi(cd environnment may become voiceless and

someltimies aspirated; this may affect words likte rouge and begin. Thiis

rule has niot been discoussead previously.
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4. A vowel may be replaced by a visarga vowel, as in the New England pro-

nunciation of words like car and ard. (See discussions on page 58 of

the text and in Appendix I. In Appendix H. VI (p. 171) visarga is referred

to as "analogic" in nature -- the acoustic data definitely indicates that such

sound changes occur in English.)

5. Final d may drop out after n, as in words like land. (This rule has not

been discussed previously.

6. A glottal stop may occuAr before any initial vowel, as in words like one,

at, and among. (This rule was originally included in Appendix H. V. -page

164, but it is being revised here to conform to evidence found in the data

studied.

7. An alveolar stop between two consonants may drop out. (In Appendix H. IV,

we said that a t may drop between two s.s. We arc here enlarging the scope

of this rule.

8. An alveolar stop before an affricate may drop out. (This rule has not

been discussed previously).

9. When two identical consonants come together, they form onte long con-

sonant, that is, a consonant in which one part is considerably longer than

normal. (In the case of stop consonants this long part is the stop gap; in

the case of spirants and sibilants it is the fricative portion. ) This long

consonant may be shortened to the normal length of a single consonant.

This rule applies to any combination of identical consonants, re-
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gardless of whether both these consonants are normal in the particular

words involved or whether one is the product of another rule of euphonic

combination. (This was discussed in Section 3 - page 52 of the test - but

it was not included in the rules. )

10, In some New England dialects an r after a vowel is dropped except when

r stands at the end of a word and the next word begins with a vowel. (This

was discussed on page 57 of the text hiit was not included as a rule.

11. In some New England dialects the r may be inserted between a word

ending with a vowel and a word beginning with a vowel. (This was discussed

on page 57 of the text, but was not included as a rule.
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APPENDIX I

VISARGA VOWELS

Visarga is a class of vowels defined by Sanskrit phoneticians

as sounds that are co-articulations of vowels with h or aspiration.

This class of vowels is not mentioned among most European

vowel sounds, and it has not been referred to in acoustic phonetic

studies. The commonly used methods of phonemic analysis of

languages, described in our previous report, probably do not yield

such phonemes in carefully articulated speech of the languages

referred to.

However$ if the freedoms in the articulation of speech make

it possible to generate such sounds, then they could occasionally

occur in continuous speech of one or more of these languages, even

if the presence of visarga is not formally recognized for these. For

this reason, the generation of visarga and the expected acoustic

characteristics of its waveforms are considered next.

For generation of visarga, the position of chteks, tongue and lips

are the same as those for the vowel of its form. The only difference

between a visarga vowel and a normal vowel is that there is a steady
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stream of air flow from the voc•a cords for the former as opposed to

significant periodic interruption of such a flow for the latter. This is

illustrated in Figure 75.

Since the output of the vocal flaps passes through the mouth cavity

that represents situations which are similar for both types of vowels,

the formant frequency levels are expected to be about the same for

both these types of vowels. However, since there is some difference

in the spectral characteristics of the sounds of these two types of

vowels; there should be some difference in the formant frequency

levels, also.

The presence of flow of air, as in the articulation of h, should

produce additional frictional energy in the case of visarga vowels, whereas

such energy is absent in normal vowel articulation.

With the preceding discussion of visarga vowels it is worth con-

sidering the possibility of their occurrence in the English language.

When one considers an expression ending in a sigh or an exclam-

ation indicating a relief, there is a distinct possibility of generation

of .Siarga vUowels.

Another possible occurrence of visat'ga vowels could be the vowels

in the Boston accent that precede an ending r, etc:h as a'in car; but

this aspect needs to be substantiated.

Since the freedom-ks in the methods of speech generation indicate

the possibility of production of visarga vowels, and since the rules of
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euphonic combination indicate the possibility of their occurrence in

I!

F•nglish conversation, these vowels are added along the vowel dimension

of the model.

For conditions of production of visarga, described above, the

Il

vocal flaps can be considered to be partly open at all times and also

I/

in oscillating movement that results in modulation of the air streanei

Snuch a source of acoustic energv essentially produces a spectral patterns

such as illustrated in Figure 76.
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APPENDIX J

THE IMPORTANCE OF THE VOCODER IN
ACOUSTIC AND PHONETIC RESEARCH

One of the important tools developed and used in modern acoustics
is the "vocoder", originally conceived at the beginning of World War II.
The primary aims of its development were security of communication
and reduction of bandwidth needed for transmission of speech.

To accomplish its effects the vocoder uses a bank of band-pass
filters that can divide the speech wave into several bandwidths of frequency;
each filter measures the energy concentration within its given range of
frequency, and each filter emits a single wave which represents the conm-
posite energy of all sound waves of the original speech that fall within
the band-pass filter range. Receiving equipmý.nt picks up the several
waves representing energy and uses them to control the output of several
oscillators, each assigned to a separate filter at the sending end. By
combining the output of these oscillators into one wave and
feeding this wave into a loudspeaker one can create a reasonable approx-
mation ot original speech. It should be noted that most vocoders and
their adaptions measure speech frequency up to 4000 cycles per second
although the actual speech wave has a range of 16, 000 cycles per second
or higher. The reason for this is that telephone netowrks had already
demonstrated the possibility of transmitting recognizable gross character-
istics of the human voice within a range not exceeding 4000 cycles.

Immediate uses of the vocoders were twofold. By "quantizing"
energy of speech in accordance with the bandwidths of the filters, the
vocoder reduced the amount of electronic information necessary for
transmission of speech by a ratio of about 10:1, At the same time the
use of filters and oscillators made it possible to "scramble" transmitted
information by rapidly alternating the combi nations of carrier frequencies
assigned to filters as well as to their respective receiving oscillators.

Thu first machine to utilize the process just described was later
identified as the analogue channel vocoder to distinguish it from later
adaptations discussed below. It differs from such adaptions in that it
transmits information about the energy output of each filter continuously.

At present, there continues a discussion about the ideal bandwidth
for vocoder filters, as well as the attenuation characteristics of the
filters' "skirts. '' The problem is particularly important in the meaningful
identification of information -bearing elements of the speech wave
either in speech transmission or recognition, considered in the following
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section. The greater the filter band-width, the less the resolution in the
sound-wave energy; the smaller the filter band-width, however, the less
possible it is to identify gross characteristics of the speech wave from
energy in the harmonics of vocal flap frequency, The current trend is
towards using filter bandwidths from 50 to 400 cycles per second and A
having "skirts" with a gradual 'such as about 12db per octave) rather
than a stpop slope.

Such problems are the subject of a paper by C. G. M. 'ant
("Acoustic analysis and synthesis of speech with applications to Swedish",
Ericsson Technics 15, No. 1(1959)3-108), and of recent work at RCA
(on contract with WADD). An alternative approach to the passing of
speech through a bank of band-pass filters has been developed by the
Federal Scientific (RADC contract No. AF 30 (602-1615). Since the
subject of transformed waves is highly specialized, we refer the readers
particularly interested in this subject to these papers.

An early modification of the analogue vocoder is the digitized
vocoder. It is czcmntially the same as an analogue channel vocoder, but
the energy output of the filter bank is sampled periodically and the level
of this energy at sampling time is transmitted by pulses.

Later adaptions of the digital vocoder had two primary objectives.
One goal was to transcribe more precise information about the
information-bearing characteristics of speech; this need also contributed
to the exact classification of phone groups and forinants. It also produced
the formant vocoders, which only use three or four filters to break up
the entire speech wave. The second goal was to reduce significantly
the rat,: of information transsmission needed for speech communication;
such needs led to the developmnent of Caldwell Smith's modl:Cud vocoder,
and it also gave an impettus to research into the exact acoustic classification
of various phone groups. These efforts are discussed below,

Developlment of vocoding techniques gav( scientists their first
incentive to measure different spectral density distributions at different
intervals of time. A particular impetus for this work was based on
the differen:cs in sphetral density which seemed to be directly related to
diffciicu es in sound that could be idcntificd by ear, Such work led to
the development of the spectrograph. A spectrograph is a special tool
developed for a care!ful study of spec tral del lity diStribUtions of speech
xv ave s.

The spectrograph enabled scientisis to produce graphic illustra-
lions of formnants as funclions of the words articulated and of time. Fornoants
are the main regions of peaks of spectral density envelopcs. The voiced
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portions of speech waves contain about three formants that are considered
to convey significant information. These correspond to the three prin-
cipal resonance chambers formed by various coupling of the throat

and mouth cavities.

Conceptually, it should be noted that the precise characterization
of formants is still a subject of discussion. In classic acoustic a formant
is defined as the peak of the envelope of the spectral density distribution,

but difficulty in determining these peaks precisely has led to inaccuracies
of measurement. As an operational definition Peterson and Barney, whose

work is discussed later in this section, have suggested applying the term
forrnant to center of gravity of the spectral density in the regions of three
decibels on either side of the density peak. This still leaves open the

situation where the peaks are close together and the regions do not show
a d db depression in the spectral density level. Graphically, the formant
appears on a spectrogram as a dark band representing concentration of

energy whose frequency level varies with time. This band may be
divided into transitions (onglide and offglidc) caused by movement of the

articulatory organs from one sound to another and the production of a
specific tone (steadystate ). Specific investigation into the nature of
formants has been particularly oriented toward identifying phones by

the characteristic slope of their transitions and the level of their steady-

state s.

Trhe first emitensive published results of spectrographic analysis

of foranant energy distribution are reported in the textbook Visible
Speech by Potter, Kopp, and Green. In this study the spectral densities
of different speech wave -forms arc displayed as functions of time. On
the spectrograins each specc h wave usually reveals from two to five
dislinct forcoant s. Spectrographic transcripltions of speech were nadIe
and the transcriptions classified both accordi ng to the identities of tile
speakers and ace ording to the sentencesc spoken for producing the wave
forcms.

1lu-Ian observers, it was discovereI d, could actually read these
patterns as whole suten cet aniod cvvn relate- iragoccrted portions of the
soucnd wave patterns to those portions of the spoken senlences Ihat pi(
(tlted thieni. T'is was true even when Lhe sentences wire silci, hy a
var,,"y rOt diffier(,et speakers selectcd for the experiment.

"Thce ability of speakers to recognize sounds by their gross te rgy
distributio(is alone suggested the' valet of further investigation into lice
naLttUre of sUi'h diSlribtution, such as the c lassific'ation of phones, discossecd
betow,. One of the objectives of such work was the reduction in rate of
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information transmission for speech communication and the other was
development of speech actuated mnachinery.

With digitized vocoders it is necessary to transmit information

about energy levels at approximately twenty frequency ranges. If one
could identify sounds through gross characteristics of their formants
the number of ranges about which information need be transmitted
might be reduced to three energy bands and the identification of pitch.
This possibility was indicated by spectrographic studies of speech wherein
formrants were indicative of differences between the various sounds in
speech.

Drs. Peterson and Barney of Bell Telephone Laboratories have
also investigated the characteristics of steady state formants as identifiers
of vowels of English.

The experimental procedure of this research was to analyze the
spectral densities of specified English vowel sounds positioned between
the consonant sounds "h" and rId. " Experimenters used phonetic data
fromn the enunciations of 75 select and trained speakeri. Researchers
took pains to obtain very careful enunciation; each speaker's vowel
sounds were tested on a random audience before and after spectrographic
recording to determine whether the sound enunciated was identifiable
as a specific vowel.

Although the relevancy of experiments with careful articulation
to the transcription of general rapid speech is still somewhat questionable,
the Peterson, Barney data has indicated that leaels of first and second
forniant frequencies gave reasonable indication of about 90% of the vowel
sounds studied; the data also indicated formant overlap in regions repre-
senting two or more vowels. Such overlaps generally resulte-d from the
different speech characteristics of different subjects. The experi-
iii ots of Peterson and Barney thus indicate that it inay le possible to
represent steady-state vowe!l soundb s3oleiy by graphing Lhe levels of
forniant frequency.

Studies of spectrograms such as those published in Visibh' Speech
iurocuver indicate the possibility of repre szijtiLg consonant sounds by
noise bursts precetding or following the vowel sounds, then adding a
suitable transient to the fornmant levels bhtw(e-n the c onsonant noise berst
and the vowel steady state.

Moreover, lhe possibility of transmitting infori•ation about
'orrnants only was furthcr substantiated by stud, of stylized patiAo( ti
of speech spectrograms at [laskins Laboratories and synthesized speech
produced by their Pattern Playback. [Researele rs produced these
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patterns by painting formant patterns on celluloid sheets graphed to
measure frequency levels. When the celluloid passed across the Play-
back beams, the light reflected from the paint actuated the production
of tones at various levels of frequency, Simulated sounds so produced
were presented to human listeners for evaluation of the "'quality" of
the synthetic representation of phonemes studied for any test.

By experimenting with the shape of formant patterns, the ob-
serving the resultant change in sound, t1askins Laboratories were able to
generate a considerable amount of valuable information defining the exact
phonetic changes produced by shifts in sound-wave energy. By changing
the frequency and duration of onglides and offglidus of vowel and conson-
ant formants, for example, researchers found they could produce sounds
similar to semi-vowels. Among other phonetic -acoustic characteristics
about speech perception that were formalized by IHaskins Laboratories
are those of stop consonants and fricatives.

Such initial success in) relating acoustic information about
forniants to phonetic perception led to two parallel efforts -- develop-
inent of formant vocoders, and precise classification of phone groups.

Development of formant vocoders, using only three or four
filters to track formants, was motivated by the desire to reduce the
rate of information transmission for speech comnmnication, as has been
previously noted.

Refinements of formant vocoders have also contributed to the

more efficient transmission of speech. Early forerant vocoders operated
by transmitting infrrn ation aboUt thuose filters which had spectral density

maxima in their frcqueucy range. The shifts in formant friqecueIne y

with timne were' inldicated only when such a change represe'nted the shifft
of this ix maximxia from the frequet'ncy range of one filter to that of an
adjoining one. I-, nece thlc formant frequency changes were (qiantiticd
acrcording to the fre~qmUent ls of the filters hi thie bank.

New heterodyne filters aint to control aitnimmtically the filtc r ,-etetr
frelque'ncy to correspond to the peak of the envelope ,f spectral density
o(Itpkit; audmi also to i ii Orp' r;tle aUtotlllatitt mlICthods which would switchl

traismeiission troll oney filter to tihe nex! ats ne-'cessitated by thile iixovenie.nlit in
fre(luUncy Of maxima of Sl)rcetral r(icesity Out put with timer. Vhllieli Chmiuia-
tinm distortion introduced by (iluntizatimo, such ilnprovemlieilts also

pre Semt a Im ethod for automatic ilnasore mae .it of forillant fre.que'n-cy; infor-
eration esSeintial to automatic ''phourneirie'' iecoginitioueising spet(ctral

riensity output. Tliherr is still rourn for improvenc jit in thte rcliability
vtith which forniant tracking is amccomnplisihed by stech tImethods.
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Precise classification of phone groups, the other mahor field of
investigation related to spectral analysis, provided even further oppor-
tutaities for reducing the rate of transmitting information. Earlier
work of linguists had already presented the possibility of specifying the
speech of any Indo-European language by a small set of elemental sounds
called phonemes. English is said to have between 35 to 42 phonemes.
Assuming that phonemes are recognizable by certain gross character-
istics, much as printed letters may be recognizable in human hand-
writing however distorted, it should be possible to builkl a machine to
recognize these gross characteristics. Although an exaggeration, the
metaphor provides a partial analogy to the initial thought processes
that led to continuing research into the precise identification of phonetic
sounds by their acoustic characteristics.

If such identification were feasible, the amount of information
transmitted about speech would be reduced even more than through for-
mant vocoders, since it would be possible to assign a code number to
each phone and transmit only that code to actuate a receiver; in cisch a
case the number of pulses or bits needed for transmnission is said to be
about twenty-four per second, comopared with over 600 per second for
digitized forniant vocoders such as described in J. Flanagan's doctoral
dis sertation.

As yet, however, it has not been possible to discover a completely
adequate method for grouping phones according to their acoustic data,
despite the initial success of some limited purpose digit rocognizers
discussed in the following appendix. On reason for this is that the
characteristics of each phoneme are modified by preueding and following
phonemes, so that one phoneme group is likely to consist of several
al•ophones, all sharing cnommon charat teristics of one sound, but each
slightly different from its assoclates.

The analysis of speech into its possible allophones would in fact
result in s'' Ikarge a num ier of pos,)sible sounds that the coiile to study
of all their acoutstic correlates would requiri considerably more
time than that which has al rcady been spent studying phone classes.
considering thte large neh,'Cr (If ;ll ophiieS, it is indeed almost im -
possible to i(hutify a separatc plionlemei by its acoustic patterns alone,

particularly for the tu'ansoission of speech. Thus hampered, efforts
at reduCeing S pecch banrdwidth traismission through automatic )honemein
recognition have not COlnIplettely achieved their goal. Specific priblins
in phone grouping, Iuore directly related to the practical developlient
of specach rt,ecogniatvrs, are discussed in tile foillnwing appendix.
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Faced with many unsolved problems in relation to the grouping
of phones scientists have also worked on alternative methods of trans-
mitting speech efficiently. One solution to the problem of phone grouping
is to gather information about the speech wave at regular intervals of
time without relation to phonemic segmentation. This is an extension of
the technique of digitized vocoders previously mentioned; Caldwell
Smith's modified vocoder presents a method of speech transmission
that is considerably more efficient than most other methods that are
ready for practical development.

In the vocoder developed by Smith. digital samples of quantizcloA
energy levels from each filter are fed to a temporary memory bank
in a set frame instead of directly to a transmitter as in a digital
channel vocoder. The frame in the temporary memory bank, representing
the orderly output of each filter, is compared with other such frames
stored in the permanent memory bank. The frame in the permanent
memory bank that best matches the actual sample is transmitted to
the receiver by its representative code.

At the receiver there is an identical set of stored frames
representing possible digitized combinations of spectral energy; when
it receives the coded signal, the receiver chooses the proper frame.

The orderly stored representation of energies on the chosen frame then
actuates the bank of oscillators; just as if the information about the

total frame had been received as in a digital channel vocoder.

Alth ough this process in volves more steps than in the regular
digitized voý,:ldcrs, it eliminates the n~cessity of transmission of a
large numb1er of biis, since after assigning a code to the whole frame of

digitized reprcsentations of cnergy levels, it is nec esssary to transmit

only thiis code for the entire fram e rather thu n all the encrgy levels of
the various filters.

Speech processed by vocodo rs is often considered to lack
.1natoralness" of a speaker's 'voict, i qoalitit s," '.['his is a .rcstilt of
synth, sis of spet.tchI at the recviv, r, from information about one. rgy out-
puts of about twenty filters that divide the speechIi spec tronI, into a like
num hi r of freqoL 'c y bands. Seine' el'ffrt ieks bAe(A enmade towards ever-
coming the above-nmentioned iitmiltion. In the htegillning, information
tbouit the sp8aker's vocal flap frctquin( y and its harmonics was pros ented
along with the spectral densily output of the band-pass filters. More

recent devices, nanitly the voice excited vocoders deerlopid al th1,
Bkm1l 'leeplphone Laboratories, trainsmit low frequencies (i. e. those
he lmw one th1usand c yclets per seccond) directly (without vocoiling) and
lit, resi of thii sl)p'cth eiitrgy is voceodtd for tramast-li ision purposes.
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Such a system is reported to retain several of the "speaker's" voice I
qualiti e s.

As is apparent from the review above the development of equip-
ment for speech recognition has depended primarily an the efficient
transmission of a recognizable sound-wave. Such investigation has pro-
duced a considerable amount of data useful in terms of a general purpose
recognizer, at the same time certain aspects not directly relevant
to efficient transmission of the speech wave have not been given much
attention, and deserve further investigation for the uses of our model.
There is, for instance, some 'question about the distortion caused by
passing a speech wave through a bank of band-pass filters; for purposes
of speech recognition our model may require additional data in the form
of time -amplitude plots. The following Appendix considers some of the
problenms in the application of present equipment to the development of
general speech recognizers.
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APPENDIX K

THE DEVELOPMENT OF MACHINES FOR SPEECH RECOGNITION

Researchers investigating machinery for speech recognition relied

heavily on techniques developed for vocoders, as has been mentioned; at

the same time there was a primary difference in specific objectives

between those wishing to reduce the amount of informnation needed for

transmitting speech and those whose main interest lay in using available

acoustic equipment to provide cues for speech transcription. Thus, while

cxperizments in automatic transcription of speech are by no means independent

of the methods arid data employed in relation to vocoding technique, the

goal of speech recognition should be kept separate both conceptually and

procedurally,

The relationships and differences between the objectives of speech
transmission and speech transcription help explain the state of our present
data, for example. Construction of speech recognizers depends on the
ability of electronic machines to "read" spec,.n fron-n the gross character-

istics of sound-wave patterns, At present such patterns exist primarily

in the form of spectrograms and time-amrplilude plots. Spectrograms have

a definite value in developing efficient speech band-width compression,

since they form the major part of our acoustic inforIliation drawn fron
previous research.

There is a more direct coincidence of interests between speech

transcription and transmission in the flatter of grouping sounds for

automatic recognition, although the exigencies of speech transcription

may demand a more detailed analysis of suitable phone classification,
segmnfeuation, and normalization of duration than is presently provided

by research relalted to vocodors. The probability of such tuotflicts should
he ,kept in mind in the following discussion of actual experiiim ents with

specch r('( ognizcris. Initial cfforts with jU)ccceh recognivers deptndemd on
atot elit informiation available front spectrogranis; sounds were related to
the acoustic patterns they prOlduci:Cd.

One of the first efforts to devclop speech actuated machinery

was thle aitoiatic digit rccogniie r ol the 13tl1 Telephone Laboratories,

4n,•vi ;as AUtIORI•V. 'this d,-vi , orreiated ti. significant patterns of

spoken digits, s ci as frequencies and durations of noise ho rsts and

frequtencies of fornilanis. The success of smtch a recognizer was limitecd
to aboutL 65%/s accuraty; tven when allowances were made for variatiotn in
thi ave rage formant freqoencies Of malt' and fninale sptakers.

A more :oophlx effort to Irainscribe ejiccl(h was the at1otiUna)tic
typewriter conceived by Dr. Ol;on of RGA Laboratories. For this
dcv eloputent the information about location and duration of noise bursts,

)0i0



the average levels of steady state formants as w1ll as the average transition
of formant frequencies between noise bursts and steady state formants
were programmed for recognition of phonemes of a preselected vocabulary.
The performance of this typewriter is much harder to evaluate than that
of the digit recognizer discussed above; suffice it to say here that it was
far from that needed for a phonetic typewriter.

Subsequent to the development of these recognizers Forgie and
Forgie constructed an autc -natic vowel recognizer, that used characteristic
patterns of the second formant as a cue to identification.

Various disadvantages of these machines suggested two needs -

equipment for obtaining more precise information about the acoustic
correlates of speech, and an orderly method of grouping phones for
easier recognition,

At present the operation of automatic formnant trackers is not
i 'fftJeently r t'i.b), to ,.nhl, researchers to use for general recognition
a considerable anmount of published informalion ahout vowel sounds and
formant transitions as a cue to consonants. The vowel recognizer of
Forgie and Forgie, for instance, relied on a special definition of formants
based on their levels of energy; such levels, while present in controlled
experiments, might differ under different conditions of articulation by

differen-vt speakers.

Additional work, moreover, is needed to specify the Chavracter-
istics of unvoiced portions of speech that identify consonant sounds. Among
reccent investigators in this field are ltaskins Laboratories, Fry and[ Devcs

at the University of London, and Docent rant at the Royal Institute of
l'eh Itnology, Sweden. Their research has related the rclative( distribution

of energy in preslectled frequency bands to the consotnant lpholile s
j)reducing the patterns. Results also showed that forniant e nergy dis-

tribution dI tende(d on the vowels that folLowed the consonants. Fry and
Dctnes reporlted it was possible for a MilacLhine tO rceogni cc ertain eon -

sonants by the above nmethods with an accuracy of 25% t1 90%, bitt tnt'
majorily of their s(ore was chico,.r to the. lower limit.

Once researchters had ;tchiev(ed a limited sucCess in identifying
speech by the gross Chmar;eti-('lrslti's of the anomtist- patte r ns, in or.ove.r,

tih talthi of more precise grouping, of l)holics 1itC(iiie ail)pareit - for

reckognitioni as well as transmission of spcecll.

A'oustic reC'ognition o1f vowels and l,'Otusi 1 ret cIgolitien1 of Coln
Still tiltS had Ibeen shown to dIcipend on different criteria; past resea'rch
with til dc r.te spePch ba14 rehlittech vowels with steady state fornmant levels

alnd coisoimails, with noise bursts, sto,,p gaps. and transitions between
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formants. Experiments with early recognizers, however, had also
shown that phones could not b e identified by their gross acoustic patterns
alone. Exact identification seemed more likely to depend on an ordered
analysis based on similarities and differences between various phone
classes. Such an approach would provide one method for organizing un-
differentiated masses of acoustic data into a form comprehensible for
available electronic machinery. This approach would, moreover, pro-
vide a feasible method of correlating the phonetic and acoustic differences
likely to occur between discrete and carefully articulated speech.

Grouping speech into categories based on their phonetic or
phonemic characteristics has, accordingly, been the subj ect of much
scientific interest. The particular value of such grouping is that it would
substantially reduce the number of choices which a machine might need to
make about sounds it perceived. Suppose that a transcribing mac hine
hears the phone d in the word die . It must distinguish between this word
and other sound combinations which may be possible. There are approx-
iniately forty phone groups in the English language, and we assume that
each phone mudifies the pron unciation of adjacent phones. With this set
of conditions the machine must theoretically choose between a number of
sound combinations in the range of forty factorial. This is, of course,
beyond the range of present computers.

Classification of sounds, however, reduced the process of choice
to a series of separate decisions between whole categories of sound conibin-
ations; the machine decides whether a sound is voiced or unvoiced,
whether it employs the nasal passages to accent resonance, whether it is
articulated at the lips, alveotar ridge and teeth, or back of the mouth, and
continues to make such decisions reducing the possible characteristics of
the sound until it is possible to make one final decision ideitifying the
phone. This process may reduce the number of possible decisions involved
from a potential forty factorial to a numbhr well within the capacities of
modern C oMpUting macniines. Although scientists have devoted consider-
able attention to such efficient classification, no general agreement exists
about the number of acoustic characteristics necessary to identify a
phone class for automatic recognition by machint's.

A phonetic report on grouping litled 'Preliminaries of Speceh I
Analysi;s" was co-authoreid hy Proffessors Halle, Jakobson and l'ant.
In this report they pres•tit LV Ihv , lrat toristia s of phoocot es, such as
vocal chord nt solzatnyte, nasal resonance, frictional noise and so on, which

are either present or absent in any selected phonemn.

The first full seal,, effort for development of equipment for
automatic ally grouping diffe rent snunds, howeve'r, see ins to be' that of
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Professor Chang of North Eastern University. He tried to group sounds
as vowels, semi-vowels, nasals, non-vocal plosives, vocal plosives,
non-vocal fricatives with low or high energies, and vocal fricatives with
low or high energies. This separation of groups was based primarily
on spectral density distributions of phonemes in each group, on presence
or absence of energy concentrations in the low frequency range, on over-
all energy for any phoneme, and on existence or absence of a silence
oefore the start of certain sounds.

Although several parts ol Professor Chang's system were never
built, his effort can be considered a partial success since he was able to
separate certain groups of phonemes with over 90% reliability, whereas
other groups could not exceed 70% reliability of separation.

Following reports of this work Dursch of IBM built a digit recog-
nizer in which he grouped phonemes of spoken digits exxentiaily according
to Chang's systtn.. As a majwr innovation, however, Dursch used infor-
mation in ti6ne amplitude waveforms of speech as well as studies of sp•ech
processed through band-pass filters, The perforniance of I his recent
digit recognizer is reported to be 95% to 97% reliable, comparing

-avarebly with 1he 65% reliability reported for AUDREY. it is probable
that furthe-r devclopments along this line of ieneestigatioUI will b!e Made.
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APPENDiX L

R4lation of Availible Information to Acoustic Correlates of Speech
Necessary to the Development of our Model

1. Manner of Articulation

Data from Visible Speech, Truby, and Haskins Laboratories in
the form of spectrograms confirm the following descriptions odx niabber
of articulation:

a. Stops are denoted by stop gaps followed by energy bursts.

b. Spirants are characterized by continuous fricative energy.

c. Nasals are characterized by a special low-frequency nasal
formant.

d. Sibilants are indicated by high frequency energy.

e. Affricates are denoted by a stop gap followed by high frequency
energy.

The acoustic characteristics of laterals require the generation of
additional acoustic data.

A f-Place of Articulation

The primary acoustic evidence reflecting place of articulation
would be the frequency levels of formant transition. Generation of
further data about this dimension of our mondel requires that we obtain
spectrograms of consonaaoi butl •c, !5', bi, 0 d fi, with different manners
of articulation but the same place, then mnuasure the relative frequency
of their onglides.

Data from 1laskins with synthesized speech, it may be noted,
indicat c that the forujant tranlsitiomb follUwing 1,e c onsonant 0m11 etart

at the same frequency levcl as those for the consonant Uu4 although theV
have different mane rrs of arLiculation. Such evidence, if also true of

normal s81)VeCh, would indicate that transitions are cues for place of
articulation.

3. Voiced Nasal Resonances

A Yailabhc inforniation indicates that voiced nasal resonances such
as t, in, and zj are characterized by a voice bar plus nasal forinants.

4. Aspiration
r C C' kC

ThLe asp1)rated stops -- ;.I , -, -- are charaterimzed acoustically

by a stop burst followed by a period of frictiou.

5. Non-distinctive Consonant Differences Depending on Following Vowels
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Evidence of different starting points for second fort-nant onglides,

particularly in the recent work of Bjorn Lindhiorn (Lindblom, 1963)
show that the articulation of a consonant varies non -distinctively depending
on the following phone.

6. Labialization of a Consonant Before a Rounded Vowel

Spectrograms Of si stIbefore Tw]I show energy concentrated in the
unvoiced portion at the level of fwy% s second formant, suggesting laibial-
ization of rFs. before the labial Cwi

7. Duration

* We have Mieasured the doration of vowels as suggested in the
first section: such research suggests the importance of duration in
identifying vowels, but further data is needed. We have no0 further
data on duration differences caused by regio:nal dialects;, and this subject
also requicrca inve stigation.

8. Intensity

Available information is in the form of broad -band spectrograms,
which show only rmaj or variations in lnutensity. Fitrtit r data nay be
aLvailable by measuring speeChC With titite -actiplit~ie pl[ots.

9 Fre-quency

B road -ban-d spec trograins diio (i not i ticat Ceac forlinant
freyrteitey; tIits available1 (kLar riots 001 yic di sipcilic ititortitii Iot abouttt
freqoeneIly. Necesmsary dtiat reqcjitrus the ucat of narrow -banld sped troeramcs
and cross sections, and of tit icr-atnpii Itude plots for furtrter research.

1t0. Uctitsona utl C klust e t

TIenhy (irrlcby, 1999t) iltdir;leLcs t1i,1,L c'1onsctntnt CltLsturij arc kt0

att1icctittti andt ruthatic'w ctrti-iil;ctioic if 111V inlital cot (OISOttctitt titay not
aiftect th'! artititlatioti ol tih' followinig voiw'. IFril rthirr riscrirct ill this
atrea it. il tiliOtt-ltciitplttCic isicutL aU1 StitI atit tat ~itlysiS aerIis ili~iiitltt'(.

11. Naseriizer liquitis acid Senti -V\o%%l

Aval kdlari' (]at ti y it' tita)n illtf miar ol tttl tibocil tLIti' L0CU iiat ( hi.iti a t' Cr-

si~tLS Ofr (XiistrlCet cIt tiasa;ýtic cltiquitdrs tutu scitiiivmcs

1. (:tcsslili ;trii) cf tiro. y M'imiii.

" firer yt';crs'' atcci11'¶i ire tr's'' icuigiut tic' t rcatedicts hitcinoccytirs,

analysis of titMPtie-aTplj)itode ietc' 130ý 0: Sp-rker t; (of our twit ciot~) (Sit'
Viitirirs 7 3aitt 71) in~dite~l' that y to anIcc detr'tted. tlic ''tirt('i r'

Z 0



(Figure 74) there is no change in the frequency pattern, but a yis
indicated by a decrease in the intensity of a portion of the waveform.
"Three ears" (Figure 73) gives no such indication; there is, in other
words, no detectible y.
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APPENDIX M.\

MEASUREMENTS MADE FOR DIETERMINLNG
ACOUSTIC CHARACTERISTICS OFP SPEECH

We pe riormcd in aswernient on apt Clrov tals Q.. dcierminhe
the ivequoncy of occurrvnce of variotua part-, ofl Iew sp, 'C h wave such

as the second formant onglide during the articulation oi c onsonant-vowel
combiinationis. iThe ext rin e vaviations it-; ti-. 51)1' etrnt . an aed by the'
articuation 01. mc cun soant xvi h differemntwOeIs suggv ala the acotislin
interdcpendcn1ic of c nn snanti ann cvone! artnalion as tdicated by Amhe
organization n onur inl )de In rough plaL ovn! nitnf dife rent p Lanea.

Data xYab taken echlisiiy from Vi,;ihLn -_Speech-l It) otaini it
the following. niettitoi \xm usd tiitictl tlliistiuittiots of spec -

I ingrains we P ttt~td with a rile wh-Ic no.11 est (livisoon wais 1 /1W'-
T he se nlt-aSnlIilt~ltI s wire Itenl tahiltnltet ýith it soicl gi ci; on) page 12
of Visible Skt'ccl I ,iii'igltt of till iiilfLtcral;(en-s was tipproxiitatcly 15/It,
of an1 snc and by iteu giltn sc~t 1 /i6' rqtsunted 2133 c ycles or Z23

niilliseconds. H,'s onv r nasuvvti,;'ntst,i' :rccit-iiy aLnd dunratiorn are

it[rv iirustatix I, attier thani tlutnim' o, .s n - m is tnnsii:#aul iti.itit.

1ev error. It. , rtatn e-,tsts. ii n~is lt-, p.-, 1it1 lto iiit~t.Itit t'\~tAt

asoect of thtt 'imtltiiudiy-hsttt L di df,iCdiv.

Wi also oipasitret stint11 (Ii h1v-bt ,y Trol'y iiuiitalingt thc
elfn- to' Lila] (-iistiihiits itn vial I[ i'v ii

t
,- anti dlrctiritItP Ltltti

itut111Int al pais aittili ins-,- b"tit Iejiil (4111tipil01i0t of t~iis (Ibitt,

I hy e r týI Illl Ii. lit dies, 111- aA Ml a-ts ' U-I'll ti a ot ik

2(47



APPENDIX N

Finally, we performed measurements of the proportionate
relationships between onglide, steady-state, and off-glide for four
words taken from the work of Lehiste and Peterson. The investigators
include no scale for their illustration, but the relative durations of [I'
and[il form one important criterion for distinguishing between these
sounds; hius the data from Lehiste and Peterson snows that duration is
an olerncot important to the evaittation of acoustic data by a general
speech • tanm: i b!r.
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APPENDIX P

DISCUSSION OF THE RULES OF EUPHONIC COMBINATION

SUPPORTED BY PHONETIC TRANSCRIPTION

A. Texts Used

The passages used in our analysis of continUous speech are taken

from two sources as me1ntioned in the main body of our text: a record by

Jackie Gleason (Decca Z7684) and tapes of natural conversation. One

side of the- Jackie Gleason record is entitled, "What Is a Boy?" and

the other side, "What Is a Girl. " The tape rccordiings of conversation

were made by Dr. j. mn. Pickett of the Air Force Cavnbridoe Ressarch

LaburaLtoies;; Dx. Pi,'kei kindly let ias make copl.;s of thcta.

E•ach side of the Jacki, Gleamcn rccord has bteen divided into

four parts and a nuitbex assigned to each part. E]very time we cite a

passage fronm this record, we give the numlber of the part in which it

appears.

On the sidet called, "What Is a •oty' Part I begins with "'Between"

and ends with "and I leaven. " Dart Ul In'gins with "'protects them'" and

ends with ''Paul 3unya'L1n, the''. P'art II. begins with "shyness of'! 'mid

ends with "nobody else can". Part IV begins with ''trai into'' and ends

with "Dad. "

On the side called, "What Is a (brl'", Part I begins with ''hititle"

and ends with "special look". Part 11 begins with "in he1r eyes" and

ends with "softness of a''. Part 1L1 beg•ins with "kitLen" and tends with

HL



"flirtatious". Part IV begins with "when she" and ends with "of all".

The passages from the AFCRL tapes which contain our examples

are quoted below; before each passage, we give a brief description of its

context, Each passage has been assigned a number.

Passage I

Conversation about anechoic chamber with girl who s Lid she

was majoring in the psychology of education.

Female voice: Is fascinating. It looks like an attic.

Male voice: Some people conme in, first remnark they make is, "My

ears seemn to feel funny.

e.niale voice: My ears didntt feel fun)y bat um ah speech sounds a little

bit different, sort of inuffled.

Male voice: Yes, if You udi clap (clapping sound).

e 'vniale voice: Yeal.

Malh voice: Sort of *

iulalie voice: Yeah, 'te funny.

IlHt s J}gL' II

Conversation UUbout the word list witi the girl w110 stih i sin' was

lwtjoring il gaovernallilito

Mialt' voice: We use. those in a waly to calibrate our speech systcm, since

we right now cant t put a little thi . . . soiimthing like a voltnictur

on, we . . . we have to test our systetn with speech itself.



Passage UII

Conversation about: regional accents with girl majoring in

government.

Male voice: Well, don't you sometimes stick r's in wheni..

Female voice: Once in a while-.

Passage IV

Conversation about courses requiredl fur niaijor in government.

Male voice;e Is this partly city planning? I. . . I don't really know.

Female voice: No.

Male, volece: Tbheory of government?

Ii-' male voice: Uli, well, fbi s year it's kind of aL general.

B3. Rules of' lu-Aptonje Combination Sutbstantiate'd (,t- Sitggt'sted by

lhlncineic T'ranlscrtiptiotn

Ass,)6aciaor ilg lo to Il ttlodttt,- sun r titlh I'l;[t tttt l t ltltltt tt'ItO( tls

''BoyV !'YAirl 1I'' t't 'AP'{RL tapes: 111" ritte' rsllt'eti~ll-I to

Sp'e~ific Itxt's of ''Vitat is aI Boy)'?'' ''Wtt is , Cirl ' or Ilit' recordings



of conversation from Hanscom Air Force Base. Thus the notation, [•)

becomes [nJ between the (Boy I), means that an alveolar n becomes

a palatal n as exemplified in our transcription of the phrase between'

the' contained in the first textual segment analyzed from "What is a Boy?"

1. Change in Place of Articulation:

(a) Before or after a dental an alveolar may become a dental.

nIbecomes In] betwe'ent'heý (Boy I)

i becomes [n ] with noise (Boy 1)

(b) Before or after a palatal consonant, a dental or alveolar nasal

may become a palatal (Appundix R. I).

L~becomesL~ ~x (Boy 1)

becomes H when ybu come home (Boy I). It is interesting
to note that the phrase when you are busyI hks
[4] rather than [Z], although the environment
Ls the same.

2. Change in Resonances:

(a) A voiceless consonant mtay beconie. voiced next. to a voiced con-

sonant or between vowels (A]ipel~intx H.. Ill)

[ k bucomnes Ig cornic. books .'(Boy 111) rfhe final1 consonant of
comic is g•g rather than Nhi.

] beco,,eos L- ac-oss the (BOYII •)

[tj beommn:es Ld. ] top it a11 (Girl Ill) The final consonant
"of it is [dJ.

t j beconis [d ] fasrinating (k.FGRL tapes 1)

[t] becom-ies [d] ati (AFCRL taýpes I)

t ] becomnes [d j little (AYCRL tapes 1)

.110



L-1 becomes [.] onoe (AFCRL tapes M)

(b) A voiced consonant may become voiceless next to a voiceless

consonant (Appendix H. 1II),

[ b] becomes [p ] absolutil• (Girl IV)

Lv] becomes [ f j of string (Boy IlI)

3. Sound Drop-outs

(a) An alveolar stop between two consonants may drop outz

after In] (See Appendix u. l2f14.

and the an~ (Boy I)

and colors' Jaen k~laz] (Boy 1)

didnt feel (d•dn fill (AFCRL tapes I)

sounds a lsavn za] (AFCRL tapub I)

after 1s ]

bost Clothes \bcs klovz] (Girl I)

must not ~mis nat] (Girl IV)

first grade IfJ2 s gremdj (Girl III)

after another stop

prot c~t s [pro teksj (Boy II1)

after a spirant

s oftnes s [Hal n-C81 (Girl 11)

(b)An alveolar stop before an affricate may drop out, (Appendix 2. 1g)

before [ j

straight chairs Lstre-Z C.rzj (Girl III)



cat hasng kt cez sz 3 ] (Boy IV)

(C) Initial h may drop in an unstressed syllable Appendix 1-. 11)

after In]I

in her Lrnl (Girl II)

af ter [a]j 
LTnr

grasshoppe rw [rs sa p;] (Gair UI)

after [k -

lock him [ia kzan (Boy IV)

4. Shortening of long consonants

(a) When two identical consonatnts comn together they form one long

consonant which may bc shortented to tile normal clengths of a

singal collsonlant. ThLs rul lso aLS ffCtAS long contsonants produced

!)y )th e 3 ruleJ(; Of eph~1onifc conubinatioiu. ( \wndtix 1,. I.X)

rhwcalh lok 'i tl lbk] (6irl J)

incL! i wm ti Ailing ('m

Iy~s geti SO j (1,o y IJl)

.gl!m
1
idlop:: ,;ix ceuult: (hoy lv)

L[uAil dimp hISscuits]

b 1n 5015.4;i: code (iO IyV)

£.0 it 1; sa Idi kovdj

(Ui) (;o~llnuliLLUoI 01. idilmticii.I conoi a; L:-;w "Id'A: i 1 tin re unit Of other rules.:

L1(I1o1u2r1 ue k. -st0r] gJ lie c on s: L L] and the long [t j i a sho rtened!(
(Girl 1.11)

h~liiV( SfW5V [nazv SD z] ;I] be.cozoevs (S ] anld tile long [a)

is, shortened. (B3oy Ill)

dI
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-4

trains Saturday

Itra_ in sac to detj CzJ becomaes[s] and the long
[s] is shortened. (Boy MI)

is so [T so [ become[s I and the long Is]
is shortened. (Boy M)

bedtitme [camj (dJ becomues []and the long [tJ
is shortened. (Boy M)

ears seem [:r sim] [zj becomes [(J and the long Us]
is shorteneds (AFCRL tapes l )

is shortened. (AFCRL tapes I).

5. Euphonic Combination of Final Consonants with Following Phones:

The final consonant of one word may attach itself to the initial phone

of the following word. (Appendix V'. IX)

We have so many examples for this type of sound combination that

we have not listed themn all. Examples of such combination from careful

speech cited below are found in part (Boy I) of the Jackie Gleason record.

For the AVCRL tapes of convercational speech wu lis all examples found

in passage I.

Jackie Gleason record:

innocence of [Z no sin s.VJ babyhooQjnd [ber bihv darn]

finOs ~ i o come in assorts cLkA niz nas.Zotir1

weight fand [wext son] second of every [sekon do vc'vri

o!very Q vvrij hourof.very IH a vevrij

their only fthlr rvniy] thei Off [t-I 11f J

boay.,are L boz ze foandyveýrrwhereLfavn devriw~r]



to fjunde rneath inside of climbing on laznin

ap VAfldqlfl ?tnsaz dAY)(kasi 3 n

rwsning arudoi- jarun dzr 1  mothers love LM .slAv'

sisters fediSte zanjdlt ignore D'Pac dAl tszgn-,J

AICCRL tapes:

?s ascnaing Pa sin(T (T. looks like an atti~kga ke nw- dzkj

Co)Ijie in [Q mnan first xremark ffrn tri mark]

makein ksa] cars dfidntlt 1 zC d-1

sounds a satun z G if IOU Nitfn

s1ort of 1s) 71jIsfna tI i

6. CdAtti Stop'

(it) k. glotta ýtop) may- be iintrodurced bcfo to a wordI starting withi a

vowenl (Ap'ds . I'J

[ar'ýj birotiwx aduj (ILILS (Boy 1) Thvrt is a glottal stop
ubtfor, the initial voW8: I of -a1dult.q

(b) A glottl1 shLIj1 r ity bVstlsjtt for ft I La-in oL a labial consonant

( \, .,- , I. % )

beansjco;1-ý [7 ijvftllutzetr (At Ltapes. II) The consonanti
betor, the In is a glottal stop
rather Vi L~i*it F t

C.(onsonant ecii4'ts involvin, Th : Im enbivatioa of [s3followedl by[]

1a),y berme [3.( ' 1 v

this~¼ir farfir](AVCI, ape!s l\')



8. Treatment of (r] in New EMnland Dialects

(a) An [r] after a Vowel may drop except when [r stands at the end

of a word and the next word begins with a vowel. (Appendix I-H=IX)

(1) Loss of [r] between & yowal and a consonant:

theiz. last ~ Isi ltj (B oy 1)

fire cracker Ifazo kraeka] (Boy III)

(2) Retention of [r) between two vowels:

their only [thL roimn li] (Boy I)

fire engines L~ax rn ranzj (B o~r MI)

(b) In some New England dialects I[] may be inserted between a word

ending with a vowel and a word beginning with a vowel. (Appendix If, IX)

law of 113 rA] (Gi rl 1)



APPENDIX 0

Discussion of w phone class:

Researchers at Haskins Laboratories have reported that an initial
orglide of at least 50 milliseconds duration that begins at or close to the

([?. locus will he perceived as a 'iwl (Libermnan, Delllre, Gersttmjan,
and Cooper, 1956). Observations like this are important to the successful
constructietn of stylized formant patterns. But we object to the assumption

that sutch stylized patterns, prodoc ed through niechanical methods, can
be used to provide informnationr about the acoustic celaracteristics of

actual speech. After a review of the data we recently generated, however,
we' are able to make a conclusiOl errthrnL thie utnk tion Of onglide duration in
the i!,tertirination Of %v: for, Ihc duration of the onglidr' was not found to
be consistently gri-atter for the iphrasc with %v than for the phrase without it.

For Speakers I 1and 5 ")10 iLX" lras the shorter, ntilidic, if %t, do not initlidi
ilhi dltration of ti. pausU, but for Speak<er 2 ''Pi i r'') is the shorter onglidr:
(Sr'e 7IigrL"(r 1 ? - Z(), 5o lit' iilili,tl olug ltli of 5pvitI,'(Vrs I Acrd 5 tend to
vitlLrtdi' til. Patllt 'l Playback cor' stiiretirriOIs.t l I , (,I L;tbr tritti'Jcs: butr
thie Xiiiir~li.' Of S k IeZ.r2i r ,e s it very' dii'fi ill r l't I I , to iLnnsider inutlij l
rul'rr1idn, duraration t i•t irrtl eICt1 11)1tir ItIi idilr itii.;i li,,ri Of w -- as 0 _rIIIP

]ll sinl•.Jns ti rl, ; Iilo r.'illi I ll, t in Ii 'I lt t '! rh , i 4 .,ltr'i '1, :'1-tCCig
ti,. jui(Ig(tll c ti t t 1irc ,ltrrrrs listrrriitg, I h s,' fh, 614 t4tert11 [IitskiiS Is.roi lIt'r-V

1. '.it,. l'i rr I lar 'Ii ,,l-. lhuii tt l .ti )e 1' r I' I ilo], ,"1 Ih. i' . tt 'I S ru'rs 1 x',s rot
1-n misi'it iyý11-, ll'ia Ii.' as %1,ii rr;WIii':rO.ti1 1 i0111 a Ia l l" ti ' r diitiaS 01i sliniir rIta-

(ullr ti,)tI : ritr' in)lar ,idc' iti ratliairr triall siv . I; ti , nah ,' i in0i iii'8 thin .

I'h, it. a at I,, 1 r1- itrrriranii i1' ,• ,' I , l'r'rlaIrlti(:;) (It w' Is t'lrrr'inrr
"a Ilrrliji itl I Iv l ,, I,,, I ti;rt 111 ' Iirx i a-,)'i -I ,t11 1'.%•,;rurri ' it itiii x5.

:,-Il. ar ix rr.a- t -i i llta'' it; r, :, tan a ta ! xI i', atarr a

wilh, tI x tx k I t-I ,,i I ia a •' , l.a .I ,I '' II. r . Ir. -i -' 1' w i 1 1 ISt A I( d ;I I IIa 1•,1 air('' ;Iil,'.,<' i ,,ll ' n' ,-'- .ra;,t I,< ia-i 't,"" ,ii( nia-ta- 'riri' .1 i) [xiiiiil 'r ;

it'-.-,- i it. it I air; :.1t air; .,,n, t',i I A ' ,a i ' 'a. e I:ala . I %i'ari' nai x -l' nik
I riiir i I e.l.ll~lt~lt l: i' ar'ltl ,)l p+ 'I - ri-ul ,t L 2 ', ''9.+ , arm:, inhr,;' si &

I',,:. t~r j ll . it i -. a'',,,:, n I , i i,, Il 'ii '. ,: , .• : . r ;, a,: t,{ } haln. g

W,'" Lla' , ' ria
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