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SUMMARY

RM-1220
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i

This report discusses the problem of optimum determination of position

by a navigating device employing independent inertial and velocity measure-

ments, The

" The problem is related to the theory of statistical estimation

as to filtering theory,

derived for several special cases,

Explicit optimum methods of

meagurements are assumed to ba subject to randonm errors,

as well

position computation are

Formulas are derived by means of which

the variance of the error in computed position can be determined, The

asymptotic variance,

position 1s discussed,

CONFIDENTIAL
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Note: A detailed explanation of certain parts of the notation is given

on p. %,
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x()
v(t)

b(t)

x!
B(t)
V(L)

“1151:“21332:

Yl’ Yzﬂ'B:Yh

Definition Page First Used

vehicie position at time t

vehicle velocity at time t

xn(6) + (P x(t)

initial position of vehicle

initial velocity of wvehicle
acceleromster dial reading

velocity dial reading

independent estimate of initial position
independent estimate of iptial veloclty
elapsed time since beginning of flight
defined by Zq, (IV,3)

parameters describing instrument error statistics

error
defined by Eg. (III.6)

defined by Eq, (IV,6)

acceleromster error autocorrelation functior
velocity dial error autocorrelation function
{requency of Earth's radius pendulum

defined by Eq. (III.3)
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X, INTRODUCTION

A, BACKGROUND
Congiderable study has been devoted in recent years to the problem of

navigating airborne vehicles by utilizing accelzration-sensitive devices
housed in the vehicle., In principle, if the position and velocity with
respect to inertial space at some initial instant t = O were known exactly,
and if the measuring and computing devices in the vehicle functioned with-
out error, it would be possible for a computer in the vehicle to calculate
the vehicle's exact position at any instant t = T>0. To decrease the

: effect of accelerometer errors, systems incorporating a combination of both

accelerometers and independent velocity measuring devices (such as doppler

radars) have been proposed, and made the subject of a well developed 1liter-

ature.% In this report we will focus our attention on the accuracy achiev-
able with such a cowbination type of system,

Tha computed position contains an error due to the errors in the various
components of the system--for example, errors in the accelerometer, in the
independent measurement of velocity, in gyros or star trackers used to main-
tain a reference direction, in the altimeter, in initial values of position
and velocity, etc. The question naturally arises: In a position computer
utilizing independent accelerometer and velocity measurements what is the
"best" way to combine the information from these sources to yield a computed
position? Tn order to mke a solution of this problem feasible it is necessary

to specialize the problem a good adeal., Only & few sources of error are

*
See the bibliography of Hef. 2.
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consideredy various other simplifying assumptions are made. The problem
thus specialized is still of considerable interest; many of the papers
cited make the same, similar, or more restrictive asgumptions,

This report will be restricted to the presentation of the theoretical
work, Numerical computations based on the theory, and using experimental
nolse statistics, are being planned, and the resulting data will be presented
in a later report. One of the objectives of ths numerical work will be to
compare the optimum system, which turns out to have time-varying properties,

with mire conventional non-time-varving systems,

B. GENERAL NATURE OF INPUT DATA TO THEZ COMPUTER

For expository purposes we will first consider an ideal, error-frae
system, and then appraximate to the actual system by adding random noise,

In the ideal system the vehicle in guestion is agssumed to move in a
great circle, at constant altitude above a spherical and non-rotating earth,
The task of the computer is to calculate the position x({) along the great
circle,

In what follows capital letters will denote variables which include
random error components, end the corresponding lower case letters will
denote the same variables without the error components., The error compon-
ents will be denoted by E; with an appropriate subscript,

We will refer to the variables upon which the course computer operates
ag "dial readings". Altogether, there are four dial readings (Fig, 1)--
acceleror~ter, velocity, initial position, initial velocity. The first
two vary during flight; the latter two are preset before commencement of

flight and merely sarve as a permanent store of the preset information,

CONFIDENTIAL
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| Accelerometer dial =
B(t) = b(t) + £ (¢)

)

Yeloclty dial

‘ YV w [AFARY | ‘.'_--..,_
DRGNS S
o B .'.
Tomputer b— Computed position
Initial positicn il - Ty 'y
estimate ¢ | o :
X =x +0 = -
3 o 0 ko HH__;. '_f’
Irdtial velocity { ﬁwfré
estimate \ )
Xé = xé + bX' M
0
Fig. 1

(a) Accelerometer Dial Reading

As used in this report, the term "accelerometer” is actually somevhat

¥ of a misnomer, as the apparatus in question not only serves to indicate the
resultant force, but also incorporates a provision for maintaining, by means

! of gyros and/or star trackery, a fixed direction in inertial space., Theory
shows that, assuming no instrumental errors, the accelerometer dial can be

calibrated so that at time t it will read

(1.1) bit) = x"{(t) + (Px(t) .

In line with the remark at the beginning of the paragraph the actual
reading 3(t) will be assumed to differ from b(t) by an additive ncise term
Conlt):

r

(1.2) B(£) = b(8) +E(8) = xu(v) +1 Px(t) +Co(v)

e, eug. Ref. 1.

et
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(b) Velocity Dial Reading

A true veloclty measuring device would indicate
(1.3) v(t) = x'(t)
The actual reading, however, will be of the form

(Iok) vit) = v(t) +<5V(t) m %1 (%) +',-V(t;

(¢) Tnitial Position Estimate

The analysis admits the possibility of an estimate XO of the initial
position X, being set into the computer before commencemsnt of flight.

("Initial" refers to the instant when the course computer begins to function, )

We put
(1.5) Ky =Xy g

.
where (;X is the error of Ko
o

(d) Initial Velocity Estimate

In addition to Xo an estimate Xs of the initial velocity xé ngy be
preset into the computer., As above, we put
Y|~|+E,
(1.6) Xoex!

it
¢}

4 short remark apropos Xo ana Xé may serve for preper orientation of
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the reader at this point. Every bit of information available to the
— .

computer may be expected to ald it in its estimate of position. The

g

compuber could estimate Xy and x(; just on the basis of the accelerometer
and velocity dial readings B(t) and V(t) by using the estimate V(0) for
[ /. .
%! and gB(O) - V‘(O)}/,Qz for x o X and X! are additional estimates
[ -

which are independent of the accelerometer and velocity dial readings.

Mce the acceleromster and velocity dial readings become available, the

computer has essentially two independent estimates of X, and of x{; at its
disposal, The two sstimates of X, 5 OF of xo' , can be combined (e.g. by a
linear weighting) to obtain a new estimate which is better than either of
the ariginal ones taken by itself. It is thus clear that (except in degen~
erate cases) the separate specification of Xo and X(’) is not superfluous,
but rather these gquantities may be expected to play a role in the optimum

position estimation process,

C, EHROR STATISTICS

The accelerometer and velocity dial errors are assumed to be random
processes, with autocorrelation functions yJB(s,t) and ¢V(s,t) respectively;
and with zero mean over a statistical ensemble of flights, That is, for

every instant t,

(1.7) @B(ti— = Q

and , for each pair of instants (s,t),

(1.8) Lyt Egle) = & (s,0)

ﬁv(t)é,v(s) = f(s,t)
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The zerc mean holds for a statistical ensemble of flights. The
posgibility exists that on any single flight, the d! 1 .eadings may be
bissed, The average value of such a bias will, ot . a iarge number of
flights, be zero. The existence of such biases causes a positive constant
term to be added to the autocorrelation functions.

The assumption of zero ensemble mean for the errors is clearly no
restriction on generality, since if the mean were a knmowvn quantity different
from zero, it could be subtracted from the dial readings.

The quantities éX and (C,X of (1.5) and (I.6) are assumed to be (over

1
0 0
an ensemble of flights) random variables with

5 | s
(Io9) g = (g (l =Y HIO; é) sy
1,700 bt Byt By

The dial errors are all assumed to be statistically independent of each

other and of the true path.

D, THE OPTIMIZATION CRITERION

The optimization criterion is as follows: at each instant T , the
computer should form an estimate of position‘Q(T), based on the dial readings
L L
for 0 = t & T, such that
a) %(T) - x(T), the error in position estimate, is independent of the
path, This is equivalent to assuming that no a-priorl information--e.ge
statistical information--about the set of possible paths is utilized.
b) X(T) depends in a linear manner on the dial readings.

Expected value (with respect to a statistical ensemble of flights) of

[¢]

2
[Q(T) - x(T)] is a minimum for all estimates satisfying (a) and (b).

CONFIDENTIAL
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Ho further restrictions are made on the posaible ways of combining

the information contained in the digl readings,

If all statistics entering are Gaussian, the solution to the problam

a3 above formulated is the begt of all possible (linear or nonlinear) unbiased”

estimates of position,

Conditions (a) and (b) together with the assumec dial error statistics
imply tha' the optimum position estimate will satisfy
(1) = x(T) + Eu~ s where £u} has zero ensemble mesn, depends in a
%(1) x(t)
linear manner on the dia] errors, and does not depand on the path, (Consequantly,

the aystem 1g dynamically exact, )

E. OUTLINE OF THE REMAINDER OF THE REPORT

Section II contains an exposition of the genaral method of attack on
the problem at hand,
It happens that detailed results are easy to obtain in two special

tages, vig:
»

Cags 1 : ¢é(s,t) ® constant = e
Case 2 ¢V(5,t) = constant = Y,

This can be interpreted as follows: either the accelercmeter dial
(Cage 1) or the velocity dial (Case 2) is nojseless except for bias,
Sectdon III i5 devoted to the treatment of Case 1, Section IV to
Case 2, Explicit solutions for the optimm position estimate are obtained
only after oven further specialization, to wit:

Casg 1l: TExplieit solution obtained for

s~t’
|

(1.10) ﬂv(s,t) " Yp t Ble

T —

"over an enserble of flights.

GONFIDENTIAL
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;g, Case 2: Explicit solution obtained for |
, 2 o
\.11) Polsst) = vy + pe

The application of our methods to obtain explicit optimum position
estimates for other autocorrelation functions is further discussed in the

sections dealing with Cases 1 and 2.

Sections III and IV also contain expressions from which can be obtained
the variance of the error in?%(T) as a function of 1T,

The results for Cases 1 and 2 are summarized at the end of Sections IIT

and IV, respectively,

A third special case which is treated in Appendix IT is

. Caga 3

e go
fi(s,t) = Bie e E& "

s—t|
Bo(s,t) = p

o€
The solution to this case is relegated to an appendix because, although it
is qualitatively interesting, it is so complicated as to be almost useless
for purposes of computation. The solvtion and the method used to obtain it

are outlined, but not given in rull detail,

Section V shows that the problem of optimum position estimation can be

reduced t¢ a linear least squares filtering problem,

Section VI contains a discussion of asymptotic errors,

CONFIDENTIAL
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Fo EXPLANATION OF NOTATION
(a) T is the elapsed time since the beginning of the flight.
(b) Dial readings are denoted by B, V, X, X! o The values these

quantities would have, if the dials were errorless, are denoted by
b, v, X9 xé v

{¢) For 0 5 ¢ & T, the computer s estimate of x(t) based on all the
dial readings up to time T is denoted by ﬁ(t;T). Thus,'g(O;T) repre-
sents the computer's estimate of injtial position besed on all dial
readings up to time T. The quantityé?(T;T)~-i.e. the corputer's
astimate of posltion at time T based on the dial readings up to
tine T~-#ill be denoted by K(T).

Similar notation is used for the computer's estimates of other

quantities sach as velocity: x’(t;T), X (0 3T) ate,”

(d) Errors in all quantities are denoted by E;wiw1 an appropriate
e
A
subscript, as: CB @ B = bj EQ(T) = %(T) = x(T); etc,

However, errors such as LB(t) s t”?(t;?) s etce, will usually be

denoted by (J ( t) , é{Q(tJT) , etc,

(e) For functions of time F(t), quantitiee such as F(ti) will some-
times be denoted by Fio
G 2 > p 2
(£) The operator — (1" 1s denoted by'd(: A x(t) = xn(t) + L1 x(t)

The opsrator ;i will sometimes be denoted by‘d&&vffx(t) e xt(y),

(g) For a list of the other symbcls used, see p. v,

In the follewlng pages, reference will often be made to the "best!
estimates of x(t), x'(t), etg., based on all the dial readings up to time
T, for any t in the range 0 ¢ ¥ T, In such cases, "best" means best in
the sense of the optimzation eriterion of part D (p. 6), with, for
rosition estimation, X(T) _replaced by X(t; Ig and x(T) replaced by x(t);
for velocity estimation, %(T) replaced by x'(t;T) and x(T) replaced by
X'(t); etc,
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II. METHOD OF SOLUTION

One approach to the problem of finding estimates having minimwn error
variance is the maximum likelihood method. The role of this method in
conventional estimation problems is treated in detail in many standard works.*

The method may be briefly summed up as follows: Consider a vector with
random components -ﬁ'} w (ul, oee un) , and suppose that the joint density
function of Uyy eee 5 U depends on some parameters Gpy ove g Gpo Let
de= (al, cad , am). Let the density function be denoted by’}:(i?'??) » Then,
provided the density function satisfies certain regularity conditions, the
unbiased estimates of minimum variance of the parameters Gyy see s Opy baged
Gy wee am)
with respect to Gy eee s Goo The maximizing values of Gys eee p @ QTG the

~ ~

~ o~
on observed values Ul’ eoe Un,axw found by maximizing p(Ul, cen Un

raquired estimates, -

In the next two sections, the mexirun likelihood method will be apﬁlied
assuming CGaussian statistics, This will give the estimate of minimum variance
among all unbiased estimates. As was pointed out in the introduetion, however,
the resulting estimate is also the linear estimate of minimum versiance, no
matter what the noise statistics are, provided the means and correlation
functions remain the sams.

Another way of expressing thie is as follows: for any statistics, the
linear estimate of minimum variance can be found by replacing the actual
statistics by Gaussian statistics having the same means and correlation
functions, and then applying the maximum likelinood method. If the statis-
tics actually are Gaussian, this gives the minimum variance estimate among
all unbiased estimates.

*cf. e.ge Ref. 3.
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The application of the maximum likelihood method to the problem at
hand is simpler to explain first for Cases L and 2,

In Case 1, for example, Qﬁ(s,t) " Yy, 80 that the accelerometer dial
is perfect except for bias. This means that the accelerometer error is
constant for each flight and equal to the initial accelerometer error.

Now suppose that the veloclty dial readings are known only at times
0= to<t1 oo € tn-l a T, where ti are equally spaced over the inte:val
(0,T). The vector U = (Bys Vos ¥y een Vp-1s Xo5 X)) has a density
function which, for Gaussian gtatistics, can be explicitly written down in
terms of Qv(s,t), and can be shown (Section ITI) to depend on just three
unknown parameters, which can be taken to be X+ X5, and ;fxo = xg + )2 Xge
Also x(T) can be expressed in terms of X, xé, Jﬁxo, and known functions of
T,

Therefore, one must maximize p(ﬁglxo, xé, ;txo) with respect to Xy X0,
and(X;o (with the observed dial readings as components of ﬁ%.

The resulting estimate [?(T?}n would be the unbiased estimate with
minimm error variance, if the velocity dial readings were known only for
times tio The limit: i%ﬁo[Q(T%]n is the required estimate of x(T) based
on all information contained in the dial readings for 0 R £ T.

In Case 2, the velocity dial is perfect except for bias, In this case,
the random vector under consideration is-ﬁ = (Bo’ Byy ver Bn-l’ Vs X, XS).
The density function depends on two unknowm parameters{ X, and xé; x(T) can
be expressed in terms of these and known functions of 7, Therefore, ona must
maximize p(i?,xo, xé) with respsct to x, and X! obtain[:Q(T{]n; and take the
limit as n— oo,

In the general Case, the problem can in principle be approached as

follows: The four dial readings B(t), V(t), Xo’ X, are shown in Section v
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10 be equivalent to two dial readings:

"
als) = %, + | e
‘0

t
R(t) = X_cos 1t + o sin ()t + l‘S B(T) sin {U(t - ) dT
0 o] (o
in the sense that, knowing R(t) and Q(t) over some interval O g t & T,
one can derive V(t), B(t), X, X! for that interval;j and vice versa.

The readings of the Q and R dials at times O = to< tl( ves (tn_l w T
form & 2n-dimensional random vector, the density function of which depends
on the vector X = (%) oo s X)) here x, = x(ti)e The autocorrelations
and cross correlation of Q(t) and R(t) can be expressed in terms of the B
and V autocorrelations and the variances of Xo and Xs o

The maximum likelihood estimate of x(T) would be obtained by maxirdzing

2| N A
p (U |x) with respect to x y eee 3 X and then taking x(T) = 1im '%(T)
b
o n-1 n—mst n

where, for each n , LQ(T)_In = Qn-l .
This procedure appea‘rs to be of only academic interest in the general
cage, Section V shows how the problem of optimun position estimation can
be reduced to a standard linear least-squares filtering problem. The reason
for emphasizing the maximum likelihood approach at this point is simply that

this is the approach actually used in ohtaining results for Cases 1 and 2.
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& IITI. TREATMENT OF CASE 1: gz!B(s,t) “ 1y

@

A, DpiIVATION OF OPTIMUM POSTTION ESTIMATE

In thie case, all sources of error are present except for the non-

blas component of accelerometer noise,

Now, since x (t) + (2 x(t) = b(t) ,

4
(111.1) x(t) = ij b () sin{s(t -7) dT+ x, cos Sl o+ x! on

1.0

Since in the present case, CB(t) = B(0) - b(0),

v“\‘ R "
(111.2) B(t) = b(t) +Lg(t) = b(t) +B = ~x_
Let
- /t
| N
\ (171.3) e = ;/'0 B(T) sin (Lt ~7) a7

Then, putting (III.2) into (I1I.1),

x! X =B

(II1.L) x(t) = y(t) + x_ cos (it + 2 gin (it »+ —252 (1 - cos [it)
o 1) s
L
9! @) 9 J‘xo-ﬁo r
v(t) = x'(t) = 1/;'(’(.) - xo_(ésin;Lt *x) cos . It + —— sin ! it
S

From (III.L) we can say that

A\
¢! ‘. X
(IT1.5)  RAt5T) = () +3(031) cos Ly + XU o5 (T
- &
N
4x(051)-3

R e cos | jt)
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(I11.5) = cont'd)
« Ft31) = £V (44T) = yr(t) - 20031) (sin (W + £(037) cos {1t

/\
‘\x(o )

Applying the maximum likelihood method as explained in Section IT,

one first imagines the velocity dial readings to be given just at times

t « T, One must then minimize, with respect to/J?(O;T),

t, = 0, t, v st
23(041), and Jx(037) the quantity
n=l r 2
N\ ay 1
.6 - } S, (v =N N+ =X -%(0;T
(II1.6)  Q, = 14 A ‘cl)( xj 7 { %(037)
R ﬂ,z r o 2
AN
N TR TE T o RS B, - HSx(05T)
fh o i Y]_
E L
B -1
where (Bij Lﬁv(ti, tj) (i.e, the matrix inverse)

) Q, 18, apart from a constant independent of ‘t(O T), % /}(O;T‘) and

N
4 x(03T), equal to ~ln pEJ ‘ x(0;T), x"(O;T), J\’I(O;T)—,a
I

A\ 2N
For convenience let %(0;T) = 2y} x1(037) = 2,3 A~x(03T) - B, = Zy On

]

differentiating Q with respect to 215 25 23 (after substituting (III,5) into

(I11.6)) and setting the derivatives equal to zero, thres equations are obtained:

X , 1 .
() 2y {ayy + ?3) 2o bp 233" Dy
4
(rmr.7) (31) =z A, + 2, (A + 1) 4 3 f12 )
1 M2 7 %2 Ve T, 3‘5? 2
3 2.‘\

i sy . o, 0 1,
“ (*11) “1 Au j 2‘2 ."le + 23 \ 2 Yl ) - Dl + ?; AO
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L1ae
) = § 5. . sin (Dt sin ()
(1) Ay ff _ SijstztismLtj
k]
gl

(i1) 4, n.(Z; = 344 sin K)ti cos I?hj
?

(111.8) (i41) A, = ; S.. cos (1t cos fth
22 J i J

o i
i,j=o0

- W) sin () 2y
s 7/&) sin Ltj + Y X,

>

~ 1 .
- Sij (Vi - \P?) cos i[tj + ;Z e,

% o]
3 J=0

The maximum 1ikelihood estimates'Q(O;T), §>YO;T), 35;(O;T) - B when
the velocity dial readings are given Just at times ti dre obtained by
solving Eqs. (LIL.7) for 2, 1,, 23 . The estimate '[é(t;T)]n BEREES
s then obtained by putting the resulting values into Eq. (I11.5),

The quantities All’ A12, A22, Dl’ D2 as well ag the resulting estim-
ators aepend, of course, on n. This has been partially suppressed in the
notation for convenience in writing the above equations, Eventually we
will evaluate the limiting values of these quantities as n— s, for a
particular ¢V(s,t).

The limiting values of al]l quantities will be Cenoted by the same
svrbols as have been used in the above equations, It will always be clear

from the context how to interpret the symhols, The limiting values of the
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§ estimates x(037), x'(0;T), 2x(03T) - B, are (see the remark in Section II) |
‘ A
the best estimates based on the dial readings for all t, 0 457, The |
< <
best estimate for x(t), for any t in 0 = ¢ g T, i3 gotten by putting the
P
p A . #*
1imiting values of x(03T), X '(03T), and & x(03T) into (III.S).
Adding (11i) to (i) in (ITI.7) gives
1 (X,=21)
(111.9) zy "
5L
or
2 ¥, (X_-%(0;1))
=“X\U3
Fx(057) - B, = .i_ng__zm—__
¥ Y3Q
Substituting (II1.9) into (III.7) gives
' i1 1 Aahy
(1) =z Au<1+ B T T X
1 n 2 12 1
W/ 3 0 °
(111.10)
Y Y
1 A12 1,
i (ii)'-ﬂlAlz 1+ >+32(A2?+""‘)"D
L > Y
f vsiL, . T
Some special cases are:
(a) oo (No independent initial estimate of xo)

Besv estimate reans best in the sense of the ontimization criterion of -
Section I,D (p 6), with X(T) replaced by ®(t;T) and x(T) replaced by %(t).

COHF!DEHTIM




R}=1220
3=25-54 |
“17- ;
i
,ﬁ In this case i
: | (1) by~ 2y hp = Dy
(11110a)
) 1, .
(11) =ag Mg v 2y (B * ?Z) B,
(b) ( v, =0 (No accelerometer bias)
-Y3 ‘;' 0
hers
S
1
(1) zg (A + ?;) R PIR)
(1I1.10b)

)=
(11) =29 Ay + 25 (Ayp ¢ ?i) D,

The form of ¢V\'s,t) has not been utilized in deriving the above
equations, which sre therefore valid for any ¢v(s,t). The form of ¢V(s,t)
affects, of course, the actual values of the quantities All’ Al2’ A22, Dl’
and D2. Appendix I shows how to evaluate the limits of these quantities as
n—jo0, for ¢v(s,t) of the form v, + B, e~‘s - tl“? .

The lirdts of these gquantities for other ¢V(s,t) can be evaluated by
the method of Appendix I~-and thus explicit solutions for the optimum
position estimate can be obtained--provided one can solve the integral

equation (AI,3) with the appropriate ¢V(a,t) as kernsl,
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B B, EVALUATION OF LIMITING VALUUS AS n— oefor va(s,t) =Yy * Bye &

Appendix I shows how to evaluate the limiting values of bilinear forms
such as appear in (II1.8), The limiting values for the case
U, ls-1
QfV(s,t) Y, * Bye are obtained by applying Eq. (AL.7) of Appendix I,

according te the following key:

‘ Values of quantities appearing in Eq. (AY.7)
L Quantity evaluated a 8 Y u(t) v(t)
) O W
& All a, ﬁg o (lsin (h (lsin it
Ao o, B, Ty Osin (i cos (b
e 7N
A22 a5 f32 Yo cos 1 (b A cos i it
% D —--.'}-K _— 8 Y -[V(t)»i“(t)" (Vsin h
‘ 177 % 2 2 2 v - 4
1. o . ~
Dy - Y L a, Ba AP v(t)-1/ (1) cos {lt

The results ¢f this are:

{ 2 | A 2 2
§ 6T / -~ a /'\ .
(IIr.11) 4 =é—-ﬂ -)—%-(14»5—‘-)-‘—3-/1-:-&- sin 2.1
\ \ 2 / - & 2
[‘32 ~ \JZ‘
t 1-cos LUT) + sin [T l
+sin2QT- n( ° 2>’3 i /
4 |
E*GZT"‘TZ—- J
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ra2 s LN “ , ) ' |
- Lﬂ. (1 - cos {lT) + sin .T ay (r V(1) - "«‘,-./(T)) + V(o) + W(T) - )1/'(1‘).]

v '
| CONFIDENTIAL R-1220
s 3“25“51J
19w
" (171.1111)
v (‘J“z B\ 21
A12 @ 7:;;,3-";- Lfﬂ (l - :g)sin AT + ? Jln/? _(:).T
2
L 32 0-2 —~
[T)-(J. - cos (1) + sin Q'r] [?,_ sin {21 + 1 + cos .(1Th
RS e— 252 J
a e
2 Yo
L
i (ITI.11941)  op 2
‘B 1 )% % | - 2
I A22“§-B-2- TQ*Q):l-——g)lﬂZ*ﬁT*l*COSQT
% 2
5 sin {1 + 1 + cos {11 \
. 2+ a1+ P2 (
% T, J
(I1I.11iv)
X~ E
D "

Z
] %_%3_: az&l,,:;é_[o 'ﬁ(ﬂ..ajﬂ(t) sinLtdt
2

QV (o) + (smflT +‘(2 cos {11)
% %

[v(r) -171'/'(’1')}

77,
2+a ’f‘+.._.

|.
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«20m
(III .llV) ,/ T o
D mi('1+ 1 ‘u 14'(22] V(t)_\}yt(t)icos_q‘b dt
2 ), §B; t 2 ;;z () _J

-

+ V(o) + | V(1) -1//'(1")

<cos (r - Q sin QT\
) %)

- [;% sin {01 + 1 + cos QT.} ’;:2 (TV(T} - "->[/(T)>+ V(o) + V(1) - w'(T)ﬂ
» PO
+a ]
2 Yo

T
vhere  V(T) = %f v(t) dt
o

~ N\ -
The estimators x(0;T), x'(O;T),ofx(O;T) - Bo approach limits which are,

of course, the solutions to Eqs. (II1.9) and (IIT.10) where the various

quantities on the left side now are given by (IIT.11).

C. ERROR STATISTIGS:

Taldng mean values on both sides of Eg. (II1.10) yields
(111.12)
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R=-1220
3-25=5l
-2l

Applying these together with Eq. (III.9) glves

— —-——

(111.13) T, %X 3

Thus the estimates of X xé, and J?xo are unblased; also, therefore,
the estimates of x(t) for any ¢, O £ £ T. (The property of being unbiased
referg, of course, to engsemble averages--i.e., averages over a large number
of flights. For any given realization--i.e., single flight~-the instrument
biases may cause bias in the estimate of x(%).)

Now, for the sake of brevity, put

10\, 1
(1) Kllmkll(1+-———-n v L (1) K, =4,
T3l 3
\
(i11) Ky = A, 1+Y1\ (1v) Ky, = &), + =
21 Y"“,}JBC /, 22 " %2t 3
(IT1.1k)
Aam [‘ hgmy |
(v} E, =D + I - |n e X |
E‘l 1 ;3_(? 0 | 1 !-3'_'“ I.,_I
(Vi)E'ﬂD-ﬁllex -_D-[L‘LQYlX‘!
a4 e Y3QE ° 2 o°
and put
(I11.15) fl =2, - ‘z‘l = Q(o;'r) - x

f —-— VAN
wmz, -2, = x'(0;7) - x!
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-22-
& We know that jal = s/); = 0, Subtracting (III.ih) from (I11.12)
&
glves
(W) agy Sy -, e h
(171.16)
(1) ~Kyy S 0 by, Sy E,

Now, subtracting (ITT.L) from (ITT.5) gives (for 0 = % £ T)

(111.17)

Lxosn-o

x(037)~ N

E’;’E(tﬂ}“fl cos (0t +f2 sinﬂt+ » ;2 fg(l-cos.(..).t)
Q) )

In view of (IIT.9), this may be written

y
(TIL.7%) Ealts?) = /o | cos St = =2 (1 - cos [t)
X 1
Y3_; ii

‘ +u)a sinf_l_g
)

: J

Y :
v by __1_1‘. (1 - cos {it) |+ —% (1 - cos (lt)
LRI Jode

e

2_._— ——— e
Thus, to obtain E/ﬁ(t;T), it suffices to know flz , f22 s

§ {
flfg ’ Jzé)“:o ’ "/‘;.CJB s ‘);{JB « FIrom (III.lé), it is

geen that it suffices to know

aa)

CY\

B**27B °
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(111.18)

CONFIDENTIAL et

2 Y

s sin (b |
5 —1 .
w (] E 3 2 c,v(tl) Gy | 8in Q’cj

i,j=0 L) rz .BJ
AR
W) 5

X j (\’_ 2 ain { J“ti ’ o)
}’J?. m"a Jij (_/v(ti) - (\\ C‘B Cos Hd :j

Y3 o
or
(1) = -1/22 (t ) sin jlt
i,j=o
v 2 é/ 6 /1+A11 n)
o Jos )Y3
n-1
(i1) E, = ; = i:} c‘, (t;) cos Qtj

The evaluation of the quantities El s ete., can be illustrated

by tha evaluation of E12:
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2L~
G 2N 7;\ 5 (C I . e
(111.19) B (1) Sis 2k Gy (8) Oy () sin ,Qtj sin {lyy
ijkX
: A 2
+ 4 L é? + .].:..E (1 + 2
I B H X
[L TB \ Q o
Using the fact that é; (t ) k) = ¢V (ti, t,) and
-1 '
o ¢ik \J 42, and also B = Yy .)Xo Y4 one can

easily evaluate this expression. The result, together with

the results for the other necessary evaluations, is:

pe R AR TR Y R B SR
(I11.20) (1) E n_/1+--- ~ (A, ¢+ =11+ -
LN/ R TR /J

Sl
(1) E, élo . (1 ; LII%LEE/\)

(v) Ezﬁxo -ﬁ%%;l

(vi) F:(Cja - f_n}.)_;;

(vi1) £,C, -_}—Ll—?;;-l-
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The equations derived in this section for mean values and variances

of the various estimators hold in the limit as n-y <= (with, of course, the
quantities 4,4, etc., taking on their limiting values as n- o),

A1l the relations (IIT,12) - (I1I1.20) hold for any autocorrelation
function ¢V(s,t). As noted above (p. 17) the form of ¢V(s,t) determines

the actual values of A 8tc.

11!
The celculation of C;é\t;T) i5 now a straightforward, though very cumber-

some, application oi the results given by Egs., (III.16), (III.17'), and
(I11.20). Becauss of the cumbersome nature of the resulting formula, it is
not thought worthwhile actually to write it out here., However, certain con-
clusions can be drawn fairly easily. For example, one may vse these equations

together with Egs, (III,11) to calculate The ?ehavior of the estimator vari-
-a,{8=t
21 7

ances as T-»oc, for ¢V(S,t) * Yy * Poe .

The results are: +the error variance, for sufficiently large T, approaches
YiY
the quantity ————l~2~—ﬁ . (This checks a more general result obtained in
Yyt T3ie
Section VI, namely that this guantity is the asymptotic error variance in

Case 1 for any @, such that tv(t) is stationary anc has a power spectrum

cortaining no delta function at {requency f],) For Yy OF Y3 = 0, the error
1 -czls-t[
variance goes to zero as 3 for Gv(s,t) =Y, *Pe ‘ .

D, SYMMARY CF RESULTS, CASE 1

The best estimate of position at time T, based on all information received

up to time T, is

I Ay
sinl. (T #x(03T) - B ~
(111.21) X(D) .,J Beo) S0 (12D o, LT e )
o 1L ¢
A —~ AN ':i;- _/-",“
* x(r);T cos ~ LT + x1? :): - - -l
- L
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I
whare x(047), =1(051), B, » Ax t(03T) are respectively the best estimates

of imtial position, initial velocity, and acceler ome)\er bias, based on
all information up to time T, (0 0;1), x'(O T), and *c\(O;T) - B, are
solutions of a set of simultaneous linear equations JBgs, (117, 9}, (111.10),
vith z, » %(0;7); z, /\(O;T); and z, = af.’x(o;T) -8,).

This holds for any velocity noise autocorrelation function Qv(s,t).
The function ¢V(3,t) affects the values oi‘“'the cgefficients of the simul~
taneous equations, For ¢V(s,t) * Tyt e "2l l, these values can be
found from Egs. (III.11),

In other words, ?(T) is found by solving the accelerometer equation
(Eq. (I.1)) with B(t), the accelerometer dial reading, as driving function;
subtracting a term which represents the best estimate of the effect of
accelerometer bias; and using &g initial conditions the best estimates (up
to time T) of initial position and velocity,

45 elapsed time T grmss larger, the computer continuously re~svaluates
x(O;I‘) Q(O;x), and rx(O;T) - B . (For 0 < t {T, one can get the best
estimate of what the position was at time t from bq. (I11.5). Thus, for
any fixed t {7, the computer can be used to get a continually better esti-
mate of x(t) as T grows larger,)

A S ZAN

The estimates x(0;T), X '(0;T), and ofx(O;T) - 3, have errors which have

zero mean {over a large number of flights), are linear functione of the dial

errors, and do not depend on the path., Thus

(111.22) R(T) = x(T) + 6’9(?)

where t’“f(T) has zero mean, is a linear function of the dial errors, and is
independent of the path. The variance of ‘F*Q(T) can be found {rom Egs, (III.16),

(IT1.17'), and (I1I.20)
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1V, TAEATMENT OF CASE 2: f(s,t) = ¥,

A, DERIVATION OF OPTIMUM POSITION ESTIMATE

In this case, all sources of error are present except for the non-
bias component of accelerometer noise.
Since x'{t) = v(t), we have

/b

' (17.1) x(t) = | v (D) aY +x,
‘0

Also in this case £V(t) = y(0) - v(0), so that

- 4
(1v.2) v(t) = v(4) + v, - x!
| let
t
' (1V.3) w(t) n( V(o) 4%
(6]

then, putting (IV.2) into (IV.1),

. (1v.k) x(t) = W(t) +x + (x!=7T)t
v ] Qa } /72
and Ax(t) = AW(E) + 2 X, * (xo' - vo) AU
Therefore
A ~ P
(1v.5) x(t3T) = @(t) + x(03T) + (x'(03T) - vo) t
N\ 2 2

N\ ~
x'(0;T) - VO) Lt

Sx(tyT) = L) + L1 %(057) + (
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£ The quantity which must be minimized with respect to x(0;T) and x'(03T)
is
=l N . 2
' (1v.6) = 5 (B-f;)(B-(fx)*r-‘z‘»X-Q(OT) .
. Q =Ly By = xy) By LR s "
i3m0 3
" 2 R 2
e 2o xiom] + 2 v - %o
Yh (9] 2 (o}
i
; [ -1
? where now Lni gl " ¢B (t,, j) (matrix inverse)
B . A 7
N Q, is, apart from a constant independent of x(0;T) and x'(03T), equal
1 A
: “to -lnp I—U,;’do;'r), x'(O;T)J .
- A N
Let 2, = x(031), 2, = x'(031) ~ V
Differentiating Q with respect to z, end z, after putting (IV.5) into
, (IV.6) and equating the derivatives to zero gives
' 1
, 1)z <A11 ' ?;>" 2o hp = Dy
) " R A T A
1) 8y btz [Agy tm b == Dy
2 l:/
where All’ Al?_’ A22, Dl’ and D2 are given by
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‘,/ h@:l,‘
! All = (] L_ nij
! i,j=o0
n-l
Ap® d‘)—_ Ty My
l,J“O
J b §
(1V,8) b, = (1 Lt t
22 T Ny %Y
2 fote- X
D, = {1 (B, - fu )+ 2
1 1,35 nig i i 73
2 (= B \x'-v
p, = () (B, = diW,) t, + 22
2 3 Ty My A )

\

'~

The best estimate of x(t), 0 é t ﬁ:T, when the accelerometer dial
readings are given just at times ti is now obtained by putting the solu~-
tions to (IV.7) inte (IV.5), As in Case 1, we will evaluate the limiting
values of the solutions zl, 22 of (IV.7); the best estimate of x(t), 0 ét f'T,
will then be obtained by putting these limiting values into (IV.5).

The above equations are valid for any ¢é(s,t). The method of Appendix I

can be applied tc evaluate the limits of All’ Al?’ A22, Dl’ and 92 for

-|s-t]
¢é(s,t) = Yy + Ble ‘5 lal.

The limits of these cuantities for other QB(s,t) can be evaluated by
the method of Appendix I provided one can solve the integral Eg, {AZ.3)

with the approoriate ¢_(s,t) as kernel.
B s
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gﬁ »alls-t‘
% B, LIMITING VALUZS AS n-y <ofor #o(s,t) = vy + pe

One applies Eq. (AT.7) according to the following key:

Values.of quantities appearing in Eq. (AI.7)
Quantity evaluated a B Y u(t) y(t)
2 2
) ()
A 9 A | M te .
7 2
Y (
) 4 Pl | M >CE -
2 2
i Aoz ol By " s Cls
X . z
Dl - :{-; G—l Bl Yl b(t) - t."\w(t) e
L X1y 2
0 0 AlEY - L
D, = T o By ' B(t) - o W(t) flt
The results are:
v
2+0.lT
. - 1
IV09 - 1 T
+
L ¥ T)
{
i Ll ._.'
| () (2raqT) T 1
) (IVo%i) A12 " - 1}31 1l - é-p—i'—l‘
1+
L el
ﬂhTQ ol g2t T) ‘g
o P o oL _ {
(IV,9iii) Ass -21-3-1- 1+ -+ ?1‘ ———
. 1
l et
L ,.J
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(1V.91v) : -
: X |
- D -“Q T(B-hf'vJ)+B AW +B(T)~«FW<T) 1o~ s ]‘,,fg
1 -é-g (11 o o - o B 231 Y3
e
A (IV.?V)
02 !
. AL _1 _F e Iylormy o Forn
D, ?F*I a1£ t[B(t) Jf&»(t)} dt s (8, AW )+ (T al)[b("w «,W(i)]
i
i N . -
i - % [élT (B - W) + B, - lw_+ B(1) - GQW(T?] x'-y
? L. 251 Yh
: o, (Z+a,T)
)
/\_\/ /T .
where B = dWe %J [B(t) - c’:.w(t)] db

C. ERROR STATISTICS:

Taking mean values on both sides of (IV.7) gives

{ - + 1 c 1
4 (1) 2 (&, }‘3) tay A e Ay 0 ?'3‘) X,

(Iv.10)

Applying these equations gives

(1v.11) 2, *X_ 372,50
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ﬁ% Putting !
(1v.12) v); 2y - 2, x(0;7T) % x
R AT SO
2 2 2 J o
3
and
(1v.13) E) =D - Dy
£y =D, - Dy
glves
B , X 1 o g
(1v.11) (1) A gy ;G) $ A, =

o
(ii) J1A32+J;(A224..}.+}_):.E2
Yo Y

Now, subtracting (IV.L) from (IV.5) gives

N\
xt

(17.15) éﬁ(m) = (R(031) - x ) + (1(031) - x1) ¢

= v)1 + (v/; + CV) t

.
Therefore, to obtain C‘f(t;T), one needs to kuow

VARVANN V.SV XY
1 ? 2 ] l 2, lcv, 2L4Va FI‘OZnEq. (Iv-lh> it iU

. i ' N
evident that it suffices to know El y By y B9E, L1 - “ e
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*33- |
KNow i
n..i (’:
2 2 . X .
(1) =& u.O.} & 8y - (Tt C.Jh....s
1 LT i 1ep\y 1Y )
ne £
22“1‘" r X
Moo 0
(IV.16) - () Y 6.5(,1) - Gy 2
1,J%0 3
PR ) &&l
(ii) E, = () G (t.) t, - (& +:1~) e
2 T Ty “plYlt, 2 7 Ty Y,

Evaluating the necessary quantities in a manner similar to that used

in Case 1, one obtains:

oy
—— 2
(Iv.17)  (ii1) E.E, Ale[l + ?II o, A22j

3 o ( 1 .
(iv) Ey L'V T, A12

(v) E(‘, "‘Y.Z{KA;_,z*i\)

:
Y

A1l the relations (IV,10)-(IV,17) hold for any autocorrelation function

¢B(s,t). The form of ¢B(s,‘c,‘: determines the actual values of 495 etes

All these relations hold in the 1imit as N—Yoc,
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The error variance can be calculated in a straightforward manner using

the above equations, As in Case 1, the resulting formula will not be stated

hecause of its cumberscme nature.

Applying the above equations together with (Iv.9) for
'-al|8—t
¢B(5,t) Y R 5313

, one obtains the result that the asymptotic error

for large T 15 — b3
variance for ge ] ———gF ¢
Tyt Y3[L

(This checks a more general result

obtained in Section VI, namely, that this quantity is the asymptotic error
variance in Case 2 for any QfB such that (C;B(t) is stationary.)

For Ty OF Yy = (0, the error variance goes to zerc as % for

-0 | 8=t |
fylast) » vy + Bye “ L

Do SUMMARY OF RESULTS, CASE 2

The best estimate of position at time T, based on all information received

up to time T, is

7 .
(1v.18) /JE(T) v[ V(T)aT + g\c(O;T) + (:{}(O;T) - Vo)T
]

where %(03T) and v - {'\(O;T) are respectively the best estimates of initial
position and of velocity dial bias, based on 21l information up to time T.
Q(O;T) and gc\'(O;T) - V_ are solutions of a pair of linear similtaneous equations (Egs.
(1v.7), with 2, = R(031); 3, = 53(03T) - V).
This holds for any accelerometer noise autocorrelation function ¢B(s,t).
The function ¢B(s,t) affects the values of the coefficients of the simultaneous

-0 [s-t]

equations., For ¢B(s,t) =y, * By , these values can be found from

Eg. (IV.9).
Thus, 2(T) is formed by integrating the velocity dial reading V(t);

subtracting a term which represents the best estimate of the effect of
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velocity dial bias; and using as initial position the best estimate of
x, based on all information received up to time T,
A\
The estimates %(0;T) and x'(0;T) have errors which have zero mean, are

linear functions of the instrument errors, and do not depend on the true path.

The same things therefore are true of the error é;ffT):
(17.19) 4(1) = (1) + Ea
L ' =(T)

where &A

x(T)
is independent of the true path x(t), The variance of E@?(T) can be found

has mean zerc, is a linear function of instrument errors, and

from Egs. (IV.1l), (IV.15), and (IV.17).
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Vo OPTIMIMN PCSITION ESTIMATION AS A FILTERING PROBLEM
A. REDUCTION OF THE FOUR DIAL READINGS TO TWO DIAL READINGS
It is possible to reduce the four dial readings B(t), v(t), X Xg
to two dial readings without loss of information,
Let
( ’
| At) =X +j v(¥) a
I ]
J ey
(v.1) R(t) =X cos {)t + -2 sin .2t + 2| 3 (T) sinli(t -T) av
\ o) (\\ f‘\,’
) - L 2 L0
‘ S(t) = Q(t) ~ R(t)
> \
1 The original dial readings. ce. be obtained from a lmowledge of any two
" of the dials Q, R, S, For exampie; if one knows I and S
/"’io “ R(0) + 5(0)
!
! 13 1
i K = RNO)
i i
{ (Vo2) e
V(t) = k' (t) + S1(t)
' 2
L B(6) = Rn(t) + L R(y)
Thus the problem of obtaining an estimate g(t) for x(t) frem a
knowledge of B(t), v(t), Xo, Xé is completely equivalent to the problen
A
of obtaining x(t) from a knowledge of any two of the three dials i(z),
#
*. a(t), s(t),
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Note that Q(t) and R(t) each are estimates of x(t); S(t) is the

difference between these two estimates of x(t),

The advantage of the reduction from four dials to two is that it is
simpler to visuslize intuitively what the optimum process amounts to if
one considers the input dials to be, say, R(%) and S(t), rather than the
original four dials., Also, for the purpose of caleulating asymptotic errors
(see Section V1), the reduction turns out to be mathematically convenient.

If we define

it
s (t) = ¢ A
CQ X, fio EB(L) dt
_ . 5,X, t
(v.3) C(t) = G cos (It + —20 sin it + }‘ Eﬁam gin ()(t =7) 4T
[o]

( ﬂ !
R XO 9] 0
(Ls(t) = %(t) - éR(t)

we are led to the result

[R(t) = x(t) + (:R(t)

(v.h) \} Q(t) = x(t) + & (¢)

Q
|
' y
fs(t) . 6S(t) e Lyt = Lot)
\_

The problem assumes a particulerly convenient form if one considers

o i i
the pair of dials [R(t), S(t):l or the pair i c(t), S(t)J, For expository

purposes, we will consider the pair (t), S(t)|, These will be referred
| !

% to as eigendials,
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From (V.L) it is apparent that an estimate of x(T) can be obtained
A
by estimating EJR(T) on the basis of the readings R(t), S(t) for 0 = ¢ = 7,
and then subtracting this from R(T). In other words, one can define an
estimate of x(T) by
Fal
(%.5) 2m = rim - Gy
A
{ e ot ¢ £t
where R('I‘) denotes the estimate of JR(T) based on R(t), S(t) for 0 & t = T,
From this it follows that (subtracting (V.L) from (V.5))

A

(V.6) Error in Q(T) = Error in E:R(T)

It is also true that all possible estimates of x(T) in terx/r\ls of R(t),

S(t) for 0 € £ % 7 are of the form (V.5) for suitably defined &R(T), gince,

given an estimate X(T), one can define the estimate of ’sz(T) by ?’R(T) = R(T) ~- Q(T).
We can conclude that any process of estimation of x(T) on the basis of the

dial readings for 0 5 t &7 is equivalent to first estimating 5R(T) on the basis

£
of the eigendial readings for 0 & t £ T and then obtaining &(T) by (V.5).*

B, REDUCTION TO A FILTERING PRCBLEM

According to what was said in the introduction, one desires to obtain a
- <

lirear estimate of x(T) such that [.Q(T) - x(T)_J is a minimum, and this esti-

mate must rot utilize any a-priori information about the possible paths x(i),
In view of (V,5) and (V.6) the first requirement means that one desires to

find an estimate 6 (’I‘ ) of & (T) formed by a linear operation on 1(t), S(t)

for O st s T, for which [CR(T) - 6‘;(7‘):)2 is a minimum. The second require-

ment obviously implies that R(t) yields no information about CCJR(t) - i.e,

This is closely related to a more specialized result of J, H, Laning:
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that the estimate of CR(T) must be based on S(t) alons, In short, the problem
amounts to one of linear least squares filtering of
F #

Cg(t) from 5(t) = Ei-Q(t) - Cylt)

C, ALTERNATE DEFINTTIOM OF FIGENDIALS

For some purposes it may be more convenient to adaptl (1), S(t) as
eigendials. In thig case, one must find a linear least-squares estimate

of <£Q(T) base on S(t), O St57, The equation for the position estimate

is now
~ ¢
(v.7) x(T) = Q(T) - CQ(T)
Also
A
A (
(v.9) Error in x(T) = Error in (%Q(T)

For other purposes it might “e best to use R(t) and Q(t) as eigendials.
This might be the case if one wished to apply the maximm likelihood method.
(Seo p. 12)

It should be understcod, of course, that these various possibilities
are merely tantamount to a2lternative mathematical notations, and have no

effect on the final answer.

*
If it were desired to take advantage of a-priori information about
x(t) then é,q(l) would have to be based on both R(%) and S(t),
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A. BACKGROUND 5 i

For some guidance applications it is of interest to consider the variance
A .
of x{T) for values of T large compared to l/_Q . This section is devoted to a
discussion of this subject.,

It is convenient to distinguish between the bias and non~bias components

of the dial errors:

Let

i

aed

€ 4 3 : ° £ +) = L
! K, = Velocity dial biasg LV( t) Cv(t) - Ky

i (vI,1)

[ ¢
KB = Accelercmeter bias; ((»B(t) a C/B(t) - KB

Tl

According to the preceding section, the estimation of x(T) is equiva-
L
lent to estimating &Q(T) by operating on S(t), O £ t = T, and then setting
~ A
A 4 I
x(T) = Q(T) - ()Q(T). The error in Sc\(T) then equals the error in CQ(T).

The asymptotic variance of %X(T) will depend on the accuracy with which

—
=]
-
o

~

L o~
6Q(t) - 55( + K +j 6V<t) 4t

0 ()

can be filtered- from

/ t
s <[y -_.K.g.> ocos Q01+ 10+ | Byl ez
v
o} Q ) )
E’x' t =
§ - —2 sin (Ut - -,J%( é_JB('C') ein {(t-0 4T
Q AW (s)
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1t will be assumed throughout this section that (Jv(t) and q(\b) are
s o
: {i stationary processes, possessing autocorrelation functions,
't
3, CASE WHERE 6$t)v 0 B
A process of operating on 5{t) will be described, by which all terms
: of (VI,3) except for C,{ can be extracted exactly from S(t) as t-) o<y
o
and by which the problem of estimating E-Q(T) can be reduced to the trivial
. 1
‘ ]
problem of estimating &X from a knowledge of (“X - —{% .
o (1
3
b Now,
!
i
{ 7 .
g il ¢ r‘ﬂ 4
i N - 4 [ -
i (71.) S1(6) = Ky + Cylt) + ( 1 FE) N
- E”X' cos (Ut
a o
p
' From (VI.3), Ky can be obtained by
(V1.5) K, = lim 5(1)
’I.‘__)OO
:J
| Also, assuming the spectrum of CV(t) has no deltae function at frequency _Q,
A
N one has, by (VI.hL),
T -
(vi.6) &y - B oun 2 [sve - g |otnlit g
o () Bk A - L

& T

(VI.7) 2 = .2 lim
!Ll. Torce

a3l b

O

[S‘(t) - KV:l cos {1t dt
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. K
(V1.8) J( C()at =5(t) - | & —.-(.:1%) (1 - cos {t)
0 [o}
¢

Xt
o]

)
«—Iiv‘c+ [1 sin 3 2t

From a knowledge of S(t) as t-) cawe have thus chtained the exact
value of each of the terms on the right side of (VI.3), including the

value of ‘Sx - —5 o It is clear from (VI.3) that this is the most

information regarding E"X that can be extracted from S(t).
0
We have also obtained the exact value of the quantities on the right
4
side of (VI.2) with the exception of Og o
0

The conclusion .s: the asymptotic variance of X(T) can be made as
small, but no smaller, than the variance with which 6
i

(Note that we have made few assumptions about the statistics of 6V(t)')

y can be estimated
o

from é’X -
0

If Cg " Yy Ié " Y the least-squares linear estimate of 6}( on
0 0
3

o
the basis of &, - % 1s easily shown to be

}‘o _(\
~ N -
v Y \
(VI.9) & w3 [ & . f
ko 151 }‘o _(_W-E/’
Y + & /
>
The variance of this is
2
A
~ Y Y
- = 13
(V1.10) &, &, —13
0 0 Yl + Y3 AL
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So that, by (VI,2), and using the fact that error in R(T) = error in
FaN

LQ(T), we can say that, for the best estimate of position,

Y3

(vI.1) in [%(1) - x(1) | = ———
T o0 Tt Yy ()

Co CASE WHERE ﬁv(t) )

Tn this case

2 2 K 2 -~
(Vi.i2) sn(t) + {Ls(t) = {1 (ﬁx - -K%\; + K, (Lt - éB(t)
-\ 0 ix'_/

Also
(V1.13) - i Al

and

T -
(VI.1h) 6}{ - ﬁf = 1im %— g _-ﬂ.). + 5(t) = Kv(t) dt
o [:’1 i co /0 Q

The remainder of the discussion is the same as in the previous casa,

Eq. (VI.11) holds in this case also.

D, GENERAL CASE

v
In the general case it is not possible to separate f (t) mf év("c,“)d't’
0

exactly from fy (t) "f 6 v sin_(} te1) dT even as t-— oo.

IS

Consequently the variance of x(T) as T- «o will be larger than in the two

special cases discussed above,
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% Let

, § (@) » spectrum of QC/ (t)
v v
' ¢ £ (v)
?B(m) speetrum of Cy(t

Since i‘v(t) and fB(t) are not stationary, they do not possess spectra
in the strict sense, However, heuristically one should think of fv(t),

fB(t) as having spectra

et T L RS et
T, L 7 ks

’\If zb._v(“’) T E;QB(“’)
ylo) = = 5 To(0) = ———
i © (0° = (/)
[
by
8l :e It seems reasonable to conclude that in the general case
85 ’ 2
J (VI.15) lim | %(1) - x{T)-’ o —11—13—_'5 + Additional term
T co J Ty * ol

Z
where "Additlonal term" depende on (0) and @_(») in such a way that 1t
v B

T .
! is small if the graphs of \lfv(m) and qg(m) do not overlap much:

r [ __.\E'B(w) .

y]' | I“‘l'r-.."'-""1II
II.I'. |Iﬂ._:-_
I
| H‘\\_-_-_-__\_
| _I' S ——— ,
8 n
fige 2
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. Appendix I

EVALUATION OF LIMITS OF BILIMEAR FORMS

The problem a2t hand is to evaluate P = lim

Pn, where
n— e

n-1

Z ¢

(A1.1) P m d,.m ¥
i

g »J70 g0

Here u, = u(ti), ¥y ® y(tj); t,1°0,1, ... ,n~1aren equally-

spaced points in the interval (0,T) with b, =0, t =T, u(t) is a

1 continuous function for 0 = ¢ & T, 7(t) is an entire function of t.
/

| Also {(5”} . {;x(ti,tj)j'l

ti-t

where g, ,t,) =y + Be”a‘ j’
i3

oy

As pointed out in Ref. L, pp. 295-296

]

T+0
(A1.2) P= ’[ u(t) w(t) dt

=0

where w(t) is the solution of

7 T+0

-6|s=t]
(AT.3) ORES {Y + e J W(s) ds
20

To find the solution of (AI.3), rewrite (AI.3) as

{ -a's-t:
(ATLL) y(t) ~ I = j Be w(s) ds

T+0
where I = y /[ u(s) ds
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If we forget for the moment that I actually depends on the unknown
function w then (AI.l;) is the same equation considered in Ref. L. The

solution is given in Ref. kL, Eq. 50:

-
(AL.5) (4) =% |y(t) =1 - = y(t)
1 W '2’5 —y 52 y ;l
* g5 | H0) - T - 3¥(0) | & (4-0)

1., 1
+ y(T) =1+ =yT)| &6 (t-T)
% a7tne

Now integrate both sides of (AI.5) over (~C,T+0) and solve for I, The

result is
fT

cj y(t) dt + y(0) + y(T)
(o]

(AT.6) I=
2 + qT + -?rﬁ

To obtain P, substitute (AI.6) into (AI.5), and then substitute the

resulting expreasion for w(t) into (AI.2). The result is

y(0) - 2 y'(o)]]

(AL.7) P = il u(t) [y(t) - -lz-y"(t)} dt + 5173- u(0)

11

=

- 51{-3 u(T) [Y(T) - %Y’(T)}

+
'.4
Pann
O
S
+
i4
——
-3

| Wi

L leT 2T) + u(0) + u(T)][u T F(T)

2+ T+ gﬁ.
”
LT LT
~ 1 / { ~f 1
vhere  u(T) = 3 ul{t) dt, y(1) = = s yi{t) dt
o o
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Appendix II

-0, 8-t ~a, [s-t
- CASE 3: Fy(s,t) = Bye e 217

H ¢V(3:t) e ‘323 .

The method outlined in Section II for dealing with this case seems
) exceedingly difficult to carry through. Therefore, a method more amenable

to analysie is used in the following; this method is still based on the

maximum likelihood principle,

Consideration will be restricted to dial readings B{(t), V(t) which are
§ continuous functions, With the assumed autocorrelation functions, it is
possible to do this.
The particular method used below of deriving the optimmum position

estimation process alsc requires that B(t) and V(t) have a certain nurber

of derivatives. Now, with the assumed sutocorrelation functions, B(t) and

7(t) will be nondifferentiable with probability one, Hence the particular
derivation given below will, strictly speaking, be valid for a set of functions
B(t), V(%) having probability zero, However, the final answer--i.e. the method
of obtaining Q(T) from B(t), V(t)--involves operations on B(t) and W(t) which
are valid for any continuous B(t), V(t). Also,any continuous function can be
appravimated in (0,T) as clossly as desired by functions having any desired
nuwber of derivatives, These facts are assumed to imply that the final answer
is the optimum--i,e, linear least squares-—estimate of position for any contin-
uous dial readings B(t), V(t). This amounts to asswming that if B, (), V. (t)

yiold linear least squares estimaes Qk(i{‘) s if B(t), V(t) yield a linear

least squares estimate X(T); and i- Bk(t)’ Vp(t) approach B(t), v(t) in (0,T)
in some appropriate sense, tnen X(T) is the limit of Q‘x(T)‘
The gist of the above remarlks is that various limdting crocesses will

be interchanged when such seems intuitively justifiable,
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il As in Sections III and IV, the maximum likelihood method will be applied

with Gaussian statistics, The result is then the Linear least squares estimate

for any statistice having the same means and correlation functions.

Consider the random vector U = (Bo, TIFR-NEVIL/IRTTYI AP SPR 6 ),

The logarithm of the joint probability density

where B, = B(ti); v, = V(ti).

i
-
of U is, apart from an additive constant, equal to - Qn [x(t.)], where

, : 1 2
(AT1.1) x(t)J ; - g - xi)(V‘j - xj) + §;3- (XO - xo)
n=1
+14 = 'lij (Bi-d)x) J;x +-I;(X'—1$)2

Here [SijJ -[;sv (ti,tj):]-l

-1
[’&;}J - [% (ti,tj)}

The it of this quantity as n— << can be evaluated by the method

of Appendix I. The result is (after suitable integrations by parts)

(AI1,2) Q[x(t)] = ;ﬁl-;

T -
2,1 2 1 2 2

{ 0f 4 St at (0) + w(1)
A i :21 u /] ﬁ; {u u J

T

B ‘212 1[2 2
+ yor =5y it + (0) + y5(1)
B (P 3wl o,

where  u(t) = B(t) = Ax(t)

) - x'(t)
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To find the linear least squares estimate of x(t), 0=1t¢t =T, based on

% the dial readings up to time T, one must minimize the quantity Q[‘x\(t;T)} . |

with respect to the function Q(t;T).

This can be done by the usual Buler equation with free end conditions.

The result is:

#
The Euler equation satisfied by x(t;T) is, in symbolic notation,

(AT1.3) 7'"1}"31' ﬁ(ﬁ? - "i?) . S (cGQ -2

8
IFJ
5
o
&
[2M)
'
o
-
-z
jas)
==
=
e
$
e e .
IFJ
%
'
f
AR
-
~
3
LN
o+
S

In addition, there are six end conditions involving the values of

SR - Y

Q(t;’l‘), B(t), V(t), and their derivatives at t = O and t = T,
The simplest way to utilize the end conditions seems to be as followa:
: The general solution to (AIT.3) consists of certain integral transforms
of B and V, plus an expression involving the initial values of Q(t;’l‘) and
its first five derivatives, together with solutions of the homogeneous
equation corresponding to (AII.3), The Euler end conditions can be used
N\
x'

to boil this expression down to one involving only 'JZ(O;T), (0;1), and

N,

N\
ix(O;T) - B+ The function X(t4T) thus obtained can be re-substituted into

y A
(AT1,2) and the resulting Q minimized with respect to Q(O;T), x'(0;T) and

o~
hx(05T) - B,

The final result can be expressed as follows:

# . . A
Al derivatives of x(t;T) referred to mean derivatives with respect to t,
T teing regarded as fixed,
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(1
i (ATL.L) 2(t31) = Jo [Kl(t -T) B(T) - Ky(t =7T) v("c)] T |
+ R(031) fl(t) + :/:\'(O;T) fz(t,)

+[«7Xx(o;T) - Boj] £,(8) + %, £,(t)

+ X! fs(t) A fé(t)

where fl(t), vee fé(t) are solutions of ths homogeneous equation corres-

ponding to (AII.3). The kernels Kl(t), Kz(t) can best be given by giving

their Laplace tranaforms:

(AIL.5) “1‘5‘ '/p?"sz)(pQ-ui‘)
\
laplace transform of Kl(t) - L AN
| ' 2
112,02 /2.2 .2 2[R P
L () (- d)- g )
2
P %)
Laplace transform of Kz(t) =
| ""}"'(d (2\2<2—2 ..,_]'.._2<2'_2\
! a—lBl P +A’1// p a‘l G'Zﬁap P (12/

A
A
The quantities X(037), X1(05T) and x(0sT) - B_ are

the solution to a set of linear simultaneous equations:

' (AI1.6) §k-=1 Ay %y = D 3= 1,2,3
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where 2y a’;c\(o;’l‘) 5 2, x'(0;7) ; zg = f:(o;’l‘) - B,

The quantities A 3k depend on T and on the functions fl’ boo g fé

(as well as a » B,)3 D, depend on these and on the dial readings
% %0 Py Ppii Dy

L £
X, 78 B(t), V(t), 0= ¢t = 1,
A1l operations involved in finding /J‘(\(t;T) are valid for any continuous

functions B(t) and V(t).
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