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STATISTICAL STUDY OF PRIMER SENSITIVITY
DROP-TESTS

"INTRODUCTION

1. Sensitivity is an important characteristic of initiating
elements and one whieh is frequen~tly determined during the
development of primers and detonators. During the develop-
ment work where sample size is limited and where high accu-
racy of results is not essential 1 sensitivity Is determined
bythe up-and-down (Bruceton) technique. Interval size is
chosen arbitrarily as dictated by the experience of the op-
erator.

2. In the sensitivity testing of mechanically initiated
components, arithmetic intervals are used. In those cases
where the sensitivity pattern does not follow a normal dis-
tribution, it occasionally happens that calculations of low
percentage firing heights give negative (impossible) values.
In the sensitivity.testing of electric initiators logarith-
mically spaced intervals Yave been used extensively. One
advanieaoe e0 +h4m is the olimination of predicted negative
firing heights.

3. Where accuracy of a higher degree than that necesqary
during the development work is required, such as in prelim-
inary design and design proof tests, the rundown technique
is used. Here again the experience of the operator die-
tates the interval size.

4. The arithmetic interval has long been used in mechan-
ical primer and detonator testing, although there is no
known statistical evidence of its superiority over the log-
arithmic interval. It was decided, therefore, that a study
of sensitivity testing .be made in order to increase the
quantity and quality of information which might be obtained
from the samples available for test.

5. Two types of primers were used in this study, percussion
type and stab type. The percussion primer was the Nk 101
type containing an experimental priming mixture (NOL No. 17)
of the following compositions

Basic lead styphnate 20%

Barium nitrate 35%
Tetracene 5%
Antimony sulfide 20%
RDX 20%

Two stab type primers were used in the study -- the Mk 102
M Mod 0 and a Ilk 120 type primer. Since the two types of
primers exhibited somewhat different sensitivities, each
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type will be discussed individually.

The n1 101 Type Primer (Percussion)

Test Procedure

6. A group of Nk 101 primers containing #17 explosive mix
and supposedly manufactured under constant eonditions was
employed throughout the study. A series of four tests of
the Bruceton or "up and down" type was first conducted.
The Bruceton test, now used extensively at NOL, is fully
described in reference 1. Each test consisted of 200
trials. Two of the tests were conducted at drop heights
equally spaced at 1/4 inch and 1/2 inch intervals, respec-
tively, on the arithmetic scale. The remaining two tests
were run at drop heights approximately equally spaced at
.05 and .10 intervals respectively, on the logarithmic
scale. In this way i? was hoped that information could be
obtained relative to the effect oft (e) arithmetic vs.
logarithmic intervals, and (b) variation in interval size,
on the accuracy of the results obtained. Furthermore, by
breaking the 200 trial Bruceton tests dow~n into smaller
samples, it was hoped that information could be obtained
on the effect of sample size on the precision of estimates
obtained by the Bruceton method.

7. Following the running of the Bruceton tests described
above, enough additional trials were conducted so as to
obtain a complete rundown with a minimun of 100 trials at
1/4 inch intervals. The great majority of the trials al-
readi run in the Bruceton tests were incorporated into the
rundown. The Bruceton tests thus comprised sub-samples of
the large rundown sample of 1439 trials. Throughout the
trials the selection of the primers was randomized so as
to minimize the effect of a possible sequence of non-repre-
sentative primers.

8. The data from the complete rundown were analyzed by the
method of probits to be described below. This analysis
produced estimates of the 1%, 50% and 99% firing points
which were used as norms against which the Bruceton esti-
mates could be compared. The probit analysis also pro-
duced tests of the "goodness-of-fit" of the experimental
data to the theoretical normal distribution.

9. The validity of the Bruceton method of obtaining esti-
mates is based on the assumption that the explosion per-

* .centages follow a cumulative normal distribution when
plotted against heipht or whatever function of height is
employed in equally spacing the intervals at which trials

, are conducted. Hence the comparison of the "goodness of
fit" of the date as analyzed on both the arithmetic and

2
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logarithmic scales was perhaps thp most important aspect
of the probit analysis.

10. The data of the various Bruceton tests and subtests
was then analyzed using the method described in reference
!. Estimates of the various percentage points were ob-
tained and the assumption of normality was further tested.

11. The statistical technique known as Probit Analysis
is fully discussed in reference 2, in conection with the
problems of biological assay. However it is readily
seen to be adaptable to the analysis of the results -of
sensitivity tests on explosives and in this connection it
is further discussed in referencos 3 and 6. A brief de-
scription of the method follows.

12. A number of trials are first conducted at various
heights which need not be equally spaced. The number of
explosions at each height is recorded and the correspond-
ing percentage is computed. These experimentally obtained 1
percentages are then transformed to quantities called
probits by consulting a table. The probits are then plot-
ted against height or some function of the height on ord-
inary graph paper. These probits are ordinates of a car-
tain normal distribution and are such that the points
plotted on the graph refer! .d to above would lie in a
straight line if the explosion percentages were truly nor-
mally distributed. If the conditions of normality are
reasonably well approximated by the experimental data the
plotted points will exhibit a marked linear trend.

13. The next portion of the probit analysis consists of
fitting a line, known as a regression line, to the points
plotted on the graph. The method employed is an iterative
one. A line which seems to-best fit the data is first
drawn by observation. If the points cluster very closely
about this line,no further refinement may be necessary and
the line thus drawn may be employed in the remainder of
the analysis. However if this is not the case, a better-
fitting line can be obtained by an arithmetical prooedurr
which involves weighting factors which depend upon both
the number of trials conducted at each level and the di,-
tance of the level from the 50%, point of the distrkbution,
In determining the fitted line a point near the 50% point
carries considerably more weight then one near an extreme.
The weighting factors also increase with the number of
trials. This arithmetical procedure can be carried
through any number of cycles until what is for practical
purposes the "best-fitting" line is obtained.

14. The criterion of best fit in the arithmetical proced-
ure described above is the convergence, in the practical

3
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sense, of two successive cycles of computation. In other
words, when a line is obtained which is, for practical
purposes, identical with the line obtained from the preced-
ing cycle of computation, then the best fit is adjudged to
have been attained.

15. The fact that a regression line has been obtained
which is for practical murposes the best-fitting line for
the data does not, however, necessarily imply that it is
a good fit. The "goodness of fit" of the best-fitting
line (oi of any of the preceding lines) can be measure4 by
the well-known gs'6(chi-squarp) test. The test is thus a
criterion of the validity of the assumption of normality
in the distribution of the firing percentages. If by this
standard the best fitting line shows a reaoronably good fit,
then its equation may be used to estimate the point at
which any given percentage of the explosive units will
fire. Confidence intervals for these estimates can also
be computed. If by the'/oýcriterion, it is impossible to
obtain a reasonatly good fit for the plotted points, then
these confidence intervals must be increased by the appli-
cation of a heterogeneity factor. In other words, if the
normality assumption seems improbable, then a wider range
of possible variation muat be allowed for in the estimates
obtained from the probit regression equation.

Re sults

16. The results of the complete rundown are shown in
Cols. 12 and 3 of Data Sheet 1. All of the trials con-
ducted in the Bruceton tests were incorporated into this
rundown except for a few levels at which only a very small
number of trials were conducted. These could have only a
negligible effect on the probit line, while at the same
time they would increase the labor involved in the arith.
metical process of fitting the line.

17. The calculations involved in the probit analysis of
the data are shown on Data Sheets 1 2 and 3, and the
graphical picture is presented by Figures 1 and 2. The
probits corresponding to the empirical explosion percent-
ages are shown in column 5 of Data Sheet 1 and these prob"
its are plotted against height in Figure I and against log
height in Figure 2. The solid line on each of these
graphs is the line drawn by observation referred to in the
preceding description of the probit analysis. The various
cycles of arithmetical calculations involved in obtaining
the best-fitting regression line are shown. The first
cycle of computations involved in the fitting of a line to
the empirical probits plotted in Figure I are shown in col-
umns 6 through 10 of Data Sheet 1. The corresponding cal-
culations for Figure 2 are shown in columns 11 through 16

4.
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of Datn Sheet 1. The succeeding cycles of calculation are
shown on Data Sheets 2 and 3. These calculations are de-
scribed in detail in reference 2, pages 199-208.

18. The final adjusted lines are the dashed lines shown
in Figures 1 and 2. The goodness of fit of the adjusted
lines at each stage of the calculations is indicated by
the following values, which can be readily obtained from
the computations involved in the fittinp of the line with
only slight additional labor.

Height Log Height
Ist Cycle 8.232 10.410
2nd Cycle 8.065 8.M11
3rd Cycle 8.405 8.787

The subscript 11 on each of these/- 2 's indicates that it
has 11 degrees of freedom. The average value of such at2
function is 11. Hence any value less than 11 indicates a
reasonably good fit and supports the hypothesis of normal-
ity. Conversely, a value considerably in excess of 11
would cast doubt on the normality hypothesis.

19. By this criterion the fit is a good one for both
height and log height, with the former enjoying a very
slight advantme. It wa11 be noted th.ft in the case of
height the /, .value for the final line is slightly higher
than for the preceding lines. This is due to the fact
alluded to in reference 2 page 54 that the process oi ob-
taiing the best-fitting line in tAe sense of convergence
is not precisely equivalent to minimizing the X value
though the final X value will usually not differ by much
from the minimum.

20. These figures would tend to the conclusion that good
results can be obtained in Bruceton *ests run at both
arithmetically and logarithmically spaced intervals. The
superiority enjoyed by the former seems too slight to en-
force the conclusion that it is definitely better. Hence
factors other than theoretical normality will influence
the choice of intervals, and this matter will be discussed
in a later portion of this report.

21. Attention will next be focused on the equation of the
regression line which will be used to estimate the various
percentage points. By the X 2 criterion the line which
best represents the experimental data is that which ex-
resses the functional relationship between probit and
eight and whose equation ist

1. Y -. 532 + 2.182K

or 2. X 1 + . 2
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If the probit corresponding to any given percentage Is
substituted for Y in equation 2, then the Height X corres-
ponding to that percentage can be readily obtained. In
this way the following estimates were obtaineds

1% Height: 1.47 inches
50% Height: 2. :54 inches

.99% Height: 3.60 inches

22. These would appear to be the best estimates of the
given percentage points. However, since log height also
"apr"rs to be a rieasonably good normalizing function It
seems pertinent to record the corresponding percentage
heights as estimated from the best regression equation
connecting probit with log height. This equation ist

1 + 0

23. The various percentage heights ire obtained in the
same way as previously except that X is now a logarithm
and must be transformed back to the original units of
height. In this way the following estimates are obtained.

1% Height: 1.65 inches
50%-Height: 2.51 inches
99% Height: 3.81 inches

It will be noted that the estimates of the 50% height as
obtained by the arithmetic and logarithmic scales differ
only slightly, whereas in the case of estimates of the ex-
treme points the agreement is not so good.

24. A question may arise as to the reason for as large a
discrepancy as was shown in the estimation of the extreme2
point by the two scales when both were adjudged by the X
crite:ion to give reasonably good fits to the normal re-
gression line.

25. The anrwer to this question lies partly in the fact
that the 9- criterion expresses the average goodness of
fit over the entire regression line with values at the
extreme poiqts of the line contributing but little to the
computed X value. Therefore the major, central portion,
of both regression lines may fit the experimental data
well and the X values may be comparable, but the extremes
of at least one of the lines must deviate since both as-
sumptions of normality, i.e. with height or log height
cannot be correct. It should be noted also that the nature
of the logarithmic function is such that it will always
give higher estimates of the extreme points (both the 1%
and 99% points) no matter which assumption of normality is
correct. For when the sensitivity is normal with regard
to height the logarithmic plot will have its extremes bend

6
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upward away from the regression line, and when the sensi-
tivity is normal rith respect to log height, the experi-
mental values of the extremes plotted on the height basis
will bend downward away from the regression line. In
either case the e~tremes (both high and low) will be
higher on the log height basis.

26, The statistics given above are estimates of the pre.-
cise points at which given percentages of the primers
under consideration may be expected to fire. However,
like all statistical estimates of this kind, they may be
expected te very from sample to samaple. lence they should
be surrounded by certain ranges of variation known as con-
fidence intervals. These are obtained by computing the
standard deviation of the estimate in question and multi-
plying it by an appropriate factor depending upon the
probability level at which one wishes to fix the confidence
range.

27: For the estimates obtained from the probit-height re-
gression line which as noted above, appear to be the
"best" estimates obtainable from the iata, the respective
99% confidence intervals are:

1% Height, '1.32 - 1.62
50% Height: 2.9 - 2.59
99% Height: 3:4 - 3.74

28. The data obtained in the Bruceton tests were analyzed
in the usual manner as described in reference 1. Esti-
mates of f (5010 PT.) and d" (std. dev.) were first obtained
from each of the four Brucetons consistinf of 200 trials
each. These tests were then broken down into groups of
100 and finally into groups of 50 and estimates of !2 and o
again computec, so that 28 sets of estimates were obtained
in all. These are tabulated below together with corres-
ponding estimates of the 1% and 99% points. Since they
are relatively familiar, details of the calculations are
not included in this report.

1/4 Inch Intervals

No. Trials 1% Pt. 99% Pt.

200 2.55 .32 1.81 3.29
1.00 2.54 .33 1.77 3.31
500 2.54 .33 1.77 3.31
00 2.54 .33 1.77 3.31

1002:56 .32 1.82 3.30
50 2.24 2.02 3.14
50 2.53 .39 1.62 3,44

7
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1/2 Inch Intervals

No. Trials i C" 1% Pt. 99% Pt.

200 2.60 .42 1.62 3.58
100 2.64 .48 1.52 3.76
50 2.71 .66 1.17 4.25
50 2.57 .27 1. 94 3.20

.100 2.57 .34 1.78 3.36
50 2.63 .30 1.93 3.33
50 2.51 •35 1.70 3.32

In the tabulation of the results obtained using log-
arithmically spaced intervals d- will be glven in logar-
Ithm units since it has signilicance only when thus ex-
pressed.

.05 Logarithm Intervals *1

No. Trials X d"(log.) 1% Pt. 99% Pt.

200 2.50 .0887 1.57 307
100 2.50 .078 1.65 3.79

50 2.53 .090 1.56 4.09
50 2.47- -.068 1.72 3.56

100 2.47 .096 1.48 4.12
50 2.43 .127 1.23 4.80
50 2.48 .061 1.79 3.44

,10 Logarithm Intervals

No. Trials 0 ( log.) 1% Pt. 99% Pt.

200 2.45 .084 1.57 3.85
100 2.42 .104 1.39 4 2

50 2.39 .099 1.41 4.06
50 2.45 .107 1.38 4.36

100 2.49 06 1.77 3.49
20 2.43 .066 1.71 3.47

0 .255 .057 L.C 3.46

29. A graphical picture of the distribution of these esti-
mates and their degree of conformity with the correspond-
ing estimates obtained by the probit analysis of the entire
data on the arithmetio scale is presented in Figures 3, 4
and 5. On these graphs drop-heights are measured along
the vertical axis and estimates obtained from the various -
tests are represented by horizontal lines drawn at the ap-
propriate height. The solid line drawn across the entire
length of the graph represents the probit estimate of the
percentage point in question and the two broken lines
which bracket it indicate its confidence interval. The

8
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shorter horizontal lines represent Bruceton estimates in-
volving various numbers of trials as indicated by the leg-
end at the bottom of the graph. Each graph has been
divided into four sections by vertical lines, each section
containing the estimates obtained from tests conducted
with a given interval size as specified on the 200-trial
line in each case. The shorter lines in each section rep-
resent estimates obtained through the subtests into which
the 200-trial tests were broken as described previously.

30. A glance at the graphs shows that the Bruceton esti-
mates are sub~eat to a considerable dispersion and that
many of them fall outside the 99% confidence ranges for
the probit estimates. As would be expected, this varia-
tion is much less marked in the case of the 50% point than
for the extremes. Focusing attention on Figure 3 there
seems to be a definite tendency for estimates of the 50%
point obtained using arithmetic intervals to be above the
"true" value and for those obtained using logarithmic in-
tervals to be below it. It may also be noted that on the
baiis of the number of estimates of the 50% point falling
within the probit range, the 1/4-inch interval was consid-
erably superior to any of the others. It should perhaps
be noted that had a siiilar comparison been made using the
logari'zimic probit confidence range, the .05-log interval
would have placed-the most estiiazices within that range,
with the 1/4-inch interval close behind.

31. The results of the above comparison seem to be in ac-
cord with theoretical considerations which indicate that
small interval sizes (about .5) are best for estimating
the 50% point.

32. Perhaps the most stril-ing fact indicated by the
graphs is that whereas 4he 1/4-inch interval made the best
showing for the 50% poiiit, placing all seven estimates
"within the confidence range, it fared worse than any of the
other interval sizes in estimation of the 1% and 99% points,
failing to place a sinple estimate within the confidence
intervals. Since estimates of extreme percentage points
are obtained by adding or subtracting certain multipleg of
the standard ddviaticn d" to the mean or 50% point, Xe
this can only mean that this interval size while excelient
for estimating X, was very poor for estimating6-. This is
again in accord with theoretical considerations,which indi-
cate that small interval sizes are inefficient for estimat.-
ingo-.

33. The practical fact which must therefore be faced in
sensitivity testing is that 2 and d•cannot be estimated
with optimum accuracy by a single test. In recognition of

9
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this fact the Bruceton test is elassified under two sepa-
rate headings in reference 4. rhey are referred to as the
Up and Down-Small Interval Size and the Up and Down-Large
Interval Size. The former is reconm-.ended for estimation
of only the 50% point, whereas the latter is recommended
for the simultaneous estimation of more than one of the
10%, 50% and 90% points.

34. It seems fairly evident, however that an even better
procedure for the estimation of the 56% point and one or
more extreme points would be to resort to two tests one
to estimate 2 and the other to estimate d. This alterna-
tive is of course, limited by the amount of experimental
material one can afford to expend, but it would seem to
merit serious consideration wherever the availability of
expendable material permits.

35. For the data under present consideration the estimate
of c from the arithmetic probrt analysis is .46 inches.
Reference to the Bruceton estimates tabulated above shows
that the estimates obtained in +he 1/4 inch tests are uni-
formly too low. Unfortunately the 1/2 inch tests showed
a distressing randomness in the estimation ofo'but two
rather good estimates were obtained, i e .42 for the en-
tire 200-trial sequence and .48 for one or its 100-trial
subsequence. In the case of the logarithmic Bruceton
tests the best estimates of - (as compared rith the log
probit estimates) were those obtained from 200 ani 100-
trial tests. There seem to be experimental indications
that more trials are necessary for the accurate estimation
ofre than for 7. This would mean that if as recormended
above a prescribed number of trials are to be divided
into two sets, one using small interval sizes to estimate
X. and the other using larger interval sizes to estimate -9
a greater proportion of the trials should be included in
the latter test than in the former. The optimum ratio for
this proportion would seem to merit further study.

36. Taken as a whole the picture of the Bruceton estimates
is not a particularly happy one. Figures 4 and 5 show an
alarming spread among the estimates of extreme percentage
points. Large sample size seems to give no guarantee of
success. Of the 200 trial tests only one of tha four esti-
mates fell within the probit confidence interval for the
99% point and two of the four for the 1% point. The use

- of many of the estimates to specify extreme percentage fir-
Ing points would have proved highly misleading. It might

*, be mentioned however that if the confidence intervals of
the log probit analysis had been %ised, each of the 200-
trial log Bruceton estimates would have fallen within the
required limits for both the 1% and 99f, points, although

10
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most of the estimates obtained from a lesser number of
trials would have fallen outside the confidence interval.

37. If one looks for a pattern in the dispersion of the
Bruceton estimates it is seen from the graphs that for
arithmetic intervals the estimates tend to be too low in
the case of the 99% point and too high in the case of the
1% point. This state of affairs is undoubtedly due to a
consistent underestimation ofe". In the case of the logs-
rithmically spaced tests the estimates tend to be high at
both extremes when compared with the a-rithmetic estimates.
Thie state of affairs would rather be expected as previ-
ously noted, and would not have prevailed if tAe logarith-
mic probit confidence interval had been etumloyed on the
graph.

38. It should, of course be noted that confidence inter-
vals can be computed for the Bruceton estimates as well as
for the probit estimates and that, if these were included
on the graphs, the confidence intervals surrounding some K
of the Bruceton estimates which lie outside the probit
range would overlap that range.

39. This leads to the point that no estimate of any per-
centage point should be given without also specifying
either a confidence interval or the standard deviation of
the estimate from which a confidence interval can be com-
puted. Without this additional information the person to
whom the estimate is furnished has no idea of how much re-
liance may be placed upon it. The calculations involved
in computing the confidence intervals for the Bruceton
estimates are described in reference 1, pgs. 20-22, and in
reference 3, pg. 97. As an illustration, the estimates
with their corresponding 99% confidence intervals obtained
from the 200-trial 1/2 in. Bruceton test conducted as part
of the present study are as follows%

1% point 1.62 * .37
50% point 2.60 a .11
99% point 3.58 & .37

Nots that although the estimate of the 50% point is consid-
erably above the probit estimate of 2.53 its confidence
interval includes that value, extending hrom 2.49 to 2.71.

40. It has been shown theoretically that the reliability
.of the Bruceton method decreases rather raridly with the
distance of the point estimated from the 50% point. For
example it has been shown (reference 4, page 91) that the
method Is only about half as accurate for estimating the
10% point as for estimating the 25% point. In this connec-
tion it should be noted that in reference 4 the Bruceton

UNCLASSIFIEM
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method is not recomrmended under any conditions for estimat-
Ing points outside the 10%-90% range. For precise estimates
of more extreme points other methods should be resorted to.

41. The question of arithmetic vs. logarithm intervals was
further investigated by application of they-2 test to the
separate 200-trial Brucoton tests as suggested in reference
1, pages 29-33. The calculations are shown on Data Sheet 4
and the results are as follows.

Interval Chi-Square Value Probability Level

1/4 inch X 1.40 .50

1/2 inch . = .68 .43

.05 (log) 2.86 .42

.10 (log) X% .95 .34

42. The subscript on each of these?, 2 ',s represents its
numbej of degrees of freedom, and since this number varies
the)y values cannot be compared directly. 2For this rea-
son the probability of obtaining a largerX value has
been given in each case. Since high probability indicates
g•od fit, the evidence again points, as in the case of the
)t. analysis of the entire set of data to the fact that
arithmetically spaced intervals are at least as good as
if not somewhat better than, logarithmic intervals for the
Bruceton test.

43. It might be well to point out that, entirely aside
from theoretical considerations of normality, logarithmic
intervals suffer a practical limitation which restricts
their usefulness. To elucidate this point let it be re-
called that in calculating the mean for a set of Bruceton
data the test heights are coded to the integers 0 1, b
etc. Thus if the testing heights are denoted by *i, the
lowest testing height by X 9 and the interval size by d9
then the coded heights, hi, are given by:

so that h_ O, hI = 1, etc. A weighted mean, H1 is then
computed gnd I is obtained, using the relationship

XX +d

It is from this coding that the simplicity of the Bruceton
analysis is derived and for arithmetically spaced inter-
vale it is beyond criticism. In the case of logarithmic
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intervals the situation is complicated by the fact that in
attempting to space the intervals equally on a logarithmic
scale one is limited by the accuracy with which the drop
testing device is calibrated. This means thatghaving
chosen a certain logarithmic interval which one wishes to
use in spacing the testing heights one is force. in each
case to choose the calibrated testing height which is
nearest to the correct height and consequently the testing
heights are not really equally spaced. The mathmratical
consequenca of this is that the coded heights, 0 , 2
do not correspond to the actual heights and an aditonal
error is therefore introduced into the Bruceton calcula-
tions. For example in the 200-trial Bruceton test at.
looarithmic intervals of .05, the lowest actual testing
height was 1.80 inches and the highest was 3.55 inches.
This actual logarithm of these heights is to three decimal
places, .255 and .550. Using these values we have:

h6  05 59

whereas the integral value, h - 6, was actually used in
the Bruceton calculations, Tfe error introduced in this
way could have been avoided by using the actual testing
heights in calculating m and r but in so doing one of the
principal virtues of the Bruceton analysis, namel.y simplic-
ity of calculation, would have been lost. It should of
course be emphasii-ed that the Jirlitrtion just described is
not intrinsic to the logarithmic method itself but, rather,
that it arises in connection with its use with a particu-
lar drop-testing apparatus.

44. Before concluding the discussion of arithmetic vs.
logarithmic drop heights one more point which has been
raised in that connection will be considered. This is
that in using arithmetic heights a negative drop height is
occasionally estimated to uorrespond to a low explosion
percentage.

4.5. It is of course evident at the outset that whenever
the normal function is used to predict the height corres-
gonding to a given explosion percentage this height will
o negative if the given percentage is small enough. This

is a consequence, of the fact that the cumulative normal
curve or ogive is at its lower tail, asymptotic to the
horizontal axis lying entirely above it and therefore
the extreme portions of this section of the curve would
redict positive explosion percentages for zero height or
or any negative height. As a matter of fact the same

difficulty is met at the other end of the distribution
where the curve is asymptotic to a line parallel to the
horizontal axis and one unit above it. Here a positive
percentage of misfires will be predicted for any drop
height however large. All of this simply means that

13
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whereas the normal curve "ay be an excellent approximation
to the true explosion curve over the central portion of
its range corresponding roughly to m&3 , it cannot be
used outside that range and this will cause no difficulty
in most practical situations.

46. If one uses a logarithmic scale the difficulties en-
countered at the lower enl of the distribution seem to be
avoided since a height predicted from the fitted normal
curve will always be expressed in logarithmic units and
hence the corresponding arithmetic height must always be
positive. The difficulties at the other end of the range
remain.

47. The device of using the logarithmic scale simply to
avoid the occasional estimation of a negative drop height
seems, however, to be an artificial mode of escape and its
choice on this ground alone seems hardly justified. The
main consideration would seer to be the choice of & fAmc-
tion, whether height, log height, or possibly some other
one which best approximates the normal distribution.
Having chosen the function which best meets this criterion,
an occasional encounter vith a negative height should be
looked upon simply as a consequence of the use of the nor-
mal distribution and should cause no undue alarm.

48. It might be noted at this point that sinee the logar-
ithmic scale has been by no means proved not to be the
true distribution, its use in certain situations for esti-
mating percentage firing points at the upper extreme mer-
its consideration in view of the previously noted tendency
for logarithmic estimates to be hrigher than the arithmetic
ones. For this reason a logarithmic estimate of a high
percentage point might be said to be somewhat safer than
an arithmetic one since the probability of underestimation
is smaller. For the same reason an arithmetic estimate
might be regarded as safer et the lower extreme since at
that end of the range overestimation of a percentage fir-
ing point is to be avoided for reasons of safety.

The Mk 120 Type Primer and the Primer Mk 102
(Stab Initiated Primers)

Test Procedure [
49. The statistical procedure used in the study of sensi-
tivity tests of the Mk 120 type primer was identical with
that used in the case of the Mk 101. The results obtained
from these tests will be detailed and interpreted below.

14
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Result s

50. Since only 800 primers were available for testing
purposes, the scope of the testing program was necessar-
ily reduced as compared with the Mk 101 primer, but the
same scheme was followed. In this case only two Bruceton
tests were conducted each consistinp of 200 trials and
at intervals of 1/2 Inch and .04 (log) respectively.
After the completion of these two Bruceton tests the re-
minder of the primers was expended at various levels in
order to obtain as complete a rundown as posrible. As
will be seen from column 4 of Data Sheet 5, a 100% experi-
mental point was reached with 40 trials nt 8.50 inches, .
but the lowest empirical percentage obtained was 2% in 50
trials at 1.50 inches.

51. The probit analysis of the entire set of data did
not produce results which were nearly as reassuring as
far as the criterion of normality was concerned, as was
the case with the Mk 101 primer. The plotted probits are
shown for height on Figure 6 and for log height on Figure
7. In both cases, although a general linear trend is evi-*
denced, there is also considerable scatter.

52. The probit analysis was carriad through two cycles
in both cases. The graphs show the original line fitted
by observation and the two adjusted lines. The line proc-
duced by the second cycle in the case of log height was
practically indistinguishable from the previcuz line and
hence has not been shown on the graph.

53. The calculations involved in the probit analysis are
shown on Data Sheets 5 and 6. TheM values for both
stages of the adjusted line are shown below:

Arithmetic Logarithmic

Ist cycle >14 14 32.163
-ZO=26.747 X4=31.209

2nd cycle /-14 31.209

54. These values are well above the expected chance
levels and hence the hypothesis of normality is definite-
ly under suspicion in both cases. As in the case of the
Hk 101 type primer some superiority for the arithmetic

scale was indicated.

S55 In some cases a large? 2 value may be misleading in
view of the fact that it contains unusually large contri-
butions from the ends of the range where the probabili-
ties are very high or very low, and in such a case the

"15
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fit may be actually better then thep 2 value would indi-
cate. In these case. a more accurate picture may some..
"times be obtained by groaping several levels together at
each end of the range. This was •'r'ied out for the
arithmetic scale, the calculations being shown on Data
Sheet 7, anA a slight improvement was shown. However,
the value) 9 - 15.21 is still a rather improbable one
under the hypothesis of normality and this hypothesis,
while not to be rejected, is Oertainly not strongly sup-
ported.

56. In the probit anal 9s, departures from normality
as indicated by a large • value are allowed for by apply-
ing a heterogeneity factor to the variances of the esti-
mates. This factor has the effect of increasing the size
of the confidence interval for each estimate. In other
words the net effect of considerable departures from
normality is to decrease the precision with which esti-
mates of the various percentage firing points can be
specified. The use of the heterogeneity factor will be
illustrated presently.

57. The equation of the fitted prcbit regression line as
obtained from the second cycle of calculations on the
arithmetic scale is

Y 2.34 + .59X

where, as before, X represents the drop height and Y the
corresponding probit. Using this equation the following
heights were estimateds

1% Height : .56 inches
50% Height t 4.51 inches
99% Height : 8.46 inches

The variances of the three estimates listed above are
.08389 .0084 arid .0765 respectively. However, because
of poor fit these quantities must be corrected by the
heterogeneity factor as Atated above. This factor is ob-
tained by dividing the 4 vnlue qbtained by its number of
degrees of freedom. Using theX. value which was obtained
by grouping several levels together we haves

X2 1521 =1.69

- If the variances listed above are multipli1ed by the factor
"they become .1416, .0142, and .1293, respectively. The
respective standard errors are obtained by extracting the
square roots of these numbers, and these standard errors
are then multiplied by a factor obtained from a table of

16
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Student's "'tt" to obtain the following confidence inter-
vals$

1% Height : 0 - 1.80
50% Height : 4.12- 4.9 0
99% Heipht : 7.29 9.63

58. The confidence interval for the 1% height actually
includes negative heights but only the positive portion
of the range has been tabulated,

59. The first and most obvious remark to be made about
these confidence intervals is that they are very wide.
This becomes even more evident if they are compared with
the corresponding intervals obtained in the tests of the
Ik 101 type primer and listed on page 6 of this report.
The upshot of this is that the experimental material used
in the study of the U4k 120 type primer behaved in such a
way that it is impossible to confine estimates of its
percentage firing points to reasonably small confidence
intervals even through the use of the relatively elabor-
ate probit analysis.

60. The results of the various Bruceton tests and sub-

tests are tabulated below:

1/2 inch intervals

No. trials X 4T 1% Pt. 99% Pt.

200 4.86 1.51 1.35 8.37
100 4.60 1.47 11. 8.02
50 4.42 .9 2.21 6.6

100 5.12 1.16 2.42 7.82
50 5.10 .73 3.40 6.80S50 5.12 1.59 1.42 8.82

J .04 (log) intervals

No, trials X O"(1og) 1% Pt. 99% Pt.
11 200 4.48 .220 1.38 14.55

100 4.81 .189 1.75 24
50 5.18 . o09 3.06 1. ?5
50 4.52 .237 1.27 16.07

100 4.16 .165 1.72 10.07
50 4.06 113 2.22 7.45
50 4.30 :205 1.43 12.:8

"S 17
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61. As would be expected from experimental material of
this kind, an extremely wide range of variation was exhib-
ited. For instance, it will be noted that estimates of
the 1% point as obtained from the 1/2 In. Bruceton tests
vary from .70 inches to 3.40 inches whereas estimates of
the 99% pt. as obtained from the .04 log test vary from
7.45 to 14.55 inches. Needless to say, little reliance
could be placed on any single Bruceton estimate obtained
for primers of this sort.

62. The confidence ranges of the probit estimates were
so wide and the variation of the Bruceton estimates so
extreme that there seemed little point in illustrating
that variatlon graphically as was done with the test re-
sults of the 101 primer. If the same scale was used as
in the previous graphs even the confidence intervals uf
1% and 99% probit estimates could not be contained o~n a
single sheet and to compress the scale would only be mis-
leading.

63. Thex 2 tests for the two individual 200-trial
Brucetons were run as was done in the case of the Vk 101.
The calculations are shown on Data Sheet 8 and the re-
sults are shown belows

Interval Chi-square value Probability Level

1/2 inch a 4.96 .43

.04 (log) = 13.50 .10

64. The value obtained for the arithmetic intervals seems
to contradict the poor fit indicated by the probit analy-
sis of the entire rundown. However since this value is
derived from one-fourth of the total number of trials and
concentrated in the neighborhood of the 50% point, it is
not adjudged to be as relable an indicator of the true
Atuation as the probity, value. Comparison of the two
' .values listed above again indicates superiority for

arithmetically spaced intervals for the Bruceton test.

65. Before concluding the remarks on the IA 120 type
primer the results of a set of calculations carried out
prior to the initiation of the present study should per-
haps be mentioned. There was available for analysis a
set of data obtained from a rundown test of Mk 102 prim-
ers which had been conducted in September 1944. The
priming mixture contained in the primers was mercury ful-
minate Porn Porn No. 74. The rundown was complete con-
sisting of 100 trials at each of 16 levels spaced 1/4
inch apart.

18

UNCLASSIFIED

.4.. 71- -



UNCLASSIFIED
NAVORD Report 2226

66. The data were analyzed by the probit method. The
probit curves are shown on Figures E and 9 and the calcu-lations on Data Sheets 9, 10 and 11. A glance at the ex-plosion percentages shown in Column 3 of Data Sheet 9shows a curious slowness of tailing off at the upper endof the range. Nearly half of the total range of testheights is included in the 90%-100% explosion percentageinterval. This factor undoubtedly affected the statisti-
cal results, as will be seen.

67. Thek12 values obtained after a single cycle of calcu-
lations were as follows:

Height Log Height

X1 2= 3.347 2l = 14.95113 '
68. The calculations for height were carried through asecond cycle but the fit was evenopoorer, a possibility 

£previously alluded to. A third 's value for height wascalculated by grouping extreme intervals but no improve-
ment in fit was noted.

69. Thus the twoX? values shown above seem to contradict
the evidence obtained in the main body of this study inthat the logarithmic-soale seems to be definitely superiorto the arithmetic as far as goodness-of-fit to the normal
distribution is concerned. However a study of the graphsstrongly indicates that the poor fit indicated for heightis in the main caused by the last few points at the top ofthe probit graph;, that is, the points corresponding to theprobits determined by the unusually long tail of the dis.-tribution. Use of the logarithmic scale brings about acontraction of the horizontpl height scale at its upperend. thus bringing the points plotted at the tail closerto the line determined by the remaining points.

70. The result obtained in this case is therefore notthought to contradict the conclusions previously stated
concerning the relative value of arithmetic vs. logarith-mic intervals for the testing of primers in general. Inthis case the unusually long tail at the upper end of thedistribution was thought to reflect inferior quality inthe primers under test. Logarithmic tests would thereforeseem to merit serious consideration whenever material of
this kind is under test.

Conclusions
71. The following general conclusions appear aprlicable

19
UNCLASSIFIED

-° W 1x



UNCL'A SIFIF, D

FAVORD Report 2226

to the tests which have been described and discussed in
this report:

a. The probit analysis should replace the Bruceton
whenever the exact specification of extreme percentage
points is required. Attention is again invited to refer-
ences 3 and 6 in this connection.

b. Whenever possible, when using the Bruceton method,
separate tests using different interval sizes should be
used to estimate and

a. In any case, Bruceton tests should not be used
to estimate points outside the 10%-90% range.

d. No marked superiority for either arithmetic or
logarithmic intervals has been disclosed. Either may be
used as seems appropriate.

e. Appropriate confidence intervals should be corn-
puted and furnished with all estimates.

72. Some qualification should be applied to the above
conclusions, however, in those cases where primers exhibit
the erratic performance noted for the Yk 102 and Mk 120
type described above. The use of the Bruceton test in
evaluating primers which show erratic behavior would seem
to be open to serious question. The probit analysis with
appropriately stated confidence intervals would seem to
be a reasonable alternative.

Sugestions.for Further Study

73. In view of the seeming unreliability of the Mk 120
and Mk 102 types of primers tested in the course of this
study further tests along the lines suggested in this
reporA using a large group of Mk 102 and ik 120 types of
primers manufactured under carefully supervised conditions
to insure uniformity would be of value.

74. Experimental testing of other "staircase" methods
discussed in reference 4 would throw further light on
tests for srall samples thnt might be used to supplant
the Bruceton. in m~,st cases the Rlternative methods are
considerably more complex in both testing procedure and
subsequent analysis than is the case with the Bruceton
and they are less flexible allowing the estimation of
only one percentage point for each test. Whether these
disadvantages are offset by greater accuracy would be
worth investigation.

20
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75. Finally, in an attempt to diagnose the cause of sp--
parent inconsistencies of primer firing under crop-test
conditions, a critical review of the entire drop-test
procedure would seem to be in order. A step in that di-
rection has been made in reference 7. in which the urob-
lems connected with the transfer of energy from ball to
primer through the medium of the firing pin are dis-
cussed from a theoretical point of view. It is pointed
out in this connection that the maintenance of stable
conditions with regard to this transfer of energy in the
course of the test would require that the trials during
a drop test be conducted from a constant height while theweights of both the ball and the firing pin were varied

from trial to trial. Whether an even greater improvement
could be effected by abandonment of drop-testing methods
entirely in favor of testing devices of the pendulum type
or timing devices in which the time interval between im-
pulse and explosion is measured would seem to b• a sub-
3ect for fruitful research in the future,

I .

I?
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Appendix A

Note on Computation of Confidence Intervals

In computing the oonfideno. interval for a given estimate
the standard deviation of the estimate is multiplied by a
factor which depends upon the desired probability level.
In this connection it is to be noted that these factors
are not the same as those which are used in obtairing the
estimates themselves, which are listed in reference 1,
page 19. For example, bhe factor used to determine the
estimates of the 99% firing point is 2.326, whereas the
factor to be used in determinins the 99% confidence inter-
val of that estimate is 2.58. Tho correct factors to be
used in computing confidence intervals at any Trvobability
level can be read from any table of normal areai and ord-
inates and is found in the column headed "t" opposite the
entry in the column headed " ", which is half of
the desired probability. For example, to determine the
correct factor for a 95% confidence interval, the value
1.96 is located in the column headed "t" opposite the
value .47500 (half of .98) in the column headed "

The values used for estimating any percentage firing point
may be obtained from the sume table, though the values
listed in reference I are adequate for most purposes. lo
obtain these valued from a table of normal areas, .50 is
subtracted from the required percentage, expressed as
decimal, the result is located in the " V column and
the correct factor appears opposite it in the "t" column.
"°hus the value 2.326 used to estimate the 99A point is
found by interpolating betbjeen the values 2.32 and 2.33
which appear in the "t" column cppocite the values .48983
and .49010 respectively in the " " column,

* In ýhe probit analysis where a heterogeneity factor is
applicable a table of "student's t" must be used instead
of the table of normal areas and ordinates. See reference
2, page 60.
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Probit Analysis o. Ilk 101 11
2M Cycle

12 3 4 5 6 7 a o %'b
eipht n p Y ff Y flvX nvy

4,00 100 1iC 8.2 .8 8.49 13.2w0 6.792 . 60
3.75. 100 99 7.6 4.0 7.21 15.000 8,940 .57
3.50 100 99 7.1 1.IO 7,28 38.500 80.100 .54
3.25 100 91 6.6 23.8 6.. 77.350 149.464 51
3.15 56 93 6.3 18.8 6.46 59.22m. 12L.-." .50
3.0D 10 83 6.0 43.9 5:95 131.700 261, 205 .48
2,80 44 73 5.6 24.6 3.61 5.88W 238.006 .45
2475. NO; 70 545 58.1 5i,2 159.775 320.712 A.4
2.50 312 47 4.9 197.8 4.92 491.500 973.176 .40
2.25 100 - 34 4.4 55.8 4.60 125.550 2566806 - .35
2.00 127 11 3.8 47.0 3.77 94.o00 177,190 .30
1.75 100 3 3.3 20.8 3.14 36.400 65.312 .24
1.50 100 0 2.8 9.2 2.41 13.800 22.172 .18
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99% pt: 3.60 • __,^j • '

- • *-.. *. ,**"~ -. .,-*--.*.. ,*•.w*,-* ,'

.2i



t Analysi• o.f' Ilk 101 ,)ata Data Sheet 2
2nd Cycle

& 8tt 10 11 12 13 3.4 15 16
nuwy n p Y nw reeX7 iwy

6.792 . 60 100 100 7.5 5.6 7.85 , .0Q" 39S..840 .57 100 99 7.2 9.2- 7.31 5.A< 67.42
80.o8O .54 100 99 6.8. 2S.O 7.13 9,720 1M.14.
49.464 .51 .100 91 6.4. 30.2 6.34 15.1&02 193.468
A.1.8 .50 .56 93 6.3 18.$ 6.46 9*••4• 1M448.
61.205 .48 100 83 6.0 43.9 5.95 2L.072, 261.Z05,
38.006 .45 44 73 5.6 24.6 5.61 11.0'70 138ICý6
20.712 44 100 70 5.5 5.1 5.52 i564 *2D.w12
73.176 .40 3 2 47 5.0 '98, 7 4.92 79I•0•. l•97'i.6I".
s6.660 ý35 100 34 4.4 '55.8. 4.60 19._530 256')AW0
77.190 .30 127 U1 3-7 42.7 3478 12.810M vL6JO&
65.312 .24 100 3 3o0 13.1 3.13 3.1,2 1."003
22.172 .18 100 0 2.2 :2.5 1.8 .0 4 4.0700
0M.077 56.6 m 25.826 Z09.074

-4247 I 5.2Q38
2n 2 2

65,759 92. 243.W 11581,2= 14,W9.793

U*9T "07 34-.724

,99... P-4. 1z,,
O -pt ., .

AcýaD0



i- + W ss - 0 r

1.2 3 4 56 7 89 10O
How um Heiht•

I-. p T y mX owy y

--00.. ... 1 .2 ,.8 8.49 3.200 6.792 8.2 .603.75 100 99 7.6 4.0 7A23. 150.00o 2.840 7.6 .57
3.50 100 99 7.1 11.0 7.28 38.500 80.000 7.1 3%3425 100 91 6.6 23.0 6.38 77.350 149.464 6.6 .513.15 56 93 63 18.8 6.46 59.220 1a9L.44 6.3 .J
3.00 100 63 6&0 43.9 5.95 131.700 2f1..05 6.0 .48
2.60 44 73 56 24.6 5.61 68.880 334.006 5.6 .452.7M 100 70 5.5 58.1 5.52 1594.75 320.712 5.5 a,,4
2.45 312 47 4.9 3.97.8 4.92 494.50 973.176 4*9 .402,12 100 34 4.4 55.8 4.60 125.550 256.60o 4.4 .35. 127 31 3.8 47.0 3.77 94.000 177.190 3.8 .301.75 100 3 3.3 2D.8 3.14 36,400 65.312 3.3 .24
1.50 10 0 2.7 2 oo . 32 IIMpU69 2.7 .18

1=2.5593 55.0016
sw2356.,62325 68,1.-o0O 1 .50.

b 2.2858 .r31I-,53+4W92bw=2,18-

5C% pt:2.54 in. (Ia .020 (2.49-2,59-- tl In.6 d =g 99% 0.-.(3.46.-3.74
In:05l 7 (1,32-1-62

S .-. .

q-.
z "++• " '" •r# 

'+ ..

R -COW .... ? +i , ' . .



Vnlyi WcL 101 -3rd Cycle Dat~aShe.t 3
8 9 10 11 22 23 14 15 16 17

Haight fzf, HqEiht
ow T x" n p T , y MinW

6.792 8.2 .60 IOO 100 7.6 4.0 7_94 2.400 31.76029.840 7.6 .57 100 99 7.2 9.2 7.31 5.244 67.25260.WOO 7.1 .54 100 99 6.8 18.0 7.13 9.720 1W,34049. 6.6 .:.1 100 91 6.4 30.2 6.34 15402 191.4D.2.4418 6.3 .50 56 93 6.3 U1.8 6.46 9.400 la_•4461.205 6.0 .48 100 83 6.0 43.9 5495 21.072 261.203S.006 5.6 .45 7 73 5.7 23.4 5.61 10.5.30 In,"74'20.7'12 5.5 .44 100 70 5.5 58.1 5.$2 -25 564_73.176 4.9 .40 312 47 5,0 198.7 4.92 r9.IS-Ago g'n36.6Wo 4.4 .35 100 34 4.,4 55.8 4,.60 19 o30 2566-77.190 3.8 .30 17 11 3.7 42.7 3'78 1280;164065.312 3.3 .24 100 3 3.0 3.1 34. 41; 00
2.7 .18 .100 0 2.2 1.8le

S.4142 5.19*4
2 .2 _23;Jy Sk)X' kwXy Samy53.231 91.64018 1150,6190 24.46.089

36 -, T4, 377. .0 ?e91-781 '81(!.34)
77 -. c96412,782Xs

(23.45-2. 55

k . 11.0*I ' f

Acdoo "A"" AV r
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Probit Anrmlyals of )k
lot Qyolo

2 6h T 9

H.1lht MD. Of NO- -Of Rvacoa ~ote& Wor'king
x Tral. Uplo. zqpl@. Probit Probit A~V Probit w

8.50 410 110 100 70.4 2.5 ý-721.-250
9.00 16 111 88 6. is .2 1.5 .112.000

7.50 50 !9 99 7.05 1* - -35M
6.50 50 43 96 -.s63 1.
6o . 0 0 k13 8 ~6 6.08 . 22.0 6.06 132,6000

79 Zi : 35 4 &-250a~

g4.67 238 46T 9
38.1 23.8 .167

4O, 50 224.8 21.8 31.)4 'k-65 Mt
3W 19 6 32 4.53 li.6 U1.1 12.53 4,2

3:1o1 *4.59 14.5 29.0 14.59 101.500
3.D 50 17 is4.os 3: .1D2 4,10~ 50.500-

2.000 50 29 :
1.00 21229 . 0.14 ,.

AM 50 2.9514 3*3.71

sma

42% 352-75
b .591 2t

____ ~ 3&~ ~ ~-
iYI

W -

pt: - S



ftaiyr-is of Nk 120 Data Data Shoot 5
lot cycle 15

9 10 11 1

21.250 19 .i4P5  .93 61 93 IT TT9 5 -
12.0m 6-315 .9066 3.8 3AW~ -8381577C~ 5I~ 0~f .~s6.4i 15.1 6.6a 13-M 028

109. go 201.6i S 6.0 22.0 6.08 1780 13-
132.Q 13.70 5.9 25.2 6.05 1956r ý152..
152.250 ;94300 .7i4 5.6 35.2 5.79 26.o'G ~ 3O
2" .5m0 263J* -T0 5.14 7 49 o 0 2-A
118.300- .6628 5.3. IMD -3720

14265*0 152.ýO6 1 3174 .50 35 - 152.29,

4.4 .2 4.60 15.666 I299o3)0
501.500 13. 15.1 4.26 6.04 4

300200 48.169 -30 6.6 2.95

xf a 6732 Y' u 5.1976
7a." a *97iw

2 2
3#wi14

in.

~4i in.



- ~Probit Alnavyis of ~

-i" 22A o"1o

356 7 9
Hot&% Lg MdrL"A

5.500

5.50 79 3.8 35.ý3 5: 13..103
2.00 259e53. 295.500 2.916 95

1.50 42 5.2 31-3 4-80 .62

2.50~•5 9O55.741
V 26.sw

~92

"71 M- -

P..



Dbit, Anza1y~1 of ;09 1.M Mutf

9 10 31 12 13 15 U6
log no1t 1,ai1

.93 4o 100 6.6 .5 T.09 8-835 6 -5
.90 1 s5 6. 9.j 6.09 3m.670M

:850 go 6.: 2 15I 6.61 1.3,26 02.
.8 0 66 6.o 220 6,06 17A,20 3

.650 86 . 52 6.05 16 52.9

4690 1 5.1 g7 1ý 9T 40.390 12.1609

.60 50 5.1 10 3ý.) 17,160 15.290

2 59 19 3-2 4.7 11.7 4 534118
a 1 0 41.5 9g.0 p4.59  150133.L1O

5 .90 0 16 347 ilo ~4.3f 647W0 70.22E
3D 50 2o 3.1 7.7 2.97 2.-1O .22.569

0.19 50 2 3,5 29 Xo .2

122

4;

- a

- -.. .~.a 4.ae tr -_

Best A~abeCOPY-



1 ~3 A5 67 89
-0 mom LOS Re±aot

T p n r nP u i

840 7,36 99.1 40 40 39.6) .93
8.00 7.06 96.0 26 11. 15.7) .90

6.6 96.1. 50 1#9 8.) 1.3.e
6.1 .88.1 50LLS4.) O

6600 %a6 81.1 so 43 40.6 2.475 .78
5050 54.50 714.9 63 50 45.3 4.7 1.74 .74
5.00 50,9 61.4 96 46 58.9 12.9 7.31 0
1,*" 5.02 50.8 4~1 25 20.8 4.2 1.72 ..66
4.50 5.00 50.0 so a. 25;0 4.0 1.20 .6.q
4.15 4*79 U*17 30 314 15.8 1.8 .35 .62
4.00 4470 30.2 50 22 19.1 2.9 .71 .60
3.80 4.5e 33.7 19 6 6.4 41 .04. .58
3.50 4.40 27.4 so 17 13.7 3.3 1.09 .54
2,p 3A2 11.9 50 9 6.0) CM. ,40
2.00 3.52 6.9 50 1 3*49 .3 .30
1.50 3.22 3.8 50 1 1.9 .18

152

* --

777.~



i

DItU MIDt 7of Mc L20 Iatta

2 9 10 3U 12 1.3 24 35
jt~pWLog Haight

.93 6.66 95.2 40
.90 6.49 93.2 16 14 v495
.88 6.08 91.6 50 49 45.8) 5.2

.21 .-n 5.99 83,9 50 43 424 0)

.75 .78 5,42 79.4 50 43 39.7 3.3
1.74 .74 5.59 72.2 63 50 45.5 4.5
7.31 .70 5.37 64,4 96 46 61AS 1a.8
1.72 .66 5.15 5640 41 25 23.0 2.0
1.28 .65 5.09 53.6 50 ZL 26.8 5.8

.35 .62 4.92 46.8 38 34 17.8 3*8
.71 .60 4.81 42.5 50 22 a.2 0.8
.04 .58 14.70 38.2 19 6 7.3 1.3

1.49 .54 4PI7 29.8 50 IT 34. 9 2.1
.01 ,o4 3.69 9o5 50 9 4.8)

.30 3.13 3.1 50 1 1.6j

.18 :O6 o. 03 3?

... i. i.•..r than for height.. so the

w~lvas rrjt comapleted*



4. 6 1/2 Inah /
o'• 1.51

12 3 4
1 2 3 4 5x n r, p

in. bi. pi4.50 100 *
?50 ---90

. M94 .00 97S4
3.5 1 I9 4 .50 -. 7o" .405
3.25 100 9T 9?7 2T 5.00 :09 :536
.3.0.0 -. .663

26 I-W .93 .o3 .5

200 3 8~ 9 69 6 14 6:00 .75 3
2.0 0T1 2 6.50 1.09

2.25 .00 r2 62
WO 100 50 50 100
1.75 1.00 3T 37
1.50 100 19 19
1.25 100 12. LI
1600 100 5 5 r 5.75 100 0 0

1 .1 .415
455.59 .1,7

"" 5 .To9 .70 .4
5 ,53. -.51 3 .

590 .--32
2 6Z -.1-5

6 1-6 .65g .03 .512
2-, .69 .022 .597

-740 .410 .655
9 .792 .60 .726

'0O 1 .923 -79 .792

97



.- 1

Testa of Nk 120 Mta Data Sheet 5
(200-.trnl Brucoton Tests)

14 5 6 7 9 0 )2

-ni qi. ql/pi VI i

1.000 1.835
-90 .3Z4 .916 4.435 4.435 7.9 .01
.57 .2514 .716 2.2 11.1a1 19.6 .20

& .1405 295 1.9 16.45 25.8 .00

.09 .536 .4641 .866 14I22 2-5. 0 '16
.140 .663 ,337 .50o 7.226 12,7 16,71
-75 :M73 .2M7 :2941 2. 12-4 3.7 op

1.09 .2 .13 160 .3o40 6 2. .. 3

56.955 56

,.000 . 1.27--- .37 L _ ,..* >.o -.. •"+ 1.4 .63

:.1 .0 695 2.2 02 033 9.7 2.29

-. 15 1414o0 20.7 .53
.03 .512 .4,5 19.7 69
.22 •597 .2413 13.9 5:96
.410 655 +:3- 4 7.3 .72
.6o .726 .274 -37? 2.9 .23
.79 .7.2 .218 .279 2.460 .5 .36 P .10

3O1~0 . '2O 13-50

-Avaita COPY. . . . . ..o y.. ....

-•"+ ;+-- Be~t• '+++"



-----. -- -, Pz'obit Atalysis of Hk 1Oý

1 2 3 4 5 6 7 6 9 10

x Piobit Y m air
I95O 100 1W 100 7.6 .0 7,91 M,000 31.760 1

4o.25 IO 97 97 6.8 7.3 7.6 6.6 2 .300 50*312 1
V.0 20 97 97 6. 11.0 6.Se W*000 750:6w 13s75 10 "0 6.6 2s.o 6.50 69.5oo 1.oo

39 M 160 6.55 6.5 69.6o0 1601
3.,05 M 97 911 6.0 5 63 g.6 6.69 91.20 Oi16.8. 16:ooT.3.00 i00 93 93 6.0 3-9 6530 IA3.50F
2.45 300 89 0 6.23 5.9 50.3 6-35 IL9 32 09
2.50 10 7 7 5.?? 5.5 59-.1 5.75 W. 107
2.25 200 IN 5.31 ý.2 62.1 5.30 1120.075 3323101
&.00 100 50 50 D0 4$.9 A. OD0 12.60 31.000 1
1.75 100 3T 3TIow

558.8 1.1 3570
2 M U 13 3: 62,8 .

.T5 100 0 0 . ebm qm,

!2.2855 em.29
2

75 17015.220

13

9,9% i':3.97 in.
I% pt. .15 in.



Probit Analysis of )tc 102 DO&t me"Soo 9

9 10 n1 12 13 314 15 16

18.0oo 31-760 1.65 7.3 7.6 7.69 12.540 54.369
a-.300 50'312 1.63 T.2 9.2 675 1440%9 62.1.00'

.00 75 TM, 1.6 7.1 1. 6.87 20.'9(0 9.9
6 5w 1.000 1.57 6.8 18.0 6.50 26.260 3A7;000O

g9.1.5 6.6 23.8 6. ~ .6M890,
19.'200 221$.; 1.5I. 6.4& 3o.2 6$ r*0 559

0325 w= 34~.G 1.44- 6:0 3. 62Dft 2372,92

1 -E iW0514 5.1 53.2 5-T7 AW 36646
11ý.j 75 332.310 1.35 5.l& 601 5-30 .1-35 35.
126.080D 317.000 1.301 6A 5.o s,2 i w
107.900 2"7.672 I'A 52.12 2-67.0r
43.700 231570 1.1Z 4-3 53.-2 14.13 t.~76 2119-

110.007.20 3.T7 18000
40.500 M1-5, 10 3-2 31.0 3.7? 2S-0700 V3 ma

I3~~!71P 3T2- ~ 711W W
5d29 Lr 5- 53792

17015,.220 399U 5683.254&

60O9i 2 5.52.6.WC

50% pt: p.8 in.

99% pt: 4.4L
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