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ABSTRACT 

The absolute differential cross section for the elastic scattering 
of 20.6-Kev protons by deuterons was measured, using the external bean 
of the U.C.L.A., synchrocyclotron. A triple-coincidence proportional 
counter telescope, with variable absorbers between the second and third 
counters and differential pulse-height discriminators (set by a new 
method) on the first two counters, was used to select the desired 
particle by rang~ and specific ionization. Deuterium gas at atmos- 
pheric pressure provided the target for the proton beam, vhi@h was 
collimated to 1/8" diairater, with a maximum angular divergence of 

•f*. An interchangeable slit system was used to give angular reso- 
lutions of 0*9° or 1*8°. Absolute measurements were made at 22 angles 
from 12° to X6V* (center of mass) with an accuracy varying approxi- 
mately from l^to 3%9  depending upon the angle. The cross section 
shows the familiar ilesp minimum (near 130° in the present case), but 
in addition a shallower ainintrm near 19°,  due to Coulomb-nuclear 
ixr&erfarf&ce. This latter minimum should allow fitting the data with 
a unique set of phasj© shifts. Heretofore such three-body scattering 
experiments have by themselves yielded two ambiguous sets of phase 
shlf?<es, corresponding to tne ambiguity in the doublet and quartet 
scattering lengths. This experiment, then, ought to provide a more 
stringent test for theories than previous low or intermediate energy 
nudeon-deuteron scatterings. 

8aiin«afc-»<Si 
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I.       INTRODUCTION 

The study of the scattering of nucleons by deuterons could be expected 
to yield Information on (1) the character of the force between neutrons, as 
compared with that between protons; (2) the exchange properties of nuclear 
forces; and (3) the existence and nature of three-body forces. 

Because of the importance of these subjects*  a considerable amount of 
work has already been done in this field,    For example?  at least some 
information is available on the differential cross section for proton- 
deuteron elastic scattering at the following^proton laboratory energies 
(infov):    .2 to .9,11   .250.2   o2754

2    ok&?    06O,3    „73,?    0825,*. 
.830,f    .99,3    loll,3. 1.23,3    1.36,3    1-50,3    1.51,5   1.61.3    2.08.* 
2.53>   3.00>   3.35,6   3.W,J   3.97,7   L.2 *  A.97,8-„5.0,9   5.1/0 
5.2,£   9.7,l2   3l,13    95,1^16   3JL2,1*   1389

16   V*,1'    240,lB   and 
3^5•  "      The angular distribution of neutrons scattered from deuterons 
has also been investigated at a large number of energies:    7.2lf x 10"®,20 

.I35,f*   .220.|2    .280,21   ju^ST    c^ST    588f21     750,2*   ^ 

.91if,21    io0/2 JU35-la50,23 JL50,22    2.0,22    2»5o2-    2.53,^ 25 
2.6,56    2#6^,& 3f«   3>129    3.27,30. 51 |^»    ^5^5.5,32    ^,27 
9.7,33    12-13,34   13.9,33    U*-,-"5    ° and 903'    Hev (neut-^ laboratory 
energy).    While the inelastic scattering has received much less attention, 
a little information on the D(p,2p)N reaction is available at proton 
laboratory energies of 5.1,38    9.7,39    95,^ *°» U    240/6    and 3if0^2 

Kev, and on the D(n,2n)P reaction at neutron laboratory energies of 
12-13,3*    14,35» 36' &      90,37    and 27<M   Mev. 

There has also been a large quantity of theoretical work dona in 
this field,    The early papers,*5""*9      thos»50-53    dealing onliy with 
methods of making three-body calculations, the work5V~57    on veiy iov 
energies,  and that58-71   utilizing Born or "impulse" approximations 
(i.e», for energies above 80 Mev) will not be of interest with regard 
to the present experiment.    We are concerned with the intermediate 
energy region,  for which theoretical work has been done on n-d- 2-7o a^i 
p-d77-31j.    (often with n-d included) elastic and inelastie85-67    scattering. 

Let us see what can be concluded from all this work in regard to the 
first objective mentioned above, determining whether charge symmetry 
exists*    i» e., whether the forces between two neutrons are the same as 
those between two protons, aside frcm Coulomb and mas3-difference effects. 
Since neutron-neutron scattering is impracticable? the next most direct 
way to get information on the n-n force would seem to be hy comparing n-d 
and p-d scattering, as the n-n force involved in one is replaced by a p-p 
force in the other.    Comparing differential cross sections - or, a. much 
better test, comparing similar phase shifts ••  for n-d and p-d scattering 

'M     References are collected at the end. 
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up to 5 Mev has given evidence 22, 80, 31, 83 for charge symmetry. 
The p-d ph?se shifts seem to be less than the corresponding n-d ones 
by the square of the Coulomb barrier penetrability factor."**  Look- 
ing at it another way, the p~d phase shifts are essentially equal to 
those for n-ci if the proton laboratory energy is higher than that for 
the neutron by 0o5 Kev? the height of the Coulomb barrier.°3 

This evidence for charge symmetry is not very decisive, however, 
because of the inaccuracy of the n-d experiments used for comparison. 
It seems worthwhile to make better experimental comparisons in this 
intermediate energy region, where the charge symmetry assumption can 
oe teeted for several angular momentum states, and where the most 
accurate n-d experiments can be done, using monoenergetie neutrons 
from the T(d0ii)He4 reaction. Such experiments have been performed 
v. ?Jf Mev^5* 3o and others are expected to be done at 27 Mev,"" 
h-tit an idea? comparison with the present p-d experiment could be 
provided by :sing the 20-Mev neutrons available from the new Los 
Alamos elpcorostatic generator* 

Ths recent calculations of Christian and Gammel"^ seem to show 
that a comparison of only quite accurate n-d and p-d experiments 
could yield much information on the n-n force. They find that the 
n-n and p=p forces are relatively unimportant in nucleon-deuteron 
scattering;, the phase shifts being determined mainly by the triplet 
even parity r=-p force. This result may stem largely from their 
choice of slow-neutron scattering lengths on which to base phase 
shifts, whereas another set of scattering lengths is also allowed 
by experiments. 89 

It is an important character! stl ••; of the nucleon-deuteron 
scattering work reported so far that each experiment could be fitted 
by two jets of phase shifts, corresponding to the ambiguity ia ths 
scattering lengths^ While such an indeterminateness is inherent in 
n-d scattering (unless the experiment could be performed with 
polarized neutrons) a unique set of phase shifts 'sculd b*. obtain- 
able from p-d scatterings if the region of interference between 
Coulomb and nuclear forces were accurately observed.. So far p-d 
experiments have either not been extended to low enough angles, or 
have been too inaccurate at low angles to provide the needed addit- 
ional condition which would remove this ambiguity. 

Thus it would seem that p-d and n-d experiments more adequate than 
those heretofore compared are needed to provide a test of the charge 
symmetry hypothesis, or even to establish which set of phase shifts is 
the correct one. A similar conclusion can be reached for the second 
aim, mentioned at the beginning of this section, that of determining 
the exchange character of nuclear forces. Hhile nucleon-deuteron 
scattering has fairly well established the existence of exchange 
forces, as opposed to ordinary forces* the more difficult distinction 



among types of exchange forces will require more complete experimental 
and, particularly, theoretical work. 

Nucieon-deuteron scattering can provide information on the exchange 
nature of nuclear forces because the deuteron Is loosely bound and thus 
makes a relatively big target, so that even fairly low energy nucleons 
are scattered in states of angular momentum greater than zero<> Similar 
angular momentum states, which should show the exchange character of the 
forces, appear in micleon-nucleon scattering only at much higher energies, 
where added complications, such as relativistic effects!, velocity depen- 
dent forces, and possibly isobaric states, enter in to confuse the inter- 
pretation of the resuit80 

Three main theoretical approaches are available for attempting to 
distinguish among force types by comparison with intermediate energy 
nucieon-deuteron scatterings, that of Massey and his co-workers, 7*» ?'» 
7os 78* oj^that of Verde

7*1 (applied to p-d for partial waves of L>0 
by GamnelBO ), and that of Christian and Qammelofity.  So far two of the 
three seem capable of fitting the low energy data fairly well, while 
the third (Verde*s) has not yet been compared with experiment, it being 
for 20 Hevo The present experiment could provide the first comparison 
with all three methods* 

However, it is too much to expect of the theories that a compari- 
son of this experiment with any of them will provide a definite answer 
as to the type of exchange force present, The available calculations 
do not include inelastic scattering, polarization, and tensor forces, 
nor do the potentials used give satisfactory answers for intermediate 
energy micleon-nucleon scattering.,  More important yet may be the 
omission of many-body forces* 

Since no calculation yet Includes the effects of many-body forc»s; 
it is perhaps premature to include seeking information about such 
forces as the third possible purpose for investigating nucieon-deuteron 
scatteringo However, the recent work of Drell and Hu&ng^O raises the 
hope that such calculations can be made soon,. Generalizing the Levy?! 
two-body potential for many-body forces, they calculated the total 
energy per nucloon as a function of nuclear density, and found an 
energy minimum of about the right value at a reasonable nuclear den- 
sity. Not only could this provide an answer to the long-standing prob- 
lem of nuclear saturation, but also the introduction of such many-body 
forces brings into closer accord the successful independent-particle 
model of the nucleus and meson theories of nuclear forceso The marked 
position correlation between nucleons resulting from strong, short- 
range, two-body forces is weakened by the many-body interactions, 
giving a more smeared-out picture of the nucleus, like that required 
by the shell model*. 

The apparent success of the work of Drell and Ruang has been 
achieved without introducing any new parameters in the Levy potential,. 



nxui 

While itsfield-theoretic basis is now dubious,?0* 92 ^he potential 
does fit*1*' °3 the data up to l& Mev for the n»p and p-p systems, while 
having only two adjustable constants, which are fixed by the binding 
energy of the deuteron and the n-p triplet scattering lengths    The 
generalization of the potential has been carried as far as five-body 
force89 but the alternating series (even-body forces are attractive 
and odd-body forces, repulsive) converges so rapidly, due mainly to 
the Paul! exclusion principle, that only the three-body force is impor- 
tant. 

If these calculations represent the true state of affairs,* it seems 
likely that the repulsive three-body force, which would be almost entire- 
ly responsible for keeping nuclei from collapsing,  should show up in 
nueleon-deuteron scattering,,    A possible indication of its presence might 
be the appearance of anisetropy in n-d scattering even at an energy as 
low as .135 Rev."   Perhaps at higher energies the effects of a three- 
body force have been masked by employing so many partial wave parameters 
in fitting inadequate data. 

In line with this conjecture, it is interesting to see that the 
fraction of the deuteron which could give rise to such high angular 
momentum values, L, is very small indeed.     Since the best fits to the 
data obtained so far have been made by Christian and Qammel, °* the 
largest L values they found necessary to use at three nucleon 
laboratory energies, E, are listed in Table I, along with the fraction 
of the deuteron which is found at distances greater than the impact 
parameter, r, needed to give these large L values.    This fraction of 
the deuteron is obtained, using an asymptotic form of the deuteron 
wave function, from eacpC-2(r/fcB)3 - expC-2L©^/^D]Q, where&M is the 
nucleon wavelength and % ®   is the deuteron wavelength, as given by its 
binding energy*    In connection with the following table, it should be 
recalled that although the values of the high angular momentum phase 
shif+    are small, they are quite important to the shape of the 
differential cross section,  since their contribution is weighted by 
roughly the square of the factor (2L + l). 

Table I 

L       E Mev        Impact Parameter, r       Fraction of Deuteron Beyond r 

.0022 

o00035 

. 00003 

"While little more than guesswork is possible now, if it is practic- 
able to work out nueleon-deuteron scattering using something like a 
generalized Levy potentials a comparison of phace shifts from sueja a 
theory with phase shifts from the present experiment, for which tfc* 

3ff   Somewhat similar results are obtained by Wentzel994 using scalar 
pair theory* 

6 9.66 13.2 x lO"^ ou 

if 2.53 17.2 x icr1^ em. 

if 1-51 22o2 x 10 *15 cm. 



kinetic energy is much like that within a nucleus, Bight yield 
interesting information on the role of aany-body forces inside 
nuclei. 



Ho  EXPERIMENTAL METHOD 

From the preceding discussion, we have sean that it is higbly 
desirable in measuring the angular distribution of protons scattered 
from deuterons to carry the measurement down to low angles in order 
to cover the region of Coulomb-nuclear interference,,  Since the 
scattering will be almost purely Coulomb, and therefore not very 
interesting, at too lor an angle, we note that the maximum angle at 
whlca Coulomb scattering is important is given roughly by the square 
root of the ratio of the barrier energy to the kinetic energy,'' At 
20 Mov this angle is y°» To be safe, the apparatus was designed to 
work down to 8°, which for protons corresponds to a center of mass 
angle of 12° (see Fig* lv> all figures are collected at the end). 

It is desirable to include not only the very low angles, but 
alro wne very high ones, because the theoretical results so far ob- 
tained differ mostly in the relative sizes of the forward and back- 
ward peaks, and to a lesser extent in the position of the minimum. 
Thus we wish to measure as close as possible to a center of mass 
angle of 180° (or, from Figu 1, alpo a laboratory angle of 180°), but 
from Fig. 2 we see that the proton energy at this angle is 2.3 Mev<, 
Because multiple scattering losses increase rapidly as the energy de- 
creases, it is not desirable to count back-scattered protons..  In- 
stead, we count the recoil deuteron which goes forward with most of 
the energy. From Fig,, 1 we see that counting deuterons at the 
limiting angle of 8° corresponds to a proton center of mass angle of 
16V>. 

Parenthetically., it should be noted that the formulas necessary 
for cc .puting the curves of Figures 1 and 2 may be found in the 
Appendix.  Classical and relativistic formulas are given for both the 
laboratory vs. center of mass angles and energy vs. laboratory angle 
relations<, Hhile the difference between the classical and relativis- 
tic results is small, relativistic expressions were used for transform- 
ing both ths laboratory angles and cross sections to the center of mass 
system (cf. Appendix). 

Trying to achieve the minimum angle of 8U required some com- 
promises because a large scattering chamber was impracticable, since 
the target gas, d'Sruterium, is expensive. Also, since the gas ought 
to be purified by passing it through a heated Pd tube, the filling 
time is slow, further militating against a large chamber.  A small 
chamber, of inside diameter slightly less than 11% was available, 
and this* then, provided the main, limitation on the geometry. 

58 The maximum sidewise momentum which the proton can acquire in such 
a collision is proportional to 

energy,, 
the square root of the Coulomb 



Let us look at the general geometrical arrangement*  The proton 
beam came into the chamber through a collimating 3ystem9 which defined 
it to 1/8" and limited its sngular divergence to not more than + l/2°o 
A small part of the beam was scattered by the deuterium gas at atmos- 
pheric pressure which filled the ehamber„  The unseattered beam passed 
through the chamber, an exit foil? and then into an evacuated Faraday 
cup where the total beam charge was determined for a scattering run, 
A email part of the scattered beam was selected by a slit system and 
counted by proportional counters,. The slit and counter system was on 
an arm mounted on a. shaft which could be turned from outside the 
chamber* Also attached to the shaft was a disc on which the scatter- 
ing angle could be readU 

With this description in mind and with the aid of Fig* 3, we can 
return to the question of the geometrical limitations.,  In order to 
'swn  the corrections for finite angular resolution small and yet to 
maintain a reasonable counting rate, two interchangeable sets of slits 
were made? of angular resolution + 0o9° and + loG0~ The narrow slits 
were used at small angles, where the counting rates were higher and 
the cross section changed rapidly with angle, while the wide slits 
were used at the larger angles (intermediate center of mass angles), 
where the counting rates were lower and the cross section was flatter,. 
Having interchangeable slit systems was valuable for several experi- 
mental check** also, as will be discussed later,, 

Ifith the minimum angle and the angular resolution chosen^ the 
position of the front slit on the counter arm is essentially deter- 
mined, since the slit must miss the unscattered beam at the lowest 
angleo The position of tha rear slit requires further consideration, 
To obtain wide enough slits and to maximize the solid angle for a 
given angular resolution^, it is desirable to push the rear slit as 
far back on the counter arm as possible, but it was felt necessary to 
provide room for three counters in triple coincidence? in order to 
reduce the accidental coincidence rate and to provide better particle 
selection., In order, thenv t' have simultaneously a practical slit 
geometry, a small minimum angle* a good angular resolution* a large 
solid angleo a triple-coincidence counting system, and a small 
chamber, it was necessary to resort to the unusual expedient, of 
putting the rear slit between the second and third counters,. This 
means that the windows of the first two counters ssrved as anti- 
scattering baffles* As will be discussed later* this arrangement 
imposed stringent limitations to avoid multiple scattering losses 
between the slits, 

A triple-coincidence counter telescope was chosen in place ©f 
the ether alternative of conjugate coincidence counters, which count 
both the scattered and recoil particles, for many reasonss a few of 
which are given here,, The conjugate counter system is not good for 
small angle measurements, because of multiple scattering losses and 
because the angular resolution g«>ts worse as the angle decreases.. 
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The accidental coincidence rate is higher for the conjugate system 
because (1) there are two counters instead of threes (?) *&• con- 
jugate counter must be made large (a) to reduce multiple scattering 
losses, and (b) because its effective height and width are a function 
of angle, one varying inversely with the other* and (3) the solid 
target which must be used will have higher Z constituents* Also, the 
number of target particles cannot be determined as accurately for a 
solid target as for the gas one tfiich can be used with the telescope 
system* 

One considers the conjugate counter system in the first place 
because with the telescope system one must separate five groups of 
particles: scattered protons, recoil deuterons, protons from the 
deuteron disintegration* Protons scattered from hydrogen (an impur- 
ity in the deuterium), and protons scattered from heavy contaminants, 
such as air.  Since all the information desired in this experiment 
cannot be obtained with the conjugate counter system, we must 
separate the particles by their range (with absorbers) or by their 
energy (with a scintillation counter)* Hhile a scintillation 
counter is not practical in a chamber of this size, separation by 
range is more desirable in some respects, in any case* For example, 
at a given angle the range ratio for scattered proton to recoil 
deuteron is much greater than the corresponding energy ratio* 
Another advantage is that with absorbers one can separate almost com- 
pletely (i.e<,, to 0*1% ) two proton groups which differ in energy by 
only 6%,    This not only gives a better separation of the particle 
groupsj but also it makes the corrections for slit-edge penetration 
much smaller. 

There is a continuous distribution In energy of the protons 
from the break-up of the deuteron, ranging from zero to a maximum 
energy, which occurs for the case of one proton going off in one 
direction and the neutron aad other proton going off in the oppo- 
site direction* This maximum energy is plotted in Fig, 2* To 
count deuterons, this background proton continuum was discriminated 
against by using the difference in the proton and deuteron specific 
iomzatione as the particles passed through the first two counters* 
In order to provide a separation on the basis of specific ionisation, 
and also to reduce the single-counter counting rates, differential 
pulse-height discriminators were used in the first two counting 
channels* The absorbers were chosen so that the desired particle was 
near the end of its range in the third counter* the resulting large 
pulse was then distinguished with an integral discriminator. In this 
way deuteron8 vere counted to the exclusion of the longer range 
protons* 

Separating particles by specific ionization at these energies is 
made difficult by the high probability that a large energy loss will 
occur in a single collision* 95-100^ Computations of this effect have 
been made on the basis of Symon's x(^ rather complete version of the 



energy- loss theory, and the results are presented in Fig. k.    The 
energy loss distribution of protons and deuterons in a counter 
filled with one-half atmosphere argon is given, Curves are drawn 
for various percentages of a group of monoenergetic particles, and 
for each percentage the curve gives the maxisujB energy loss for 
various proton or deuteron energies. The broadness of this energy 
loss distribution (represented at a given energy by the difference 
in energy loss for the 0.1% and 9°*9% curves), rather than the 
resolution of the proportional counters, determined the extent to 
which particles could be distinguished by this means and made 
necessary 'some correction for the background of disintegration 
protons when counting deuterons. 

Having a general idea of the methods chosen for this experi- 
ment, we can now go on to the details of the apparatus used to 
carry it out. 
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III.  DETAILS OF THE APPARATUS 

A* Cyclotron 

The scattering equipment was used with the U.C.L.A. cyclotron, 
which has Ifl" pole-pieces, is frequency-modulated, and by means of an 
electrostatic deflector produces a 21-Kev proton external bean in 20 
microsecond bursts, 1000 times a second. 

The external beam was made approximately parallel in the 
vicinity of the scattering chamber by means of a double-focusing 
wedge magnet in the cyclotron field* Coming out between 18* thick I 
ater walls through a magnetically shielded pipe, the beam passed 

into the scattering chamber collimator, which was attached to the 
pipe by a flange and sylphon. The chamber itself was approximately 
10 feet from the cyclotron tank* The water walls and some additional 
paraffin provided neutron shielding, but it was found that the main 
neutron and gamma background came from the external. rather than the 
internal, beam. This background was reduced greatly by letting 
nearly all the external beam strike only carbon (which has a high 
threshold for neutron production), both in the collimator and in 
the Faraday cup, 

B. Scattering chamber 

The chamber itself, a brass casting of 30-29/32" inside dia- 
meter and 3-1/8" inside height, has been used previously in con- 
jugate-counter scattering experiments. ^01, 102 

In order to be more sure of the chamber alignment, the exit 
(Faraday cup) and entrance (collimator) holes were reborecL This 
was done by putting through the central hole in the bottom of the 
chamber a tight-fitting plug, which was placed in the jaws of a 
rAtaiy table. The bottom inside of the chamber and the top lip of 
the chamber were both checked with a dial indicator and found to be 
properly level, with the rotary table at 0°, the entrance hole was 
rebored and the face on which the collimator flange rested was 
milled off perpendicular to the bore. The same procedure was re- 
peated at the exit hole with the rotary table turned to 180°. An 
0-ring groove was put in the central hole in the chamber, but the 
same ground brass shaft, which was previously used just with a 
grease seal for vacuum tightness, was again used in this hole to 
support the arm on which the slit system and counters turned* Thus 
this shaft and the hole into which it was rather tightly fitted pro- 
vided the reference for aligning the geometry of the whole system. 

To aid in the later final alignment of the system, a steel 
pin was placed in the center of the shaft, so as to project a 



short distance into the chamber.,     The shaft was held in place on one 
end by a ball bearing assembly Which bore against the outside bottom 
cf the chamber and on the other end by a tight-fitting es?9 which 
va& 3cr<?wad to the top of the shaft„    Attached tc the bearing assembly 
was a 10* diameter graduated disc, on which the counter angle could be 
read,    Cn the rther end of the shaft, the counter arm was bored out to 
fit tightly cn the cap.    The whole counter turning and indicating 
syst«n — arm,  cap?  shaft, bearing assembly,, and graduated disc — 
was put together with steel dowel pins,  so that it could be disassemb- 
led and then all its parts returned? quite accurately q to their 
previous relative positions. 

L'"    ColHaator 

The eslUmator construction is best ejqplained by referring to 
Fig,  3;-    Originally it was made to utilize the supposedly accurate- 
ly bored hole in the chamber for alignment*    Thus the part of the 
colliraator extending into the chamber made a tight fit in this hole, 
«'•'.' I.e th<? external tube of the coliimator fitted tightly on the 
^nner tube.    However, a slight inaccuracy in the bore made it 
necessary to provide set-screw adjustments on the second defining 
hole and the last anti-scattering hole*. 

The edges of the brass defining diaphragms were 1/32»i thick, 
the first hole being .12if8w in diameter and the second, . 1236lto 
Their defining edges were lif. 22* apart,  giving a maximum angular 
divergence of the beam in the chamber of + 0.50 degree**   Thi« 
geometry gave a reasonable beam strength, and yet the correction 
Uu liie cross section for finite beam 3ize was small. 

All non-defining diaphragms were made of carbon tc reduce both 
the scattering and the neutron background, as was explained previous- 
ly*,    To further reduce scattering, these diaphragm edges were beveled. 
Kost of the unused external beam was stopped by a carbon insert in 
the flange which joined the coliimator to the cyclotron9 and most of 
the rest on an insert just ahead of the first defining hole.     Between 
the two defining holes were three non-defining holes spaced by 
aluminum sleeves so that the following criteria were fulfilled; 
(1) the most divergent incident proton would not see the coliimator 
wall,*    (2) no part of the coliimator wall could see the last defin- 
ing hole (exeept for the section adjacent to that hole)$ (3) protons 
scattered off the first defining hole would not see the coliimator 
wall  (except for the first section)$ and (if) nc part of the colii- 
mator wall ?ould see the Faraday cup entranceu    These criteria made 
the coliimator effectively wall-less,,     A final anti-scattering hoi* 
of „170n diameter was added 1.790M beyond the second defining hole 
to limit the spray of protons off the last defining hole edge to 
a cone of half-angle 4°7°- 

* Actually^  the part of the beam selected by the coliimator was -so 
nearly parallel  '.hat beam pictures showed essentially all the beam 
to be containad within an angular divergence of + 0o2°o 
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The collimator extended as far as possible into the chamber 
consistent with not entering the scattering volume, the second de- 
fining hole being 2»8ifl" from the chamber center. This served two 
purposes %    (l) to keep the beam area small, in order both to make 
lov angle measurements possible and also to permit a small Faraday 
cup openings and (2) to reduce the penetration of the first slit 
of the counter slit system by low-angle protonso 

Magnetic shields vere provided around both the inner and outer 
collimator section So However,, it was found that the iron water valla 
mads a more than adequate shield against the cyclotron's magnetic 
field* and the inner shield was removed* 

The foil which separated the cyclotron vacuum from the chamber 
was .just ahead of the first defining hole*  In order to keep small 
the loss of beam from multiple scattering, <,0005" mylar (a DuPont 
j-cT'.yester) film was used, At first9 •-OOl" nylon was employed, but 
it developed leaks under bombardment much more rapidly than did the 
raylar. 

As mentioned previously, some alignment of the collimator was 
necessary to be sure that tne boin; (l) passed through th3 central 
axis of the chamber? (2) was perpendicular to that axis (i<,e», 
parallel to the plane of rotation of the counters), (3) was at the 
same height as the midpoint of the counter slit system, and (if) lay 
along the 0°-l80° direction,,  3ii order to locate the chamber center, 
a • Olif"-diameter steel needle was attached by a set-screw arrange- 
ment to the previously described steel pin in the center of the 
shaft on which the counters turned* The centering of the steel 
needle was checked to better than „GC" by looking at its flat top 
with a traveling micrcscope while rotating the counter shafto The 
height of the needle was set to within „002" by using a dial indi- 
eatcr and an accurately milled and measured block placed on the 
counter arm in the same position as gauge blocks had previously 
been put to set the heights of the counter slits- 

Most of the alignment was dene by looking through the colli- 
mator with a transit, ^th the second defining diaphragm remov.jd, 
the transit was set so that its cross-hairs could be centered on 
the first defining hole and the centering needle. The set screws 
on the last anti-scattering hole were adjusted to center that hole 
on the cross-hairs $ then it was removed, the second defining dia- 
phragm inserted, and the anti-scattering hole returned to its 
original setting. The second defining hole was centered next. 
"With the transit thus coincident with the collimator axis, the 
difference in heights of the centering needle and the milled block 
on the counter arm was found to be less than <,003n« This corres- 
ponds to a maximum angle between the collimator axis and the plane 
of the counter rotation of »0j3®? giving negligible errors in the 
scattering cress section (10 ~*%/ and the counter angle (oOOOi^)., 
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Also with the transit so aligned the zero position of the counter- 
angle die? was set* The first step was to set the counter arm so that 
the first counter slit was centered on the centering needle. A slight 
adjustment was then nade to take care of the known (to be discussed later) 
small distance by which the axis of the counter slit system missed the 
central axis of the chamber.  The total error in the counter angle 
measurement introduced by these two adjustments is ,04°o 

Since an appreciable error could occur in the small-angle scatter- 
ing measurements if the beam did not pass through the center of the 
chamber, the final check on the adjustment of the second defining hole 
in the collimator was made with the proton beam itself. With the 
chamber evaeuatedo photographic paper placed directly behind the center- 
ing needle was exposed to the beam.  By measuring with a traveling 
microscope the position of the needle shadow with respect to the beam 
circle, the beam centering could be checked to within .002wo  This, com- 
bined with the error in centering the needle, gives an error in the cross 
section of less than . 062f9jS/sin8o9 where do is the counter angle, Thus 
tlr. error varies from 0.46J& at 8° to C»06% at 90°9 and is essentially 
zero for an average of two measurements mad^. at equal 9&'s on both sides 
of lue beam. A further error duo ta the beam's shifting will be dis- 
cussed lat?r>. 

D» Analyzing slitu 

It has .llready been explained that there were twc interchangeable 
sets of analyzing, or counter, slits (of + Oo921° and + L>800° angular 
resolution), and that the slit system was on the counter arm, which 
turned on a shaft through a hole in the chamber center. The reasons 
for locating the second analyzing slit between the second and third 
counters have also been discussed. Here we shall be more concerned 
with the method of making and measuring the slits and th* resulting 
errors in the geometry. 

The material chosen for the slits was commercial bronzs, as a 
compromise between workability and high copper content (90*£Cu and 
10$ Zn). Copper is a good material for slits, since it has a relative- 
ly high density with a relatively low Z, desirable features for reduc- 
ing slit-edge penetration. To further reduce such penetration, the 
region of each slit plate around the slit opening was milled down to 
.030", a stepping thickness for 20~Mev protons* 

Because each of the four slits was made in one piece, each had 
to be hand filed after the initial milling. Short periods of filing 
were interspersed with long periods of slit measuring, using &  travel- 
ing microscope. This tedious process was continued until each ©Ut 
opening had ojdte uniform edges and both sets of slits were accurately 
Interchangeable.  It was also desirable to make the front and rear 
slits of each set of the same width? since this maximizes the solid 
angle for a givan angular resolution and a3 so reduces the second-order 
geometry corrections. 
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The slit dlmeasionei were measured using a Gaertner#1065 Travel- 
ing Microscope, fitted with a Leitz Ultropak illuminating objective, 
giving a total magnification of 6£x and permitting illumination of the 
slit from above and below, to aid in distinguishing the slit edges* 
While the microscope read directly to •0001", with .00001" e&sily esti- 
mated, it was necessary to calibrate the microscope with gauge blocks 
to achieve this accuracy*    This calibration gave a correction of about 
O.lt 

The solid-angle-scattering-length product seen by the third counter 
is defined by the height (H) and width (DR) of the rear slit, its dis- 
tance from the scattering center (r*), the width of the front slit (Dp), 
and the distance between the slits (r^),  and is giver by 

/ttdl-HDFDRsineo/(r1r2) 
sine, 

where 0O is the counter angle. In order to measure accurately the area 
of iiio rssr «lits and the width of the front slits over only that portion 
which is effective in limiting the scattered beam, use was made of the 
bidirectional travel of the microscope to provide a grid* As an example, 
when finding the narrow rear slit's width, measurements were made at 
Intervals of .»025" along the slitfs length* Five series of such measure- 
Rents were made, each series starting .005" from the previous one. Thus, 
the width was measured every .005* along the length, A standard devi- 
ation was computed by comparing the averages of each of the five series. 
This gave an upper limit to the error of the measurement, since some of 
the differences among the series were due to slit non-uniformity. The 
results are summarized in the following table, in which the slit heights 
and widths and the standard deviations of the measurements are all given 
in inches. The number of measurements made of each dimension is given, 
and the two sets of slits are classed as "narrow* (+ 0.9°) and 
"wide" (+ 1.8°). 

Table II 

Slit Width oi/dUDeVc No. of 
Meas. 

Height   StcLDev- No. of 
Meas. 

Front Narrow .051552 -t .000059" 112 

"Rear Narrow .052269 * . '000075* 119 .59234 -k   .00016" 51 

Front Wide .101023 ± .ooooifi" 56 

Rear Wile .101879 "t oOOOOlflf" 60 .59249 *•   .00010" 51 
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Since the two sets of slit3 slid into their holders? it was 
necessary to make the distances from each slit center to the edges 
of the slit plate accurately the same for both sets.. Knowing these 
distances to about sOOOl" made possible the* accurate alignment of 
the slits and their holders by means of dial indicators.  To facili- 
tate the alignment procedure, the entire counter arm was made remov- 
able and replaceable. As previously mentioned, the arm was partially 
bored out to fit tightly over a cap which in turn snugly fitted the 
shaft through the bottom of the chamber,, The rotation position was 
fixed by a dowel pin. This arrangement permitted the counter arm 
to be set up on a dummy shaft9 fitted with an accurately turned 
center-indicating pin. 

Using this arrangement, the slit alignment could be checked 
and the distances from the scattering center to the la3t slit (^2) 
and between the slits (r^) could be measured using both traveling 
it-i cr-OBcopes and indicators with gauge blocks.  In all9 8 different 
sets of measurements were made of ro  and 10 of rx<> Of these9 the 
mc*t accurate cheeks and measurements ware made in the Standards 
Laboratory of the U.G.L.A. Engineering Department, ucing a Pratt 
and Whitney Electrolimit Gage, which read directly to . 00005% and 
Johansson Precision Qage Blocks. A weighted average of the various 
determinations, in inches9 appears in the following table? along 
with the constant part of the solid-angle-scattering-length factor* 

Table XII 

Slits 

Narrow 

Std. Dev. 

3.2289 *  .0011" 

r^ St du Devc 

Wide  ; 3.2264 -t  ,0031"  4»3885 4 

__J I  

H DJ-DR cm. Per Cent 
rjr2 sieraa. Std.Dev. 

if.3895 4  oOOOlf" j 2.860^cLT^   4. 0.19^0 

,0004" I L, 093 25x10* * 0.047% 

The accuracy of the slit alignment was checked, arid the effect 
of alignment errors on HDpDR/Crirg) were investigated for the follow- 
ing slit characteristics: .heights left-right positioning, lengthwise 
and sidewise tilting, rotation^, and slit edge non-uniformity. The 
total errors amount to .004% for the narrow slits and .GGSf. for the 
^d.le. The left-right positioning? rotation,, and slit non-oniformity 
contributed to errors in the scattering angle also?, and these are 
.(n6° for the narrow elite and .042° for the wide. 

As has been mentioned when discussing the collimator alignment, 
a line through the slit axis did not quite pass through the chamber 
center. However, the amount of the discrepancy (about .005") was 
accurately measured and could be allowed for in setting the counter 
angle zero. ¥nen the error for setting the zero and that for setting 
the counters at any desired angle axe added quadratically to the slit 
geometry errors mentioned above^, the resulting error In the angle 
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is .063° for the narrow slits and .OfrS0 for the wide slits. This angu- 
lar uncertainty at most angles contributed the largest error in the 
cross section attributable to the geometry.  The error arises mainly 
from the appearance of sin0o *

n the solid angle factor (cf. p. 14) 
but also from the angle-dependent part of the center of mass transfor- 
mation (sae the Appendix)* The relative error in the cross section is 
ACT/Cr - Z&Qo/sLraQ 0 for deuterons and 

A<J/<T- [(co *90) + sinQ(3.5 * cos0)/(2 + cos0)
2]k0o 

for protons (where C is the cross section, 0 the center of mass angle, 
and0o the laboratory angle)* This error varies from 0.13^ to as much 
as 0.79# at 80 * 8°. 

The anti-scattering baffle (B in Fig* 3) attached by dowel pins 
to each front slit plate vsc aligned and checked in ths ssss way as the 
slits. One purpose of the baffle was to reduce slit-edge penetration 
by preventing particles which scattered off the gas at a smaller angle 
Vo in those being counted from hitting the front slit.  A more important 
purpose of the baffle was helping to prevent protons scattered off the 
last defining slit of the collimator from getting into the analysing 
slit system. At counter angles of 15° and larger, the last anti-scatter- 
ing hole on the collimator also prevented direct slit-slit scattering, 
but between 35° and 10° the baffle a3one was effective.  At 8° direct 
slit-scattered protons could get through the front analyzing slit, but 
not past further anti-scattering slits which were placed between the 
front analyzing slit and the first counter window. 

As will be discussed later, protons which underwent more than 
two scatterings (one of which might be the gas) did get into the first 
two counters, but these either did not get through the second analyzing 
slit, <,-•- they could not get through the absorber in front of the third 
counter, because they had lost too much energy in the many scatterings. 
Such repeated scatterings from metal were bothersome only at the very 
small angles and then only because of the increase in the single-counter 
counting rates in the first two counters.  These rates were reduced 
by stopping down the first counter window opening with a Lucite insert 
when the narrow slits were used. 

The anti-scattering baffle was effective only when the counters 
were on one side of the beam, but the action of the baffle was import- 
ant only at small angles, and it was necessary to take all the saail- 
angle data on that side of the beam, anyway. Measurements could not 
be nade on both sides of the beam below 2f5°.  This unfortunate limit- 
ation was another compromise which had to be made in order to get down 
to 8° and still achieve all the features considered necessary for a 
successful experiment, as has been discussed under "Experimental Method." 
Thus the front slit and first two counters were made asymmetrically, so 
that they could be moved close to the unecattered beam r»n one side* For 
the same reason, the anti-scattering baffle was placed on the side away 
from the main beam. 
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E»  Absorbers 

The use of absorbers between the second and third counters to 
provide particle selection by range has already been discussed. Here 
we shall consider making, mounting, and using the foils, and particu- 
larly choosing and determining the foil thicknesses 

Since it was necessary to change foils without disturbing the 
deuterium, the foils were mounted on the rim of a wheel which could 
be turned through a Wilson seal in the center of the chamber lid. 
The foils, rectangles of aluminum about 2-1/if x 25/32", were held by 
stripe of neoprene against a curved frame, which was attached to the 
wheel rim.  The frame and -wheel" actually had an arc length of only 
100°, since anything bigger would not be useful, because of obstruc- 
tions such as the collimator. This whole assembly was insulated and 
left electrically floating because the foils had to pass through 
rather a small gap between the second and third counters, the out- 
sides of which were at about -800 volts0 Outside the chamber, a 
pointer attached to the shaft which turned the absorber wheel indi- 
cated on a scale the angular position of the absorbers.  All parts 
determining this angular position,, including the chamber lid, were 
held in place by dowel pins. 

For convenience, the foils were made 10° wide.  Thus a foil 
load could include up to 10 sets of absorbers, but this number was 
never used at one time, since it was necessary to leave generous 
gaps for the main beam to pass through. This 10° width was about the 
same as that of the whole third counter, so there was no chance that 
particles could get around the abs-rr'rers and into the counter window, 
which was about 5° wide. By making photographic checks with the beam, 
it was lound that the foils were positioned to an accuracy of better 
thai) J./2°» Although there is no positioning problem vertically, the 
foil overlapped the window by a large amount in that direction, too. 

The foils were made from samples furnished by the Reynolds 
Metals Co. and the Aluminum Company of America and were 99*lf/o pure 
aluminum* Eighteen thicknesses were used, ranging from .00035" to 
• OifO". Two stacks composed of at least two foils of each thickness 
were.clamp ed tightly and milled to the proper dimensions. Samples 
were taken from various parts of both stacks and measured on a travel- 
ing microscope. For a given stack, there was no variation in area 
with position in the stack, withi: the measurement accuracy of + 0.35^ 
(standard deviation)» Thus an average area was used fox all foils in 
one stack. 

Each foil was weighed individually, however, on &  Christian 
Becker Chainomatic Balance* Weighings were reproducible to 0.1 mg. 
for the lightest foils and 0.2 mg. for the heaviest, giving errors 
of less than .02 mgo/cm«2 in the density.  Because of the accuracy 
of the weighings and the area determinations^ and because no varia- 
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ti<an with stack or position in a stack could be found, the variation 
in density for foils of the same nominal thickness was taken as a meas- 
ure of the variations in foil thickness* 

In determining the thickness of absorber to be used, a safety 
factor of three standard deviations of the foil thickness variation 
VRS allowed. Much larger allowances had to be made for the angular 
resolution of the counters (cfo Fig, 2) and for straggling. Since the 
straggling calculations have already been published,^-"5 it is suffi- 
cient to mention here that an integral range distribution was obtained, 
permit ting one to find the number of Mg/cm, 2 0f Al which have to be 
subtracted from the mean range in order that not more than 0.1% of the 
particles of the desired energy are lost by straggling.  Since the mean 
ran^e used at a given angle was that corresponding to the largest angle 
(or lowest energy) the counter slit system could see, the particle loss 
in the absorbers due to straggling was negligible. 

Since the particle energy was determined using the absorbers 
th--selves, many possible errors were diminished in finding the pro- 
per absorber thickness. These errors include the uncertainties in 
the mean excitation potential of Al (I^j) and in the effective thick- 
nesses of the deuterium, counter gas, and three counter windows through 
which the scattered beam had to pass. The energy determination was 
made by counting protons scattered from hydrogen as a function of absor- 
ber thickness, each set of counts being normalized to the same beam 
current. During the course of data-taking, one determination was made 
at 25°  and two at 20°, In all cases the shape of the range curve showed 
that the absorbers for the p-d scattering were being chosen safely. 

Aluminum was used for the absorter material because its range- 
energy relation is better known in this energy region than is that of 
any oth^-r material.  This point and the results of the energy measure- 
ments will be discussed later. Another reason for using aluminum is 
that its low Z reduced multiple scattering losses. 

The loss of particles due to multiple scattering in the absorber 
was negligible mainly because the third counter window was quite large 
compared with the analyzing slits, the absorber was close to the window, 
and the window  . made very thick (about 50 mg0/cm,

2)9 80 that the 
largest part of the multiple scattering took place in the window itself. 
Calculations of the multiple scattering loss were made in two indepen- 
dent ways. First, using the results of Rossi and Greisen ^^for the mean 
square projected multiple scattering angle, 

<#2> « (Zl2B8
2/2) /° dt/E2 

(for particles of charge Z going through t radiation lengths of a 
material, and for Efi «* 10.5 Mev), and inserting for the energy loss 
in Al, -dE/dx * 02C7E"°

70 Mev/'mg./im,2), we get for protons going 
through thiik Al, 
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where Bin i» the proton (or deuteron) energy in Mev before, and Ef 
after, passing through the absorber* The particle loss was found by 
numerical integration, and, although the formula derived above gives 
an overestimate of <$> ^), the loss was found to be negligible. As a 
check, a second calculation was kindly performed by Dr. W„ C. Dickin- 
son, using the method of Dickinson and Dodder,*Q5 He also concluded 
the loss to be negligible. There were snail losses due to nuclear 
interaction*! and single scatterings, but these are considered later, 
among corrections to the data. 

F. Counters 

As has been mentioned previously, the multiple scattering loss 
between the two analyzing slits had to be considered carefully. The 
loss at the second slit was due mainly to the first counter window and 
to a lesser extent to the counter gas; the contributions of the deuter- 
iun 8T)A  rhe second counter window, which was right next to the slit, 
were quite small. Multiple scattering calculations were made using sev- 
eral theories, as a check, but the most accurate are those based on the 
formulas of Scott»^-®° It was found that the multiple scattering loss 
apparently could be made negligible if (1) the first counter window 
was made of .00025" duraltv.ninum, (2) the counter gas (95^ A + 5<70C02) 
was at 1/2  atmosphere, (3) the narrow slits were not used for particles 
of energy less than about 15 Msv, (4) the wide slits were not used for 
particles of less than about 7 Mev energy, and (5) the beam at the 
second slit was much larger than the slit, to provide compensating 
scattering into the slit opening* Reliable quantitative values for 
particle loss cannot be obtained for i/his complicated case, since the 
incident particles were not traveling parallel paths and since the 
amount .i compensating scattering in is hard to estimate accurately* 
Thus it was advisable to perform experimental checks to be sure that 
particle loss was not important.  These checks are discussed in another 
section. 

The thicknesses of the first and third counter windows were fixed 
by multiple scattering considerations, as discussed above«  Since the 
scattered beam size increased rapidly in the vertical direction, and 
since ample allowance in beam size in both directions had to be made to 
ensure compensating scattering in at the second slit9 the second counter 
exit window was quite large, and .001" Al was needed, There was no 
window between the first and second counters,, since they were bored out 
of the same brass block. 

Because of this arrangement, it was necessary to be sure that one 
counter did not affect the other. A polonium alpha sovrce was placed 
so that the alphas traversed nearly all of the first counter but did 
not quite enter the second, and it was found that the counting rate in 
the second counter was just background, while that in the first was 
several thousand a second. Furthermore, the few counts from the second 
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counter were not In coincidence with those from the first*  On the 
other hand, when the source was moved closer so that the alphas could 
get into the second counterc all the counts above background from the 
second counter were in coincidence with those from the first. 

Returning to the limitations placed on the counter system by 
multiple scattering considerations, we hare seen that the pressure of 
the A-CO-2 filling was limited to about 1/2 atmosphere* This prebsrre, 
measured on a Bourdon gauge 9 was used through©*., the experlJnaft*' The 
actual gas mixture useds 95% A + 5%G029  was chosen on the basis of 
empiric si curves 9*^ which show that for this mixture the ion drift 
velocity is a constant for values of l/P (where X is the field strength 
mea&ured in volts/cm. and P is the gaB pressure in mm* Hg) ranging from 
0,5 to at least 3.0»  Since the counters were operated at an I/P value 
of about 2»9? changes of counter voltage or pressure did not change the 
•xriit velocity, a desirable feature for fast coincidence work* 

The gas mixture was prepared by methods assuring high purity, 
and the counter system was thoroughly cleaned* When not in use. the 
counter system was continuously pumped, and a fresh filling was used 
for each night's run, To further ensure that no electronegative ±n- 
purities interfered with the counters' operation, no organic materials 
were present in the counter system when the counters had been filled* 
The window gaskets were cut from a sheet of indium, »010" thick* This 
thickness was found to be necessary to obtain a vacuum-tight seal, be- 
cause of the difficulties of having rectangular windows and having 
too little room in the small counterJ to have many screws and heavy 
frames to hold the windows on* To further eliminate organic materials, 
joints in the 1/8" copper gas line, which fed all three counters, were 
made with lead gaskets and revised small commercial compression fittings. 
The two parts of the fitting squeezed the tiny lead "doughnut" into a 
seat mair up of the copper tubing and a small disc soldered to the 
tubing, 

The filled counters were shut off from a Lucite and 0-ring rotary 
joint by a small valv located close to where the gas line emerged from 
the chamber through a kovar-glass vacuum seal, which was at the bottom. 
of the rotatable shaft holding the counter arm*  The insulated rotary 
joint served the double purpose of allowing the part of the gas line 
which passed through the counter-supporting shaft to rotate while the 
rest of the gas system remained stationary, and of separating the 
counter high voltage, which was fed in on the rotatable part of the gas 
line, from the rest of the gas system* The outside of the counters, 
then, had the high voltage, which was usually around -840 volts. 
Reasons for putting the high voltage on the counter shell rather than 
on the central wire &re9j> 108 (1) no coupling condenser is required 
between the central wire and the preamplifier9  reducing the noise and 
chance of breakdowns (2) the effective capacitance of the counter is 
lower,, resulting in bigger and faster-rising pulses^ (3) the require- 
ments on the high voltage supply as to corona* L,C0  pick-up, and 
regulation are reduced^ (k)  the biasing conditions of the first pre- 
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amplifier tube vlll not be changed by a coupling condenser's resis- 
tance becoming comparable to that cf the grid leak resistance (here 
10" oh»s)< and (5) disturbances produced by high voltage leakage in 
cables and decoupling condensers are minimized, 

In usual operation, with the outside of the counters at somewhat 
over eight hundred volts, a gas amplification of around a hundred was 
employed* Gas amplification vs» counter voltage curves were run with 
alpha particles, and the results wero about the same for all three 
counters and about what one would predict,. Although the first two 
counters were made from one brass block and the third was separate, all 
three were the ccaaial cylinder type with inside diameters of ,590" and 
central wire? of ,003" diameter,, The particles traversed the counters 
perpendicular to the wires*  The first two counters were made with the 
windows placed asymmetrically for the double purpose of allowing the 
counter system to get down to low angles on one side, as mentioned pre- 
viously, and preventing the lose of particles which would occur if the 
scattered beam could strike the counter wires,, The third counter, in 
which the particles stopped, was placed symmetrically with respect to 
th . scattered beam, enabling its window to be made quite large* 

As to supporting the central wire, one has to consider holding 
the wire straight and concentric (to ensure uniform gas amplification), 
decreasing end effects (for the same purpose), and limiting the active 
volume (to decrease unwanted counts)o  The last two requirements con- 
flict, but the reduction of end effects was aided by using supports 
having a gradually increasing diameter. The ,003" tungsten wire was 
held on each end by an ,018" (0, D.) stainless steel hypodermic needle, 
most of which was inside an .032H (0,D. ) needle, which in turn was 
mostly inside a tapered brass cylinder. The wire and needles were 
crimped together and force-fitted into the brass, which was then 
soldered into a kovar-glass seal which had been turned on a lathe 
to ensure concentricity.  The kovar seal fitted snugly into a recess 
in the counter, made concentric with the main counter bore.  Since 
both ends of the center electrode were connected to the outside, the 
wire could be glowed to remove any irregularities or dust on the wire. 

The signal lead was »01w wire, which was brought out from the 
bottom kovar seal on each counter and passed alternately through glass 
tubing (when passing through metal) and coaxial cable having 6,3 
/<Af./foot (from Transradio, Ltd,, London), Care was taken to have the 
wires well shielded and to avoid multiple grounds*  The capacitance of 
each counter, its cable, and the connector by which its preamplifier 
was attached at the bottom of the chamber amounted to only 18 MMt* 
The leakage resistance from the center wire to ground or to the out- 
side of each counter was greater than 10^ ohms, 

G,  Electronics 

lie shall follow the electronics block diagram,, Fig„ 59 in des- 
cribing the electronic equipment used9 starting at the counters. The 
electronically regulated variable high voltage supply was the conven- 
tional type developed for photomviltiplierso  Over a 2if-hour period it 
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maintained a voltage constant to within 0.1%? even while connected to 
the regular A. C. lineso Actually, the supply and all the other equip- 
ment were operated from Sorensen line-voltage regulators. 

The preamplifiers were a slightly modified version of the Los 
Alamo8 Model 150 ,* which features two ifl7-A low-noise,, high gain triodes 
(plus a 6AK5) in a cascade circuit which was especially designed for 
driving a 90-ohm line* To reduce noise, the tube filaments were supplied 
by a battery, kept charged by a selenium rectifier trickla-charger. The 
B+ supp"!y was a Los Alamos Model Ifl electronically regulated supply with 
come added filtering,. All grounds were made at the scattering chamber 
only.. 

Each preamplifier was connected to the rest of the electronic equip- 
ment, which was in the cyclotron control room, by nearly 100 feet of 
p_G-62/U, 93-ohm coaxial cable* The cable was properly terminated at the 
linear amplifier* which was the well-known Bell-JordanlO? type. Because 
ci  the temperature sensitivity of the overload diodes, these amplifiers 
had to bs altered somewhat. Despite the changes, temperature instability 
in this and other equipment made it necessary to collect data at night 
only* Therjooneters were installed near the electronic equipment, and an 
effort was made to keep the temperature constant within a couple of 
degrees* 

The Bell-Jordan amplifiers provided the main limitation on the 
speed of the counting system, since these amplifiers gave a rise time 
of slightly less than O./f M sec. The preamplifiers showed a rise time 
of less than 0»2/*see»9 and the counters were faster than that. To 
be safe, the pulse length used in the pulse-former of the lower level 
discriminators was mads slightly longer than 0.6/xsec. This uniform 
pulse determined the resolving time of the system. Of course, a variety 
of pulse lengths were tried to be sure that no coincidences were being 
lost by saving too short a resolving time*, The different pulse lengths 
were obtained by switching shorted delay lines in the discriminators, 
which were the Los Alamos version of the Harwell type. A pulse from 
the lower—level discriminator went into an anticoincidence unit where 
it could be blanked by a pulse from the upper-level discriminator, if 
the signal from the amplifier was higher than the upper-level setting. 
Complete blanking was assured by delaying the lower-level pulse and 
making the upper-level pulse twice as long as the lower one. Usually 
this differential pulse height discrimination was used only on the 
first two channels, since the large range of pulse heights which had 
to be accepted in the third counter made integral (lower level only) 
discrimination more practical,, 

Those pulses not blanked in the anticoincidence circuit were fed 
into three different unitSo First, the single-channel counting rate 
was monitored by feeding the pulses into a gating unit and thence into 

* The authors wish to thank Co Wilkin Johns,tone and Richard J„ Watts 
of the Los Alamos Scientific Laboratory.for generously supplying 
circuits, information, and advi.ee. 
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sealers* Second, the pulses were fed into a coincidence circuit (de- 
signed by C. Wilkin Johnstone) used to determine triple coincidences. 
Third, the pulses also went into a duplicate coincidence circuit which 
gave a measure of the accidental coincidences. 

The two diode-type coincidence circuits could record coincidences 
among any of the inputs.  This was frequently convenient for checking 
that the 1-3 or 2-3 doubles rate was the same as the 1-2-3 triples rate* 
The resolving time of either coincidence unit was determined just by the 
length of the pulses put in.  In usual operation, this was within the 
limits of 0.71 + .Oif ueec. for either unit. The accidental coincidences 
wei-6 dstermined~by requiring a coincidence between counters 1 and 2 and 
a delayed coincidence with 3~ A 1.5 iisec. delay line delayed the 
pulses from the third counter BO that a real triple coincidence coulu 
not be recorded as an accidental one. The reasons for choosing this 
arrangement for registering accidental coincidences will be discussed in 
a later section. 

The outputs from the real and accidental coincidence circuits and 
from each of the three channels (as previously mentioned) went through 
gating units to sealers. The gating units determined whether the sealers 
were allowed to count the various pulses. Except for the accidental 
coincidence channels the first scaling down was done in each counting 
channel by a decade scaler^lO of 5 \useCo  resolving time. This sealer 
proved extremely reliable, a fewtube failures being the only trouble 
experienced in a period of over half a year. The remaining scaling was 
done for the singles by Berkeley Scientific Co. (Richmond, Calif.) decade 
sealers, for the triple coincidence by an Atomic Instrument Co. (Boston, 
Mass. ) scale of 6if, and for the whole accidental rate by a slightly modi- 
fied Tracerlab? Inc. (Boston, Mass*) scale of 2fO°6. 

The gating units were controlled by the Master Switch, which in 
turn W»:J controlled by the Master Pulser and the Brown Recording Poten- 
tiometer, which recorded the build-up of charge on the beam-integrating 
condenser at the input of the electrometer. Two types of control could 
be obtained; (1) all the sealers could be turned on at the beginning 
of a selected condenser charging cycle and turned off at the end of the 
same or another charging cycle, and (2) the sealers could be made to 
count only during cyclotron beam on-times. Usually both controls were 
used. The first was achieved by having a mercury tumble switch on the 
Brown Recorder fall when the voltage across the condenser reached a 
certain value (usually 9V7 mv- )$  this tripped a relay in the Master 
Switch which momentarily shorted out the integrating condenser (by means 
of a solenoid-activated plunger), recorded a condenser dump, turned the 
timer on or off, and provided a gate to allov or not allow pulses to 
reach the sealers. The second control was provided by the Master Pulser,* 

** We are indebted to Louie K0 Jensen for designing, building, and main- 
taining this unit, as well as an excellent pulse generator that received 
continual use» 
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which was triggered at & selected point in the cyclotron frequency- 
modulation cycle and provided a pulse which could be varied not only in 
height and width, but also in its time relation to the cyclotron hern 
pulse.  This gating pulse, which was chosen to be 60 jxsec long, could 
be adjusted so that the 20 fisec. beam pulse appeared at its center. 
This latter gate reduced the chances of getting spurious counts not 
initiated by the beam by a factor of roughly 60/IOOO0 

Such spurious counts did have to be guarded against, because of 
the very high gain of the amplifying system,,  For example, normal cyclo- 
tron operation produced no false counts, but parasitics in the R.F. 
system or bad sparking in the Dee did cause trouble. Reducing other 
count-giving disturbances, such as turning on fluorescent lights, was 
another reason for making runs only at nighto 

The usual checks were made on the linearity of the electronic 
6ystem and to be sure that there were not unequal time delays in the 
hrje count!:.tj channels* The nightly checks on the gain, discrimina- 

tor linearity, gating pulse,setting, and sealer operation will be des- 
cribed later, 

H. Current integration 

We shall consider here the collection of the beam, its integration, 
and the calibration of the integrator,,  As can be seen from Fig. 3, after 
the beam traversed the chamber it passed through a .002" duraluminum foil 
(which separated the deuterium gas at atmospheric pressure from the high 
vacuum of the Faraday cup), then went through a magnetic field for sup- 
pressing secondary electrons* a grounded guard ring, and finally into 
the partially enclosed end of the long Faraday cup* The beam was stopped 
in a carbon disc at the far end of the cup, where another magnetic field 
"curled T2p* secondary electrons*. With this picture in mind, let us dis- 
cuss the errors that can occur in the beam collection. Such errors can 
be caused by (1) ionlzation in the cup region, (2) leakage in the cup or 
cable, (3) acquisition or (if) loss of secondary electrons, (5) pick-up 
and rectification of A0C0, (6) collection of ions by the electrical 
leads outside of the cup, (7) lose of electrons from the exterior of the 
cup by gamma-ejection, (8) loss of part of the beam, and (9) having a 
low-energy component of the beam (due to collimator slit penetration) 
«hich does not produce countable scattering events. 

First, let us determine the amount of ionization which could have 
occurred within the 9n  long cup, which was usually kept at a pressure of 
ie3s than 1 x 1C~5 mnu  Hg.  Since a 20-Kev proton passing through one 
centimeter of air at atmospheric pressure will form about 10' ion pairs, 
the probability of a proton's forming an ion pair when passing through 
91* of air at 1 x lO""5/760 of an atmosphere is 3 x lcH*\>  Therefore, the 
upper limit on the error that could have been caused by ionization is 
.03^0 <>•    This is an upper limit because it requires that only one member 
of the pair be collected, whereas it is quite likely that both or none 
would have been collected and the charge not affected at all. 
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Sntering into a discussion of the possible effects of leakage is 
the faft that the electrometer used to integrate the beam was of the 100& 
feedback type, which maintained the Faraday cup near ground potential* 
This desirable feature was achieved by putting the output of the electro- 
meter, with reversed polarity, in series with the integrating condenser 
across the Faraday cup„ Thus as voltage began building up across the 
condenser, an equal and opposite voltage bucked it out, reducing the 
voltage across the cup essentially to zero<>  Since the gain of the 
electrometer was quite high and its zero drift quite small, the cup 
voltage never got far from zero, and leakage problems were greatly re- 
duced. Actually, for most runs (using a O.i \ii  condenser) the voltage 
across the cup due to the feedback action varied from zero to .0002 
volt, while for a few *uns (using a ,01 uf condenser) the maximum volt- 
age was ,002 volt. Electrometer zero drift was rarely as high *s .001 
volt. Since the leakage resistance of the cup system was found to be 
3 x 10*4 ohms, even at the highest voltage ever found across the cup 
the leakage current was completely negligible. 

Since the integrating system was calibrated by putting into it a 
known current and determining the time it took for the condenser to 
charge up to its "dumping" value, leakage losses need be considered only 
for those parts of the integrating system used when measuring beam 
current, but not when calibrating. Vith the cup leakage negligible, we 
have to consider only the leakage of the cable connecting the cup to 
the electrometer. Actually, some calibrations were made using this 
cable, and they agreed with others made without it,, This is to be 
expected because the leakage resistance of the cable was found to be 
about 2 x 10-^ ohms, so the maximum possible leakage current was still 
less than Kr^ amp. The lowest charging current used was always larger 
than 10~12 ampo and was usually about 10~^0 amp. 

As to the effect of acquiring secondary electrons, a great deal 
of work has been done by various experimenter? on this question, and 
when reasonable precautions have been taken, it always turns out that 
the effect is unimportant.  Let us look at the results of some recent 
careful work by Yncema and Wiite,-*-^ and see how the present system, 
while similar to theirs, should have been even less affected by 
secondary electrons knocked out of the o002w Al foil which separated 
the Faraday cup vacuum from the deuterium.  In both r /-stems, the Al 
foil was about the same thickness, theirs being «0015"»  By varying a 
potential applied to the cup and finding the amount of charge needed 
to give a certain number of counts in a counter measuring protons 
scattered at a fixed angle, they found (for a total of 300,000 counts) 
that the amount of charge was independent of the cup potential over at 
least the range +6 to -6 volts, provided (1) a magnetic field of at 
least 500 gauss was present to make the electron paths approximately 
circular, and (2) that a grounded guard ring was between the foil and 
the cup* Despite their nearly circular trajectories, a few of the 
electron* could still have migrated toward the cup if it were positive 
with respect to the surroundingss but the grounded guard ring prevented 
the electrons from being influenced by the field of the cup. 
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In the present experiment the guard ring was made to fit tightly 
•gainst the Faraday cup housing, which had an inside diameter of 1-5/8W. 
The opening of the ring was made 0.720% whereas the cup opening was 
0..875" (although the cup itself had an inside diameter of 1.250K)<> The 
front of the ~\./\6«  thick ring was 9/16" from the Al foil and 3/8* from 
tie cup entrance* Thus the cup was well hidden, mechanically and elec- 
trically, from the secondary electrons by the guard ring* The maximum 
diameter which a secondary electron trajectory could have had in the 
1250 gauss field, which was supplied by a magnetron magnet just outside 
the Faraday cup housing, was only G. 2if", so considerable migration 
would have been necessary before even the guard ring could have been 
struck* Actually, the guard ring was probably more of a refinement 
than a necessity in the present experiments since the cup was held so 
near ground potential, whereas in the Yntema-^Hhite experiment the 
guard ring was needed, since a mechanical slice-back system was used 
and the cup voltage could reach 0»5 volt* or roughly three hundred 
times our maximum voltage. 

The charge could be in error not only because foil secondary 
ol^ctrons might be added to the cup, but also because secondaries 
produced when the proton beam was stopped in the cup could escape. 
This source of error usually receives far less attention, the con- 
ventional remedy being to let the magnetic field for suppressing 
foil secondaries also try to keep the stopping secondaries from 
leaving the cup entranceo  Indeed, in some experiments the cup is 
•maintained at a high negative potential to repel foil secondaries, 
but this also provides a good way to lose stopping secondaries. In 
the present experiment, not only was one magnetic field present at 
the cup entrance, but also another, of 1900 gauss (provided by another 
magnetron magnet outside the cup housing), was placed at the far end 
of the cup, where the beam stopped,  In addition, the cup was made 
much longer (9W) than is usual9 and its entrance was partially en- 
closed- By the geometry, then, the escape of secondaries was made 
more difficult in two ways? (1) there was a very small solid angle 
for encape, and (2) the secondaries could not be influenced by any 
potential difference between the cup and the region outside it. Of 
course, having the cup kept so near the potential of the outside 
i3gion helped in this regard, als©o 

That pick-up and rectificatxcn of A.C. was not a source of 
error in the current measurement was >>ome out by the agreement be- 
tween calibrations made with and without the cyclotron R»F. on. To 
achieve this result, however, it was necessary to use filters at 
both ends of the cable connecting the Faraday cup to the electro- 
meter. 

Similarly, calibrations made using the cable and with and with- 
out the cyclotron beam on showed that ion collection in the cable was 
not a source of error,, However <, a more likely place for ion collection 
would have been at the connection between the Faraday cup and the elec- 
trometer cable*, To minimize the air space around this junction, the 
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electrometer cable connector was soldered directly to the kovar vacuum 
seal which was connected with the cup, and the shield put around this 
connection was made as small as possible* The amount of ionizing 
radiation in this area was greatly reduced by having the beam stop in 
carbon, in which relatively few reactions could be produced. Since in 
addition the lead was kept near ground potentials the collection of 
ions there could not have been a source of error., 

An opposite error could have arisen from the ejection of elec- 
trons from the outside rear of the cup by the gamma rays resulting from 
the stopping of the protons* This loss was, however, unimportant be- 
cause (l) relatively few gammas were produced in the carbon and (2) most 
such electrons would have boon returned, to the cup by the magnetic field. 

In considering whether a part of the proton beam could have missed 
the Faraday cup, it*M important firui, to be sure the Faraday cup system 
was properly centered with respect to the beanu The accurately bored 
beam exit hole in the chamber wall provided the basis for this centering. 
The accuracy of this bore was checked both optically with a transit when 
the collimator was being aligned, and photographically with the beam it- 
self. With the foil and guard ring removed, the cup was positioned by 
means of a cylinder turned so that one end fitted the chamber bore and 
the other end fitted the cup entrance. The cup housing was then screwed 
onto the chamber and alignment markings made, the use of dowelpins here 
being impracticable. The cup was held in the housing, or outer cylinder, 
by its electrical connection on one end (a Ool1* b**aes rod which was 
soldered into a kovar-glass seal in the housing) and by three teflon 
spacers at the other, or entrance, end, 

we can consider the question of loss calculations, having been 
assured of the centering of the collecting system,  Losses have been 
calculated for both multiple and single scattering, the latter becoming 
more 5^ urtant than seems to be realized generally when considering 
losses smaller than one per cent. Although the effect of the deuterium 
was also included, most of the scattering took place in the Al exit 
foil. The aperture which determined the loss was the cup entrance, 
•since the guard ring, although having a smaller opening, was made to 
subtend a larger angle at the foil* The result of the calculations is 
that? even assuming the beam to be uniformly dense out to the limit of 
the penumbra determined by the collimator? the losses were completely 
negligible.  It turned out that on all sides of tlds beam at the cup 
entrance there wae a space equivalent to about ifO Ijins^ wh^® ^rms *s 

the root mean square spatial displacement due to multiple scattering. 
Actually the situation was even better than this, since the beam enter- 
ing the chamber was nearly parallel. Pictures showed that nearly all 
of the beam at the exit foil was contained within a circle of diameter 
0.18*, whereas the geometrical penumbra would have extended to 0.27". 

The last of the nine errors in beam collection to be considered 
is that of having a part of the beam penetrate a portion of the 
collimating diaphragms and lose so much energy that the scattering 
events it produces are not countedc This unwanted part of the s)t»am, 
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which undergoes more multiple scattering because of its lower energy, 
was partly eliminated by the last anti-scattering hole on the colli- 
mator and partly by having the chamber exit hole as small as possible, 
commensurate with not losing desired beam. The extent of slit pene- 
tration was decreased by using brass (cf» p. 13) slits of just a stop- 
ping thickness and by decreasing the number of protons striking the 
slits by using pre-collimating anti-scattering holes,  A good measure 
of the amount of such low energy protons in the collected beam is gi'en 
by the integral range curres obtained for the scattered beam (eti> p-  18). 
Within the 1% statistical error in the determination of each point on 
the ourvee, the integral ran^e curve was flat for ranges smaller than 
the absorber thickness used at that angle. Despite there being no evi- 
dence for a low energy beam component, the total error assigned to the 
beam collection, 0*3% , is mainly to allow for such an effect. An 
even larger error, 0,5;b » has been assigned for measurements made when 
the beam had shifted, an occurrence which will be discussed later* 

Since the current-integrating electrometer had to be located in 
the cyclotron control room, about seventy feet of cable was needed to 
connect to the Faraday cup, like the cables from the preamplifiers, 
the electrometer cable went through a conduit, but unlike the other 
cables it had a double shield and was made especially for this pur- 
pose by Amphenol (^21-if06)„  Such a length of cable would present 
many problems with the low beam currents used were it not that the 
electrometer kept the \oltage across the cable essentially at zero. 
The electrometer was the University of California (Berkeley) Radiation 
Laboratory's Model II, with a few modifications to improve stability. 
The action-of the circuit has already been described, but perhaps a 
clearer idea of the function of the various parts of the feed-back, 
slide-back system can be obtained irom the following simplified 
diagram. 

Faraday 

Ml -j 

cup 

z=zzOSn± c- --• -r 

RF   70 ft. of 
Filter Amphenol 
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"1 
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The filtering was found to be necessary to eliminate all effects 
of cyclotron RF pickup« as has been previously discussed,  The choke at 
the cup end was 7 mh and at the electrometer end9 10 mh, while the fil- 
ter condenser was .001 uf» The capacitance of this condenser, as well 
as the 80 uuf of the cup and the .0008 [if  of the cable were made com- 
pletely negligible compared to the integrating capacitor, C (usually 
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0.1 \tl,  but -Oljtf for a few runs), by the feed back action of the electro- 
meter. Since the gain of th-j electrometer was about 550, the effective 
capacitance of the cable, filter, and cup was only about .000003 \tlf  ex- 
clusive of the small effect of electrometer zero drift. 

The filter condenser and the integrating condensers were all Fast 
polystyrene capacitors, which were found to have quite small leakage and 
soakage. The electrometer tube was a Victoreen 5803, having a grid 
current of about 2 x lO""1^ amp. The function of the condenser dumping 
switch, D, which shorted out the capacitor after its voltage had reached 
a pre-set value (as determined by the Brown ELectroniK Recording Potentio- 
meter), has already been described in detail.  The potentiometer was 
frequently made to check itself against a standard ceil. 

Having discussed the method of beam collection and integration, ve 
shall next consider the calibration of the integration system. The prob- 
lem of making an accurate calibration for currents of the order of 10"*0 
tc 1C~H  as??* is rathsr s difficult one. The easiest way out is to 
determine the integrating condenser capacitance, but this frequently 
used method is not very reliable, both because the effective capacity 
value frequently depends on the procedure used in the determination, and 
also because the capacity of even polystyrene condensers often can change 
by as much as l/l+% within a few months.^ On the other hand, if one can 
use a current-time method, employing currents of the same size as the 
beam currents measured, then many sources of error — such as additional 
capacitances, leakage, soakage9 electrometer tube grid current, and 
condenser discharge time — are taken care of. While the current-'time 
method is not new, it is believed that it has never before been used to 
obtain accurate calibrations with such low currents. 

The form of calibration circuit which was finally used is given 
here: 

ooonw 

1.3-volt [   I00n>    98c070 x I06il 

Battery |        ^    * K2 Potentiometer 

It was necessary to U3e the K2 potentiometer across a low impedance to 
achieve large enough galvanometer deflections when obtaining balance 
conditions. The large precision resistance was made up of 98 one- 
megohm "Evenohm" resistors, having a temperature coefficient of 
+ .000025/°C»    Each resistor was measured to about o0l% at 25°C by 
the manufacturer (Cinema Engineering Coo« Burbanks Calif.)9 using a 
Leeds and Northrup Anthony-Pattern Bridge., The resirtors were 
assembled in groups between steatite posts projecting from Lucite 
sheets, which in turn were positioned inside a double box*  Glass 
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wool, for thermal insulation, was placed between the inner Lucite box 
and the outer aluminum box, The humidity inside the double box was 
kept low with silica-gelo Extensive tests were made to be sure that 
all possible electrical leakage pallia gave a ftegligible sffect. An 
over-all check on the value of the assembled resistors was made to an 
accuracy of about 0.1^6 by bridging the resistance box against two 
resistors calibrated by the National. Bureau of StandardSo 

Neither the value of the 1£>" ohm resistance, nor the value of the 
voltage, as measured by the K?,> limited the accuracy of the calibration 
method. Since the timer (see Fig. 5) was turned on and off by the same 
relay which controlled the condenser shorting switch, measuring the 
time required for a condenser charging cycle also did not limit the 
accuracy. Once all sources of pick-up had been eliminated, the limit- 
ation on the calibration accuracy was imposed by the zero drift of the 
electrometer and by the build-iv of voltage across the integrating 
condenser during the chai^ir^ cycle* 

The electrometer zero could be set before each run, but any 
rasolting zero drift could be measured only after the run,. Such zero 
drift had two effects. One effect, the voltage as measured by the 
Brown Recording Potentiometer being not quite the same as the voltage 
across the condenser, was small and could be accurately corrected for, 
since it involved knowing only the final value of the 2ero drift. This 
first effect also had to be corrected for when making beam current inte- 
grations.  The second and much more serious effect, however, was present 
only when using the calibrating circuit, for then the zero drift acted 
like a battery appearing at the grid of the electrometer tube*  To 
correct for this added voltage, one had only the average value of the 
zero drift to use,, whereas the drift of the electrometer zero usually 
occurred in an erratic, ratner than a linear, fashion* The inaccuracy 
of this correction provided the main variation, from one run to 
another., in the value obtained for the charge per dump calibration 
constant (Qa)*- Because this effect of zero drift- increasad as the 
circuit voltage was made lower and the dumping time becaae longer, 
reliable calibrations for the Col pf condenser could not be obtained 
for currents smaller than ICT"*"*" amp.  However9 only the 8° proton runs 
;<3re made with currents any smaller than thatn 

—XI 
Because of the high gain of the electrometer, even at 10   amp. 

the effect of voltage build-up on the condenser required only an 8^ 
correction when calibrating oh» 0»1 \xl  condenser. Since the electro- 
meter gain could be measured (using a low-impedance voltage source, 
calibrated with a K2) to l°/0 Ju?t prior to calibrating, and the conden- 
ser's capacitance was known to aDout l/2<j£ 9  the correction,, 
1 -(td/ZRCA) + 2(td/2RCA)

2/3 - ...o. (where R - 98.070 x 106 ohms, 
A = electrometer gain, t&  -  dumping time9 and e " condenser capacitance), 
tfould be made with sufficient accuracy for the 0»I \i£  condenser.  How- 
ever, for very long dumping times with the <,01 [if condenser9 this second 
limitation was more important than zero drift* However, with the excep- 
tion of a few 8* deutercr. runs? the .01 uf condenser was not used with 
rarrentJ* which were smaller than chose which gave reliable calibrations. 

30 
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The shape of the Qd (charge per dump) vs. td curves for both 
condensers were such that quite good extrapolations could be made to 
lower current (i.e., larger t,j) values., For the .01 uf condenser, 
Qd was found to be constant for dumping times of 150 to 700 seconds, 
v»Mls for the 0.1 (xf condenser, Qd decreased slightly with td» indi- 
cating some soakage» For both condensers Qd became larger for very 
short dumping times because the response of the Brown Recording 
Potentiometer was not rapid enough- 

The absolute value of Q* for the 0.1 u£ condenser at a parti- 
cular current was checked in three ways* A duplicate calibration 
circuit using a 10® ohm ?tctoreen resistor calibrated by the Bureau 
of Standards gave a Qd value O.S'jb lower, which is within the accu- 
racy of the resistor calibration. On the other hand, a Qd value 
0»5>'-£ higher was obtained by letting the integrating condenser dis- 
charge through a ballistic galvanometer and then calibrating the 
galvanometer using the constant current (resistance box) source and 
measurements of the galvanometer's period and logarithmic decrement. 
Th-.s agreement is also well within the expected error of the measure- 
ment. The final check on Qd was obtained using a value for the con- 
denser capacitance, found by both bridge and EC-time methods and known 
to about 0»5°L ? and the voltage at which the condenser was dumped. 
The latter was determined by checking the Brown potentiometer's reading 
with a low-impedance voltage source, calibrated by a K2 potentiometer, 
applied by breaking the electrometer's feedback loop. Using these 
values gave agreement to within 0.2^. with the equivalent Qd value 
obtained from the charge-time calibration. 

In general, it is believed that the Qd values have standard 
errors varying from 0.2^ (for currents high encugh so that the zero 
drift or coadenser voltage effects were small) to 1% (for currents 
so low that an extrapolation of the Qd curve was necessary). The 
error  rignment is based on thG absolute value checks and on the re- 
prcdacibility of over three hundred calibrations made during the 
course of the experiments: 

I. Vacuum system 

"••nee the vacuum system was fairly conventional, it will not be 
desrrxoea in any detail. The single system could be used to pump on 
both the scattering chamber and the Faraday cup, or either one sepa- 
rately. A Distillation Products, Inc. VMF-20A diffusion pump (with 
0ctoil-S) was used with a Welch Duo-Seal mechanical pump for backing 
and roughing. Separate mechanical pumps were \>sed for both the 
deuterium and counter filling systems., The mechanical pumps were kept 
on a cart separate from the one carrying the scattering chamber, the 
unly connection between being made by rubber vacuum hoses.  In this 
way, both mechanical vibrations and electrical disturbances could be 
greatly reduced. 

While a liquid nitrogen trap was available, it was usually used 
only when it was necessary to pump down rapidly„ for the whole system 
(including the chamber) could reach 3 x 10"^ and the Faraday cup alone, 
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9 x 10"^ mm. Hg without liquid nitrogen., WLth the trap 
whole system could get down to 9 x 10""" and the cup aloi 

filled, the 
alone, 2 x 10""". 

Liquid nitrogen was rarely needed to gat the Faraday cup down to a 
good enough vacuum, for within a few minutes of shutting off the 
chamber the cup pressure was always about 1 x 10""5 mm. Hg. 

To help determine the extent of contamination scattering and 
of changes in the partial pressure of deuterium, the rate of rise of 
the chamber was checked several tiraeso  In general, for the first few 
hours after shutting off the chamber from the pumps, the pressure in- 
creaced about 0,3 micron/minute (or 3 x lcH* mm. Hg /min. ).  For longer 
periods, the rate of rise was slower.. The main contributor to this 
leak rate was probably the chamber Itself* since this brass casting was 
found to be quite porous. Making the chamber reasonably tight provided 
the chief vacuum problem, 

J. Deuterium system 

To measure the differential scattering cross section it is 
necessary to know the number of scattering atoms present, and hence 
the pressure and temperature of the scattering gas and the percentage 
of deuterium in that gas.,  To eliminate all impurities initially ex- 
cept normal hydrogen, the deuterium gas was forced to diffuse through 
the walls of a heated tube of palladium. By using 15C lb/in. * deuter- 
ium pressure and 150 amp,, through the Pd tube, the five-liter chamber 
could be filled in about twenty minutes.  Because oxygen can diffuse 
through hot copper, the deuterium coming out of the hot Pd was passed 
through only stainless steel tubing to a liquid nitrogen trap. 
Besides cooling the hot gas? the liquid nitrogen served as a vacuum 
pump. Since the deuterium filling section was not opened to the air, 
except for rare repairs, it was sufficient to evacuate it prior to 
putting in a new filling to the pressure achieved by a mechanical pump 
and the liquid nitrogen trap. 

The deuterium for the final runs was obtained shortly before it 
was used from the Stuart. Oxygen Co,, San Francisco. The two tanks used 
for nearly all of the data were later analyzed mass-spectrographically 
bj the Consolidated Engineering Corp, « Pasadena,  The more impure of 
the two was found to contain only . Otf* air and .02% water, so the Pd 
tube was alinost superfluous.. The H,D analysis, which had a limit of 
error of less than .Ob mol %  , showed one tank contained 99.20 mol%   D 
and the other 99»25^° The presence of H made necessary a small 
correction (0.^-5 + oOo^ in the worst case) for those protons scattered 
from H which had an energy at the lowest angles such that they were 
counted along with protons scattered from D. This correction will be 
discussed in a later section. 

Knowing the percentage cf deuterium present, we next need to know 
the pressure of the entire gas.  The chamber was filled until a Bourdon 
gauge indisated that the pressure was approximately equal to that of 
the atmosphere, whereupon the chamber was opened to the evacuated arms 
of a small glass U- tube manometer, half-filled with Octoil- S diffusion 
rv'Tnp oil. After closing a  stop-cock between the arms, the arm net 
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connected to the chamber was opened to the atmosphere* The resulting 
difference in the heights of the two oil columns gave the pressure 
differential between the chamber and the atmosphere. While this height 
difference was usually read with a cathetometer, such accuracy was not 
really needed, since a millimeter error in measurement would have given 
only .01^ error in the pressure* 

Octoil-S was chosen as the manometer oil because (1) it has an 
extremely low vapor pressure (5 x 10""8 mm. at 25°C«)9 (2) it is a satu- 
rated hydrocarbon and hence dissolves much less gas than if it contained 
any double bonds, and (3) its density and variation of density with 
temperature Are well known.  Using the average of density determinations 
made by the manufacturer (Distilla tion Products, Inc.) and by two other 
groups,^ H2all of which agree within .Ol^ , plus the local value of 
gravity (known to + o002*£ ), we get that the pressure differential in 
millibars is O.891F U -'".00073 (T - 25°C)] M, where M is the difference 
in the Tfianometer arm heights in cmo and T is the temperature in °C 

The atmospheric pressure near the chamber was measured with a Friez 
Aneroid Barometer* to 0.1 mb. While the aneroid was checked quite fre- 
quently against the U.C.L„A. Meteorology Department's standard mercury 
barometer (which in turn had been checked against local Weather Bureau 
and Air Force standards), it was found that the readings of the two, 
when properly corrected, agreed to within about + 0.2 mb„ over a period 
of rearly nine months. The over-all error in the absolute measurement of 
the gas pressure in the chamber is estimated at + 0.4 mbo, or + *0k"Jf 

It is believed that the measurement of the gas temperature was even 
more accurate, being about + . 03^. An 18-35°C. thermometer, made by the 
Parr Instrument Co. (Moline, HI.) and graduated in .02° intervals, was 
used. While a calibration curve supplied by the manufacturer makes 
possible obtaining differential temperature errors of only .002°, the 
absolute values are good to .02°, and so readings were made to just .01°. 
An error of .02° is an error of only ..007% in the absolute temperature, 
but the larg- ? error given above results from the uncertainty as to 
whether temperature equilibrium between the gas and its surroundings had 
been sstablished before simultaneously reading the temperature and pressure. 
Errors resulting from a lack of temperature equilibrium could not have 
been T«ry  large, however.  The chamber filling time was fairly slow, and 
the gas had to pass through, a long copper coil after leaving the liquid 
nitrogen trap and before entering the chamber., Furthermore, the Parr 
thermometer passed through an 0-ring seal in the lid of the chamber, so 
that its bulb was immereed in the gas close to the scattering volume. 
A temperature reading was made only when the Parr thermometer and one 
outside the chamber agreed to within 0.1°.. 

* We wish to thank Dr„ James Edlnger of the U„CoL.A. Meteorology 
Department for the loan of the aneroid and the use of both the standard 
:uercury barometer and the Gaertner traveling microscope? previously 
mentioned. 
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Reading8 of the temperature and pressure were made both at the 
beginning and end of the period during which the gas was used, and the 
resulting difference in T/P values was compared with the expected leak 
rate of the chamberi  taken from rate-of-rise measurements. Usually, 
T/P changed by about -006^ per hour, and T/P values were assigned to 
each run according to the time elapsed since the chamber was filled* 
Usually fillings were used for one and sometimes two nights, so that 
this correction for the change in T/P was always quite smell* 

In general, the error in T/P for most runs was taken to be O^VL 
although in a few cases a somewhat larger error was assigned* 
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IV.,  PROCEDURE AND EXPERIMENTAL CHECKS 

We have discussed the various parts of the equipment separately, 
now we shall consider the operation and checking of the apparatus as a 
whole. He have9 for example,, examined the aligning of the collimator, 
Faraday cup, etc 9 but we should also mention the alignment of the entire, 
scattering chambes- 

A diaphragm with a small h«*le ivi it was placed over the end of the 
external beam exit pipe so that the '-"hole was at the position of the most 
intense br:o_v>- AS determined by beam pictures and beam current measure- 
ments. Another evacuated section, about five feet long and having a glass 
end, was added to the ssit pipe? beyond the diaphragm.  By bombarding the 
^,lass for a few minutes with the proton beam, a darkened image of the 
hole in the diaphragm appeared on the glass. After aligning a transit 
along the line formed by the centers of the diaphragm hole and its image 
on the glass, the scattering chamber was moved in so that the axis of 
the collimator was also along this line. This was determined by sight- 
ing the transit on the collimator defining holes through the chamber 
exit hole, with the Faraday cup removed,. Minor adjustments were then 
made in the chamber's position,, in accordance with beam pictures taken 
inside the evacuated chamber. 

With the chamber in place and the cyclotron's magnetic field on, 
a flux-meter survey was made to determine whether the magnetic field in- 
side the scattering chamber could cause any scattered protons to fail to 
properly pass through the counter analyzing slits* Whils the cyclotron's 
field, as pre;d.ously mentioned, turned out to be negligible, the stray 
field from the magnet at the Faraday cup entrance could have produced a 
small effect at the lowest angles.  As can be seen from Fig. 3, three 
shims were placed around this magnet to achieve the double purpose of 
reducing the field inside the chamber and of providing a strong field in 
the region sf the chamber exit foile 

Having considered the procedure for getting the chamber ready to 
use, wa shall now briefly discuss the procedure followed in a typical 
night of data taking. First, the vacuums of the chamber and deuterium 
filling systems were checked to be sure that no leaks had developed. 
While the chamber was being filled through the heated Pd tube, the elec- 
tronic system was checked,  Pulses from a mercury-relay pulse generator 
were applied simultaneously to all three counting channels.  By switching 
the accidental coincidence circuit so that it counted real double coinci- 
dences, the performance of all five sealers could be checked at once. 
The operation and linearity of the upper and lower level pulse-height 
discriminators were checked by using two sizes of pulses from the accu- 
rately calibrated pulse generator*  It was Important to be sure that 
each discriminator "slope" was set so that the desired range of pul.se 
heights could be included. 
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The pressure and temperatare of the filled chamber were measured 
in a manner that has already been described (p. 32). A fresh filling 
vas put in the counters and the high voltage measured and applied. 
Neither the counter high voltage supply nor any of the rest of the 
electronic equipment was ever- turned off9 except to make repairs* 
After setting the counter angle, the Faraday cup vacuum was measured, 
and then the cyclotron beam was maximized, 

"With beam into the chamber? the singles counting rate of the 
first counter was displayed on an oscilloscope,, Most of the pulses 
were confined to a recurring group of about 20 [isec. duration, which 
demarcated the cyclotron beam pulse,,  By making the output of the 
Master Pulser blank trie osoix^OBcupe Ixace, the 60 usec. sealer gating 
poise could be set in proper time relations i„ e. , so that the cyclo- 
tron beam pulse was at its center.  It was then certain that the sealers 
were missing none of the desired counts while excluding some noise counts. 

Before starting to collect data, the amplifier gains and discrimi- 
nator levels had to be set.  The usual procedure is just to try to set a 
lower discriminator level sufficiently low so that none of the desired 
counts are missed.  In the present experiment such a procedure was un- 
desirable because better particle selection fras necessary, particularly 
when counting recoil deuterons. In addition, the usual method would 
have been far too time consuming, since counting rate plateaus would have 
to have been established for «21 three counting channels and for both 
upper and lower level discriminator settings in the first two channels. 
Instead, a quicker, more accurate method was developed, based on the cal- 
culated energy loss distribution-*^ in the first two counters (as dis- 
cussed on Po8 and plotted in Fig. V) and, for the third counter, also on 
the straggling calculations-^' mer>i/oned on p. 18. The latter provided 
a means of determining the maxim-urn energy which a particle could have 
after passing through a given thickness of absorber. Then, with tb.6 aid 
of the energy .Toss distribution curve, the minimum possible energy loss 
which a desired particle could have in the third counter was determined. 
Plots of this minimum energy loss vs. counter angle for protons and 
deuterons provided an accurate and easy way to get the initial approxi- 
mate setting of the third counter discriminator, based on a previous run.. 

Approximate settings from any prior run could also be obtained for 
the first two counting channels, using a curve like Fig. if.. These 
settings were made quite generously and were not crucial, it not being a 
requirement of the method that the energy loss equivalent of a discrimi- 
nator setting be constant over a long period. A run was then made to get 
the approximate counting rate at that angle.. Next, the lower level first 
channel discriminator was set at some arbitrary higher level and another 
run made.  From the difference in the counting rates of the two runs, the 
percentage loss caused by raiding the first channel bias level was deter- 
mined.  Suppose we were counting 16-Mev protons and raising the first 
channel discriminator t«c a setting of 200 had" decreased the counting rate 
by 30%. Fig. if shows that this discriminator setting of 200 must have 
corresponded to a 20 kev energy loss  in the counter. Since the energy 
loss distribution essentially 'begins (0.1% curve) at Uf kev and ends 
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(99*9% curve) at 52 kev, the lower level discriminator had to be set 
below 200(lif/20) «* llfO and the upper level had to be set above 
200(52/20) - 520. 

The second channel was set in the same way, but the third channel, 
because of the large range of energies in the third counter which resul- 
ted from straggling9 had to be set by taking a conventional bias curve 
and finding a counting rate plateau. However, because the approximate 
setting was already known,usually just a few properly chosen settings 
sufficed to establish the plateau* Because the initial settings w»r» 
usually fairly eloee to the final values, it was not often necessary to 
repeat the first and second channel setting determinations after finding 
the correct setting for the third channel. However, to guard against 
amplifier gain changes, these settings were usually checked during the 
course of data taking. 

This method of discriminator setting had an additional use when 
counting recoil deuterons.  Because of the broadness of the energy loss 
di .tribution, not all the protons from deuteron breakup having a range 
equal to or longer than that for the deuterons could be excluded* Hence 
it was necessary to make a background subtraction by using absorbers 
just thick enough to stop the deuterons.  Since the group of inelastic 
protons being counted had a slightly higher energy than the group which 
actually constituted the background, it was necessary to reset the 
discriminators a little. These new settings were obtained easily using 
the energy loss distribution and third counter minimum energy loss 
curves. 

The accuracy of this method of setting discriminators depends upon 
the linearity of the amplifier-discriminator system and on the correct- 
ness of Symon's energy loss calculations.^00 The first requirement was, 
of course, satisfied by the previously described nightly pulse generator 
check* The second was verified by the work of Igo, Clark and Eisberg9H3 
who used a proportional counter similar to tho&e employed in the present 
experiment, and who found quite close agreement with a curve calculated 
from Symon's theory at their energy of 31.5 Mev. Both requirements were 
actually checked nightly, once the discriminators were set, by predicting 
a discriminator setting for a certain percentage particle loss and then 
making a run to see if that loss was obtained. The empirical loss always 
agreed with the theoretical one within the statistical errors in the 
number of counts, which ranged from 3 to 6j£. 

With the discriminators set, data taki;ig could begin*  Short runs 
were made, usually lasting ten minutes or less, depending upon the beam 
current and the electrometer zero drift.  Triple coincidences, acciden- 
tal coincidences, the singles counting rate in all thre* counters, the 
number of condenser charging cyclea (or dumps), the time, the run du- 
ration, and the electrometer aere drift were recorded for each run* 
The five sealers, timer, and condenser dump register all were simul- 
taneously turned on by the Master Switch at the start of one condenser 
charging cycle and off at the end of the same or another cycle.  During 
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periods when the cyclotron magnet had to be cooled, the electrometer was 
calibrated. At the end of using the chamber filling, the temperature 
and pressure of the g-as were again determined* 

Of the many experimental checks which were made and which will now 
be briefly described, perhaps the most important was that en the repro- 
ducibility of the data afforded both by having taken a number of short 
runs at each angle* and also„ for the majority of angles, by having 
taken data at the same angle on different nights, sometimes weeks apart* 
For each angle, then, two statistical errors in the data could be com- 
puted s a poisscnian one baaed on the total number of counts, and a 
...Russian one bassd on the reproducibility of the data* These two errors 
were compare:! by a chi.-square test, and with a very few exceptions it was 
tound that the data reproda<sitility depended only upon the number of 
counts. That i'-. to say, for nearly all the runs the internal consistency 
c.f the date, showed nr.   srrors outside the pol saonian uncertainty in the 
vtal number of counts. Tha few exception*? were mainly runs for which it 

was found that a faulty relay had been erratically throwing extra counts 
i*-' :• the sealers. While a good average background was found which 
corrected for this, the individual runs showed too much variation. An 
appropriately larger error has been assigned to these runs. 

Another useful check on the reproducibility of the data was pro- 
vided by counting both scattered protons and recoil deuterons at nearly 
the same center of mass angle- Among other things, this served as a 
good check on the deuteron background measurement, mentioned above<> 
Because the two deuteron check points lie near the main minimum in the 
differential cress section curve, the inelastic background is relatively 
much larger compared to the elastic scattering at these two points than 
it is at lower laboratory (cr higher renter of mass) angles.  Indeed, the 
main group of deuteron pcints ( 6^- 130°) ;*oins smoothly on to the proton 
points ^9 %.  120*) right in the minimum, and the point at 8 « 130® had a 
much .Larger background than did any other deuteron measurement. The 
deuteron check point at 6 «- flSo?'0' which is close to a proton point at 
Qm  91.90, lies on a smooth curve drawn through the proton data. 

This agreement of the deuteron data at 90° and ^C^ with the proton 
data has an added significance, since in one case the proton had a con- 
siderably higher energy than the correspond^ g deuteron, and in the other 
case the deuteron had over twice as much energy as the corresponding 
proton.  Since the root mean square multiple scattering angle varies 
approximately inversely as the particle energy, if there were any 
appreciable multiple scattering loss (cf» p. 18) at any angle, it should 
shew up in these two cases,,  This conclusion i6 made even stronger by 
the fact that the deuteron energy in one case and the proton energy in 
the other case were the lowest deuteron and proton energies used in the 
experiment,- and therefore should have glvan multiple scattering losses if 
any were to be foundo 

Since at a fixed energy the multiple scattering loss would have 
been greater with the narrow slits tnan with the wide, both the proton 
and deuteroT3 measurement's at a laboratory angle of 20° were made with 
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narrow and wide slits as a further check. For the deut-eron case the 
statistical errors were rather high, being 1» 6% fur the wide slits and 
h.7% for the narrowv but the disagreement, lo2"j£, is in the opposite 
direction to that expected from multiple scattering,, For the proton 
check the statistical errors were only 0. 63% for the wide slits and 
l.ifl for the narrow, and the narrow slit cross section was 0.87% lower 
than the wide. The agreement of the wide and narrov slit data9 then, 
shows again that multiple scattering losses were unimportant,. 

Still another check on multiple scattering loss was provided by 
making a 20° (laboratory) narrow slit proton run with the chamber 
filled with half an atmosphere of deuterium, instead of the usual 
atmosphere.  Because this angle was the highest (and the proton, energy 
the lowest) at which narrow slits were used0 it afforded some test of 
.•nultiple scattering losses in ihe gas. However9 because calculations 
snow that the loss in the gas ought to be quite small, and because the 
angle is fairly low, this served as a better check that scattering from 
the collimating slits to the analyzing slits was not affecting the 
results. Since the slit-slit scattering and the multiple scattering 
effect would both cause the cross section found with a half-atmosphere 
filling to be higher, an upper limit on both effects is determined by 
the fact that the half-atmosphere data (1»0^ statistical error) was 
Co22^ lower than that obtained with a full atmosphere filling (L>V$ 
statistical error).. 

Another good check on slit-slit scattering effects was acciden- 
tally provided by a shift in the direction at which the beam entered 
the collimator, This direction shift caused a large increase in the 
number of protons striking the edges of the last defining hole in the 
collimatoro Some of these protons,, scattering off various metal sur- 
faces, found their way into the first and second counters.  However, 
these protons must have lost too much energy in the many scatterings 
to hs-^z,  been able to get through the absorber in front of the third 
counter, for measurements made after the chamber was realigned to the 
new beam direction agreed within statistical error with those made be- 
fore realignment. For example9 the deuteron measurements at 12.5° 
(laboratory) show that despite the fact the first and second counter 
counting rates decreased by a factor of over two after realigning, the 
cross sections obtained before and after realignment agreed within 1»V>» 
for statistical errors of 1«3% and 1.1%, respectively.  Similarly, while 
the singles rates went down by a factor of two after realigning, the 
cross section for protons measured at a laboratory angle of 10° vent up 
0.82*£, for statistical errors in the two measurements of 1.9^>  and !•!+%» 

Thus slit-slit scattering was not a source of error in the cross 
section measurements, with one exception.  At 8° neither the last anti- 
scattering hole in the collimator nor the anti-scattering baffle was 
effective in keeping protons scattered off the second collimator 
defining hole from getting through the first analyzing slit. The only 
importance of this when counting protons at this angle was that it in- 
creased the singles rates in the first two counters, and consequently 
necessitated running at smaller cyclotron beam currents. However, 
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when counting deuterons the absorber used was thin enough to adss.it some 
of these slit-scattered protons. Thus the ratio of background to total 
counts was about six times as large at 8° as it was at 10°» Not only 
did this high background make the 8®  runs statistically more inaecurate9 
but also it was found that the slit-scattered proton background decreased 
rapidly with energy, A correction for this had to be made by filling the 
chamber with ordinary hydrogen and making runs with the same absorbers 
and discriminator settings as were used when taking deuteron and back- 
ground counts, A rather largo error in the backgrounds was assigned for 
this correction^ 

Wills background measurements were nude for all d*uteron ronat9 only a 
few were taken for proton. runs9 since proton backgrounds were nearjy 
:-,.Lwsys found I' be negligible.) • These few were done in the same manner 
as for the deuteron runs 5 1, e,c just enough 'sxtra absorber was used to 
sv.-p all *hv  p-d elasticaily scattered protons. This lack of background 
vsc^-ad th.- ib3eno8 of a number of undesirable effects; (1) slit-slit 

it-<voiir..g. r[>ij  scattering Irom heavy contaminants, (3) false triple 
coincidences as a result of neutron recoil background, and (4) noise 
••. .its due to electrical disturbances.  The only backgrounds found 
exceeding Accidental, coincidences were due to ele.tricai disturbances 
(e.gor bad Dee sparking)«, since the net background was zero when the 
source o.t the disturbance was fixed. 

Tfc?se proton background measurements served also as a check on 
the method of determining accidental coincidences} since with a stopping, 
or background9 absorber in placs the triple coincidence and accidental 
coincidence counts wers essentially ti&e same, 

Hcwe^erc the average accidental coincidence correction for any 
angle was never as large as 2%,  ma..:,.^ because at the smallest angles 
the beam current had to be "educed (by reducing the hydrogen supply for 
the ", ;iotron arc) to prevent, counting lcs?es, RVJIS were made of gross 
section versus beam current be determine the maximum singles counting 
rate which could be tolerated before losses occurred. When getting data 
at small angles9 the sealers recording the singles rates were constantly 
watched tc be sure that the rate wms staying well below the sai> limit. 

Runs at any angle which were made with quite d* ffererrb beam 
currents served as a good test of the current integrator calibration, 
since each run was assigned its calibration constant on the basis of 
the run duration (i,e,9 the charging time of the integrating condenser), 
A further- check was provided by making runs with two differemt (0,2 jif 
and ,0-1 jii) Integrating condensers. Regardless of having different 
beam currents or different ccndensersB the cross section values always 
agreed well within statist! cal  errors. 

The :-ross s>~:\ion at a given angle was measured &6 u  function not 
only cf ream r^rrert. tut a".&:  of coincidence resolving time (as 
described en ?--'.,) -ind elapsed time, A decrease in the cross section 
with time could have been ascribed to amplifier gain changes or counter 
gas con'<.am.i.i;atiori.  The former had \o  be carefully watched during each 
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night's data taking, while the latter vas checked by making runs with 
gas which had been left in the counters three times as long as it nor- 
mally was. 

An increase in cross section with time could have been attri- 
buted to an increase of scattering from air, due to the leak rate of 
the chamber. As mentioned above, any such increase could be checked 
by making background measurements on the proton runs. Still another 
check was made by using an appropriate absorber, to measure the 
scattering from air at 25° periodically during a night of data-taking. 
By measuring also the cross section for scattering at that angle with 
only air in the cnamber? the increase in the air concentration eould 
be determined directly and checked with the leak rate of the chamber. 
The effects of contamination scattering were found always to be very 
small, and it turned out that a sufficiently accurate correction to 
the data at the lowest angles for such scattering could be made simply 
by using the measured chamber leak rate, as checked or slightly modi- 
fied by th*> change in the temperature/pressure readings made at the 
beginning and end of the period during which a gas filling was used 
(vf„ p. 34). 

One conventional check is to measure a cross section at the same 
angle on both sides of the beam.  This test of the alignment is best 
made at a small angle, but with the present equipment the smallest 
angle at which counting could be done on both sides of the beam was 45°. 
The agreement in the two cross section determinations at that angle was 
within 0.25"! , which is much better than the statistical accuracy of 
the measurements. 

A desirable over-all check is to measure a cross section which 
someone else has already measured accurately.. No such check is yet 
available at this energy,, but Herbert II, Royden of this laboratory 
is measuring p-p scattering at low angles. Since his results are not 
yet available, the p-p cheek run, which was made at a laboratory 
angle of 20°, can be compared with a l/E interrelation between the 
18.3-KevHl and 32-Mevll4 p-p measurements* as fitted by Martin and9? 
Verlet with a Levy potential. The agreement between the measured 
value, 24«0 mb./sterad« in the center of mase system, and the value 
obtained by interpolation, 23.9, is much better than the uncertainty 
in the interpolated value. 
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V.  RESULTS 

A. Corrections to the data 

In the course of the foregoing discussion of the equipment and its 
use, mention has been made of various corrections which had to be app- 
lied to the data, Hjre *:e summarize these, giving references to the 
pages on which any correction is more fully discussed. 

Background (pp. 37, 380 4o) was measured by putting just enough 
absorber in front of the third counter to  exclude the particles having 
the previously desired energy,, Because of the inelastic proton con- 
tinuum, backgrounds had to be subtracted for all deuteron runs* For 
protons, on the other hand, measured backgrounds were generally negli- 
gible.  In a few cases (p„ 38^9 however, electrical disturbances 
necessitated a background subtractiorio 

All the data have been corrected for accidental coincidences 
(pp. 23, ifC') by means :i a coincidence circuit just like that used 
for registering triple coincidences, but connected so as to register 
whenever pulses from each of tne first two counters occurred simul- 
taneously with a delayed pulse from the third counter,,  This method 
was necessary because a large part (1/5 to 1/2, depending on the 
angle) of the pulses from the first two counters were in double coin- 
cidence,  This large proportion of non- random counts was due, first, 
to the first two counter*1 having a much larger solid angle than that 
of the second analyzing slit (which selected real triple coincidences), 
and secondly, at small ang?ies, to protons which scattered from many 
metal "irfaces and get into the first two counters* The correctness 
of \..J.E method for obtaining accidentals was checked experimentally 
(p«. Lc)  and theoretically, using a formula (given in the Appendix) for 
the accidental counts in a systen of n counters operating with a 
square-pulsed source.  This formula, derived following the method used 
'';:' Feather—- for twe counters, was used with n = 2 and 3 and the 
measured values of sirigle and double coincidence counting rates. The 
a •» 3 contribution was much smaller than that for n » 2, which was 
based on the 1-2 doubles and the 3 singles rates, and which gave good 
agreement with the electronic determination., The electronic method 
did require a correction of about iCfji for.' the probability that counts 
were missed because the delay line kept the accidental coincidence 
system dead for the first part of the beam pulse. The formula for 
this is also given in the Appendix. 

All the data also were corrected for electrometer zero drift 
(p. 30), the final value of tne drift, being read on the Brown Record- 
ing Potentiometer immediately after each ruru. Because the runs were 
kept quite short, the drift correction only very rarely was as large 
as lyo o 
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The temperature/pressure ratio (p. 3k)  had to be adjusted for 
each run on the basic of the rate of rise of the chamber and the 
measurements of T/P w&ich were made at the beginning and end of using 
a gas filling. The correction to the T/P reading vas very small,, 
changing by about .006% per hour0 

The same rate cf change of T/P was used to deterniinc the rate 
of increase in scattering from air contamination., Experimental checks 
(p. ifl) oonfirmed that this effect was small „ and corrections were 
made only for proton runs at angles of 17.5° or lesso The only correc- 
tions exceeding 0.1% were those at 8° (0.3$) and 10°(0.18$. The 
smallnees of this effect was due9 at small angles, to using deuterium 
fillings for only a short time*, and at larger angles? to discriminating 
against the higher energy air-scattered protons* 

Another1source of additional counts for which a correction was 
necessary vas the presence of ordinary hydrogen in the gas. The amount 
of hydrogen was small (about 0.8^) and accurately known from mass 
spcctroscopic analysis (p. 32). To obtain a good correction, it was 
necessary to know also the p-p scattering cross section and the percen- 
tage of p-p protons at each angle excluded by the absorbers. The cross 
sections were obtained from an interpolation between the curres given 
by Martin and Verlet?3 (c*0 Po ^±)0    The energy resolution of the absor- 
bers was determined by folding the nearly gaussian distribution in 
range due to stragglingl03 with the trapezoidal distribution due to the 
angular resolution of the analyzing slit system. The accuracy of the 
latter calculation was confirmed by the shape of integral range curves 
obtained experimentally,, In general* then, the correction for hydrogen 
contamination was small and accurately known* Because of the energy 
resolution of the absorbers9 only proton angles of 20° or less had to 
be corrected, and the largest correction was 0.2f5 + »06<$). 

A larger correction was that for the loss of particles in the 
absorbers. While the loss due to multiple scattering was negligible 
(p. 18)s losses due to single scattering and absorption had to be con- 
sidered.  Cross sections for proton and deuteron absorption in Al as a 
function of energy were computed from the -work cf Shapiro 9^-° and were 
numerically integrated with respect to range.  The resulting curves 
are proportional to the fractional beam loss due to absorption, as a 
function of absorber thickness. A similar procedure was followed for 
single scatterings! with added complications.  Experimental differential 
cross sections for p-Al at 229

117 18s118 and 9.6n? Kev and d-Al at 
llf Kev^O were used along with calculated Rutherford cross sections to 
determine the er»rgy dependence of the scattering cross sections. All 
of the differential cross sections had to be multiplied by a cut-off 
factor which was a measure of the probability a particle scattering at 
a certain angle in the Al absorber had of missing the third counter. 
This probability factor was determined by a quadruple numerical inte- 
gration over the areas of the beam in the absorber and of the third 
counter opening. The cut off differential cross sections were inte- 
grated with respect to solid angle and then plotted as a function of 
range, from which point the scattering and absorption corrections 
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proceeded in "the same way.  Only at the lcvest energies (and consequent- 
ly thinnest absorbers) did the scattering loss approach that for absorp- 
tion. Hhere the correction is large, only the absorption is important. 
Corrections varied from 1.02% lor protons at 8° to OoOS^for protons at 

An opposite correction had to be applied for the extra particles 
obtained because the analyzing slits could not be perfectly absorbing. 
For the second slit, the equations of Courant^l could be used directly, 
but a correction for the first slit required in Addition numerical 
integrations over the beam incident on the slit edgss and over the tiro- 
dimensional gaussian distribution of particles which penetrated the 
slit edges.  The first integration determined the number of protons 
striking the slit edge^ relative to the number gcing through the slit 
openings, and the second determined the fraction of particles pene- 
trating the first slit with small energy loss which could get through 
the second slit. .The resulting correction changed little with angle, 
varying from O.Jfl> for 8° protons to 0.17^ for !f5° deuterons, because 
of the method of choosing absorbers. The correction was small because., 
xu approximate order of importance, (l) the discrimination of the 
counting system against lower energies was so good (p. 8), (2) the slits 
were made as wide a3 p:\ssibie by making the distance between them as 
large as possible (p? 7), ("5) the slits were made cf high Cu bronze 
(p. 1?), (if.) the slit edges were just a stopping thickness for 2t>-Me7 
protons (p. 13)5 and (5) the number of particles striking the slit 
edges which 03'J.d scatter fr^m the gas at a smaller angle than the 
particles being counted were reduced both by the anti-scattering 
baffle (p, 16), and by having the collimatcr project as far as possible 
into the chamber (p. 12). 

A large correction which also uad to be applied to all the data, 
was for the finite width and height of the incident and scattered beams. 
A ss  .a-order gOvmet.y analysis was kindly supplied by Prof.. C. L. 
Crilchfield, and some fourth-ordsr terms in the rear slit height were 
added to it for this paxti-niar geometry (cf0 Appendix). The resulting 
corrections ranged in magsutade from '3.83^ for 8° prctcns to CG33! for 
ct>° protons 

n» Summary of errors 

Like the corrections to the data, errors have been discussed in 
the preceding pages. The latter will be summarized hare in relation 
to determing the cross.section. Unless otherwise specified, all errors 
throughout this report are expressed either as standard deviations or 
relative standard deviations. 

Looking at the differential laboratory cross section, 
5,-.(G,:-,) * TGSlnQo/KGPFIQd, we can first dispose of K, the universal 
physical constants.  The constants used, obtained from DuMond and 
Cohen,l22 and consisting of the gas constant, Avv-gadro's number, and 
the electronic charge* axe  known so accurately that they introduce no 
error h-xre. 

W 
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To determine the number of scattering targets, we need to know 
the temperature, T, and pressure, P« cf Ihe gas, and the fraction, F, 
of the gas which is deul-erium. F was found mass spectroscopicaily 
(p. 32) with a limit of error of .05 iuol% o Errors were designated 
for the ratio T/P, since the error had to include uncertainties in 
the measurement of T and P and in the change of T/P with time (p. ~5k)» 
an individual T/P being assigned to each run. Since the changes in 
T/P were small (p.. 34) and the measurements (p« 33) were quite accu- 
rate, an error in T/P of 0.1$ was assigned for most of the runs, with 
a somewhst larger error for a few. 

A small (.07%) Van der Waal's correction was made in the cross 
section formula for deuterium's deviation from perfect gas behavior, 
but of course, no error need be assigned to this. 

The number of Incident particles was determined by the beam 
cu/rent collected, which was measured by the number of condenser 
dumps, I, and the charge per dump, Q(j.  Individual Q^ values and 
e: Tors were assigned to each run on the basis cf the beam current, 
as measured by the time required for a dump. These errors (p. 3l) 
varied from 0.2^ for high currents to 1% for very low ones. In 
addition, nearly all runs have been assigned an error of 0.3/( (and 
the rest, 0»5^D for possible errors in beam collection (p. 28). 

The portion of the scattered beam seen by the counting system 
is determined approximately by sin 0o/G9 where ©0 is the angle the 
counter makes with the incident beam and G includes the constant geo- 
metrical factors. The combined errors in the measurement of the 
constants of which G is comprised and in the alignment of the counter 
slit system amount to only .01+7% s.:.   the wide slits and 0.19^ for the 
narrow (p. 15). However 9 the uncertainties in 60, while only .063° 
for the narrow slits and .066° for the wide, give an error in the 
cross section which varies from 0.13% at 90° to 0„79^ at 8°(p.l6).. 
A similar large error, which also varies with angle, arises from the 
uncertainty in the centering of the incident beam. This latter error 
(p» 13), with a few exceptions, is given by »C6^/sin%» The ex- 
ceptions, for which the error has been doubled, are those runs made 
when the cyclotron beam direction had shifted (p. 39).  This shift 
skewed the incident beam, and the added error is considered to repre- 
sent the shift in the beam's effective center at the chamber center. 

The largest error In the cross section arose from the determi- 
nation of the number, C, of properly scattered particles counted 
There were several small contributors to this error, among which was 
the background correction (p. if2) made for all deuteron and a few 
proton runs. Besides the additional statistical uncertainty which 
the background introduced and which will be discussed later, an error 
of about 5% of the deuteron background correction has been included 
as an allowance for the fact that the part of the inelastic proton 
distribution measured as a background was of a slightly higher energy 
than the part which actually constituted the background.  It has been 
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found experimentally (p. 38) that this effect is small.  The background 
subtraction for the few proton runs (p. 38) requiring it was much more 
uncertain, however, and an error of about one-third of the correction 
hat: been assigned. Similarly, a large error has beei? included for the 
unusual deuteron background at 8° (p. 1*0). 

As was the case with background, the presence of accidental counts 
added to the statistical uncertainty in C. In addition, however, errors 
in the number of accidentals have been assigned as lO^ for angles lees 
than or equal to 2^>° and 2<H  for angles greater than 25° to take care of 
(1) the cyclotron beam pulses1 not being strictly a square-wave time 
:anction> (2) the increased probability of getting an accidental because 
:f the presence of real triples, and (3) the decrease in accidentals due 
to not recording entirely random accidental triples. These error assign- 
ments do not have much effect on the total cross section errors, since 
^he- correction for accidentals was usually much 3 ess than Vjoi  and only at 
r.e angle did it approach 2<£o 

The error in C due to a correction for electrometer zero drift was 
jousidered negligible, since the corrections were always quite small and 
could be made rather accurately. No error has been assigned for count- 
ing losses, either, since the beam current was always kept low enough 
to make these negligible (p. 40).  In view of the theoretical calcu- 
lations (p. 19) and the many experimental checks (pp. 38-39), multiple 
scattering: losses can also be considered insignificant. 

The main source of error in C and in the whole cross section 
determination was the poissonian nature of the number of counts.  This 
relative statistical error in the most complicated case is given by 

[CCB + Ag)/l| + (Ob v Ab)/lj)] * 

where the subscript g refers to the measurement of the gross counts 
and I) to the measurement of background alone, and C designates total 
counts (of which A were accidentals) in I condenser coups.  It must be 
reiterated (p. 38) that a gaussian statistical error, which measured 
the reproducibility of the data at each angle, was also computed and 
compared with the poissonian one, with the result that almost all the 
data showed no significant variation outside that expected on the basis 
of the number of counts involved, 

After computing a cross section by the formula given, five 
additional corrections were applied, the errors of which must be con- 
sidered.  The error in the correction for scattering from air contami- 
nation (p. 43) was taken to be one-third of the correction, but in th© 
worst case (8° protons) this error amounts to only 0.H°f0o    The largest 
error da© to the correction for scattering from ordinary hydrogen (p.43) 
was even lesss «G6%.  The error in the third of these corrections, 
that for particle loss in the absorbers (p. 43), depends maixily upon 
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the accuracy of the theoretical absorption cross sections. While the 
energy dependence of these cross sections has been well checked experi- 
mentally ,*!« there is more doubt about their absolute values.  Conse- 
quently, an error of 30% of the correction has been assumed. This gives 
an error of 0.3$ in the cross section in the worst case. 

An error is not usually assigned to the correction for finite 
beam size (pc44)* but since derivatives of the imperfectly known cross 
section are involved in terms which tend to cancel, errors can result 
which are actually larger than the correction*  An error of 6 of the 
correction has also been assigned to include the effects of neglected 
higher order terms and of the approximate treatment of the incident 
beam. The resulting errors in the cross section vary from 0.36% for 
6° protons to .003^ for 17.9° protons 

Two errors must be considered in the fifth correction, that for 
slit-edge penetration. The error assigned to the correction made for 
the analyzing slits (p. 44) is taken to be half of the correction, 
because of the lack of better experimental verification of the theore- 
tical treatment. The largest error this introduces in the cross 
section is 0.?.?fo for 8° protons.  The second error to be considered is 
that for neglecting collimator sliv-edge penetration.  First, it should 
be recalled that an error has already been assigned for the possibi- 
lity that a small portion of the incident beam collected in the Faraday 
cup could have been of such a low energy, due to collimatcr slit-edge 
penetration, that it would not have given countable scattering events 
(cf. p. 27). However, it is also necessary to determine that fraction 
of the incident beam which could produce recordable scattering events 
of degraded energy. By a calculation similar to that for the analyz- 
ing slits, it was found that only 0.^1^ of the scatterings counted could 
have been of low energy^ giving a maximum error in the cross section of 

The various errors considered above have been combined quadrati- 
cally, and the resulting relative standard deviation in the cross 
section for each angle, along with the cross section values, may be 
found in Table IV.  It must be emphasized that these errors apply to 
the absolute values of the cross sections, since each determination 
was an absolute measurement. The error in relative values of the cross 
sections is not well defined* because the size of such an error would 
depend upon which two differential cross section values are being com- 
pared. 

C.  Beam energy deteiminaticn 

Without an accurate determination of the energy of the beam at 
the center of the chamber^ the cross sections would be of little value. 
In order to check the use and calibration of the absorbers as well as 
to determine the beam energy, trie energy measurement was made by taking 
an integrcJ. range curve with the absorbers in front of the third counter 
while counting protons from p-p scattering at 20° or 25 °. Three such 
determinations were made during the course of the experiments 

9 
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There are three uncertainties in the energy?  (l) the error in the 
mean energy determination,  (2) the energy spread in the beam at any 
particular time,  and (3) changes in the mean energy with time.,     Consider- 
ing the first of theso, there arc three errors in the determination of 
the mean energy, uncertainties in (a) the absorber thickness,  (b) the 
mean range determinations, and (c) the range-energy relation*    The main 
part of the L.5 mgo/cmo2 uncertainty in the absorber thickness came from 
assigning the equivalent stopping power of the counter gas and hydrogen, 
since the counter window? and the absorbers themselves were all weighed 
and measured accurately.,    The value of the mean range,  as found both 
from the midpoint of the integral range curve and from the peak of a 
derived differential curve8 also had an uncertainty of 1<>5 mg<,/cm<>2 
Adding these two contributions quadratically to the uncertainty iu the 
rangs-energy relation of 2„ 3 mg<,/cm»2 gives an error in each mean 
energy determination of 0CcJ Mev„ 

The range-energy relation used was computed for a mean ionization 
potential,  1^, of I6if + 3  ev,  as given by Caldwell and Richardson9^23 
bc^eti on the energy-loss measurements of Sachs and Richardson-^f at 18 
Mev,    The range values were obtained by wring the values of Smithl25 
for In. * 150,  corrected with the relation given by Simmons,*26 
AR/R m {2 - [E/(-dB/±0]j Aljg^/I^is  and further corrected for multiple 
scattering..    The resulting carve passes close to the point determined 
by Hubbard and MacKenzie^-^ at 18 Mev, which is not surprising,   since 
their range determinations, when corrected for multiple scattering, 
yields In " 165, if Simmons formula ±3 used.    Further confirmation 
of the curve is obtained by the recent work of Bichsei and Mozley,128 
whose range point at 17c 85 Mev gives In * 162 from Simmons formulao 
Additional support is giver, by the work of Bloembergen and Van 
Heerden<,129 who get !.•»  * 161 and 36£   at higher energies.     It seems 
that perhaps the best established range-energy relation is that for 
18-Mev protons in Ala  and  since the p-p protons at 20° had an energy 
of IE Mev,  it  seems safe to take the  error of +3ev in I^y_ of reference 
?.23  as the error in the range-energy relation.. 

As to the second uncertainty in the energy, the extent of energy 
spread in the beam,  only an upper limit  can be given.     The integral 
range curves could be fitted quite well by considering just range 
stragsfH ng-*-^ and angular resolution (cf«  p„    V), plus a small low 
energy tail,  due to slit penetration..    Similarly, measurements by 
another method on the beam itself showed no spread other than that 
expected from straggling,,     It is believed that an energy spread 
larger than 0.1 Hev could have been detected.. 

An upper limit can als:> be placed on the third uncertainty in 
the energy? that due to changes In mean energy with time.,     To mini- 
mize such changes, the current regulation of the cyclotron magnet was 
continually monitored during a TCSI with a Leeds and Northrup Potentio- 
meter.     An indication of the constancy of the beam energy imder normal 
conditions is given by the agreement of the energy measurement taken 
(for 25° P~p) prior- to the period of gathering p-d scattering data with 
that obtained (at 20°) toward the end of that periods    Thg two values 
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are 20.56 and 20,57 Mev.  The upper limit on the change can be set by 
the third energy measurement, which was made after the direction of the 
external beam had shifted (cfo p<> 39)» This shift caused the collimator 
to select- a different part of tho beam, making the mean energy O.JJL Mev 
higher* Since none of the data taken just before this energy measure- 
ment were used, the maximum change in mean energy which could have 
occurred for any accepted data can be taken as about .08 Mev.. 

The uncertainty in the mean energy for 'all the cross section data 
can be considered as the quadratic addition of the error in the mean 
energy determination (.08 Mev) and the maximum uncertainty in the change 
of the mean energy with time (also .08 Mev), giving .11 Mev as the stan- 
dard deviation in the value of the mean energy. Furthermore, the energy 
spread in the beam at any time? considered as the standard deviation of 
the beam energy distribution, is believed not to have exceeded that value 
of .11 Mev. life then have as the beam energy, 20.57 + .11 Mev. 

D. Conclusions 

The results of this experiment, which are given in Table IV and 
Fig. 6, seem a reasonable interpolation between the experimental work 
at 9»7^2 and 3ll3 l!ev5 except for the appearance of the coulomb-nuclear 
interference minimum, Vftiile it should soon b6 possible to compare this 
experiment with the theoretical work~30 of Massey and of Gammel, at the 
vrnmtmt  the only comparison that can be made is with the 20-Mev n-d cal- 
culation of Verde.74 Although a phase shift analysis ought to be made, 
the phase shifts converted to equivalent n-d ones (cf. p. 2), and these 
compared with Verde's phase shifts for each angular momentum, by just 
comparing cross section curves it is hard to see how the present data 
could yield phase shirts having an;/ igreement with those of Verde. Fcr 
either hie symmetric or neutral theory, the main cross section minimum 
comes At too small an angle (about 90°, instead of 130°? and is not deep 
•noup1 ay  an order of magnitudeo Also the backward peaks are four to 
six times too liigh.  The forward peak at about 30®, where coulomb 
effects are not important, is a factor of two too low for the symmetric 
theory and a factor of one and a half too high for the neutral theory, 

Except for checking various theoretical approaches, the data prob- 
ably cannot yet be used for achieving some of the aims outlined in the 
Introduction.  It can only be hoped that the experiment may provide same 
spur for the necessary theoretical work* The data can perhaps give an 
answer to the long-standing question as to which set of micleon-deuteron 
scattering lengths is the correct one (cf. p. 2), because of the clear 
appearance for the first time of a coulomb—nuclear interference minimum. 
This minimum should give the added condition needed to make unique the 
phase shifts used to fit th<» data.  In general, this experiment should 
provide a more stringent tesb for present or future theories than do 
previous low or intermediate energy nucleon-deuteron scatterings. 
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Table IV.  Experiment 1 Data 

The following data for the angular distribution of protons elasti- 
cally scattered from deuterons is for a proton laboratory energy of 
20.57 • oil Her. The errors, as well as the differential cross section 
values, are absolute, and are expressed as percentage standard deviations. 

Lab.  Angle CM.  Angle CM.  Cross 
Section 

Per cent 
Statistics 

Std.  jfirror 

(degrees) (degrees) (mb/sterad.) (per cent) 

8..0-P 12.07 93.92 2.7 3.1 
10.0-p 15.03 72.93 1-2* 1.8 
12.5-p 18.80 69*56 1*4 1.7 
15.0-p 22.53 72.37 .93* 1.2 
17.5-p 26.26 75.22 .83* 1.1 
iJO.O-p 29.97 77.27 .53 .83 
25.0-p 37.37 70.77 .89 1.1 
35.0-p 51.87 52.19 .90 1.0 
45.0-p 65.95 36011 .83* .96 
55.0-p 79.44 23.27 1.3 1-4 
45.0-d 89.86 16.70 U4 1.7 
65.0-p 92.20 15.49 1.8 1.9 
75.0-p 104.17 9.66 1.8 1.9 
85.5-p 115.16 5.62 2.8 2.9 
90.0-p 120.20 4.51 2.1 2.2 
25.0-d 129.90 2.64 2.8 3.1 
20*0~d I39c9i 6.62 1.5 1.9 
17.5-d 144.92 11.44 1.2 1.4 
15.0-d 149.93 16.97 1*5 1.9 
12.5-d 154.94 24.28 .84 1.3 
10.0-d 159.95 33.94 1.9 2.5 
8.0-d 163.96 38.65 4.1* 4.3 

Proton-proton scattering check run: 

20 0 40.20 24.00 .75 1.1 

* An additional error duu to the background had to be included 
in the statistical error because of the method of combining sets 
of data. 
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APPENDIX 

A*    Counter angle relations 

Definitions: 

9 0 • scattered proton laboratory angle 

c*0 • recoil deuteron laboratory angle (see Fig.  1) 

9     « center of mass angle for either the proton or th« deuteron 
(again,  see Fig.   1) 

m^ • mass of the incident particle 

ni2 • «%ss of the target par+icle 

U   • m]/iU2 

E    • energy of the incident particle in the laboratory system 

c    • velocity of light 

£   - (B2 + ^o^^/CE + ntje2 + n^e2) 

M   • [E + m1C
2(l + U)J /(E + n^c2 + m2c2) 

Classical equations: 

tanB0 - (sinO)/(U + cos 9) - sin 20fo/(U - cos 2ao) 

OC0 » (Jt-8)/2 

Relativistic equations: 

tan0o - Wl^ 2 sinG)/(^A+ cos9 ) 

tanOC0 - \/l -ft 
2 cot 9/2 

B. Variation of particle energy with laboratory angle 

Definitions as above, with the addition of 

2g = energy of the scattered particle 

Eo • energy of the recoil particle 

E* - E/Cm-jC2) 

V = l/U • iri2/'ml 
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Classical equations: 

*Q  - [V(tt! + mg)2!^2 + m^2 (2 c.2^ - 1) 

+ 2micos00"vm22 • m22sin20o] 

% «• IfEmjn^cos (XoA*1! + m2' 

Reiativistic equationsi 

9 r(E'+V+l) [l4-V(E«+l)] +E»(E,+2)cos8^VV2-sin20o -. 
Eg - rn^c   \ 1 

2 E»   (E« + 2)  cos2*. 

(E»  + V + l)2 - E«   (E' + 2) COS^Q 

To find,  classically,  the maximum energy at a given laboratory 
angle which a proton from the disintegration of the deuteron, 
D(p,2p)N, c»n have9 we consider the case in which a proton and 
a neutron go off in one direction and the high energy proton 
goes off in the opposite direction (in the center of fc_ass system). 
If the binding energy of the deuteron is W (« -2.226 Mev), then 
this maximum energy Is 

% - (E/9)[2co82eo+2cos6ycos280*3+6W/E +3+6W/E 

C.    Transformation of laboratory to center of mass cross sections 

Definitions as above,  with the addition of 

<SQ(Q 0) • differential cross section in the laboratory system 

<j(0)       «* differential cross section in the center of mass 
system 

B    •   ^(6)    m m °        ° (with Bg for the scattered particle 
C0<60)        sin0d6 
and % for the recoil particle) 

Classical equations: 

Bg - |l + U cos8!/(l + U2 + 2U COBO)
3
/

2 

Bp - 1/(4 cosaj 
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Relativistic equations: 

% - (1 -/^2)  (1 +/Acos9 )/[/••* * 2^cos9 + 1 -^2sin2e]  3//2 

B^ - (1 -fi2coa\)2/[m- /5 2) cosrtj 

D,    Accidental coincidences with a pulsed source 

The mean accidental counting rate for n counters of resolving 
time T and with individual mean counting rates R]_, R2 » » 
RJJ when used with a square-pulsed beam of period j* and on-time 
6p was found to be AR « n RiR2»oo0Rnfr>-1[51~n-(n-'J-Tr/(np6n)] . 

If we deal with the total number of counts in a time t, then 
Nn « Rjjt, and the total number of accidental counts is 

AN nN1K2 
\n-lrrl-n Nn(T/t )*-x |V--n-(n-l>T/(npSn)]. 

If Ag is found experimentally by introducing delays into each 
counting channel but one and recording the resulting coinci- 
dences, the number found will be too small if the longest 
delay, d, is an appreciable fraction of Sp.    The correct 
A("Afl or AR) for a square beam pulse is A =» Ajj5p/(Sp-d). 

k 
E* Finite beam &i,?,e  correction 

Definitions r 

0" 0^0^ " differential cross section in the laboratory system 
as determined assuming incident and scattered beams 
of infinitesimal thickness, 

(J"0(90) andCg(90) - the first and second derivatives with 
respect to angle of CT0(©0)„ 

Dp » width of the first (front) analyzing slit 

DR " width of the second (rear) analyzing slit 

H • height of the rear analyzing slit 

r^ a distance between the slits 
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r« • distance from the scattering center to the rear slit 

w  • half-width of the incident beam at the scattering 
center 

L  ~ distance from the apex of the cone to the scattering 
center, if the incident beam is assumed to be conical. 

The corrected cress section was obtained by dividing <To(0o) by 

2        2          ?        2            2                  2 k. 
Dp + D*     3w~ + H            w                  D*            ~            7     I*" 1 _ -£—SSL .. _— +      . + _»._ cot^e   + r 

Br{ 8r^ lfr^sin260     12r| °     61*0 r\ 

&0(eo) 
v   2lfr2

2 12r1r2      6^0    r2^      3 ' 

ffoWo) ^2lfri2 oifOrjA    ' 

2 Dp
2* DR2

  r^ ^%2\     w2 

1? ' 
where * - __ . f r^ 2HS* _ 12^_ + ^. ) + 

L2sin2S0 V ~ 12x^2     6r±      12 '      y-2coseo 

The correction without the H   term is for a cylindrical incident 
beam, while that with a full f  terra is for a conical incident 
beam.  Using 1/3 of the small -$  term was considered to repre- 
sent the actual beam best. 

This correction, except for the choice of the "tf coefficient and 
for the terms in H^/rjA- which had to be included because of the 
relatively large size of H in this experiment, was derived by 
Prof. C. L. Critchfield. 
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Curve C: MAXIMUM ENERGY PROTONS from D (p, 2p) N 
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