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LES BASED TRAILING-EDGE NOISE PREDICITON

W. SCHRODER, M. MEINKE, R. EWERT AND W.A. EL-ASKARY

Aerodynamisches Institut, RWTH Aachen
Wiillnerstr. 5-7, 52062 Aachen, Germany

Abstract. The paper presents a large-eddy simulation of the flow over a
sharp trailing edge. To minimize the computational effort inflow conditions
for fully turbulent compressible boundary layers are developed. The LES
findings show good agreement with other numerical and experimental data.
For the prediction of the trailing-edge noise, acoustic perturbation equa-
tions are derived, which are excited by sources determined from results of
a compressible flow simulation. Results of acoustic fields are presented for
a model problem.

1. Introduction

The interaction of the turbulent boundary layer and the wake in the vicinity
of a trailing edge produces noise [6]. For the prediction of the trailing-edge
aeroacoustics a two-step approach is proposed. The first step consists of
a large-eddy simulation of the compressible flow problem only in the area
where the noise is generated, i.e., just in the immediate vicinity of the
trailing edge. Since the acoustical and fluid dynamical length scales differ
considerably, the acoustic field is computed with a different grid resolution
in a second step, using a system of acoustic perturbation equations that
describe only the propagation of the acoustic modes. Its computational do-
main contains not only the trailing-edge region but the entire plate. Source
terms, determined from the LES solution, are used to generate the sound
in the trailing-edge region. Since only the aft region of the plate geometry
is simulated in the LES, appropriate inflow conditions for a turbulent com-
pressible boundary layer are derived. In the second part of the paper the
acoustic perturbation equations are briefly introduced and their prediction
qualities arc discussed based on the flow over a circular cylinder [3]. In an
upcoming step the trailing-edge noise will be simulated.
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2. LES of the Trailing-Edge Flow
2.1. NUMERICAL METHOD AND CONFIGURATION

A large-eddy simulation is performed to simulate the turbulent compress-
ible flow over a sharp trailing-edge of an adiabatic flat plate. The discretiza-
tion of the convective fluxes in the governing equations is a second-order
accurate AUSM formulation with a central pressure derivative. The vis-
cous stresses are discretized using central differences of second-order accu-
racy. Furthermore, an explicit 5-step Runge-Kutta time stepping scheme
of second-order accuracy is used for the temporal integration. The scheme
is described in more detail in [9] where also results of various validation
tests are discussed. The flow being simulated corresponds to experiments
conducted by the Universities of Dresden and Stuttgart at a Reynolds
number based on the freestream velocity and the length of the plate of
Re=5.33-10° and a Mach number of M=0.15 [10]. The thickness d of the
plate is linearly reduced from d=1mm to zero under an angle of 152 to avoid
vortex shedding in the wake. Hot wire measurements are used to determine
the mean velocity and turbulence intensities in the boundary layer and
the wake. To reduce the computational effort while capturing the essential
physics the numerical simulations are conducted in a domain that contains
25% of the total length of the plate. Since the boundary layer is tripped
immediately after the leading edge, a fully turbulent boundary layer enters
the domain of integration with a thickness of éy/d=2.1.

2.2, BOUNDARY CONDITIONS

The domain of integration comprises only the rear part of the flat plate and
the wake region. Therefore, a slicing technique is used in which the instan-
taneous velocity distribution at each time level for the inflow boundary is
generated from the simultaneous simulation of a turbulent boundary layer,
see Fig. 6. The boundary layer simulation also requires an inlet boundary
condition, which is obtained by extending the method of Lund et al. [§]
for compressible flows. This technique will be discussed in the next section.
At the surface of the plate the no-slip condition and an adiabatic wall is
prescribed, at all outflow boundaries non-reflecting boundary conditions
with pressure relaxation are applied [11]. Since the pressure relaxation in-
troduces some numerical reflections, a sponge layer zone is added, in which
the source terms S are computed as a function of the deviation of the in-
stantaneous from the analytical solution g, based on the logarithmic wall
law S = o(g(t, &) — ga(Z)), where g represents the vector of conservative
variables. The parameter ¢ is computed as a function of the distance from
the boundaries and increases from zero to opmq; within the sponge layer
zone. The value for 7,4, is chosen to be 0.5, which has been determined in
test simulations under the condition to minimize numerical reflections.
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2.3. RESCALING METHOD

The slicing technique involves the simulation of an adiabatic flat plate
boundary layer. For that purpose the rescaling method of Lund et al. [8]
is extended for compressible flows. In a first attempt a constant total en-
thalpy in the inflow section of the boundary layer was assumed, so that the
mean and the fluctuation temperature could be determined by the corre-
sponding velocity quantities. This procedure was called simple temperature
rescaling [2]. The results, however, showed quite a discrepancy in the mean
streamwise velocity (Fig. 1) and the skin-friction distribution (Fig. 2),
which is why a more consistent compressible extension of the rescaling
method was derived. The idea of the rescaling method is to decompose
all flow field components into a mean and a fluctuating part, and then,
to apply an appropriate scaling law to each quantity separately for inner
and outer layers. For the velocity components the procedure proposed by
Lund et al. [8] is adopted.

To take into account compressibility effects the temperature profile is
rescaled as follows. For the mean static temperature 7', we locally use Walz’s
equation T/Tso=1 4+ A(1 — U%/UZ) with A=0.5(y — 1)rM?, where r rep-
resents the recovery factor and M the freestream Mach number [14]. Fur-
thermore, the temperature fluctuation 7" can be calculated assuming a
negligible total temperature fluctuation T3’ compared with the static tem-
perature fluctuation. This assumption is valid, since we study subsonic flows
at M=0.4 and M=0.15 in the present work. Following Bradshaw [1], we
introduce the static tempcerature fluctuation

T, y!zlt —_— 2 u, (y7z7t)

Ty = - (- ) MEGETy
where M is the local Mach number. Using the equation of Walz [14] and
formulating the rescaling process similar to the velocity we obtain the fol-
lowing equations for the rescaled temperature and its fluctuations

Timner= 2T, o (yi)+CiToe  and  TQU"= 2T (nin) —Co glin) T + Cy T

] ! re{Nin 2t
T/mner___ ﬁgT,re(y;l,Z:t) and T/;J#terz ﬁ?Tlre(nin,Z,t) _02(_“L)__U(:70_2)T00

with C; = (1 + A)(1 - 62), Cy = 24B;(1 — B;), and C3 = (1 — Bs)(1 +
Bs + 2A0;). If the rescaling factor S;=ur,in [tr,re is assumed to be 1 for
the temperature distribution, we arrive at the formulation that was used
by Urbin et al. [13] to compute supersonic boundary layers.

The composite distribution that is approximately valid over the entire
boundary layer is obtained by forming a weighted average of the inner
and outer profile for the velocity and the temperature as was proposed by
Lund et al. [8].
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The rescaling operation requires the skin friction velocity u, and the
boundary layer thickness 4, both at the rescaling station and at the inlet.
They can be directly determined from the mean velocity profile at the
rescaling station, but must be specified at the inlet. It is sufficient to fix §
at the inlet, whereas u, for compressible flow at the inlet is evaluated via

1
Pwall) (61 )[“2('n-_1)]
i == —_—Te ==
Uryin = Uryre (p(wa”)m> Slin

where 4; is the displacement thickness, p(yqy) is the local density at the
wall, the ratio of which contains the temperature distribution along the
surface, and the exponent 7 is set to n=>5. The above relation can be derived
from the standard power-law approximations, cf ~ Re;/ " 6T~ Re}v/ "
where cy is the skin-friction coefficient. Unlike in Lund et al. [8] where the
momentum thickness is used we incorporate the displacement thickness in
the rescaling formulation. Since the momentum thickness is a non-linear
function of the velocity profile, different results are obtained when either
the spanwise averaged velocity profile is used to compute the momentum
thickness or the momentum thickness is computed locally and then averaged

in the spanwise direction.

2.4. RESULTS

To validate the compressible rescaling method we first simulate a boundary
layer flow of an adiabatic flat plate for M=0.4 and Re;,=14400 (Reg, =1400),
where J, is the boundary layer and 6, the momentum thickness at the inlet,
respectively. The dimensions of the computational domain are 30dg x 3.5d¢ x
0.644¢ in the streamwise, wall normal, and spanwise direction. Furthermore,
we evidence the influence of the sponge layer and study the impact of grid
resolution by using two different grids, one with approx. 700,000 cells and
a finer mesh with approx. 1,350,000 celis.

The mean streamwise velocity profiles are plotted in inner-law scaling
in Fig. 1 for both grid resolutions and different rescaling laws. The fine grid
profiles based on the new temperature rescaling closely follow the analytic
form that consists of the viscous sublayer y* < 5, u/u,=y*, the buffer layer
5.0 < y* < 30.0, u/u,=5.0lny*—3.05, and the logarithmic layer y*+ > 30.0,
u/ur=2.5Iny* +5.5. In Fig. 2 the skin friction coefficient is compared with

the formula of Falkner c;=0.012/ Reys [4]. Here, also results of a coarse
grid solution using no sponge layer are shown to demonstrate the influence
of the formulation of the exit boundary condition. The added source term
in the sponge layer damps reflected pressure waves, but also all turbulent
fluctuations, so that cy is progressively reduced in the sponge layer region.
cy is slightly underpredicted on the coarse grid, since the coherent structures
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that redistribute the turbulence intensities from the streamwise direction to
the wall normal and spanwise directions are not captured accurately with
the larger spatial steps. Consequently, this leads to a smaller exchange of
momentum, and thus, to a lower wall shear stress on the coarse grid. The
turbulence intensities are compared in Fig. 5 with the data of Lund et al. [8]
at Reg = 1850 for the fine grid. The good agreement of the present results
of a compressible boundary layer and the LES of Lund et al. [8] is clearly
visible.

Fig. 3 shows the mean temperature distribution in inner-law scaling y*.
The profiles do not coincide perfectly near the inflow section, whereas fur-
ther downstream the distributions do lie on top of each other up to the be-
ginning of the outer layer at approx. y*=180. The discrepancy immediately
downstream of the inlet probably occurs due to the linear interpolation for
corresponding locations at the inlet and rescaling locations and the differ-
ent grid resolution, which, measured in wall units, is coarser at the inlet
than further downstream. Fig. 4 illustrates the mean temperature-velocity
relationship. The simulation data fits well with the Walz’s quadratic profile
for an adiabatic wall [14].

Using the compressible boundary layer solution, a realistic inlet bound-
ary condition is obtained for the turbulent trailing-edge flow. The grid lines
at the inflow boundary coincide with those of the boundary layer simula-
tion, such that no interpolation of the instantaneous solution is required.
The entire computational mesh to simulate trailing-edge flow is plotted in
Fig. 7. It contains 2,250,000 grid points distributed in 19 blocks, 3 blocks of
which are used for the flat plate simulation. To evidence the vortical struc-
tures in the vicinity of the trailing edge, the wake of the M=0.15 flow is
visualized using the Ag-criterion [7] in Fig. 8. The initially elongated vortex
structures above the plate become shorter close to the trailing edge due to
the deceleration of the flow.

In Figs. 9 and 10 mean velocity and turbulence intensity profiles in
the trailing-edge and near-wake regions are compared with the experimen-
tal data from [10]. The agreement of the turbulence intensity between the
present LES and the experimental data is fairly good except in the near-wall
region where the experimental intensity profiles lack the near-wall peaks
that do exist in turbulent boundary layers. This suggests a spatial un-
derresolution or an insufficient high-frequency response of the measuring
instrument near the wall.

The time history of the flow induced force on the plate in the vertical
direction is plotted in Fig. 11. These fluctuations occur with a regular
frequency related to a Strouhal number of about 0.2 based on the plate
thickness. Thus, they are obviously associated with a Kelvin-Helmholtz
type unsteady motion in the wake of the trailing edge, which can clearly
be seen in the spanwise averaged temperature distribution in Fig. 12. Since
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the unsteady vorticity in the wake has a vortex axis parallel to the trailing
edge, it produces more efficient sound than the turbulent eddies from the
boundary layer, which are more aligned with the streamwise direction.

3. Simulation of Aerodynamic Noise

We now turn to the numerical prediction of the acoustic field. The follow-
ing discussion is a brief summary of the detailed analysis by Ewert et al.
presented in [3]. The acoustic perturbation equations (APE) for the simula-
tion of wave propagation are derived by a flow decomposition into acoustic
and non-acoustic quantities, based on a filtering of the non-linear and vis-
cous terms of the Navier-Stokes equations in Fourier/Laplace transformed
space. The pressure is decomposed into a pseudo-sound pressure poo ¢, and
an acoustic perturbation p’. The perturbation density p' in general also con-
tains non-acoustic fluctuations. Furthermore, the APE describe the prop-
agation of irrotational velocities u' in an unsteady solenoidal background
flow field U.

To compute the acoustic field of a circular cylinder at laminar freestream
conditions the following simplifications are introduced. Neglecting the scat-
tering of acoustic waves due to the unsteady mean-flow field, it seems to be
acceptable to use a time averaged base flow field U; instead of U;. Further-
more, for small acoustic quantities the non-linear terms can be dropped.
The equations used for the computations read, see [3] for details

8 + 2 (oT; + pooui) =0 '@H‘az (Uju;) + %:0 ’

L 2 be = _pong)v —Poo (_95”' Uz‘a‘g_)

The term D¢, /Dt is computed by solving a Poisson equation with a
right hand side determined from an appropriate LES or DNS solution of
the compressible flow problem in the region where the noise is generated.
The generation of vorticity is prevented completely. U; is determined in
the complete acoustic domain e.g. by an Euler or RANS computation. The
acoustic field is computed by solving the perturbation equations for the
unknowns o, u;, p'.

3.1. NUMERICAL METHOD

For the spatial discretization of the acoustic perturbation equations the
fourth-order dispersion relation preserving (DRP) scheme following Tam [12]
is applied in generalized curvilinear coordinates. The DRP scheme is also
applied to compute the metric terms so that a consistent discrete system is
achieved. The temporal integration is performed using the fourth-order al-
ternating two-step low dissipation and low dispersion Runge-Kutta scheme
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(LDDRK 5-6). To suppress spurious high frequency waves artificial selective
damping has been used. At far field boundaries a sponge layer formulation
is used and at the solid walls a ghost point concept is imposed (3].

3.2. RESULTS

The flow around a circular cylinder at a freestream Mach number M=0.3
and a freestream Reynolds number based on the diameter Re,,=200 is con-
sidered. The aeroacoustic sources are determined from a highly resolved
compressible flow simulation. The solution of the acoustic perturbation
equations with the source term determined by the unsteady flow, is per-
formed on an O-grid with 257 x 161 grid points. The source terms are
determined for 43 time levels within one vortex shedding cycle. During the
acoustic simulation the time dependent source term for the intermediate
time steps is computed using linear interpolation.

The acoustic pressure field p — po¢p, is shown in Fig. 13. According
to the formulation of the acoustic perturbation equations no vorticity is
generated by the acoustic simulation, so that no vortex street occurs. The
directivity shown in Fig. 14 agrees well with that determined by Guo [5].
Since ¢, decays very fast to zero in a certain distance from the noise gen-
erating region the computation of the source term, e.g. from the large-eddy
simulation, can be restricted to the small part of the total computational
domain in which the noise generation occurs.

4. Conclusions

A consistent extension of the rescaling method for incompressible turbulent
boundary layers to compressible fluids has been developed. Although only
subsonic flows were considered at present, the results indicate that the
proposed rescaling of the temperature profile seems to be superior to simpler
formulations. An LES of the flow past a sharp trailing edge showed good
agreement with experimental data. Furthermore, the acoustic field of the
flow over a cylinder was computed using acoustic perturbation equations
driven by a source term from the unsteady flow. The study proved the two-
step approach to be capable to predict aeroacoustic sound based on a LES
of a compressible flow field and will be used to predict trailing-edge noise
in the next step.
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Figure 1. LES of a turbulent boundary
layer for Rey,=1400 and M=0.4 with a
sponge layer. Velocity profiles in compari-
son with the log law.
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Figure 2. LES of a turbulent bound-
ary layer for Reg,=1400 and M=0.4.
Skin-friction coefficient in comparison with
Falkner’s formula.
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Figure 5. LES of a turbulent bound- Figure 6. Sketch of the domain of inte-
ary layer for Res,=1400 and M=0.4 at gration for the boundary layer and trailing
Reg = 1850. Reynolds stress tensor com- edge simulation.

ponents for the fine grid in comparison
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Figure 7. Grid for the LES of a turbulent Figure 8. Visualization of the vortex

flow over a sharp trailing edge. 2.25 Million
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structures in the boundary layer and in
the near wake of the turbulent M = 0.15
flow around a sharp trailing edge.
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Figure 9. LES of a trailing-edge flow for
Reoo = 5.33 x 10° and M=0.15. Mean ve-
locity profiles in the trailing-edge and the
near-wake region compared with experi-
mental data (Symbols).
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Figure 11. Time history of the surface
pressure coefficient

Figure 13. Instantaneous pressure dis-
tribution from the CAA solution, source
term ~—poo D¢y / Dt.
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Figure 10. LES of a trailing-edge flow for
Reoo = 5.33 x 10° and M= 0.15. Turbu-
lence kinetic energy profiles in the trailing-
edge and the near-wake region compared
with experimental data (Symbols).

Figure 12. Instantaneous temperature
distribution averaged in the spanwise di-
rection.
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Figure 14. Directivity for the first
harmonic frequency in comparison with
Guo [5].



