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1. FUNDAMENTALS OF FLUID MOTION

1.1 Introduction

This chapter presents a brief review of fluid flow fundamentals pertinent to turbulence. We expect them to be familiar to the reader, who may find our particular viewpoints, emphasis, and compact notation helpful and interesting.

We will make extensive use of the cartesian tensor summation convention, where repeated indices imply that the terms containing them must be summed over all possible coordinate indices. An overdot (\( \cdot \)) will be used to denote a partial derivative with respect to time, and a subscript after a comma will denote partial differentiation with respect to the indicated coordinate direction; for example,

\[
\dot{p} = \frac{\partial p}{\partial t} \quad P_{ii} = \frac{\partial P}{\partial x_i} \quad u_{1i} = u_{1,1} + u_{2,2} + u_{3,3} .
\]

We will also use the isotropic tensors \( \delta_{ij} \) and \( \epsilon_{ijk} \), defined by

\[
\delta_{ij} = \begin{cases} 
1 & \text{if } i = j \\
0 & \text{otherwise.}
\end{cases}
\]

and

\[
\epsilon_{ijk} = \begin{cases} 
1 & \text{if } ijk \text{ is from the sequence } 123123 \\
-1 & \text{if } ijk \text{ is from the sequence } 321321 \\
0 & \text{otherwise}
\end{cases}
\]

Various contractions will be used frequently, including

\[
\delta_{ij} = 3 \quad \epsilon_{ijk} \epsilon_{ipq} = \delta_{jp} \delta_{kp} - \delta_{jk} \delta_{kp}.
\]

Tensors are entities that, in addition to being an array of elements identified by their subscripts, transform in a very special way when the coordinate system is transformed by rotation. A tensor that is totally unchanged by an arbitrary rotation of the coordinate system is called isotropic. Any second-order isotropic tensor must be a scalar times \( \delta_{ij} \), and any third-order isotropic tensor must be a scalar times \( \epsilon_{ijk} \). Moreover, any higher-order isotropic tensor must be expressible in terms of the various possible combinations of these two tensors, and hence they are fundamental building blocks in all sorts of physical modeling, including viscous flow and turbulence.

1.2 The basic equations

The basic equations are derived by application of basic principles to an elemental control volume (Fig. 1.2.1). The conservation of mass gives

\[
\dot{\rho} + (\rho u_j)_{,j} = 0 \quad (1.2.1)
\]

where \( \rho \) is the fluid density, and \( u_j \) is the fluid velocity component in the \( j \)th direction. This is also called the continuity equation.
Figure 1.2.1 Control volume for basic equation derivation

The momentum equation is

$$\left( \rho u_i \right) + \left( \rho u_j u_i \right)_{ij} = \sigma_{ji,j} + f_i$$  \hspace{1cm} (1.2.2)

where \( \sigma_{ji,j} \) is the stress in the \( i \)th direction on a control volume surface perpendicular to the \( j \)th axis, and \( f_i \) is the body force (per unit volume) in the \( j \)th direction.

The conservation of energy requires that

$$\left( \rho e \right) + \left( \rho u_j e \right)_{ij} = \left( \sigma_{ji,j} u_i \right) + f_i u_i - \dot{q}_j.$$  \hspace{1cm} (1.2.3)

Here \( e_0 = e + \frac{1}{2} V^2 \) is the total energy per unit mass, where \( e \) is the internal energy per unit mass and \( V^2 = u_i u_i \), and \( \dot{q}_j \) is the conduction heat flux (flow rate per unit area) in the \( j \)th direction outward from the elemental control volume. The first term on the right represents the power input by the surface forces per unit volume, and the second that by the body forces.

The entropy balance is

$$\left( \rho s \right) + \left( \rho u_j s \right)_{ij} = \phi - \left( \frac{\dot{q}_j}{T} \right)_{ij}$$  \hspace{1cm} (1.2.4)

where \( s \) is the entropy per unit mass, \( T \) is the absolute temperature, and \( \phi \) is the entropy production rate per unit volume. Here the term \( \dot{q}_j/T \) represents the entropy flux associated with the heat flux \( \dot{q}_j \). The second law of thermodynamics requires that the entropy production be non-negative,

$$\phi \geq 0.$$  \hspace{1cm} (1.2.5)

These ideas are useful in assessing constitutive models for the stress tensor and heat flux vector, and in identifying the processes that produce entropy (dissipate energy) in viscous flows.

1.3 The stress tensor

The stress tensor \( \sigma_{ij} \) must be symmetric. This fact can be established by performing a moment of momentum analysis on the elemental control volume of Fig. 1.3.1. The torques of the stress terms are all of order \( dx_1 dx_2 \), and the moments of the momentum flows and body forces are all of higher order, hence \( \sigma_{12} = \sigma_{21} \).

Figure 1.3.1 Control volume for stress tensor symmetry derivation

The tensor can be split into two parts:

$$\sigma_{ij} = -P_{ij} + r_{ij}.$$  \hspace{1cm} (1.3.1)

The \( P \) term represents the isotropic component of the (inward) normal stress; \( r_{ij} \) is the deviations from this isotropic stress, attributed phenomenologically to viscosity. From a molecular point of view, \( \sigma_{ij} \) arises from molecular transport of momentum; the isotropic part \( P \) is determined by the average using the probability distribution for molecular velocities (e.g. Boltzmann), and \( r_{ij} \) arises from anisotropy in the probability distribution.
1.4 Thermodynamic properties and concepts

The internal energy \( e \) reflects the randomly-oriented energy of molecular translation, rotation, vibration, and other microscopic energy modes (chemical bonds, etc.). In general, \( e \) depends upon the thermodynamic state (i.e. \( T \) and \( \rho \)), but for idealized gas and incompressible liquid models depends only on temperature. It is sometimes called the thermal energy, and is all too frequently confused with heat \( (q) \), which is the transport of energy by disordered molecular processes. The internal energy of an object can be increased by a transfer of energy as either heat or work, and the energy flowing as heat can come either from a source of internal energy or mechanical energy (kinetic, potential, or work). The internal energy is a thermodynamic property of matter, the heat transfer is not. The confusion between heat and internal energy is an unfortunate remnant of the caloric theory of heat, but perhaps understandable since the theory was discarded only about a century ago.

The entropy can be thought of as a measure of the degree of randomness at the molecular level, and in modern thermodynamic treatments the temperature is interpreted as a measure of the sensitivity of this randomness to changes in energy at constant density. Orderly microscopic exchanges of energy (e.g. as work or as bulk kinetic energy) have no associated entropy transport. But heat, the microscopically disordered transport of energy, does carry entropy with it, and it may be shown that this entropy transfer flux is \( q/T \). For more discussion of these important thermodynamic concepts from this viewpoint, see Reynolds and Perkins (1977).

The entropy can be thought of as a measure of the degree of randomness at the molecular level, and in modern thermodynamic treatments the temperature is interpreted as a measure of the sensitivity of this randomness to changes in energy at constant density. Orderly microscopic exchanges of energy (e.g. as work or as bulk kinetic energy) have no associated entropy transport. But heat, the microscopically disordered transport of energy, does carry entropy with it, and it may be shown that this entropy transfer flux is \( q/T \). For more discussion of these important thermodynamic concepts from this viewpoint, see Reynolds and Perkins (1977).

It is usually assumed that as far as the thermodynamic properties are concerned the fluid is in a state of local equilibrium, and hence that the usual relations between thermodynamic properties are valid. Thus, the Gibbs equation is used to relate entropy changes to energy and density changes,

\[
Tds = \delta e + Pd(1/\rho).
\]

The enthalpy \( h \) is defined as

\[
h = e + P/\rho
\]

and represents the sum of the convected internal energy and flow work associated with the transport of a unit mass of fluid across a control volume boundary. We emphasize that it is the internal energy that appears in the basic energy balance equation.

An alternative form of the energy equation is obtained using (1.3.1) in (1.2.3), moving the pressure term to the left hand side;

\[
(\rho \partial_\partial t) + (\rho u_j h_0)_{,j} = (\tau_{ij})_{,j} + f_i u_i - q_{ij}.
\]

Here \( h_0 = h + \frac{1}{2} V^2 \) is the stagnation enthalpy. Note that the enthalpy appears as the convected energy per unit mass (internal energy \( e \) plus flow work \( P/\rho \)), but the internal energy \( e \) appears in the energy storage rate term. A common error is the use of enthalpy in both places.

1.5 Kinematics of motion

Any deformation rate \( u_{ij} \) can be decomposed into the sum of a strain rate \( S_{ij} \) and a rotation rate \( \Omega_{ij} \),

\[
u_{ij} = \frac{1}{2} (u_{ij} + w_{ji}) + \frac{1}{2} (w_{ij} - w_{ji}) = S_{ij} + \Omega_{ij}.
\]

Note that the strain rate is a symmetric tensor and the rotation rate is antisymmetric. They play quite different roles in fluid mechanics, particularly in turbulence, and for this reason we prefer forms of the equations that make their presence or absence very clear.

1.6 Mechanical and thermal energy equations

The fundamental equations may be combined to derive an equation describing the transport of macroscopic mechanical energy and another describing the transport of internal energy. The mechanical energy equation is derived by contracting the momentum equation with the velocity; multiplying (1.2.2), by \( u_i \),

\[
\left( \rho \frac{1}{2} V^2 \right) + (\rho u_j u_i)_{,j} = (\sigma_{ij})_{,j} u_i + f_i u_i.
\]

The right hand side may be written as

\[
(\sigma_{ij} u_i)_{,j} - \sigma_{ij} u_{ij} + f_i u_i.
\]
Then, using (1.3.1) to split the stress tensor and (1.5.1) in place of velocity gradients, and noting that 
\( r_{ij} \Omega_{ij} = 0 \) since \( r_{ij} \) is symmetric and \( \Omega_{ij} \) is antisymmetric (sum over both repeated indices is implied),
(1.6.1) can be rewritten as
\[
\left( \rho \frac{1}{2} V^2 \right)_{ij} = \left( \rho \frac{1}{2} V^2 \right)_{ij} = PS_{ij} - \left( Pu_{ij} \right)_{ij} + \left( r_{ij} u_i \right)_{ij} - \left( r_{ij} S_{ij} \right). \tag{1.6.2}
\]

The sum on the right represents the input of macroscopic mechanical energy to the control volume, which shows up as an increase in the kinetic energy of the flow. Two of these terms appear as power inputs in the thermal energy equation (1.6.4) but with opposite sign, and hence these terms represent exchanges between thermal and mechanical energy. The first is \( PS_{ij} \), which is the rate of energy transfer, per unit volume, from thermal energy to mechanical energy due to expansion of the fluid. The second is \( r_{ij} S_{ij} \), which represents the transfer of mechanical energy to thermal energy by viscous forces. This is the only viscous term involved in the entropy production equation (1.7.3), and hence this is the only viscous term properly termed dissipation. Since
\[
\int (r_{ij} u_i)_{ij} \, d^3x = 0 \tag{1.6.3}
\]
if the integral is taken over a volume where either the velocity or stress is zero on the boundaries, this viscous term has no global effect; it represents reversible viscous power input to the control volume from surrounding fluid. The term containing \( f_i \) is the power input from body forces, and the \( (Pu_{ij})_{ij} \) term represents power output by flow work.

The thermal energy equation is obtained by subtracting the mechanical energy equation (1.6.2) from the total energy equation (1.2.3), and is
\[
\left( \rho \frac{1}{2} V^2 \right) + \left( \rho u_i e \right)_{ij} = PS_{ij} \cdot \left( r_{ij} S_{ij} \right) - q_{ij}. \tag{1.6.4}
\]

Here \( PS_{ij} \) represents the power output from thermal energy due to expansion of the fluid, \( r_{ij} S_{ij} \) is the power input to the thermal energy due to irreversible viscous effects, and \( q_{ij} \) is the net power output due to heat conduction, all per unit volume.

Note that the enthalpy, which appeared in the alternate form of the total energy equation (1.4.3), does not appear in the thermal energy equation. We have derived the thermal energy equation correctly from first principles. One must be wary in reading literature where the thermal energy equation is developed from a "heat balance", because there is no such principle as the conservation of heat.

1.7 Irreversibility rate equation

Using the conservation of mass equation (1.2.1) in the Gibbs equation (1.4.1),
\[
\rho T Ds = \rho D e + PS_{ij}, \tag{1.7.1}
\]
where \( D \) denotes the substantial derivative
\[
D(\cdot) = (\cdot) + u_i (\cdot)_{ij}. \tag{1.7.2}
\]

Using the thermal energy equation (1.6.4) and the entropy balance (1.2.4), this yields an expression for the irreversibility rate,
\[
T \phi = -\frac{1}{T} q_{ij} T_{ij} + r_{ij} S_{ij} > 0. \tag{1.7.3}
\]
This clearly identifies the viscous dissipation term as discussed above, and provides a neat framework for evaluation of constitutive models for the heat flux or viscous stresses.

1.8 Constitutive equations

The theory of linear algebra is extremely helpful in developing constitutive models for the heat flux and viscous stresses, and also for developing turbulence models. We will use these ideas to review the constitutive equations so as to set the stage for later use of these ideas in developing turbulence models.

The most general vector \( f_i \) that is a function of only one other vector \( u_i \) is
\[
f_i = C u_i \tag{1.8.1}
\]
where the coefficient \( C \) can be a function of scalars, including the invariant of the vector (its magnitude \( u_i u_i \)). Higher-order terms, such as \( u_i u_k v_k \), need not be added since they are represented by allowing the coefficient to depend on the invariant of \( v \). Thus, if one assumes that the heat flux vector \( q_i \) is a function of the temperature gradient vector \( T_{ij} \), the most general form is the familiar Fourier heat conduction law.
where $k$ is the thermal conductivity, which depends to first approximation on the temperature and may, in higher approximations, also depend on the scalar $T_w T_h$. It is generally believed that (1.8.2) describes heat conduction in fluids, except perhaps in regions of very strong temperature gradient such shock waves or combustion fronts.

The most general tensor $a_{ij}$ that is a function of only one other tensor $b_{ij}$ is, in three dimensions,

$$a_{ij} = A b_{ij} + B b_{ij} + C b_{ij}$$  \hfill (1.8.3)

where $b_{ij} = b_{ik} b_{kj}$. The coefficients $A$, $B$ and $C$ may depend on relevant scalars, including the three scalar invariants of the tensor $b$. Higher-order terms such as $b_{ij}^2 = b_{ik} b_{kj}$ need not be added since, by the Cayley-Hamilton theorem, they can be expressed in terms of lower-order terms and the invariants of $b$ and hence are already included in (1.8.3). Therefore, if it is assumed that the viscous stress tensor $r_{ij}$ is a function of the local strain-rate tensor $S_{ij}$, this functional dependence must be of the form

$$r_{ij} = A b_{ij} + B S_{ij} + C S_{ij}^2$$  \hfill (1.8.4)

where the coefficients may depend on scalars, such as temperature, density, or the invariants of $S$. This is called the Stokes model for viscous stresses.

The rms strain-rate $S = (S_{ij} S_{ij})^{1/2}$ is a reciprocal time scale for the fluid deformation. If this time is long compared to molecular collision times, then the strain is considered weak and only linear terms in (1.8.4) are used. This leads to

$$r_{ij} = A b_{ij} + B S_{ij}$$  \hfill (1.8.5)

where $A$ can depend at most linearly on the invariants of $S$, and $B$ must be independent of $S$. If it further assumed that $P = -\frac{3}{2} S_{ii}$, then by (1.3.1)

$$\sigma_{kk} = 0 = 3A + BS_{kk}$$  \hfill (1.8.6)

so

$$A = -\frac{1}{3} BS_{kk}.$$  \hfill (1.8.7)

For a simple shearing flow where the only non-zero strain-rate elements are

$$S_{12} = S_{21} = \frac{1}{2} \frac{\partial u_1}{\partial x_2}$$  \hfill (1.8.8)

one defines the fluid viscosity $\mu$ by

$$r_{12} = 2\mu S_{12}$$  \hfill (1.8.9)

from which, using (1.8.5), it follows that $B = 2\mu$. The resulting Newtonian constitutive equation is

$$r_{ij} = 2\mu S_{ij} - \frac{2}{3} \mu S_{kk} b_{ij}.$$  \hfill (1.8.10)

Note that the Newtonian constitutive equation assumes only that the viscous stress tensor is a trace-free linear function of the local strain rate; this assumption is believed to be quite adequate for many continuum fluid flows. The model fails in strong shock waves (normal stresses are incorrect) and in flow of polymers (rotation rates are also important).

Using (1.8.2) and (1.8.8) in (1.7.3), the irreversibility rate becomes

$$T \varphi = \frac{k}{2} T_{ik} T_{ik} + 2\mu (S_{ij} S_{ij} - \frac{1}{3} S_{kk}) S_{kk} \geq 0.$$  \hfill (1.8.11)

It is clear that the heat flux term is positive-definite. It is left as an exercise to demonstrate that the strain-rate term is also positive-definite (Hint: evaluate in the principal coordinates of $S_{ij}$ by expressing the diagonal elements as the components of a vector in polar coordinates).

### 1.9 Vorticity

Vorticity is one of the most fundamental concepts in fluid mechanics, and probably the most important concept in turbulence. The vorticity vector $\omega$ is defined by

$$\omega_i = \epsilon_{ijk} \omega_{kj}.$$  \hfill (1.9.1)
Note that $\epsilon_{ijk} u_{k,ij} = 0$ and hence the vorticity, by definition, is divergence free,

$$\omega_{id} = 0. \quad (1.9.2)$$

By the definitions, the vorticity is related to the rotation rate,

$$\omega_i = \epsilon_{ijk} \Omega_{kj}. \quad (1.9.3)$$

Taking $\epsilon_{pq} \times (1.9.3)_k$, one finds

$$\Omega_{qp} = \frac{1}{2} \epsilon_{pq} \omega_i. \quad (1.9.4)$$

The vorticity field can be thought of as contributing to the velocity field. Forming $\epsilon_{pq} \times (1.9.1)_l$, one finds

$$\epsilon_{pq} \omega_{i,l} = \epsilon_{pq} \epsilon_{rjk} u_{k,q,l} = u_{q,pq} - u_{p,q}$$

or

$$u_{i,k} = -\epsilon_{ijk} \omega_j + \{u_{k,ab}\}_d. \quad (1.9.5)$$

This is a Poisson equation for the velocity, analogous to the equation for temperature in a heat conducting medium with distributed sources. Eqn. (1.9.5) displays two "sources" of velocity, namely vorticity (more specifically vorticity gradients) and flow divergence (expansion or compression). In addition to the velocity generated by these sources, one can also have an additional component of velocity satisfying the Laplace equation $u_{i,ab} = 0$. From (1.9.5) we see that this component could be thought of as arising from uniform vorticity (a solid-body rotation) and uniform irrotational expansion, of which irrotational flow at constant density is a special case.

The part of the velocity field due to the vorticity gradients may be found using the general solution to the Poisson equation; at any instant in time, this solution is

$$u_i(x) = -\int G(x,x') \epsilon_{ijk} \omega_{j,k} (x') d^3x' \quad (1.9.6)$$

where $G(x,x')$ is the Green's function for the Poisson solution in the flow domain, and $d^3x'$ represents an element of volume for the integration over the flow domain. The Green's function for an infinite domain is

$$G(x,x') = \frac{-1}{4\pi \sqrt{(x_n - x'_n)(x_n - x'_n)}}. \quad (1.9.7)$$

Using this Green's function in (1.9.6), and integrating by parts to transfer the $k$ differentiation from the vorticity to the Green's function, one finds

$$u_i(x) = \int \epsilon_{ijk} \frac{(x_n - x'_n)}{4\pi [(x_n - x'_n)(x_n - x'_n)]^{3/2}} \omega_j (x') d^3x'. \quad (1.9.8)$$

This is called the Biot-Savart equation. It gives that portion of the velocity field arising from vorticity, for an infinite flow domain. Computational methods in which markers track the motion of vorticity-bearing fluid use the Biot-Savart equation to compute the velocity field; this is an efficient calculation if the vorticity is highly concentrated and most of the fluid has negligible vorticity, and there are many interesting problems in turbulence that can be addressed in this manner.

We emphasize that all of the features of vorticity discussed thus far are kinematic in nature, and apply in either compressible or incompressible flows. In the next section we will address the dynamics of the vorticity.

1.10 Vorticity dynamics

Using the continuity equation (1.2.1) and the stress tensor split (1.3.1), the momentum equation (1.2.2) can be written as

$$u_k + u_q u_{k,q} = \frac{1}{\rho} \left( n_{k,q} - P_{ik} + f_k \right). \quad (1.10.1)$$

Taking $\epsilon_{ijk} \times (1.10.1)_s$ one obtains

$$\omega_i + u_j \omega_{j,si} = -\epsilon_{ijk} u_{k,si} + \epsilon_{ijk} \left[ \frac{1}{\rho} \left( n_{k,q} - P_{ik} + f_k \right) \right]_{ij}. \quad (1.10.1)$$

Using (1.5.1) and (1.9.4), the first term on the right is exactly

$$\omega_q S_q - S_q \omega_i.$$
The pressure term can be expanded into two terms, one of which vanishes, and the vorticity equation becomes

$$\omega_i + u_j \omega_{ij} = \omega_j S_{ij} - S_{ij} \omega_i + \epsilon_{ijk} \left( \frac{1}{\rho} \eta_{klij}^{(1)} \right) + \frac{1}{\rho} P_{ik} \rho_{kj} + \left( \frac{\partial \mathbf{B}}{\partial t} \right)_{ij}.$$  \hspace{1cm} (1.10.2)

Note that the left-hand side of (1.10.2) represents the rate of change of vorticity following a fluid particle. Thus, the terms on the right display the processes that can give rise to changes in vorticity of a fluid particle. The first term represents the straining of vortex filaments, and is a crucial term in turbulence; in a two-dimensional flow, this strain is always in planes perpendicular to the vorticity, and hence there is no vortex stretching in two-dimensional flow. The second term shows that fluid compression ($S_{kk} < 0$) tends to amplify the vorticity, and expansion to attenuate it. The term containing $\eta_{klij}^{(1)}$ represents viscous effects, including diffusion. The term containing pressure gradients and density gradients shows that these may combine to act as a source for vorticity, if these gradient vectors have a non-zero cross product; this term is important in the atmosphere. Body force gradients can also generate vorticity; but body forces are often conservative, i.e. of the form

$$f_k = \rho \Phi_k,$$  \hspace{1cm} (1.10.3)

where $\Phi$ is a scalar potential, and (1.10.2) shows that such forces do not generate vorticity.

In a Newtonian flow where $\rho = \rho(t)$, $\mu$ is constant, and $f_k = \rho \Phi_k$, the vorticity equation becomes

$$\omega_i + u_j \omega_{ij} = \omega_j S_{ij} - \omega_i S_{ij} + \nu \omega_{ij},$$  \hspace{1cm} (1.10.4)

This is the form to which we will refer most often in our studies of turbulence; it emphasizes the interaction between strain-rate and vorticity that is so important in turbulence.

One usually sees the vorticity equation with the first term on the right in (1.10.4) replaced using an identity derived from (1.5.1) and (1.9.4),

$$\omega_j S_{ij} = \omega_j u_{ij},$$  \hspace{1cm} (1.10.5)

We prefer (1.10.4) because it makes the interaction between vorticity and strain-rate very clear.

### 1.11 Vortex lines and tubes

![Velocities along a vortex line](image)

A vortex line is a line everywhere tangent to the $\omega$ vector. Along a vortex line (see Figure 1.11.1)

$$\frac{\delta x_i}{\delta s} = \frac{\omega_i}{|\omega|}.$$  \hspace{1cm} (1.11.1)

Vortex lines move as the fluid moves. For inviscid, incompressible flow, the vortex lines move with the fluid. This fact is extremely helpful in understanding fluid flows in general and turbulence in particular, and forms the basis for an important class of numerical methods for simulating turbulent flow.

We will now prove this important fact about vortex lines. Let $\omega$ be the vorticity at the center of an elemental segment $\delta s$ of a line marked in the fluid along a vortex line at time $t$. The rate of change of the vorticity following the fluid particle attached to the center of this line given by (1.10.4). Neglecting the viscous term, and assuming constant density (so that $S_{kk} = 0$), and using (1.10.5), the rate of change of the vorticity of this fluid particle is

$$\dot{\omega}_t = \omega_j u_{ij}.$$  \hspace{1cm} (1.11.2)

The right-hand side of (1.11.2) is evaluated at time $t$ using (1.11.1) to express $\delta x_i$ in terms of $\delta s$, yielding

$$\dot{\omega}_t = |\omega| \frac{\delta u_i}{\delta s}.$$  \hspace{1cm} (1.11.3)
Since each end of the line moves with its own velocity,
\[
\frac{d(\delta x_i)}{dt} = \delta u_i. 
\]

(1.11.4)

We now examine the changes in \(\delta x_i/\omega_i\):
\[
\frac{d}{dt} \left( \frac{\delta x_i}{\omega_i} \right) = \frac{1}{\omega_i} \frac{d(\delta x_i)}{dt} - \frac{\delta x_i}{\omega_i^2} \frac{d\omega_i}{dt}. 
\]

(1.11.5)

Using (1.11.4) for the first term on the right and (1.11.3) for the second, the right hand side is zero, and hence \(\delta x_i/\omega_i\) is constant in time. The same is true for the other two components. Hence, if the line was originally a vortex line, it will remain a vortex line, as we have claimed. Moreover, since \(\delta x_i = \bar{\omega}_i C\), it follows that \(|\bar{\sigma}|\) will be proportional to the line length.

We can form a vortex tube from a set of nearby vortex lines. In inviscid, incompressible flow, this tube will move with the fluid, and can be stretched by strain along its length. This strain will intensify the vorticity in the tube. Since the fluid is incompressible, and the tube is imbedded in the fluid, stretching the tube reduces its diameter. The increase in vorticity can be thought of in terms of the increased rotational rate necessary to maintain conserved angular momentum as the tube decreases in diameter. These processes of vortex convection and stretching by the flow are central in turbulence.

It is left as an exercise to show that, in inviscid, compressible flow, lines everywhere tangent to \(u_\ell/\rho\) move with the fluid. This fact may be useful in simulations of compressible turbulence.

2. TURBULENCE EQUATIONS

2.1 Averaging concepts

Different kinds of averaging procedures are appropriate for different situations. In situations that are statistically steady, the time average is useful. Denoting a random field by \(f(x,t)\), its time average is
\[
\bar{f}(x) = \lim_{T \to \infty} \frac{1}{T} \int_0^T f(x,t)dt. 
\]

(2.1.1)

The time average can not be used in fields that are statistically developing in time. But if the field is statistically homogeneous, i.e. statistically the same at all space points, then a volume average can be used,
\[
\bar{f}(t) = \lim_{V \to \infty} \frac{1}{V} \int_0^L \int_0^L \int_0^L f(x,t)d^3x. 
\]

(2.1.2)

If the field is not statistically steady or homogeneous in space, but is homogeneous on planes or along lines, averages on the planes or lines can be used. But if the field is not statistically the same in time or any space dimension, one has to resort to the concept of ensemble averaging, i.e. averaging over a large set of (usually hypothetical) similar experiments:
\[
\bar{f}(x,t) = \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^N f_n(x,t). 
\]

(2.1.3)

One must always be careful to choose an averaging concept appropriate to the situation. It will be assumed that an averaging process has been chosen that commutes with differentiations with respect to both time and space; the ensemble average always has this property.

2.2 Turbulence decomposition

Each variable in a random field is represented as the sum of its average and its fluctuation,
\[
f = \bar{f} + f'. 
\]

(2.2.1)

The averaging processes defined above are all such that
\[
\bar{f} = 0. 
\]

(2.2.2)

It follows that
\[
\bar{f} h = \bar{f}h 
\]

(2.2.3)

and
\[
\bar{f}h' = 0. 
\]

(2.2.4)
In compressible flows, mass-weighted averaging is often employed. The methods for doing this averaging are simple extensions of those given above.

Most turbulence literature concerns incompressible flows. However, there is a class of compressible flows that can be handled as a very modest extension of incompressible flows, namely flows where $p = p(t)$ (uniform density flows). Many practical flows fall in this class, including flow in an internal combustion engine cylinder. The equations for uniform density flow are much simpler than those of full compressible flow, and so in the interest of simplicity much of what follows will be limited to uniform density flows with constant viscosity $\mu$.

### 2.3 Governing equations

If $\rho = \rho(t)$, the continuity equation reduces to

$$\dot{\rho} + \rho \nabla \cdot \mathbf{u} = 0.$$  \hfill (2.3.1)

We will write the turbulence decomposition with capital letters for mean quantities and lower case letters for the fluctuations,

$$p = \overline{p} + p'$$  \hfill (2.3.2a)

$$\mathbf{u}_i = \mathbf{U}_i + \mathbf{u}'_i$$  \hfill (2.3.2b)

Inserting these decompositions into the continuity equation (2.3.1), and averaging, we obtain the mean continuity equation

$$\dot{\rho} + \rho \nabla \cdot \mathbf{U} = 0.$$  \hfill (2.3.3)

Subtracting this result from (2.3.1) we obtain the fluctuating continuity equation,

$$\mathbf{u}'_i = 0.$$  \hfill (2.3.4)

Note that, for uniform density flow, the fluctuation velocity field is divergence-free, as would be the mean velocity field if the flow were incompressible.

For uniform density flow with $\mu = \text{constant}$ and $f_k = 0$, the momentum equation (1.2.2) reduces to

$$\nabla \cdot \mathbf{u}' = 0.$$  \hfill (2.3.5)

Introducing the turbulence decomposition, averaging, and making use of (2.3.4), the mean momentum equation is found as

$$\nabla \cdot \mathbf{U} = -\frac{1}{\rho} \mathbf{P} + \nabla \cdot \mathbf{R}.$$  \hfill (2.3.6)

where

$$R_{ij} = \overline{\mathbf{u}'_i \mathbf{u}'_j}.$$  \hfill (2.3.7)

The quantity $-\rho R_{ij}$ appears in (2.3.6) like a stress, and so is called the Reynolds stress after O. Reynolds, who introduced the basic decomposition.

Equations (2.3.3) and (2.3.6) would permit calculation of the mean density and velocity field if the Reynolds stresses were all known. Since they are not known, we have a closure problem, which can be addressed, but not solved, by further development of the equations for the Reynolds stresses.

An alternative way of thinking about the turbulence "forces" has some physical appeal. From (1.9.1) it follows that

$$\overline{\epsilon_{ijp} \mathbf{u}'_i \mathbf{u}'_p} = \epsilon_{ijp} \epsilon_{kij} \overline{\mathbf{u}'_k \mathbf{u}'_j} \mathbf{u}'_p = \epsilon_{ijp} \mathbf{u}'_i \mathbf{u}'_p = \overline{\mathbf{u}'_i \mathbf{u}'_p} - \overline{\mathbf{u}'_i \mathbf{u}'_p}.$$  \hfill (2.3.8)

Multiplying by $\epsilon_{ijp}$

$$\epsilon_{ijp} \overline{\mathbf{u}'_i \mathbf{u}'_p} = \epsilon_{ijp} \epsilon_{kij} \overline{\mathbf{u}'_k \mathbf{u}'_j} \mathbf{u}'_p = (\delta_{jk} \delta_{ik} - \delta_{ik} \delta_{jk}) \overline{\mathbf{u}'_k \mathbf{u}'_j} \mathbf{u}'_p = \overline{\mathbf{u}'_i \mathbf{u}'_p} - \overline{\mathbf{u}'_i \mathbf{u}'_p}.$$  \hfill (2.3.9)

Using (2.3.4), this produces

$$\epsilon_{ijp} \overline{\mathbf{u}'_i \mathbf{u}'_p} = (\overline{\mathbf{u}'_i \mathbf{u}'_p})_{ij} - \frac{1}{2} (\overline{\mathbf{u}'_i \mathbf{u}'_p})_{ij}.$$  \hfill (2.3.9)

or equivalently

$$\left(\overline{\mathbf{u}'_i \mathbf{u}'_j}\right)_{ij} = \frac{1}{2} (\overline{\mathbf{u}'_i \mathbf{u}'_j})_{ij} + \epsilon_{ijk} \overline{\mathbf{u}'_k \mathbf{u}'_j}.$$  \hfill (2.3.10)

We define

$$P^* = P + \frac{1}{2} (\overline{\mathbf{u}'_i \mathbf{u}'_j})_{ij}.$$  \hfill (2.3.10)
where the mean square fluctuation velocity is

$$q^2 = \overline{u'_i u'_i}. \quad (2.3.11)$$

It is convenient to denote the mean-convection substantial derivative by

$$\overline{D}() = () + U_j()_{ij}. \quad (2.3.12)$$

Then, using (2.3.9) in (2.3.6), the mean momentum equation becomes

$$\overline{D}U_i = -\frac{1}{\rho} P^i_{x} + \nu U_k_{kij} - \epsilon_{ijk} \overline{u'_j u'_k}. \quad (2.3.13)$$

In this alternative representation the turbulence provides a contribution to the normal stress in $P^i_x$ and a turbulent body force, but no shear stress. The potential of this alternative view of turbulence forces remains to be investigated.

2.4.1 Mean vorticity equation

The turbulence decomposition of the vorticity is

$$\omega_i = \Omega_i + \omega'_i. \quad (2.4.1)$$

The mean strain rate and rotation rate are denoted by $S_{ij}$ and $\Omega_{ij}$ respectively, and the fluctuation strain rate by $\omega'_{ij}$. By continuity for uniform density flow, $S_{ij}^m = 0$. Introducing the turbulence decomposition into (1.10.4), and averaging, the mean vorticity equation is found to be

$$\overline{D}\omega_i = \Omega_j S_{ij} - \overline{\omega_j} S_{ij} + \nu \omega_{ij} - (\omega_j \overline{\omega'_i})_{ij} + \overline{\omega'_j \omega'_i}. \quad (2.4.2)$$

Note the appearance of the turbulence body force term $\overline{\omega'_j \omega'_i}$ in the equation.

2.5 Turbulent fluctuation equations

The fluctuating continuity equation is (2.3.4). Subtraction of the mean momentum equation (2.3.6) from the full equation (2.3.5) gives the fluctuating momentum equation,

$$\overline{D}u'_i = -u'_j U_{ij} - (u'_i u'_j - \overline{u'_i u'_j})_{ij} - \frac{1}{\rho} \rho'_{ij} + \nu U_k_{kij}. \quad (2.5.1)$$

Subtraction of (2.4.2) from (1.10.4) gives the fluctuating vorticity equation

$$\overline{D}\omega' = +\omega_j S_{ij} - \omega' S_{ij} + \Omega_j \omega_{ij} - (\omega'_i \omega'_j - \overline{\omega'_i \omega'_j})_{ij} + \nu \omega_{ij}. \quad (2.5.2)$$

By taking (2.5.1), one obtains an equation for the fluctuating pressure,

$$\frac{1}{\rho} \rho'_{ij} = -2u'_j U_{ij} - (u'_i u'_j - \overline{u'_i u'_j})_{ij} \quad (2.5.3)$$

These equations are useful for deriving equations relating statistical properties of the turbulence and in the study of the dynamics of turbulent fluctuations.

2.6 Kinetic energy equations

The transport equation for the turbulent kinetic energy

$$\frac{1}{2} q'^2 = \frac{1}{2} \overline{u'_i u'_i}. \quad (2.6.1)$$

is derived by multiplying (2.5.1) by $u'_i$ and averaging. After some rearranging, one obtains

$$\overline{D}(\frac{1}{2} q'^2) = \rho - \overline{\rho} - J_{ij}. \quad (2.6.2)$$

Here

$$\rho = -\overline{u'_i u'_j} S_{ij} \quad (2.6.3)$$
is the rate of turbulent energy production,
\[ D = \nu \frac{\partial^2 u'_i}{\partial x_j^2} \] (2.6.4)

is the (homogeneous) rate of turbulent energy dissipation, and
\[ J_i = \frac{1}{\rho} \rho' u'_i + \frac{1}{2} \nu u'_i u'_i - \nu \frac{1}{2} \nu^2 \delta_{ij} \] (2.6.5)
is the turbulent kinetic energy flux in the \( j \)th direction.

Note that \( \mathcal{P} \) involves the product of turbulent stresses and mean strain rates, and that the mean rotation rate does not appear explicitly in the turbulent kinetic energy equation (though it may influence the turbulent kinetic energy by altering terms in the equation). \( \mathcal{P} \) arises from the stretching of the tangle of vortex filaments that make up the turbulence by the mean deformation. \( \mathcal{P} \) is almost always found to be positive, although there are situations in which it is negative.

Since the source of turbulent kinetic energy is the mean flow, the production term should appear with opposite sign in the evolution equation of the mean kinetic energy. Multiplying (2.3.6), by \( U_i \), and rearranging, the mean kinetic energy equation is
\[ \frac{1}{2} \frac{d}{dt} U_i U_i = -\left( \frac{1}{\rho} \rho' U_i, u_i + \frac{1}{\rho} \rho S_{ij} - 2\nu S_{ij}, S_{ij} + 2\nu (U_i, S_{ij}), S_{ij} - \mathcal{P} - \left( \nu \frac{\partial^2 u'_i}{\partial x_j^2} \right) U_i \right) \] (2.6.6)

Indeed, \( -\mathcal{P} \) does appear on the right, indicating a drain from the mean kinetic energy. The two pressure terms represent the power associated with flow work and the power transfer from internal energy due to expansion of the flow. The first viscous term is the rate of dissipation of mean kinetic energy by viscous effects (see 1.8.9), and the second is the reversible viscous power transfer. The last term, which integrates to zero over a large volume of fluid bounded by non-turbulent fluid, represents an internally conservative transfer of mean kinetic energy within this volume.

We have been careful to call \( \mathcal{P} \) the homogeneous dissipation, because (as shown in the next chapter) only in homogeneous turbulence does it represent the true rate of energy dissipation. From (1.8.9) the true dissipation rate is
\[ \mathcal{E} = \nu \frac{\partial^2 u'_i}{\partial x_j^2} = 2\nu u'_i u'_i = \nu \frac{\partial^2 u'_i}{\partial x_j^2} \left( u'_i + u'_i \right). \] (2.6.7)
The right hand side of the turbulent kinetic energy equation can be modified to replace \( \mathcal{P} \) by \( \mathcal{E} \), with a concurrent modification in the definition of the flux. This is left as an exercise.

2.7 Reynolds stress evolution equation

The evolution equation for \( R_{ij} \) is derived by multiplying the \( i \)th fluctuation momentum equation by \( u'_j \) and the \( j \)th equation by \( u'_i \), adding the resulting equations, and averaging. The result may be written as
\[ \frac{d}{dt} R_{ij} = R_{ij} + O_{ij} + T_{ij} = D_{ij} + J_{ij, \alpha \beta} \] (2.7.1)

Here the production term
\[ P_{ij} = -\left( R_{ik} S_{kj} + R_{kj} S_{ik} \right) \] (2.7.2)
is the source of Reynolds stress; note that its trace is
\[ P_i = 2\mathcal{P}. \] (2.7.3)

The kinematic rotation term
\[ O_{ij} = R_{ik} \Omega_{kj} + R_{kj} \Omega_{ik} \] (2.7.4)
is trace free \( (O_{ii} = 0) \) and hence this term does not contribute to production of new turbulence energy, but simply rotates the turbulence structure. The pressure strain term
\[ T_{ij} = \frac{1}{\rho} \frac{\partial}{\partial x_j} \frac{\partial}{\partial x_i} \left( u'_i, u'_j + u'_j, u'_i \right) \] (2.7.5)
is also trace-free and provides intercomponent energy transfer. The dissipation term
\[ D_{ij} = 2\nu u'_i, u'_j \] (2.7.6)
has a trace
\[ D_{ij} = 2\mathcal{D}. \] (2.7.7)
Finally, the flux of $R_{ij}$ in the $k^{th}$ direction is

$$J_{ijk} = \frac{1}{\rho} \left[ \rho' \delta_{ik} u_j + \rho' \delta_{ik} v_j + \rho' \delta_{ik} w_j - \nu R_{ijk} \right]. \quad (2.7.8)$$

Again we have used the mean strain-rate and rotation-rate instead of just the mean velocity gradients to bring out the different roles played by strain and rotation. Most previous workers have included the mean rotation term in with the production. But it is trace-free it does not add new energy (it is absent from the turbulent kinetic energy equation), and therefore is different than production. The rotation term provides exactly the changes that would be seen if the $R_{ij}$ structure were to be rotated as a solid body without change. Only strain, acting on the Reynolds stress, can act as a new source for additional Reynolds stress.

The $R_{ij}$ equation is sometimes rewritten so that the trace of the dissipation term is $2\Omega$ instead of $2\Omega'$. with an associated modification in the flux. This is left as an exercise.

The $R_{ij}$ evolution equation forms the basis for many of the current types of turbulence models. It is very useful in exploring the general nature of the changes that occur in turbulent flows subjected to strain.

2.8 Vorticity equation

The mean-square turbulent vorticity, sometimes called the enstrophy, is an important quantity in turbulence. Its evolution equation, derived by multiplying (2.5.2), by $\omega'_i$ and averaging, is useful in studying the small scales of turbulence. Denoting

$$\omega' = \omega_i'$$

one finds

$$\frac{1}{2} \overline{\omega'^2} = \overline{\omega'_i S_{ij} - \omega'_i \Omega_{ij} - \Omega_{ij} \omega'_i}$$

$$+ \omega'_{i,j} \omega'_{j,i} - \nu \omega'_{i,j} \omega'_{j,i} + \left[ -\frac{1}{2} \overline{\omega'^2} \omega'_{i,j} + \nu \frac{1}{2} \omega'^2 \right]. \quad (2.8.2)$$

3. STATISTICAL DESCRIPTIONS OF HOMOGENEOUS TURBULENCE

3.1 Introduction

A field in which all statistical properties are independent of position is called homogeneous. If the statistical properties are independent of the orientation of the coordinate frame, the field is called isotropic. Turbulence may be approximated as homogeneous and/or isotropic, although turbulence is usually homogeneous if it is isotropic. Few practical flows are either homogeneous or isotropic. Nevertheless, regions of practical flows often are essentially homogeneous, and homogeneous flows provide a very important point of departure for models and theories of turbulence. Therefore, development of good understanding of homogeneous turbulence is an important first step in the study of turbulence.

In order for the turbulence to be homogeneous, the terms in the equations for statistical properties of turbulence must be independent of position. Since the production term (2.7.2) involves mean velocity gradients, these must be independent of position if homogeneity is to be achieved. Therefore, a necessary condition for homogeneity is that the mean velocity be a linear function of the coordinates. Since there are no Reynolds stress gradients in homogeneous turbulence, the mean momentum equation (2.3.6) shows that the mean velocity field is unaffected by the turbulence.

Since the mean field is decoupled from the turbulence in homogeneous turbulence, almost any mean velocity history can be imposed on homogeneous turbulence. Any mean strain-rate history can be imposed, but the mean rotation history is determined by the imposed strain-rate history. From (1.10.5) it follows that the last term on the right in the mean vorticity equation (2.4.2) is $(\omega'_i \omega'_j)_{ij}$ which vanishes in homogeneous turbulence. Hence, the mean vorticity equation in homogeneous turbulence is

$$\Omega_i = \Omega_{ij} S_{ij} - \Omega_{ij} S_{ij}. \quad (3.1.1)$$

Thus, while an initial arbitrary mean rotation can be imposed, any subsequent changes in the mean rotation are governed by (3.1.1). This restriction is important in the analysis and simulation of turbulence distortion by mean strain and rotation.

The statistics of homogeneous turbulence will depend upon time. Experiments on homogeneous turbulence generally involve passing flow through a grid, which generates turbulence, and then through a flow passage of varying cross section. The flow is approximately homogeneous as seen by an observer moving downstream with the mean flow, and the evolution of this turbulence as seen by the observer is interpreted as the time evolution of the turbulence. The behavior of turbulence under imposed mean strain can be studied by changing the cross-sectional geometry of the flow channel. Ingenious experiments permit great flexibility in such experiments (Gence and Mathieu 1980). Homogeneous shear flow, in which the mean
streamwise velocity gradient is uniform across the flow, can be produced using upstream grids of special geometry (Tavoularis and Corrsin 1981).

Grid turbulence is not quite isotropic. However, by placing a contraction in the flow stream downstream of the grid, essentially isotropic turbulence can be obtained (Comte-Bellot and Corrsin 1966) for study in a subsequent constant cross-section duct downstream. One can also study the relaxation of homogeneous turbulence after strain in such a duct.

In the period 1960-1980, a number of basic experiments on homogeneous turbulence provided a sound data base on these flows. Since then numerical simulations of homogeneous turbulence have added considerably to this data base. The insight gleaned from these experiment and simulations now allow us to paint a useful picture of the structure of homogeneous turbulence. The next section presents this picture and discusses the important scales of turbulent motion.

3.2 Structure and scales in homogeneous turbulence

One can think of homogeneous turbulence as a complex tangle of vortex filaments, each acting as a "Biot-Savart source" in moving, distorting, and straining all the filaments (Fig.3.2.1). This continual vortex stretching concentrates the vorticity, and so the volume of vortical fluid tends to be a small fraction of the total. Vortex filaments of the same sign tend to collect, and this provides a mechanism for the creation of larger eddies. This is counterbalanced by the three-dimensional straining of filaments, which tend to twist and tangle themselves to produce smaller eddies. The imposition of mean strain distort the tangle of vortex filaments, much as the fibres in a ball of steel-wool are distorted when it is stretched. This alters the structure of the filaments, and hence the structure of the turbulence. Upon removal of the mean strain-rate, interactions between filaments randomize their orientation, bring about a return to isotropy.

This tangle of vorticity produces a very broad range of turbulent motions. The larger scales are more efficient in generating the Reynolds stress required to extract energy from the mean field flow, and and new turbulent energy appears initially at large scales. Through the complex non-linear interactions, which are inviscid processes, turbulence energy is cascaded successively to smaller and smaller eddies, ultimately to be dissipated by viscous straining in the smallest eddies, where the local strain rates are the greatest.

Figure 3.2.1 Homogeneous turbulence as a tangle of vortex filaments

The scale of the largest eddies is set by whatever object produced them. In grid turbulence the grid mesh determines the largest eddies, in wakes the large eddies scale on the diameter of the object, and in pipes they scale on the pipe diameter. The scale of the smallest eddies is set by the rate at which they must dissipate energy, provided to them by the large eddies through the cascade, through viscous stresses. The role of viscosity in turbulence is to set the scale of the smallest eddies.

These ideas suggest that the dissipation rate is determined by the scale of the energetic large-scale turbulence which starts the energy cascade. If we assume that $q^2$ and $\varepsilon$ characterize these large scales, then by dimensional analysis the length scale of these eddies is

$$\ell = \frac{q^2}{\varepsilon}$$

(3.2.1a)

and the time scale is

$$\tau = \frac{q^2}{\varepsilon}.$$  (3.2.1b)

The velocity scale is of course just $q$. These scales tell us how the statistical properties of large eddies should be non-dimensionalized to collapse data from similar flows at different scales.

The Reynolds number of the turbulence, defined in terms of the velocity and length scales for the large eddies, is

$$R_T = \frac{\ell q}{\varepsilon \nu}.$$  (3.2.2)

In practical flows, $q$ is generally proportional to the velocity difference driving the flow (velocity at the center of a pipe or the velocity defect in a wake), and $\varepsilon$ is proportional to the object dimension. Thus, $R_T$ is usually proportional to (but smaller than by a factor of 20-100) the flow Reynold number.
The scales of the smallest eddies are determined by the $\varepsilon$ and $\nu$. By dimensional analysis, the length scale must be

$$l_K = (\varepsilon/\nu)^{1/4}$$  \hspace{1cm} (3.2.3a)

and the time scale

$$\tau_K = (\nu/\varepsilon)^{1/2},$$  \hspace{1cm} (3.2.3b)

These Kolmogorov scales characterize the vortex filaments in turbulence, with the cores of the vortex being of order $l_K$ and rotation time for the core scaling on $\tau_K$. The corresponding velocity scale, characterizing the velocity difference developed locally around a vortex filament, is

$$u_K = (\nu \varepsilon)^{1/4}. $$  \hspace{1cm} (3.2.3c)

Using these scales, the ratio of the largest scales to the smallest scales is

$$\frac{L}{l_K} = R^{7/4}$$  \hspace{1cm} (3.2.4)

Thus, the range of turbulence eddies broadens as the Reynolds number increases. This wide range limits direct numerical simulations of turbulence to low Reynolds numbers. Large eddy simulations of turbulence, in which turbulence of smaller scale than the computational mesh is modeled and the larger scales are computed, depends heavily on models for the small scales. It is tempting to approximate this sub-grid scale turbulence as homogeneous, and therefore a firm understanding of homogeneous turbulence is important to progress in large eddy simulation.

The remainder of this chapter is devoted to the mathematics used to describe the statistical properties of homogeneous turbulence. Subsequent chapters deal with the dynamic evolution of these statistical properties in response to imposed mean strain.

### 3.3 Correlations and spectra

The statistical properties of homogeneous random fields are most often described in terms of correlations and spectra. For example, if $f$ and $g$ are two random field variables, the two-point correlation of $f$ and $g$ is defined as

$$Q_{fg}(x, x', t) = \langle f(x,t)g(x',t) \rangle,$$  \hspace{1cm} (3.3.1a)

where the overline denotes a volume average and the brackets denote an ensemble average. Ensemble and volume averages are usually assumed to be the same for homogeneous fields (ergodic hypothesis); the dual averaging is therefore redundant but useful in the analysis that follows.

For homogeneous fields $Q_{fg}$ depends only on the separation of the two points $r = (x' - x)$ and $t$,

$$Q_{fg}(r, t) = \langle f(x,t)g(x+r,t) \rangle.$$  \hspace{1cm} (3.3.1b)

Often the time dependence of the correlation is not expressed explicitly, but it must not be forgotten.

There is an infinite set of other correlations of possible interest, for example the two-point correlation with time delay, three-point correlations, etc. A complete statistical description requires knowledge of the probability density function for all variables of interest at all space points and time, an impossible goal to achieve. Therefore, statistical descriptions are always limited in what they can provide, and the challenge is to provide what is really essential, with minimum effort and maximum accuracy.

In homogeneous fields, Fourier expansions can be used to represent individual realizations of the fields. Suppose that $f$ and $g$ are defined within a box of interest (Fig. 3.3.1). In order to give them Fourier expansions we have to imagine that they are periodic functions, so let

$$\tilde{f}(x) = \begin{cases} f(x) & \text{inside the box} \\ \text{periodic repetition outside.} \end{cases}$$

The Fourier representation of $\tilde{f}$ at any instant of time is

$$\tilde{f}(x) = \sum_{k} \tilde{f}(k')e^{-ik\cdot x}$$  \hspace{1cm} (3.3.2a)

where $k = (k_1, k_2, k_3)$ is the three-dimensional wavenumber vector, and $k \cdot x = k_n x_n$. Since the Fourier modes must fit into the box with integer periods,$$\tilde{f}(x) = \sum_{k} \tilde{f}(k')e^{-ik\cdot x}$$  \hspace{1cm} (3.3.2b)

The summation is a triple sum over all Fourier modes.
Note that the Fourier coefficients may vary with time; we do not show this explicitly here.

The Fourier coefficients are evaluated using the orthogonality property of the Fourier modes, using integrals over the domain. In what follows \( f(x) \) denotes an integral over the box in Fig. 3.3.1. Then, multiplying (3.3.2a) by \( e^{ik'x} \) and integrating over the box,

\[
\int e^{ik'x} f(x) \, dx = \sum_{k'} f(k') e^{ik'x} \sum_{k''} \sum_{x_k} e^{ik''x}.
\]

Since each Fourier mode that fits the box contains an integer number of cycles,

\[
\int e^{i(k'-k'')x} \, dx = \begin{cases} 0 & \text{if } k \neq k' \\ L^3 & \text{if } k = k'. \end{cases}
\]

Hence all terms in the summation of (3.3.4) drop out except for the one where \( k'' = k \). Thus, the Fourier coefficients can be evaluated as

\[
f(k) = \frac{1}{L^3} \int f(x) e^{ikx} \, dx.
\]

The two-point correlation of \( f \) and \( g \) can be expressed in terms of the Fourier representations. Consider the correlation of \( f \) and \( g \) within the box of Fig. (3.3.1),

\[
< f(x) g(x') > = \sum_{k} \sum_{k'} < f(k) g(k') > e^{-i(k+k')x'}. 
\]

The brackets indicate that the Fourier coefficients are random variables that will differ from from realisation to realisation. Let \( k'' = -k' \) and \( r = x' - x \). Then, using (3.3.4),

\[
< f(x) g(x + r) > = \sum_{k} \sum_{k''} < f(k) g(k'') > e^{-i(r+k'+k'')x}. 
\]

Now we average by integrating over the box and dividing by \( L^3 \), denoting this average by an overline. Using (3.3.6), all the terms in the sum drop out except the terms where \( k'' = k \). The result is then
\[
\hat{Q}_{fg}(r) = \langle \hat{f}(x)\hat{g}(x+r) \rangle = \sum_k < \hat{f}(k)\hat{g}^*(k) > e^{ik\cdot r}.
\]

(3.3.9)

In computational simulations in which the evolution of the Fourier coefficients is calculated for finite-series approximations to the fields, (3.3.9) is used to calculate the the two-point correlation.

Theoretical treatments take the limit as \( L \rightarrow \infty \), in which case the sums become integrals. To pass to this limit, we note that the difference between consecutive wavenumbers in the summation is \( \Delta k_x = 2\pi/L \) for each direction, so \( \Delta k_x L/2\pi = 1 \). We can multiply each term in the summation by unity three times to obtain

\[
\hat{Q}_{fg}(r) = \sum_k < \hat{f}(k)\hat{g}^*(k) > \left( \frac{L}{2\pi} \right)^3 \Delta k_x \Delta k_y \Delta k_z e^{ik\cdot r}.
\]

(3.3.10)

We define the cospectrum of \( f \) and \( g \) as

\[
E_{fg}(k) = \left( \frac{L}{2\pi} \right)^3 < \hat{f}(k)\hat{g}^*(k) >.
\]

(3.3.11)

This is the equation used to calculate the co-spectrum in discrete spectral simulations of random fields. Then,

\[
\hat{Q}_{fg}(r) = \sum_k E_{fg}(k)e^{ik\cdot r} \Delta k_x \Delta k_y \Delta k_z.
\]

(3.3.12)

Taking the limit as \( L \rightarrow \infty \), we define the cospectrum of \( f \) and \( g \) by

\[
E_{fg}(k) = \lim_{L \rightarrow \infty} \hat{E}_{fg}(k).
\]

(3.3.13)

\( E_{fg} \) does not become infinite as \( L \rightarrow \infty \) because the Fourier coefficients of individual modes become very small as the number of significant modes increases. As \( L \rightarrow \infty \), \( \Delta k_x \Delta k_y \Delta k_z \) becomes an elemental volume in wavenumber space \( dk_x dk_y dk_z = d^3k \). Therefore, in (3.3.12) the two-point correlation

\[
Q_{fg}(r) = \lim_{L \rightarrow \infty} \hat{Q}_{fg}(r)
\]

becomes the three-dimensional Fourier transform of the cospectrum,

\[
Q_{fg}(r) = \int E_{fg}(k)e^{ik\cdot r}d^3k.
\]

(3.3.15)

Here the triple integration is to be carried out over all wavenumbers.

There is an inverse of the transform (3.3.15). Multiplying (3.3.9) by \( e^{-ik\cdot r} \) and integrating over a box of size \( L \) in \( r \) space,

\[
\int \hat{Q}_{fg}(r)e^{-ik\cdot r}d^3r = \sum_k \int < \hat{f}(k)\hat{g}^*(k) > e^{ik\cdot r}d^3r
\]

(3.3.16)

Each exponential in the summation will execute an integer number of cycles in each direction and hence integrate to zero, except for the term where \( k = k' \). Hence,

\[
\int \hat{Q}_{fg}(r)e^{-ik\cdot r}d^3r = L^3 < \hat{f}(k)\hat{g}^*(k) > = (2\pi)^3 \hat{E}_{fg}(k).
\]

(3.3.17)

In computational simulations based on finite-difference methods, this equation is used to calculate the cospectrum from the two-point correlation. Taking the limit as \( L \rightarrow \infty \), and replacing \( k' \) by \( k \),

\[
E_{fg}(k) = \left( \frac{1}{2\pi} \right)^3 \int Q_{fg}(r)e^{-ik\cdot r}d^3r.
\]

(3.3.18)

Note that \( E_{fg} \) and \( Q_{fg} \) are Fourier transform pairs.

We could have obtained the cospectrum simply by Fourier transformation of the two-point correlation. We started with a finite box so that the relationships between the Fourier coefficients and the cospectrum would be made clear, and also to derive results useful to persons engaged in discrete-representation simulations of homogeneous turbulence in finite computational domains. It should be understood that the Fourier transforms of \( f \) and \( g \) defined over an infinite region do not exist. However, because events at distant separations are uncorrelated, \( Q_{fg} \rightarrow 0 \) as \( |r| \rightarrow \infty \), and hence the Fourier transform of \( Q_{fg} \) does exist.
3.4 Velocity correlations and spectra

The velocity field in homogeneous turbulence can be represented in the terms outlined above. Let \( f = u_i \) and \( g = u_j \). Then, dropping the redundant ensemble average,

\[
Q_{ij}(r) = u_i(x)u_j(x + r).
\]

(3.4.1)

\( Q_{ij} \) is the two-point velocity correlation tensor. Note that

\[
Q_{ii}(0) = \frac{\partial}{\partial t_0} = q^2.
\]

(3.4.2)

\( Q_{ij}(r) \) expresses the average relationship between two velocity components measured at two locations separated by a distance \( x \). \( Q_{aa} \) (repeated Greek indices are not summed) will be largest for zero separation, fall to a fraction of this value for separations comparable with the large eddies in the turbulence, and become zero for infinite separation. If the eddies tend to be long in one direction and short in another, this will be reflected in the different rate at which the correlation falls off with different \( r_a \). Thus, the two-point correlation tensor can tell one quite a bit about the structure of the turbulence.

Using (3.3.18), the velocity spectrum tensor is

\[
E_{ij}(k) = \left( \frac{1}{(2\pi)^3} \right) \int Q_{ij}(r)e^{-ikr}d^3r
\]

(3.4.3)

where the integrations are over all \( r \). It is related to the two-point velocity correlation tensor by (3.3.15),

\[
Q_{ij}(r) = \int E_{ij}(k)e^{ikr}d^3k
\]

(3.4.4)

where the integrations are over all \( k \).

The Reynolds stresses \( R_{ij} = u_i' u_j' \) are given by

\[
R_{ij} = Q_{ij}(0)
\]

(3.4.5)

for which (3.4.4) gives

\[
R_{ij} = \int E_{ij}(k)d^3k.
\]

(3.4.6)

Reviewing the developments of the previous section, one sees that \( E_{ij}(k)d^3k \) represents the contributions to \( R_{ij} \) coming from an element of \( k \) space of volume \( d^3k \) positioned at \( k \).

For uniform density flow, the continuity equation (2.3.4) provides important constraints on \( Q_{ij}(r) \). From (3.4.1)

\[
\frac{\partial Q_{ij}}{\partial r_i} = \frac{\partial}{\partial t} u_i(x)u_j(x + r),
\]

(3.4.7a)

Replacing \( x \) by \( x' - r \) in (3.4.1), then differentiating with respect to \( r_i \) (2.3.4) also requires that

\[
\frac{\partial Q_{ij}}{\partial r_i} = 0.
\]

(3.4.7b)

The continuity equation (2.3.4) also constrains \( E_{ij} \). In terms of the Fourier expansion, continuity requires

\[
-\sum_{k} ik_j \tilde{u}_j(k)e^{-ikx} = 0.
\]

(3.4.8)

This must hold for all \( x \), which requires that the coefficient of each and every exponential must vanish. Hence, for each wavenumber vector \( k \),

\[
k_i \tilde{u}_j(k) = 0.
\]

(3.4.9)

Equation (3.4.9) is the continuity equation in Fourier form. It says that, for each \( k \), the Fourier coefficient vector \( \tilde{u} \) must be orthogonal to \( k \) in order for the velocity field to be divergence-free. This condition is used very often in analysis and simulation of homogeneous turbulence. From (3.4.9), it follows (most obviously using the the discrete Fourier representations) that

\[
k_i E_{ij} = 0
\]

(3.4.10a)
and

\[ k_j E_{ij} = 0. \]  \hspace{1cm} (3.4.108)

The correlation tensor \( Q_{ij} \) has an important symmetry property. Noting that

\[ Q_{ij}(-r) = u_i'(x)u_j'(x + r) \]

we let \( x = x' + r \) and rewrite this as

\[ Q_{ij}(-r) = u_i'(x' + r)u_j'(x'). \]

The right hand side is just \( Q_{ji}(r) \). Hence

\[ Q_{ji}(-r) = Q_{ji}(r). \]  \hspace{1cm} (3.4.11)

The spectrum tensor \( E_{ij} \) also has a symmetry property. Since the Fourier coefficients for real fields obey (3.3.3), it follows (most obviously from the discrete Fourier representations) that

\[ E_{ij}(-k) = \left( \frac{L}{2\pi} \right)^3 u_i^*(k)u_j(k) = E_{ji}(k). \]  \hspace{1cm} (3.4.12)

In the limit \( L \to \infty \) this becomes

\[ E_{ij}(-k) = E_{ji}(k). \]  \hspace{1cm} (3.4.13)

The turbulence kinetic energy may be expressed as

\[ \frac{1}{2} \sigma_i^2 = \frac{1}{2} Q_{ii}(0) = \frac{1}{2} \int E_i(k) d^3k. \]  \hspace{1cm} (3.4.14)

Integral scales of motion may be defined in terms of \( Q_{ij} \). For example,

\[ L_{11} = \frac{\int_{0}^{\infty} Q_{11}(r, 0, 0) dr}{Q_{11}(0, 0, 0)} \]  \hspace{1cm} (3.4.15)

is useful as a measure of the \( x_1 \) scale of the turbulence. Here the arguments display the three components of the separation vector.

\( Q_{ij} \) and \( E_{ij} \) are the classical quantities used to describe homogeneous turbulence. They are less useful for inhomogeneous turbulence because expansion functions other than Fourier modes really should be used in directions of inhomogeneity. They are used for inhomogeneous flows when the turbulence can be approximated as locally homogeneous over regions large compared to the integral scale.

3.5 Other statistical quantities

There are many other statistical quantities of interest in turbulence. Those that involve only quadratic forms in the velocity are termed \textit{second-order}. Any second-order statistical property of the velocity field can be derived from the two-point correlation tensor or the velocity spectrum tensor. For example, a tensor of interest is

\[ D_{ijpq} = u_{i'p} u_{j'q}. \]  \hspace{1cm} (3.5.1)

From (3.4.1),

\[ \frac{\partial Q_{ij}}{\partial q} = u_i'(x)u_{j'q}(x + r). \]  \hspace{1cm} (3.5.2)

Replacing \( x \) by \( x' - r \) [\( \cdot \leq 5.2 \)], then differentiating with respect to \( r_n \), one has

\[ \frac{\partial^2 Q_{ij}}{\partial r_n r_q} = -u_{i'p}(x' - r)u_{j'q}(x'). \]  \hspace{1cm} (3.5.3)

Now letting \( r = 0 \),

\[ D_{ijpq} = \left( \frac{\partial^2 Q_{ij}}{\partial r_p r_q} \right)_{|r|=0}. \]  \hspace{1cm} (3.5.4)
The corresponding result in terms of the spectrum tensor can be derived directly by taking the derivatives of the discrete Fourier series for the velocities, and proceeding as in section 3.2 above, or by applying (3.5.4) to (3.4.4). Either approach gives

\[ D_{ijpq} = \int k_p k_q E_{ij}(k) \, d^3k. \]  

(3.5.5)

Since gradients of all statistical quantities vanish in homogeneous turbulence,

\[ (\bar{u}_i' \bar{u}_j')_{ij} = 0. \]  

(3.5.6)

Expanding the differentiation using the continuity equation (2.3.4),

\[ D_{ijij} = \bar{u}_i' \bar{u}_j' = 0. \]  

(3.5.7)

Note that this is consistent with (3.5.4) and (3.5.5) if the continuity constraints (3.4.7) or (3.4.10) are applied. The dissipation rate \( \varepsilon \) may be expressed in general as

\[ \varepsilon = \nu (D_{ijij} + D_{ijkl}). \]  

(3.5.8)

From (3.5.7), the second term does not contribute, and in homogeneous turbulence the true dissipation rate \( \varepsilon \) is the same as the homogeneous dissipation rate \( \mathcal{D} \) defined by (2.6.4).

Using (3.5.8), (3.5.7), and (3.5.5), we find that the dissipation rate is related to the velocity spectrum tensor by

\[ \varepsilon = \nu \int k^2 E_{ii}(k) \, d^3k. \]  

(3.5.9)

The factor \( k^2 \) means that the main contributions to the dissipation come from higher wavenumbers (smaller eddies) than those that provide the major contribution to the kinetic energy.

3.6 Vorticity

The two-point vorticity correlation tensor is

\[ W_{ij}(r) = \bar{\omega}_i'(x) \bar{\omega}_j'(x + r). \]  

(3.6.1)

Note that

\[ W_{ii}(0) = \bar{\omega}_i' \bar{\omega}_i' = \omega^2. \]  

(3.6.2)

From the definition of vorticity (1.9.1),

\[ \omega^2 = D_{ijij} - D_{ijii} \]  

(3.6.3)

so it follows from (3.5.7) and (3.5.8) that in homogeneous turbulence the dissipation is directly related to the mean-square vorticity,

\[ \varepsilon = \nu \omega^2. \]  

(3.6.4)

The enstrophy equation (2.8.1) is therefore sometimes used as a guide in developing model equations for the dissipation.

The vorticity can also be expanded in a Fourier representation; for the box of section 3.2,

\[ \bar{\omega}_i(x) = \sum_k \hat{\omega}_i(k) e^{-ik \cdot x}. \]  

(3.6.5)

Because the vorticity is by definition divergence-free,

\[ k_i \hat{\omega}_i(k) = 0 \]  

(3.6.6)

and because the vorticity is real

\[ \hat{\omega}_i(k) = \hat{\omega}_i(-k). \]  

(3.6.7)

The vorticity spectrum tensor \( H_{ij}(k) \) can be developed following the approach above. It is of course the Fourier transform of the two-point vorticity correlation tensor, and can be related to the velocity tensor. Because the vorticity is divergence-free,

\[ k_i H_{ij}(k) = 0 \]  

(3.6.8a)

and

\[ k_j H_{ij}(k) = 0 \]  

(3.6.8b)
and because it is real

\[ H_{ij}(-k) = H_{ji}(k). \]  

(3.6.9)

The Fourier coefficients of the vorticity are related to those of the velocity. Using (1.9.1),

\[ \hat{\omega}_i(x) = \sum_k \epsilon_{ipq}(-ik_3)\hat{e}_q(k)e^{-ik \cdot x}. \]  

(3.6.10)

Equating coefficients of like exponentials, the vorticity coefficients are found to be

\[ \hat{\omega}_i(k) = -ik_p\epsilon_{ipq}e_q(k). \]  

(3.6.11)

From this it follows that

\[ H_{ij}(k) = \epsilon_{ipq}e_{qij}k_pE_{pq}(k) \]  

(3.6.12)

One can express \( Q_{ij} \) in terms of the vorticity correlation tensor and \( E_{ij} \) in terms of the vorticity spectrum tensor. This requires the solution of the Poisson equation (1.9.5), which is easily accomplished using the Fourier representations. Alternatively, one can multiply (3.6.10) by \( \epsilon_{isp}k_s \). The result is

\[ \hat{\omega}_i(k) = \epsilon_{ipq} \frac{k_p}{k^2} \hat{e}_q(k). \]  

(3.6.13)

where \( k^2 = k_i k_i \). Substituting in the discrete representation of \( \hat{E}_{ij} \) and taking the limit, one finds

\[ E_{ij}(k) = \epsilon_{ipq} e_{qij} \frac{k_p}{k^4} H_{pq}(k). \]  

(3.6.14)

This result finds important use in rapid distortion theory, where it is used to estimate the anisotropy in the Reynolds stresses produced by distortion of the vorticity field due to imposed mean strain. It is also useful in constructing models of \( E_{ij} \) for anisotropic turbulence using models for the anisotropic \( H_{ij} \).

### 3.7 Correlations and spectra in isotropic turbulence

If the statistics are independent of the coordinate system orientation, only two types of correlations completely characterize the velocity correlation tensor (Fig. 3.7.1). The **longitudinal correlation function**

\[ f(r) = \frac{3}{q^2} Q_{11}(r, 0, 0) \]  

(3.7.1)

describes the coherence of the velocity fluctuations aligned with the separation of the two points. The **lateral correlation function**

\[ g(r) = \frac{3}{q^2} Q_{22}(r, 0, 0) \]  

(3.7.2)

relates to the coherence of fluctuation velocities perpendicular to the separation axis.

![Figure 3.7.1 Longitudinal and lateral correlation functions](image)

The complete tensor \( Q_{ij}(r) \) can be expressed in terms of these two scalar functions. The tensor must be a function of the separation vector \( r \). The most general such function is

\[ Q_{ij}(r) = C_1 \delta_{ij} + C_2 r_i r_j \]  

(3.7.3)

where the coefficients \( C_1 \) and \( C_2 \) may be functions of the scalar invariant of the vector, \( r = \sqrt{r_i r_i} \). The coefficients can be identified by expressing the longitudinal and lateral correlations:

\[ Q_{22}(r, 0, 0) = \frac{2}{3} g(r) = C_1 \]  

(3.7.4)
Solving for $C_1$ and $C_2$, one finds
\[ Q_{ij}(r) = \frac{\sigma^2}{3} \left[ \frac{f(r) - g(r)}{r^2} r_i r_j + g(r) \delta_{ij} \right]. \]  
Note that $f$ and $g$ are scalar functions of the scalar separation magnitude $r$ (and of time, not shown explicitly). The continuity equation gives a relationship between $f$ and $g$. Since $r = \sqrt{r_i r_i}$,
\[ \frac{\partial r}{\partial r_i} = \frac{r_i}{r}. \]

Differentiating (3.7.6) with respect to $r$,
\[ Q_{ij}(r) = \frac{\sigma^2}{3} \left[ (r_i r_j) \frac{r_k}{r} + (r_i \delta_{jk} + r_k \delta_{ij}) \frac{r^2}{r^2} \right]. \]
where the primes denotes differentiation with respect to $r$. Setting $k = j$ and using the continuity condition (3.4.7), one finds
\[ f' + \frac{2}{r} (f - g) = 0 \]
This integrates readily to give
\[ f(r) = \frac{2}{r^2} \int_0^r \tilde{g}(\tilde{r}) \tilde{r} d\tilde{r}. \]

$E_{ij}$ for isotropic turbulence can be obtained by Fourier transform of $Q_{ij}$ as outlined in section 3.3. Alternatively, we can construct its general form directly since, for isotropic turbulence the $E_{ij}$ tensor must be a function only the vector $k$. The most general form is
\[ E_{ij}(k) = C_1 \delta_{ij} + C_2 k_i k_j \]
where the coefficients can depend on the scalar invariant of the vector, $k = \sqrt{k_i k_i}$. Using the continuity condition (3.4.10),
\[ C_1 k_j + C_2 k^2 k_j = 0 \]

hence
\[ C_2 = -C_1 / k^2 \]
Redefining $C_1$ as $4\pi k^2 E(k)$, we have
\[ E_{ij}(k) = \frac{E(k)}{4\pi k^2} \left( \delta_{ij} - \frac{k_i k_j}{k^2} \right). \]
$E(k)$ is called the energy spectrum function. Note that it is a scalar function of the scalar $k$ (and of time, not shown explicitly).

![Figure 3.7.2 Coordinate system for $k$-space integration](image)

The turbulence energy is, using (3.4.14),
\[ \frac{1}{2} \sigma^2 = \int \frac{1}{4\pi k^2} E(k) d^3k \]
Carrying out the integrations over $\theta$ and $\phi$,

$$\frac{1}{2} \phi^2 = \int_0^\infty E(k) dk. \quad (3.7.17)$$

We see that $E(k)dk$ represents the contribution to the kinetic energy per unit mass arising from all the Fourier modes in a spherical shell in $k$-space of radius $k$ and thickness $dk$. Once $E(k)$ is known, the entire velocity spectrum tensor $E_{ij}$ is known from (3.7.14).

In theory, homogeneous isotropic turbulence evolves in time, and one should measure the spectrum tensor by making measurements at many space points. In reality this is very difficult (but it is what is in fact done in a numerical simulation). Instead, laboratory experiments make use of Taylor's hypothesis, which assumes that the velocity pattern measured as a function of time at one point is frozen in the fluid and being swept over the probe. The probe measurement is thereby interpreted as providing $Q_{11}(r_1,0,0)$.

Using (3.7.14) in (3.4.4),

$$Q_{11}(r_1,0,0) = \int_{k_1=0}^\infty \int_{\phi=0}^{2\pi} E(k) \left( 1 - \frac{k_1^2}{k^2} \right) e^{ik_1 r_1} d^3k \quad (3.7.18)$$

This integration is conveniently carried out in the coordinates of Fig. 3.7.3. We sort the Fourier contributions according to those with the same wavenumber $|k_1|$. Terms from both sides of the $k_1$ axis contribute, with opposite signs in their exponentials; these are combined into a cosine:

$$Q_{11}(r_1,0,0) = \int_{k_1=0}^\infty \int_{\phi=0}^{2\pi} E(k) \left( 1 - \frac{k_1^2}{k^2} \right) 2 \cos(k_1 r_1) k d\phi dk \quad (3.7.19)$$

We carrying out the $\phi$ integration, and define the one dimensional spectrum function $E_1$ by

$$E_1(k_1) = \int_{k_1=0}^\infty \int_{\phi=0}^{2\pi} E(k) \left( 1 - \frac{k_1^2}{k^2} \right) \left( \frac{k}{k_1} \right) k d\phi dk \quad (3.7.20)$$

Then,

$$Q_{11}(r_1,0,0) = \int_{k_1=0}^\infty E_1(k) \cos(k_1 r_1) dk_1 \quad (3.7.21)$$

One can taking the Fourier cosine transformation of the measured $Q_{11}(r_1,0,0)$ to get $E_1(k_1)$. Then, differentiating (3.7.18) twice (a courageous step with laboratory data!)

$$\frac{d^2 E_1(k_1)}{dk_1^2} = \frac{k_1^2}{2} \frac{d^2 E_1(k_1)}{dk_1^2} = \frac{k_1 \partial E_1(k_1)}{2} \quad (3.7.22)$$

This allows $E(k)$ to be determined. It also shows that if $E(k)$ varies as a power of $k$ in some range the $E_1(k_1)$ will vary with the same power of $k_1$.

![Figure 3.7.3 Coordinates for one-dimensional spectrum integration](image.png)

Eqn. (3.7.21) in essence defines $Q_{11}$ as a one-dimensional Fourier cosine transform of $E_1$. The inverse transform is

$$E_1(k_1) = \int_{r_1=0}^\infty Q_{11}(r_1,0,0) \cos(k_1 r_1) dr_1. \quad (3.7.23)$$

Noting that $Q_{11}(0) = \phi^2/3$ in isotropic turbulence, the integral scale defined by (3.4.15) is given by (3.7.23) as

$$L_{11} = \hat{k}_1 = \frac{3\pi}{2\phi^2} E_1(0) \quad (3.7.24)$$
A_\ell is the integral scale derived from the longitudinal correlation function f(r), and hence it is called the called the longitudinal integral scale. Since it is non-zero, E_\ell(0) > 0, in contrast to E(0) = 0.

3.8 Dissipation in isotropic turbulence

Using the isotropic spectrum (3.7.14) in (3.5.9), carrying out the integrations using polar coordinates as above, the dissipation rate is found as

$$\epsilon = \nu \int_0^\infty k^2 E(k) dk$$

(3.8.1)

The factor k^2 means that higher wave numbers (smaller scales) make more contribution to the dissipation (and vorticity) than they do to the energy (compare 3.7.17).

Since the small-scale component of turbulence is generally thought to be very nearly isotropic at high Reynolds numbers, isotropic turbulence theory is used as an aid in estimating \( \epsilon \) from laboratory data. This approach makes use of the tensor \( D_{ijpq} \) defined by (3.5.1). In an isotropic field, the only tensors upon which \( D_{ijpq} \) can depend are the isotropic numerical tensors, hence it must be of the form

$$D_{ijpq} = C_1 \delta_{ij} \delta_{pq} + C_2 \delta_{iq} \delta_{jp} + C_3 \delta_{ip} \delta_{jq} \quad (3.8.2)$$

where the coefficients must be scalars. The coefficients can be evaluated from three known constraints. First, the definition forces a symmetry,

$$D_{ijpq} = D_{jiqp} \quad (3.8.3a)$$

Second, continuity requires that

$$D_{iipp} = 0 \quad (3.8.3b)$$

Finally, we know that

$$\epsilon = \nu D_{iiii} \quad (3.8.3c)$$

Using these conditions, one finds

$$D_{ijpq} = \frac{2\epsilon}{15\nu} \left[ \delta_{ij} \delta_{pq} - \frac{1}{4} (\delta_{iq} \delta_{jp} + \delta_{jp} \delta_{iq}) \right]. \quad (3.8.4)$$

The pertinent quantity most easily measured in an experiment (again using Taylor's hypothesis) is

$$\langle (u_i')^2 \rangle = \frac{\epsilon}{15\nu} \quad (3.8.5)$$

This is usually the way that \( \epsilon \) is estimated in laboratory experiments.

Another important turbulence scale defined in terms of the dissipation is the microscale. It can be approached through the longitudinal correlation function \( f(r) \). The symmetry property (3.4.11) indicates that \( f(r) \) must be an even function of \( r \), so its expansion is

$$f(r) = 1 - \frac{1}{2} \sigma^2 + O(r^4) \quad (3.8.6)$$

The interception of this osculating parabola (Fig. 3.8.1) with \( f = 0 \) defines a scale \( \lambda_f = \sqrt{2/\sigma} \), called the longitudinal Taylor microscale. From (3.5.4), using (3.7.5) and then (3.8.4),

$$\sigma = \frac{3}{q^2} D_{1111} = \frac{\epsilon}{5\nu q^2}$$

so

$$\lambda_f^2 = 10\nu q^2/\epsilon \quad (3.8.7)$$

Alternatively, the dissipation rate can be expressed as

$$\epsilon = 10\nu \frac{q^2}{\lambda_f^2} \quad (3.8.8)$$

This equation is sometimes used to determine \( \epsilon \) from measurements of the longitudinal correlation.

Using (3.2.3) and (3.2.2), the ratio of the Taylor microscale to the Kolmogorov scale is

$$\frac{\lambda_f}{\ell_K} = \sqrt{10} R_f^{1/4} \quad (3.8.9)$$
Using (3.2.1), the ratio of the energy-containing scale to the Taylor scale is

\[
\frac{\ell}{\lambda_f} = \frac{1}{\sqrt{10}} \frac{R_{\text{icb}}}{F}
\]

(3.8.10)

Thus the microscale falls between the smallest and largest scales. Although it is the most commonly reported turbulence scale, it is the least well understood. It has been suggested that it is a measure of the size of the loops in the vortex filaments, but this is not at all certain.

Figure 3.8.1 The osculating parabola defines the Taylor microscale

**5.9 Scaling of the spectrum in isotropic turbulence**

The general form of \(E(k)\) deduced from measurements in isotropic turbulence is shown in Fig. 3.7.1. By (3.7.17), the area under the curve is the turbulent kinetic energy, to which then greatest contributions come from wavenumbers around the peak. The vorticity and dissipation occur predominantly at high wavenumbers.

\[E(k) \propto \frac{k^{\nu/4}}{\varepsilon^{1/4}}\]

Figure 3.9.1 Form of the spectrum in isotropic turbulence

It is generally thought that the small-scale motions in any turbulent flow become isotropic at high Reynolds numbers, and therefore that the Kolmogorov scales characterize the high wavenumber region of any turbulent flow. Moreover, if one assumes that there is a universal small-scale spectrum, then by dimensional analysis it must be of the form

\[
E(k) \propto \frac{k^{\nu/4}}{\varepsilon^{1/4}}
\]

(3.9.1)

The one-dimensional spectrum \(E_i(k_i)\) would have to scale in the same manner. Figure 3.9.2 shows that the data from a wide variety of flows do indeed collapse when plotted in these Kolmogorov variables. The data flatten at low wavenumbers because they are one-dimensional spectra where \(E_i(0)\) is given by (3.7.24).
Kolmogorov suggested that there should be a range of wavenumbers in which the main process is the passing of energy from larger eddies to smaller eddies (the cascade of turbulence energy), and that the structure of this region should depend only on the rate of energy cascade. Since this cascade ultimately ends with dissipation at the small scales, the rate of energy cascade must be $\varepsilon$. If one assumes that $E(k)$ depends
only on $\varepsilon$ (and of course $k$) in this range, by dimensional analysis

$$E(k)k^{5/3}\varepsilon^{-2/3} = \text{constant} = \alpha$$

or

$$E(k) = \alpha e^{2/3}k^{-5/3}.$$  \hfill (3.9.2)

This is the Komogorov spectrum, a cornerstone of turbulence. Measurements give a Kolmogorov constant $\alpha$ of about 1.5. The data of Figure 3.9.2 show the $-5/3$ range, with longer runs of $-5/3$ behavior at larger Reynolds numbers, consistent with the broadening of scales as $R_{\varepsilon}^{2/4}$.

In the vicinity of the peak in $E(k)$, the spectrum should scale on the large-scale variables (see section 3.1), and hence should collapse when plotted as

$$\frac{e E(k)}{q^5} = G\left(\frac{k \varepsilon}{q}\right).$$  \hfill (3.9.3)

Where this form overlaps with the Kolmogorov spectrum the function $G$ must be such that $q$ drops out, and this again establishes the $-5/3$ law for the asymptotic overlap range between low and high wavenumbers.

Figure 3.9.1 indicates that $E(k) \to 0$ as $k \to 0$, but there is controversy as to just how. There are good arguments supporting both $k^2$ (Saffman) and $k^4$ (Loitsianski) variation as $k \to 0$. The $k^4$ behavior is required if $E(k)$ is to be analytic at $k = 0$. The $k^2$ behavior implies some residual preferential directions at zero wavenumbers, which may be more characteristic of physical experiments. Numerical simulations with delta spectra at mid-range fill-out as $k^4$ as the turbulence develops, but simulations initiated with $k^2$ behavior at low wavenumbers persist as $k^2$. Simple models of turbulence show that the rate of energy decay in isotropic turbulence depends on the low wavenumber portion of the spectrum, and with the experimental decay rates support the $k^2$.

Figure 3.9.3 Evolution of the spectrum in decaying isotropic turbulence

Turbulence not subjected to mean deformation will decay as time passes. The larger eddies take more time to change, and the smallest scales of motion adjust most rapidly. Figure 3.9.3 depicts the nature of the evolution of $E(k,t)$ (we now include the time variable heretofore suppressed). Note that the peak moves to larger scales (small wavenumbers) because the smaller eddies die out faster. Thus as time progresses the integral scale will grow.
A simple model spectrum for isotropic turbulence is shown in Fig. 3.9.4. It assumes a power law behavior at low wavenumbers, a $-5/3$ inertial range, and a sharp cutoff at the Kolmogorov scale:

\[
E(k) = \begin{cases} 
Ak^m & \text{for } k \leq k_L \\
\alpha k^{-5/3} & \text{for } k_L \leq k \leq k_u \\
0 & \text{for } k > k_u
\end{cases}
\]  

(3.9.4)

Matching the spectrum at $k_L$ gives

\[
k_L = \left( \frac{\alpha k^2}{A} \right)^{3/(3m+5)}
\]

(3.9.5)

Assuming $k_u \gg k_L$,

\[
\frac{1}{2} q^2 = \int_0^\infty E(k) dk = \alpha \left( \frac{1}{m+1} + \frac{3}{2} \right) k_L^{-2/3} q^{2/3}
\]

from which an estimate of the peak wavenumber is obtained,

\[
k_L q^2 = \left[ 2\alpha \left( \frac{1}{m+1} + \frac{3}{2} \right) \right]^{3/2}
\]

(3.9.6)

Again assuming $k_u \gg k_L$, the viscous cutoff wavenumber is estimated

\[
\frac{k_L q^2}{\epsilon} = \left( 2\alpha \left( \frac{1}{m+1} + \frac{3}{2} \right) \right)^{3/2}
\]

(3.9.7)

It is left as an exercise to work out the one-dimensional spectrum $E_1$ for this model spectrum, and from that to determine the integral scale. For $m = 2$ and $\alpha = 1.5$, one finds

\[
A_1 q^3 / \epsilon = 0.11.
\]

(3.9.9)

This model spectrum exhibits the proper scaling for isotropic turbulence, and gives values of the scales within about a factor of two of those found from actual spectra. It is very useful in constructing simple turbulence models, in setting up initial fields for turbulence simulations, and in addressing other aspects of homogeneous turbulence.
3.10 Third-order statistics in isotropic turbulence

Correlations involving products of three quantities are called third order statistics. These depend on the relative phase of the Fourier modes, information not contained in the spectrum tensor $E_{ij}$. Of particular interest in turbulence modeling are one-point third-order statistics. For isotropic turbulence these tensors can be worked out using the methods used previously. For example,

$$w_i w'_j w''_k = C_q^2/2 \epsilon_{ijk}.$$  \hspace{1cm} (3.10.1)

In dealing with the vorticity and dissipation equations, one encounters the tensor

$$\Psi_{ijkpqr} = w_{ip} w'_{jq} w''_{kr}.$$  \hspace{1cm} (3.10.2)

This is evaluated for isotropic turbulence by first writing the general tensor

$$\Psi_{ijkpqr} = \delta_{ip}(C_1\delta_{jq}\delta_{kr} + C_2\delta_{jp}\delta_{qr} + C_3\delta_{jr}\delta_{kp}) + \delta_{jq}(C_4\delta_{kp}\delta_{qr} + C_5\delta_{kr}\delta_{pq} + C_6\delta_{pr}\delta_{jk})
+ \delta_{jr}(C_7\delta_{pq}\delta_{kr} + C_8\delta_{kp}\delta_{qr} + C_9\delta_{pq}\delta_{jk}) + \delta_{kp}(C_{10}\delta_{qr}\delta_{jq} + C_{11}\delta_{qr}\delta_{jp} + C_{12}\delta_{qr}\delta_{jk}).$$  \hspace{1cm} (3.10.3)

There are three symmetry constraints,

$$\Psi_{ijkpqr} = \Psi_{jikpqr}$$  \hspace{1cm} (3.10.4a)
$$\Psi_{ijkpqr} = \Psi_{jirkpq}$$  \hspace{1cm} (3.10.4b)
$$\Psi_{ijkpqr} = \Psi_{ikjpqr}.$$  \hspace{1cm} (3.10.4c)

Continuity also provides some constraints, but with the symmetries enforced only one is required,

$$\psi_{ijkpq} = 0.$$  \hspace{1cm} (3.10.5)

Forming $(w_i w'_j w''_k)_{ijk}$ and using homogeneity conditions, one can show that

$$\psi_{ijkjk} = 0.$$  \hspace{1cm} (3.10.6)

With these constraints, (3.10.3) can be reduced to a form containing only one unknown coefficient. With $C_5 = A$, one finds

$$\Psi_{ijkpqr} = A\left[\delta_{ip}(C_1\delta_{jq}\delta_{kr} + C_2\delta_{jp}\delta_{qr} + C_3\delta_{jr}\delta_{kp}) + \delta_{jq}(C_4\delta_{kp}\delta_{qr} + C_5\delta_{kr}\delta_{pq} + C_6\delta_{pr}\delta_{jk})
+ \delta_{jr}(C_7\delta_{pq}\delta_{kr} + C_8\delta_{kp}\delta_{qr} + C_9\delta_{pq}\delta_{jk}) + \delta_{kp}(C_{10}\delta_{qr}\delta_{jq} + C_{11}\delta_{qr}\delta_{jp} + C_{12}\delta_{qr}\delta_{jk})\right].$$  \hspace{1cm} (3.10.7)

For example,

$$\frac{\langle w'_i w''_j \rangle}{\langle w'_i \rangle} = 35 \frac{15r}{A}.$$  \hspace{1cm} (3.10.8)

The derivative skewness $\gamma$ is related to $A$; using (3.8.8) and (3.10.8),

$$\gamma = \frac{\langle w'_i \rangle^3}{\langle w'_i \rangle^2} = A \left(\frac{15r}{\sigma} \right)^3.$$  \hspace{1cm} (3.10.10)

The skewness is measured to be negative, the term given by (3.10.9) is positive. This is the turbulent vortex stretching source term in the equation for mean-square vorticity (2.8.2), by which the turbulence tends to enhance its own mean-square vorticity.
4. RAPID DISTORTION OF HOMOGENEOUS TURBULENCE

4.1 Introduction

The state of homogeneous turbulence changes significantly when it is subjected to mean strain. This occurs in practice whenever turbulence passes through a duct of variable cross-section, such as a nozzle, when turbulence is sheared by the mean flow, or when turbulence is subjected to a mean rotation. The general trends can be understood using vortex stretching concepts. For example, passing turbulence through an axisymmetric nozzle stretches the vortex filaments in the flow direction and tends to align them with the flow direction, reducing the turbulent fluctuations in the direction of flow but increasing the fluctuations transverse to the flow.

Because of the non-linearity of the governing equations, it is impossible to develop a rigorous theory of these processes. There are two alternative approaches to such a theory. The first is to use some sort of a closure model to produce a set of closed equations describing the evolution of statistical properties of the turbulence in response to the mean strain. The second approach is to simplify and then solve the exact equations for special cases. Both approaches are useful. In this chapter we examine rapid distortion theory (RDT), in which the exact equations for the fluctuation field are approximated in a way that is valid for very strong imposed mean strain rate, yielding linear equations amenable to exact solution.

It might be thought that the response to large strain rate could be calculated using the Reynolds stress transport equations (2.7.1), neglecting the terms that do not explicitly contain the mean velocity gradients. However, this analysis overpredicts the changes in the Reynolds stresses, because the pressure-strain term $T_{ij}$ in (2.7.1) produces an immediate effect that reduces the impact of the production term $P_{ij}$ by a factor of about 50%. The Poisson equation for the fluctuation pressure (2.5.3) shows that a sudden onset of mean velocity gradient instantly changes the fluctuation pressure field. The result is a sudden change of $T_{ij}$ with the onset of applied $S_{ij}$, and this must be considered in the analysis. Turbulence modelers refer to the part of $T_{ij}$ that changes suddenly with a sudden change in the mean deformation rate as the rapid pressure strain term. RDT plays a key role in understanding and modeling this term, and this chapter is intended to aid the use of RDT in this work.

The basic idea of RDT is that when $|\vec{S}|\nabla^2/\varepsilon \gg 1$ the time scale of the turbulence $\nabla^2/\varepsilon$ is long compared to that of the mean deformation, and so the turbulence does not have time to interact with itself. Thus, the non-linear terms in the governing equations (2.5.1)-(2.5.3) involving products of fluctuation quantities are neglected, and so the RDT equations are linear in the fluctuation quantities. The viscous terms are linear and can be included in the analysis, but are often neglected and will be here.

These equations contain the mean velocity gradients, which must be independent of position for homogeneous turbulence but may depend on time. The convective operators $\vec{D}$ contain the mean velocities, which must vary linearly with $\vec{x}$ in homogeneous turbulence. These coefficients prevent representation of the solution as periodic in the coordinates, and this hampers direct solution by Fourier methods. However, when transformed to coordinates marked on the mean flow at the start of the distortion, the variable coefficients are removed and the solution may be obtained by Fourier methods in the transformed system. This transformation is used in the numerical simulations of homogeneous turbulence (Rogallo 1981), where it permits the numerical solution to be exact for infinitely rapid distortions! The numerical simulations of the full equations carried out using this program are useful in helping assess the range of applicability of RDT, and it is rather surprising that, for some types of strain, RDT works remarkably well even at relatively low strain-rates (Lee and Reynolds 1985). Thus, RDT is becoming recognized as being very important and useful in turbulence analysis, modeling and simulation (Savill 1987).

4.2 The RDT equations

The most general mean velocity field in which homogeneous turbulence can exist is of the form

$$U_i = A_{ik}(t)x_k$$

from which

$$U_{ik} = A_{ik}(t).$$

Note that (3.1.1) restricts the rotational history of the imposed mean deformation, but any mean strain rate history can be imposed.
Substituting (4.2.1) in (2.5.1), the inviscid RDT approximation for homogeneous turbulence is

$$
\dot{u}_i' + A_{jk} z_k u_{i,j} = -u_j' A_{ij} - \frac{1}{\rho} p'_{,i}.
$$

(4.2.2)

The continuity equation (2.3.4) also applies. We remind the reader that these equations hold if $\rho = \rho(t)$, so they can be applied in certain types of compressible flow situations.

Solution by Fourier methods is practical only if the coefficients in the equations are independent of $x$. Therefore, it is necessary to transform the equations to remove the troublesome term on the left-hand side. The transformation is assumed to be

$$
\xi_i = B_{ij} z_j, \quad r = t.
$$

(4.2.3)

Transforming (4.2.2) to the new coordinates, the left-hand side becomes

$$
\frac{\partial u_i'}{\partial t} + \frac{\partial u_i'}{\partial \xi_i} B_{ks} z_k + A_{jk} z_k \frac{\partial u_i'}{\partial \xi_i} B_{n,j}.
$$

Setting the coefficient of $z_k$ to zero to remove the variable coefficient,

$$
B_{nk} + A_{jk} B_{n,k} = 0.
$$

(4.2.4)

This defines the Rogallo transformation. The $B_{ij}$ can be found by solving these linear equations, although a closed-form solution is not feasible. The transformation ties the new coordinate systems to the mean motion, with the new grid distorting and rotating as demanded by the mean flow. The Rogallo code for direct simulation of homogeneous turbulence operates in this coordinate system.

With this transformation the RDT momentum equations (4.2.2) become

$$
\frac{\partial u_i'}{\partial t} = -u_j' A_{ij} - \frac{1}{\rho} \frac{\partial p'}{\partial \xi_i} B_{n,i}.
$$

(4.2.5a)

and the continuity equation (2.3.4) becomes

$$
\frac{\partial u_i'}{\partial \xi_i} B_{n,i} = 0.
$$

(4.2.5b)

The Poisson equation for the pressure fluctuation is obtained by taking the derivative of (4.2.5a) with respect to $\xi_k$ and the derivative of (4.2.5b) with respect to $r$ and combining, using (4.2.4). Alternatively, one can simply transform (2.5.3). The result is

$$
\frac{1}{\rho} \frac{\partial^2 p'}{\partial \xi_k \partial \xi_i} B_{n,k} B_{n,i} = -2B_{nk} A_{nj} \frac{\partial u_j'}{\partial \xi_k}.
$$

(4.2.5c)

These linear equations can be solved to track the evolution of the Fourier coefficients of the velocity field in the transformed coordinates. The Reynolds stresses are integrals of this spectrum function, and the integrations may be carried out in the transformed coordinates. If the spectrum in the original coordinates is involved, the spectrum must be mapped back to $x$ space using the coordinate transformation.

Closed-form solution of the RDT equations for a general problem is not possible. However, exact solutions for special cases can be obtained, in some cases in closed form and in others in terms of integrals. The general solution can be found as a power series in time. Some of these solutions that play useful roles in understanding turbulence and in turbulence modeling will now be discussed.

4.3 Response of turbulence to rapid rotation

RDT can be applied to study the effect of rapid rotation on turbulence in the absence of strain. Taking the rotation as clockwise about the $z_3$ axis, the mean velocity is

$$
U_1 = \Gamma z_2 \quad U_2 = -\Gamma z_1
$$

(4.3.16)
and the coordinate transformation is (Fig. 4.3.1)

\[ \xi_1 = x_1 \cos(\Gamma t) - x_2 \sin(\Gamma t) \]  
\[ \xi_2 = x_2 \cos(\Gamma t) + x_1 \sin(\Gamma t) \]  
\[ \xi_3 = z \]  
\[ t = t. \]  

Transforming, the RDT equations become

\[ \frac{\partial u_1}{\partial \xi_1} = \frac{1}{\rho} \left[ \frac{\partial}{\partial \xi_1} \left( \frac{\partial p}{\partial \xi_1} \right) + \sin(\Gamma t) \frac{\partial p}{\partial \xi_2} \right] - u_2 \Gamma \]  
\[ \frac{\partial u_2}{\partial \xi_1} = \frac{1}{\rho} \left[ -\sin(\Gamma t) \frac{\partial p}{\partial \xi_1} + \cos(\Gamma t) \frac{\partial p}{\partial \xi_2} \right] + u_1 \Gamma \]  
\[ \frac{\partial u_3}{\partial \xi_1} = \frac{1}{\rho} \frac{\partial p}{\partial \xi_3}. \]  

The transformed continuity equation is

\[ \frac{\partial u'_1}{\partial \xi_1} \cos(\Gamma t) + \frac{\partial u'_2}{\partial \xi_2} \sin(\Gamma t) - \frac{\partial u'_3}{\partial \xi_3} \sin(\Gamma t) + \frac{\partial u''_1}{\partial \xi_2} \cos(\Gamma t) + \frac{\partial u''_3}{\partial \xi_3} = 0. \]  

It is helpful to transform the velocity components to the rotating coordinate system. Denoting these velocities by \( v_i \),

\[ u_1 = u_1 \cos(\Gamma t) - u_2 \sin(\Gamma t) \]  
\[ u_2 = u_2 \cos(\Gamma t) + u_1 \sin(\Gamma t) \]  
\[ u_3 = u_3. \]

Forming the equations for the new velocities form the old, one finds

\[ \frac{\partial u_1}{\partial \xi_1} = \frac{1}{\rho} \frac{\partial p}{\partial \xi_1} - 2u_2 \Gamma \]  
\[ \frac{\partial u_2}{\partial \xi_1} = -\frac{1}{\rho} \frac{\partial p}{\partial \xi_2} + 2u_1 \Gamma \]  
\[ \frac{\partial u_3}{\partial \xi_1} = \frac{1}{\rho} \frac{\partial p}{\partial \xi_3} \]  
\[ \frac{\partial u'_1}{\partial \xi_1} = 0. \]  

The second terms on the right are of course the Coriolis terms.

Now we seek the solution for the evolution of the Fourier modes in the transformed space. Following the developments of section 3.3, we write

\[ u'_i = \sum_{\xi} \tilde{u}_i(\xi, t) e^{i\xi_{\xi} \xi} \]  
\[ p'_i = \sum_{\xi} \tilde{p}(\xi, t) e^{i\xi_{\xi} \xi} \]  

where \( \xi \) is the wavenumber in the transformed coordinates. Equating coefficients of like exponentials,

\[ \frac{\partial \tilde{u}_i}{\partial t} = \frac{i\xi_{\xi}}{\rho} \tilde{p} - 2\Gamma \tilde{u}_i. \]
Applying the continuity equation (4.3.7d) to (4.3.7a-c),

$$\frac{1}{\rho} \beta = \frac{2\Gamma(\delta_1\kappa_1 - \delta_1\kappa_2)}{\kappa^2}$$

where \( \kappa^2 = \kappa_1^2 + \kappa_2^2 + \kappa_3^2 \). Substituting (4.3.8) in (4.3.7a-c), and seeking solutions of the form \( \delta_i(\xi, r) = a_i \exp(i\beta r) \), one obtains

$$\beta a_1 - 2\Gamma \frac{\kappa_1}{\kappa^2} (a_2 \kappa_1 - a_1 \kappa_2) + 2\Gamma a_2 = 0$$

$$\beta a_2 - 2\Gamma \frac{\kappa_2}{\kappa^2} (a_2 \kappa_1 - a_1 \kappa_2) - 2\Gamma a_1 = 0$$

$$\beta a_3 - 2\Gamma \frac{\kappa_3}{\kappa^2} (a_2 \kappa_1 - a_1 \kappa_2) = 0.$$

This linear equation system has non-trivial solutions only if the determinant of the coefficient matrix vanishes. This condition gives

$$\beta^2 = 4\Gamma^2 \left( 1 - \frac{\kappa_1^2 + \kappa_2^2}{\kappa^2} \right) = 4\Gamma^2 \frac{\kappa_3^2}{\kappa^2} > 0.$$
Following section 3.4, the spectrum tensor $E_{ij}$ (in the rotating coordinate system) is

$$E_{ij}(\xi, \tau) = \left( \frac{L}{2\pi} \right)^3 \langle \delta_i(\xi, \tau) \delta_j^*(\xi, \tau) \rangle.$$  \hspace{1cm} (4.3.16)

Using the solution and a bit of algebra, one finds

$$E_{11}(\xi, \tau) = \frac{\kappa_1^2 - \kappa_3^2}{\kappa_1^2 + \kappa_3^2} \left[ 2 \left( \frac{\kappa_1^2}{\kappa_3^2} + \frac{\kappa_1^2 \kappa_2}{\kappa_3^2} \right) E_{11}(\xi, 0) + 2 \left( \frac{\kappa_1^2}{\kappa_3^2} - \frac{\kappa_1^2 \kappa_2}{\kappa_3^2} \right) \left( E_{12}(\xi, 0) + E_{21}(\xi, 0) \right) + 2 \left( \frac{\kappa_1^2}{\kappa_3^2} + \frac{\kappa_1^2 \kappa_2}{\kappa_3^2} \right) \left( E_{12}(\xi, 0) - E_{21}(\xi, 0) \right) \right] \cos(2\beta \tau)$$

$$-2 \left[ \frac{\kappa_1^2 \kappa_2}{\kappa_3^2} \left( E_{11}(\xi, 0) + \frac{\kappa_3}{\kappa_1} \left( E_{12}(\xi, 0) + E_{21}(\xi, 0) \right) \right] \sin(2\beta \tau) \right\}. \hspace{1cm} (4.3.17)

If the initial turbulence is isotropic, the initial spectrum is given by (3.7.14), and one finds that the coefficients of the sin and cos terms vanish; hence there is no change in the spectrum as viewed by an observer in the rotating coordinate system. Since the spectrum is isotropic, the spectrum seen by a stationary observer is also unchanged. Thus, rotation of itself will not distort the spectrum of isotropic turbulence.

If the initial spectrum is anisotropic, as for example produced by prior strain and associated rotation, the residual rotation will simply cause the spectrum to oscillate at a frequency $\omega = 2\beta \xi$. The associated Reynolds stress (in the rotating frame), determined by integrating $E_{11}$ over all $\xi$, will oscillate in a complicated manner that depends on the initial spectrum. However, using the symmetry property of the spectrum (3.4.13), the contribution of the $\sin(2\beta \tau)$ term to the integral is seen to vanish. Hence, relative to a rotating observer, the Reynolds stress oscillations can be expressed as an even power series in $\tau$ arising from the $\cos(2\beta \tau)$ term. Hence, the Reynolds stresses seen by a stationary observer would, to $O(\tau)$, appear to rotate in the manner described by the kinematic rotation terms, with deviations from this behavior being described by an even power series in time.

These are important results for turbulence modeling. Turbulence models, when reduced to the same rapid distortion approximations, should not show any effect of pure rotation (rotation without straining) on isotropic turbulence. Moreover, when applied to the pure rotation of anisotropic turbulence, the models should show the kinematic rotation of the Reynolds stress described by (2.7.4), plus modifications by an even power series in time. This condition is very useful in setting coefficients in turbulence models, and we shall use it in Chapter 6.

4.4 Rapid isotropic compression or expansion

Consider next isotropic expansion (or compression) with

$$U_i = \Gamma x_i.$$ \hspace{1cm} (4.4.1)

The RDT momentum equations are

$$\hat{u}_i' + \beta u_i' = -\Gamma u_i' - \frac{1}{\rho(t)} \rho' \hat{u}_i'.$$ \hspace{1cm} (4.4.2)

The density is given by the continuity equation,

$$\dot{\rho} = -3\rho \Gamma.$$ \hspace{1cm} (4.4.3)

The RDT transformation is

$$\zeta_i = xe^{-\tau} \hspace{1cm} \tau = t$$ \hspace{1cm} (4.4.4)

and the transformed equations are

$$\frac{\partial u_i'}{\partial \tau} = -\Gamma u_i' - \frac{1}{\rho(t)} \frac{\partial \rho'}{\partial \zeta_i}. \hspace{1cm} (4.4.6)$$
\[ \frac{\partial u'_i}{\partial \xi_i} e^{-\Gamma t} = 0. \quad (4.4.7) \]

Multiplying (4.4.6) by \( u'_i \), the pressure term drops out by continuity (4.4.7). Averaging, we obtain the RDT approximation for the kinetic energy,

\[ \frac{1}{2} \frac{dq^2}{dt} = -\Gamma q^2. \quad (4.4.8) \]

The solution is

\[ q^2 = q_0^2 e^{-2\Gamma t} \quad (4.4.9) \]

where \( q_0^2 \) is the initial kinetic energy. Thus, the turbulence kinetic energy will decrease with expansion (\( \Gamma > 0 \)) and increase with compression.

The evolution of the spectrum is obtained by solving the individual component equations. Fourier expansions are used as above. The pressure fluctuations (i.e., the rapid part) are zero by continuity, and all Fourier modes of the velocity vary as \( \exp(-\Gamma t) \). Thus, the spectrum retains its initial shape in the stretched coordinate system, and simply scales in magnitude with \( q^2 \). As a consequence the integral scale (3.4.15) varies in proportion to the strain,

\[ \Lambda_f(t) = \Lambda_f(0) e^{\Gamma t}. \quad (4.4.10) \]

These results are useful in constructing turbulence models for compressible turbulence. Some of the turbulence models currently in use do not predict the proper behavior with compression, some even predicting an increase in length scale as turbulence is compressed!

### 4.5 Response of turbulence to rapid irrotational strain

RDT analysis for irrotational mean strain is neatly handled using the vorticity equation. Under the RDT approximations, with no mean rotation, (2.5.2) reduces to

\[ \bar{\bar{\omega}} = \omega'_i S_{ij} - \omega'_k S_{ik}. \quad (4.5.1) \]

We work in principal coordinates of \( S_{ij} \) and take

\[ U_a = \Gamma_a(t) x_a. \quad (4.5.2) \]

Recall that Greek indices are not summed. The RDT coordinate transformation is

\[ \xi_a = x_a / \varepsilon_a \quad \tau = t \quad (4.5.3a, b) \]

where

\[ \epsilon_a = \exp \left( \int_0^1 \Gamma_a(t') dt' \right) \quad (4.5.3c) \]

is the total strain in the \( \alpha \) direction. The transformed vorticity equation is

\[ \frac{\partial \omega'_\alpha}{\partial \tau} = \tilde{\Gamma}_\alpha \omega'_\alpha \quad (4.5.4a) \]

where

\[ \tilde{\Gamma}_\alpha = \Gamma_\alpha - \Gamma_0 \quad (4.5.5a) \]

\[ \Gamma_0 = \Gamma_1 + \Gamma_2 + \Gamma_3. \quad (4.5.5b) \]

The solution of (4.5.4) is

\[ \omega'_\alpha(x, \tau) = \omega'_\alpha(x, 0) \tilde{e}_\alpha \quad (4.5.6) \]

where

\[ \tilde{e}_\alpha = \exp \left( \int_0^\tau \tilde{\Gamma}_\alpha(t') dt' \right) \quad (4.5.7) \]
is a modified total strain in the \( \alpha \) direction. This result clearly shows the essence of RDT; it computes the change in the turbulent state by considering the rapid vortex stretching imposed by the mean field. The velocity field can be deduced from the vorticity field. In the transformed coordinates, the Poisson equation (1.9.5) for the velocity gives

\[
\tilde{\psi}^2 u'_i = \frac{\partial \omega'_2}{\partial \xi_2} \frac{1}{\xi_2} - \frac{\partial \omega'_3}{\partial \xi_3} \frac{1}{\xi_3}
\]  

(4.5.8a)

where the transformed Laplace operator is

\[
\tilde{\psi}^2 = -\frac{1}{e_1^2} \frac{\partial^2}{\partial \xi_1^2} + \frac{1}{e_2^2} \frac{\partial^2}{\partial \xi_2^2} + \frac{1}{e_3^2} \frac{\partial^2}{\partial \xi_3^2}
\]  

(4.5.8b)

The equations for \( \omega'_2 \) and \( \omega'_3 \) can be obtained by permuting the indices. The solution is obtained using Fourier expansions,

\[
\omega'_i(x, r) = \sum_{\xi} \tilde{\omega}'_i(\xi, r) e^{-i\xi \cdot x}
\]

(4.5.9a)

\[
u'_i(x, r) = \sum_{\xi} \tilde{\nu}'_i(\xi, r) e^{-i\xi \cdot x}
\]

(4.5.9b)

The solution for \( \check{u}_i \) is

\[
\check{u}_i = i(\kappa_2 \omega'_2/e_2 - \kappa_3 \omega'_3/e_3)
\]

(4.5.10)

\[
\frac{\check{u}_i}{e_1} + \frac{\check{u}_2}{e_2} + \frac{\check{u}_3}{e_3}
\]

The other components can be found by permutation of the indices.

The velocity spectrum function \( E_{ij} \) is related to the vorticity spectrum function \( H_{ij} \) by

\[
E_{11}(\xi, r) = \frac{(\xi^2)}{e_1^2} H_{22}(\xi, 0) + \frac{(\xi^2)}{e_2^2} H_{33}(\xi, 0) - 2 \frac{(\xi^2)}{e_1^2} \frac{(\xi^2)}{e_3^2} H_{23}(\xi, 0)
\]

(4.5.11)

From the solution for the vorticity evolution (4.6.6),

\[
H_{ab}(\xi, r) = H_{ab}(\xi, 0) e^{\kappa_0 \tau}.
\]

(4.5.12)

If we assume that the initial turbulence is isotropic, the initial vorticity spectrum is given by (3.7.23), with \( k \) replaced by \( \kappa \). Using this spectrum and (4.5.12) in (4.5.11),

\[
E_{11}(\xi, r) = \frac{(\xi^2)}{4\pi \kappa^2} \left[ (\xi^2)^2 \kappa^2 (\kappa^2 - \kappa^3) + (\xi^2)^2 \kappa^2 (\kappa^2 - \kappa^3) + 2(\xi^2)^2 \kappa^2 \right] \left[ (\xi^2)^2 + (\xi^2)^2 + (\xi^2)^2 \right]^2.
\]

(4.5.13)

The spectra of \( E_{22} \) and \( E_{33} \) can be found by permuting the indices.

The Reynolds stresses can now be calculated by integrating \( E_{ij} \) over all wavenumbers (see 3.4.6). The integrations are most easily carried out using spherical coordinates, and can be evaluated in closed form for a few very simple cases, such as isotropic compression. However, the general case of irrotational strain can be handled by power series expansion in the total strains. In (4.5.3c) we expand

\[
\kappa = \exp(\alpha) = 1 + a_0 + \frac{1}{2} a_0^2 + ...
\]

(4.5.14)

The integrals are then expressed as power series in the \( a_0 \), and evaluated in spherical coordinates, where the angular integrations can be carried out analytically. The \( \kappa \) integration produces \( q_0^2/3 \), the initial isotropic value of \( R_{11} \). Using this approach, the Reynolds stress \( R_{ij} \), dissipation tensor \( D_{ij} \), and vorticity \( V_{11} = \omega'_1 \omega'_1 \)
were evaluated by the author and Moon Lee (Reynolds 1983) to $O(a^2)$. Subsequently Piomelli used the
symbolic manipulation program MACSYMA to extend the Reynolds stress (the most important quantity
for turbulence modeling) to $O(a^3)$ (Lee, Piomelli, and Reynolds 1986). The results are as follows (the other
components can be found by permuting the indices):

$$R_{11} = 9\alpha \left[ \frac{1}{3} - \frac{2}{15}a_3 + 4a_1 + \frac{1}{105}(10a_0^2 + 12a_1^2 - 32a_2a_3) + \frac{1}{315}(-12a_0^3 + 48a_0a_2a_3 - 8a_1^3 + 48a_1a_2a_3) \\
+ \frac{1}{3465}(30a_0^4 + 32a_0^2a_1 - 48a_1^2a_2 - 128a_2^2a_3 - 320a_0a_1a_2a_3 + 36a_1^4 - 32a_1^2a_2a_3 + 16a_2^2a_3^2) \\
+ \frac{1}{225225}(-244a_0^6 - 1440a_0^4a_1 + 3360a_0^2a_1^2 - 4320a_1^3a_2 - 2488a_1^4 - 1200a_1^2a_3 - 3800a_1a_2a_3 + 4320a_2a_3^2 \\
- 34400a_0a_1^2a_2a_3 + 5200a_1^2a_2^2a_3 + 5600a_1a_2a_3^2 + 6800a_2a_3^3) + O(a^6) \right] \tag{4.5.15}
$$

$$D_{11} = 2\alpha \left[ \frac{1}{3} - \frac{2}{15}a_3 + \frac{1}{105}a_0 + O(a^2) \right] \tag{4.5.16}
$$

$$V_{11} = \frac{\omega^2}{3} \left[ 1 + 2a_1 - a_0 + O(a^2) \right] \tag{4.5.17}
$$

$$\epsilon = \epsilon_0 \left[ 1 - \frac{1}{3}a_0 + O(a^2) \right] \tag{4.5.18}
$$

$$b_{11} = -\frac{4}{15}a_1^3 - \frac{4}{63}(a_1^2 + 2a_2a_3) - \frac{184}{1575}(a_1^4 - a_1^2a_2a_3) + \frac{124}{3465}(a_1^5 + 4a_1^3a_2^2a_3 - 2a_1^2a_2a_3^2) \\
+ \frac{8}{23648625}(196819a_1^6 + 251890a_1^4a_2^2a_3^2 - 479453a_1^3a_2a_3^2) + O(a^6) \tag{4.5.19}
$$

where the Reynolds stress anisotropy tensor is

$$b_{ij} = R_{ij} - \frac{\gamma^2k_{ij}}{\rho^2} \tag{4.5.20}
$$

and the anisotropic strain components are

$$a^*_{ij} = a_{ij} - \frac{1}{3}a_n \tag{4.5.21}
$$

Note that the anisotropy tensor $b_{ij}$ depends only on the total anisotropic strain, and is independent of the
strain-rate history. These results are useful in turbulence modeling where one seeks to develop models that
will be consistent with RDT when the RDT approximations are applied to the model.

### 4.6 Combinations of strain and rotation

The general RDT problem for homogeneous turbulence involves combinations of strain and rotation, for
which a general solution can be developed in symbolic form (Cambon 1981). Using the Fourier expansions
(4.5.9) and a similar one for the pressure, (4.2.5c) is first solved to express the Fourier coefficients of the
pressure in terms of those of the velocity,

$$\frac{1}{\rho} \beta = - \frac{2\kappa B_{ij} A_{ij} \tilde{u}_j}{\kappa_n \kappa_m B_{ij} B_{ij} \tilde{u}_j} \tag{4.6.1}
$$

Then, the Fourier expansion of (4.2.5a) gives

$$\frac{\partial \tilde{u}_i}{\partial t} = -A_{ij} \tilde{u}_j + \frac{2\kappa B_{ij} \kappa B_{ij} \tilde{u}_j}{\kappa_n \kappa_m B_{ij} B_{ij} \tilde{u}_j} = H_{ij} \tilde{u}_j. \tag{4.6.2}$$
Following Cambon, the solution can be expressed using Green's functions,

\[
\hat{u}_i(s, r) = G_{ik}(s, r)\hat{u}_k(s, 0)
\]

where the Green's functions are given by the solution of

\[
\frac{\partial G_{ik}(s, r)}{\partial r} = H_{ik}(s, r)G_{kj}(s, r) \quad G_{ik}(s, 0) = \delta_{ij}.
\]

This allows the spectrum tensor \( E_{ij} \) to be expressed in terms of the initial spectrum,

\[
E_{ij}(s, r) = G_{ip}(s, r)G_{pq}(s, r)F_{pq}(s, 0).
\]

The Reynolds stresses are then simply integrals of the spectrum function over all \( s \).

This method of solution is instructive for looking at the structure of the solution, but the calculations for the Reynolds stresses require approximate evaluation of the integrals, for example by power series expansions. Moreover, when the principal axes of the strain rate vary with time the Green's functions are not easily obtained, except perhaps as power series in time. If one is going to resort to series solution, a direct solution by power series in time is simpler. We will develop this here for future reference.

A superscript summation convention aids the analysis. We denote a series by

\[
A = \sum_{n=0}^{\infty} A^{(n)}t^n = A^{(n)}t^n.
\]

Any repeated superscript or power is summed over all possible values. The delimiters on the superscripts establish the range, with \( (\ ) \) establishing a lowest value of 0 and \( | \{ \} \) establishing a lowest value of unity. Multiplication of two series and sorting out of powers of \( t \) is then very easily accomplished. For example, simply replacing \( n \) by \( r - m \) in the product below collects the coefficient of \( t^r \),

\[
A B = A^{(n)}t^n B^{(m)}t^m = A^{(r-m)}B^{(m)}t^r.
\]

Here the delimiters correctly establish that the \( m \) summation in the coefficient of \( t^r \) is from 0 to \( r \). The leading coefficients can also be extracted,

\[
A^{(r-m)}B^{(m)} = A^{(r)}B^{(0)} + A^{(0)}B^{(r)} + A^{(r-m)}B^{(m)}
\]

where the \( m \) sum at the end now ranges from 1 to \( r - 1 \).

We treat a general case of arbitrary strain and initial rotation as applied to initially isotropic turbulence, and express the velocity gradient tensor \( A_{ik} \) (see 4.2.1) as

\[
A_{ik}(t) = S_{ik}(t) + \frac{1}{2}\Omega_{ik}(t).
\]

The strain-rate history, described by \( S_{ik}(t) \) and the initial rotation described by \( \Omega_{ik}(0) \) will be arbitrary, and the rotation history is governed by (3.1.1).

Expanding,

\[
S_{ik} = S^{(n)}_{ik}t^n \quad \Omega_{ik} = \Omega^{(n)}_{ik}t^n.
\]

The coefficients then are generated recursively. From (3.1.1)

\[
(r + 1)\Omega^{(r+1)}_{ik} = \Omega^{(r)}_{jk}S^{(r-1)}_{kj} - \Omega^{(r)}_{ij}S^{(r-1)}_{kj}.
\]
From (4.6.11)
\[ A_{ik}^{(r)} = S_{ik}^{(r)} + \frac{1}{2} \kappa_{ik} \Omega_{ik}^{(r)}. \]  
(4.6.12)

From (4.2.4)
\[ (r + 1) B_{ik}^{(r+1)} = -A_{ik}^{(r)} B_{nm}^{(r)} B_{mn}^{(r)} = \delta_{ik}. \]  
(4.6.13a, b)

The Fourier representation (in stretched space) of (4.2.5a) gives
\[(r + 1) \hat{A}_{ik}^{(r+1)} = -\hat{A}_{ik}^{(r)} A_{ij}^{(r)} + \frac{1}{\rho} \kappa_{ik} \hat{B}_{ij}^{(r)} B_{kl}^{(r)}. \]  
(4.6.14)

The continuity condition (4.2.5b) gives
\[ \kappa_{ik} \hat{u}_{ik}^{(r+1)} = 0. \]  
(4.6.15)

The Fourier representation of the Poisson equation (4.2.5c) gives
\[ -\frac{1}{\rho} \kappa_{ik} \hat{p}^{(r+1)} B_{ik}^{(r+1)} B_{mn}^{(r)} = 2i \kappa_{ik} B_{ik}^{(r+1)} A_{ij}^{(r+1)} \hat{u}_{ij}^{(r)}. \]  
(4.6.16)

Extracting the leading pressure term given by \( r = 0 \), using (4.6.15b),
\[ -\frac{1}{\rho} \kappa_{ik} \hat{p}^{(rl)} = \frac{1}{\rho} \kappa_{ik} \hat{p}^{(r-1)} B_{ik}^{(r-1)} B_{mn}^{(r)} + 2i \kappa_{ik} B_{ik}^{(r-1)} A_{ij}^{(r-1)} \hat{u}_{ij}^{(r)}. \]  
(4.6.17)

where the notation \( 1^{(r)} \) forces \( r > 0 \) in the sum.

The procedure is now very simple. At each order \( r \), one finds the rotation term from (4.6.11), the velocity gradient term from (4.6.12), the transformation term from (4.6.13), the pressure term from (4.6.17), and the velocity terms from (4.6.14). The spectrum tensor is expressed as a similar series expansion, and its terms are generated and integrated in spherical coordinates to calculate the Reynolds stresses, much as in the previous section. This is a natural task for a symbolic manipulator like MACSYMA. The result would enable the determination of all unknown coefficients in the model for the rapid pressure strain term (see Chapter 6); we are attempting to carry out this evaluation.

4.7 Two-dimensional turbulence

RDT of two-dimensional turbulence is useful for testing the range of performance of turbulence models. Stanford student Laura Pauley carried out an RDT analysis of initially axisymmetric two-dimensional turbulence for three-dimensional irrotational strain along the principal axes of \( \delta_{ij} \), with \( \delta_{22} = -1/3 \). Her results are
\[ R_{11} = \frac{\alpha_1}{2} \left[ 1 + [a_1 + 2a_2 + a_3] + \left[ \frac{1}{2} \left( a_1^2 + a_2^2 \right) + a_1 a_2 + 2a_2(a_1 + a_2 + a_3) \right] \right] \]
\[ + \left[ -\frac{11}{24} a_1^2 - \frac{5}{8} a_1 a_2 - \frac{11}{8} a_2^2 - \frac{101}{24} a_3^2 + \frac{5}{2} a_2(a_1 + a_3) + 2a_2 \left( a_1 + \frac{2}{3} a_2 + a_3 \right) + O(a_4) \right] \]  
(4.7.1)
\[ b_{11} = \frac{1}{6} \left[ 1 + \frac{45}{8} (a_1^2 - a_2^2) + \frac{9}{8} (a_1 a_3 - a_1 a_2^2) + O(a_4^2) \right] \]  
(4.7.2)

where the total strain in the \( i \)th direction is \( \varepsilon_i = \exp(a_i) \), \( \gamma_2 = a_2 - a_0 \) and \( a_0 = a_1 + a_2 + a_3 \). Note that strain aligned with the vorticity does not affect the anisotropy, and that changes in anisotropy do not occur until third order. It would be instructive and useful to extend this analysis to more general 2-D cases including rotation and strain not aligned with the principal axes of \( \delta_{ij} \).
5. MODELING SCALE EVOLUTION IN HOMOGENEOUS TURBULENCE

5.1 Introduction

This chapter and the next are devoted to one-point models of homogeneous turbulence. Here we deal with modeling the evolution of the length and time scales, assuming that whatever must be known about the tensor character of the turbulence can be generated by an anisotropy model. Anisotropy modeling is addressed in the subsequent chapter.

The turbulent kinetic energy equation provides the equation for the turbulence velocity scale \( q^2 \). For homogeneous turbulence (2.6.2) becomes

\[
(q^2) = 2(\rho - e).
\]

(5.1.1)

If the other model scale variable is \( e \), this equation is closed. Alternatively, if one choses to use a time scale variable \( r \) instead, a model relating \( e \) to \( r \) is required. There are many clues that the use of a time scale as the second scale parameter would offer advantages in modeling more general flows. Where it becomes desirable to think along these lines we will use the large-eddy time scale identified in Chapter 3,

\[
r = \frac{q^2}{\epsilon}.
\]

(5.1.2)

Following the most popular current trend, we shall start by using a model equation for \( e \) as our second equation. In homogeneous turbulence (see 3.6.4) \( e = \omega^2 \), and so the \( \omega^2 \) equation (2.8.12) yields the \( e \) (care must be taken to account for the density change when introducing \( \nu \)). For homogeneous turbulence with \( \dot{\rho} = \rho(t) \) and \( \mu = \text{constant} \) the result is

\[
\dot{e} = 2\nu \sum_{ij} S^i_{ij} - \frac{1}{3} \epsilon \sum_{ij} S_{ij} + 2\nu \sum_{ij} \omega^i_{ij} \omega^j_{ij} - 2\nu^2 \omega^i_{ij} \omega^j_{ij}
\]

(5.1.3)

where

\[
S^i_{ij} = S_{ij} - \frac{1}{3} S_{kk} \delta_{ij}
\]

(5.1.4)

is the anisotropic strain rate. The last two terms provide the means by which \( e \) changes in isotropic turbulence. In addition, we see that incompressible strain, isotropic volume change, and rotation will also modify the evolution of \( e \). We shall address these issues separately.

5.2 Decay of isotropic turbulence

With no production the energy equation gives

\[
\dot{q^2} = -2e
\]

(5.2.1)

Assuming that one can make a model using only \( q^2 \) and \( e \) as variables, the form of the \( e \) equation for isotropic turbulence can be deduced by dimensional analysis,

\[
\dot{e} = -C_{e0} \frac{\epsilon^2}{q^2}
\]

(5.2.2)

where the coefficient \( C_{e0} \) can depend on the turbulence Reynolds number (see 3.2.2) \( R_T = q^2/\nu e \). This is the form used by all models of this type.

Insight is obtained by recognizing that the right hand side of (5.2.1) comes from the difference of the last two terms in (5.1.3). The first of these is the turbulent vortex stretching term, which is related to the derivative skewness by (3.10.9). The last term can be written as

\[
2\nu^2 \sum_{ij} \omega^i_{ij} \omega^j_{ij} = 2\nu^2 \int_0^\infty k^4 E(k) dk
\]

(5.2.3)

which shows that it is dominated by the smallest scales of motion and hence should scale on the Kolmogorov variables. It can be estimated using the model spectrum of Fig 3.9.4. Using these two estimates for isotropic
turbulence, put in terms that resemble the model equation (5.2.1), one finds that both terms scale as $\sqrt{R_T}$, and

$$
\dot{q} = \sqrt{R_T} \left[ \frac{35}{2} \left( \frac{1}{15} \right)^{\frac{3}{2}} - \frac{3a}{10} \left( \frac{4}{3\sigma} \right)^{\frac{3}{2}} \right] \frac{q^2}{q^2}.
$$

(5.2.4)

Experiments clearly indicate that a constant coefficient $C_\sigma$ does a very adequate job at high Reynolds numbers, which means that the difference in the two terms within the brackets in (5.2.4) must decrease as $1/\sqrt{R_T}$. Both terms are very large and they are nearly in balance (an estimate of the skewness can be made from this balance). It would be unwise to model these two large terms separately when we only need their difference, and for this reason the two are lumped together in (5.2.2).

The value of $C_\sigma$ can be determined by fitting the energy decay rate for isotropic turbulence to that measured experimentally, and this is what most modelers have done. The exact solution of the $q^2$ and $\epsilon$ model equations is

$$
q^2 = q^2_{00} (1 + t/\sigma)^{-n} \quad \epsilon = \epsilon_0 (1 + t/\sigma)^{-(n+1)}
$$

(5.2.5a,b)

$$
a = \frac{\sigma^2}{2\epsilon_0} \quad n = \frac{2}{(C_\sigma - 2)}
$$

(5.2.5c,d)

The subscripts 0 denote initial values. The best experiments suggest $n$ should be in the range 1.1-1.3. At low Reynolds numbers, where the turbulence is in its final period, $n = 5/2$ is found theoretically and confirmed experimentally.

The model spectrum (3.9.4) can be used to find $n$ (Reynolds 1976) by assuming that the spectrum is permanent below $k_0$, i.e. that the low wavenumber spectrum parameter $A$ is constant. Expressing $\epsilon$ in terms of $q^2$ and $A$ using (3.9.5) and (3.9.6), then using this in (5.2.1) to find the $q^2$ history, one obtains (5.2.4a) with $n = (2m + 2)/(m + 3)$. This clearly supports the idea that the low wavenumber part of the spectrum affects the energy decay rate. The $k^2$ spectrum ($m = 4$) gives $n = 10/7$, which is really too high to fit the best experiments very well. However, the $k^2$ spectrum, with $m = 2$, gives $n = 6/5$, in quite good agreement with experiments. In a finite-Fourier series representation, the assignment of the same energy to each low wavenumber Fourier mode would make $E_\sigma$ independent of $k$ and hence $E(k)$ vary like $k^2$, and so $k^2$ turbulence can be thought of as being equipartitioned at low wavenumbers.

With $n = 6/5$ as suggested by both the experiments and the $k^2$ spectrum, $C_\sigma = 11/3$, and this is the value that we prefer. It is very close to the value of 3.84 used by many $k - \epsilon$ modelers.

5.3 Isotropic compression

For isotropic turbulence, $R_{ij} = q^2 \delta_{ij}/3$. Denoting $S_{ik} = 3\Gamma$ (see 4.4.1), and assuming isotropic volume change with $\rho = \rho(t)$, the energy equation (2.6.2) reduces to

$$
q^2 = -2\Gamma q^2 - 2\epsilon.
$$

(5.3.1)

The $\epsilon$ must be modified to account for the change in volume. The exact $\epsilon$ equation (5.1.3) suggests that this modification might be

$$
\dot{\epsilon} = -C_\sigma \frac{\epsilon^2}{q^2} - \epsilon \Gamma.
$$

(5.3.2)

For very large $\Gamma$ the solutions to the above equations are

$$
q^2 = \frac{\epsilon_0}{\epsilon_0} e^{-2\Gamma t}
$$

(5.3.3a)

$$
\epsilon = \epsilon_0 e^{-\Gamma t}
$$

(5.3.3b)

The energy development matches RDT (4.4.9). If we assume that the integral scale is proportional to $q^2/\epsilon$, the large-eddy length scale, then according to (5.3.3) the length scale varies as $\exp(-2\Gamma t)$. This says that expanding the flow volume will reduce the length scale, which should be disturbing to anyone and is not in agreement with RDT. Nevertheless, this modification of the $\epsilon$ equation was used for some time in i.c. engine modeling before the problem was noted (Reynolds 1980).
The RDT analysis suggests instead that the $\varepsilon$ equation for this problem should be

$$\dot{\varepsilon} = -C_{\varepsilon 0} \frac{\varepsilon^2}{q^2} - \frac{4}{3} \varepsilon S_{kk}$$

(5.3.4)

For rapid volume change this produces

$$\varepsilon = \varepsilon_0 e^{-\mu t}$$

(5.3.5)

for which the length scale varies in proportion to the strain, i.e. as $\exp(\Gamma t)$.

This example points out the pitfalls of using the exact equation for $\varepsilon$ as the basis for its model equation. To paraphrase Saffman, one should model the physics and not the equations.

5.4 Rotation

Experiments and numerical simulations show that rotation does not appreciably alter the anisotropy of isotropic turbulence. RDT (section 4.6) showed that rotation does not affect much of the spectrum at all, but does tend to produce a slow growth in the energy of the two-dimensional component of the turbulence aligned with the axis of rotation. The simulations (Bardina et al 1985) reflect this growth as a change in the integral scales, with the scale in the direction of the rotation axis becoming longer than the other two as time passes. Rotation also reduces the dissipation rate, apparently by inhibiting the energy transfer cascade.

Most turbulence models in use today show no effect of pure rotation on $\varepsilon$, a weakness that has been slow to receive correction. Bardina found that his large-eddy simulations and Wiegand and Nagib's (1978) experimental data could both be predicted extremely well using a simple modification of the $\varepsilon$ equation,

$$\dot{\varepsilon} = -C_{\varepsilon 0} \frac{\varepsilon^2}{q^2} - C_{\varepsilon 11} \varepsilon \Omega$$

(5.4.1a)

where $\Omega$ is the rms rotation rate

$$\Omega = \sqrt{\Omega_{ij} \Omega_{ij}}.$$  

(5.4.1b)

Bardina found that $C_{\varepsilon 11} = 0.15/\sqrt{2}$ worked well, and we adopt this value.

The imposition of a mean strain-rate provides a source of turbulent kinetic energy through the turbulence production term (2.6.3). We assume that the anisotropy part of the turbulence model will produce $R_{ij}$ values given $q^2$ and $\varepsilon$, hence $P$ need not be modeled. Thus, no modeling for the $q^2$ equation is required for homogeneous turbulence.

The associated changes in the dynamics of $\varepsilon$ must be incorporated in the $\varepsilon$ model equation. To date the most effective means for doing this is to add a term proportional to $P$,

$$\dot{\varepsilon} = -C_{\varepsilon 0} \frac{\varepsilon^2}{q^2} - C_{\varepsilon 11} \varepsilon \Omega + C_{\varepsilon 11} \frac{P}{\epsilon}$$

(5.4.1)

An estimate of $C_{\varepsilon 11}$ can be made using the homogeneous shear flow data of Tavoularis and Corrsin (1981). Homogeneous shear flow apparently reaches an equilibrium structure in which the Reynolds stresses all scale with the turbulent kinetic energy. The energy and dissipation rate both increase with time in a manner that keeps the turbulence time scale very nearly constant at a value set by the mean shear rate $\Gamma = dU_1/dx_2$.

The equation for $r$, derived from (5.1.2) using (5.1.1) and (5.4.1), is

$$\dot{r} = (C_{\varepsilon 11} - 2) + C_{\varepsilon 11} \varepsilon r - (C_{\varepsilon 11} - 2) \frac{P}{\epsilon}$$

(5.4.2)

The experiments gave $\Gamma q^2/\epsilon = 12.7$, corresponding to $\Omega r = 8.98$, and $P/\epsilon = 1.8$, Using $C_{\varepsilon 0} = 11/3$ and $C_{\varepsilon 11} = 0.15/\sqrt{2}$, a constant value of $r$ requires $C_{\varepsilon 11} = 3.45$. This is somewhat higher than the value that Bardina recommended, which was based on his large eddy simulations of strained flows.

Most $k - \varepsilon$ models used today do not include the $C_{\varepsilon 11}$ term. For plane shear flows the rotation term and the production terms have the same form, and when these terms are into a single term expressed as in the form of the production term the resulting combined coefficient based on the above coefficients is about 3.0, which is very close to the value of 2.88 used in many $k - \varepsilon$ models.
5.5 Proposal for a simple \( k - r \) model

Compared to the \( \epsilon \) equation (5.4.1), the \( r \) equation (5.4.2) is impressive in its simplicity. When one examines models for inhomogeneous turbulence, \( \epsilon^2/\epsilon \) frequently appears, suggesting that the time scale might be preferable to \( \epsilon \) as the second model variable. The choice should be based on the ease with which the model extends to new situations. The diffusion terms required for inhomogeneous flows are particularly useful in evaluating various proposals.

For example, consider what happens to the terms in the \( \epsilon \) equation near a solid boundary. The \( \epsilon^2/\epsilon \) term goes to infinity, but the \( \rho \epsilon/\epsilon^2 \) term goes to zero. Consequently, a great deal of effort has been spent inventing near-wall patches for these terms. One does not escape these simply by changing variables, unless a slight modification is made. In contrast, Wilcox (1986), who uses a reciprocal time scale in place of \( \epsilon \), achieves reasonable near-wall solutions, even in the viscous region, with no near-wall modifications of his model equation.

Two-equation models have been criticized because the length scales are anisotropic in anisotropic turbulence but the model assumes isotropy of length scale. The success that two-equation models enjoy would seem remarkable in the light of this objection. But suppose it is really time scale information that is carried by \( \epsilon \), and that the anisotropy of length scales is reflected by anisotropy of \( R_{ij} \).

Another clue is provided by the case of isotropic volume change, for which the \( r \) equation is

\[
\dot{r} = (C_{40} - 2) - \frac{4}{3} S_{kk} r. \quad (5.5.1)
\]

Note the appearance of the strain rate term.

It is suggested that it might be better to replace the production term in the \( r \) equation by a term proportional to the rms strain rate. Some additional simplicity of form is obtained by using the kinetic energy \( k = \epsilon^2/2 \) and redefining the time scale and turbulent Reynolds number by

\[
\bar{\tau} = k/\nu \quad \bar{R}_T = k \tau/\nu \quad (5.5.2a, b)
\]

The model equation proposed is

\[
\dot{r} = C_{10} + C_{11} \bar{\tau} - C_{r,\epsilon^2} S^{r} r - \frac{4}{3} S_{kk} r. \quad (5.5.3)
\]

Here \( S^r \) is the rms anisotropic strain rate

\[
S^r = \sqrt{S^r_{ij} S^r_{ij}} \quad (5.5.4a)
\]
determined from the anisotropic strain rate tensor

\[
S^r_{ij} = S_{ij} - \frac{1}{3} S_{kk} \delta_{ij}. \quad (5.5.4b)
\]

Note that none of these terms is ill-behaved at the wall, and so there is hope that the near-wall modifications can be much simpler. The constants for this model, evaluated in the same manner as those in the \( \epsilon \) equation, are

\[
C_{10} = 5/6 \quad C_{11} = 0.11 \quad C_{r,\epsilon^2} = 0.60. \quad (5.5.5a, b, c)
\]

Exploration of this idea is encouraged.
6. MODELING ANISOTROPY IN HOMOGENEOUS TURBULENCE

6.1 Description of anisotropy

The scale equations developed in the previous chapter are closed only for isotropic turbulence. In general, the Reynolds stress tensor must also be determined by the model. The Reynolds stress anisotropy tensor

\[ b_{ij} = \frac{R_{ij} - \frac{1}{3} \delta_{ij} \bar{q}^2}{\bar{q}^2} \]  

(6.1.1)

is a very convenient way to describe the deviations from isotropy. This chapter deals with \( b_{ij} \) and its modeling, which must be done with great care if unrealistic predictions are to be avoided.

The anisotropy tensor has some important properties that need to be kept firmly in mind. By definition it is trace free,

\[ b_{ii} = 0. \]  

(6.1.2)

It is often convenient to think of \( b_{ij} \) in its principal coordinates, where only diagonal elements are non-zero. By (6.2.1) the sum of these principal values is zero, so only two are independent. This means that the anisotropy can be characterized by two independent invariants,

\[ \Pi = -b_{ij}b_{ij}/2, \quad III = b_{ij}b_{jk}b_{kl}/3. \]  

(6.1.3a, b)

If the turbulence is two-dimensional, meaning that one (principal-axis) velocity component is always zero, by the definition (recall Greek indices are not summed)

\[ b_{aa} = -1/3 \quad \text{if} \quad R_{aa} = 0. \]  

(6.1.4)

And, if all of the energy becomes concentrated in one component,

\[ b_{aa} = 2/3 \quad \text{if} \quad R_{aa} = \bar{q}^2. \]  

(6.1.5)

This is called one-dimensional turbulence. Note that the one non-zero velocity component could be a function of the other two coordinates, say \( u_1(x, y, z) \), so that the flow would resemble a honeycomb of opposing jets.

Thus, the possible values of the two independent principal \( b_{aa} \), say \( b_{11} \) and \( b_{22} \), must lie within the triangle on Fig 6.1.1. The vertices correspond to the three possible states of one-dimensional turbulence, and the sides to states of two-dimensional turbulence. The isotropic state is the origin. The diagonal lines, along which two principal components are the same, are states of axisymmetric turbulence.

![Figure 6.1.1 Range of possible principal values of the anisotropy tensor](image-url)
Note that one can either move along an axisymmetric line away from isotropy to a two-dimensional state (edge) or to a one-dimensional state (vertex). These limiting cases may seem extreme. However, turbulence near a wall is two-dimensional (the normal component vanishes), and turbulence in a strongly sheared layer moves remarkably far towards one-dimensionality.

In homogeneous turbulence, the move towards a two-dimensional state is made by straining the turbulence in one direction and contracting it equally in the other two. This stretches vortex filaments in the direction of positive strain, aligning these filaments with the flow and thereby reducing the fluctuations in the direction of positive strain. This is what happens to turbulence when it is passed through an axisymmetric contraction.

The move towards a one-dimensional state is achieved by straining the flow equally in two orthogonal directions, and contracting it in the third, as one could do in an axisymmetric diffuser (using boundary layer suction to prevent separation). The vortex cores are stretched out to form sheets (pancakes) and the limiting one-dimensional case corresponds to a honeycomb of two-dimensional vorticity. We will call this type of deformation axisymmetric expansion.

An equivalent and less specific way to characterize the anisotropy is through the anisotropy invariant map introduced by Lumley. For axisymmetric turbulence we write the anisotropy tensor in principal coordinates as

\[
\mathbf{b}_{ij} = \begin{pmatrix} a & 0 & 0 \\ 0 & a & 0 \\ 0 & 0 & -2a \end{pmatrix}.
\]  

(6.1.6)

Then

\[
\begin{align*}
II &= -3a^2 \\
III &= -2a^3.
\end{align*}
\]  

(6.1.7)

Along lines where \( a < 0 \) so that the component along the axis is more energetic than the other two (axisymmetric expansion),

\[
III = +2\left( -\frac{II}{3} \right)^{3/2}
\]  

(6.1.7a)

while if \( a > 0 \) so that the axis component is less energetic (axisymmetric contraction),

\[
III = -2\left( -\frac{II}{3} \right)^{3/2}.
\]  

(6.1.7b)

The two-dimensional boundaries can be studied in principal coordinates, writing

\[
\mathbf{b}_{ij} = \begin{pmatrix} \frac{1}{3} & 0 & 0 \\ 0 & \frac{3a^2 + 1}{9} & 0 \\ 0 & 0 & \frac{a^2 + 1}{9} \end{pmatrix}.
\]  

(6.1.8)

Then

\[
\begin{align*}
II &= -\frac{1}{12} \left( 1 + \frac{a^2}{3} \right) \\
III &= \frac{a^2 - 1}{108}
\end{align*}
\]  

(6.1.9a, b)

so that it for two-dimensional turbulence

\[
G = \frac{1}{9} + II + 3III = 0.
\]  

(6.1.10)

Using these results, the range of possible turbulence states is shown in the invariant map of Fig. (6.1.2). The origin is the isotropic state, the upper boundary is the locus of two-dimensional states, the two sides are the two types of axisymmetric states, and the upper vertex is the one-dimensional state. The anisotropy invariant map is a very useful way to characterize the state of turbulence in modeling, simulations, and experiments.

Two tensors that can be formed from the anisotropy tensor are its square,

\[
\mathbf{I}^2 = \mathbf{b}_{ik} \mathbf{b}_{kj}.
\]  

(6.1.11)
and its cube,
\[ b_{ij}^3 = b_{nk}b_{nm}b_{mj}. \]  \hfill (6.1.12)

The Cayley-Hamilton theorem of linear algebra says that a matrix satisfies its own characteristic equation, which in this instance means that

\[ b_{ij}^3 + 3b_{ij}^2 - 3b_{ij} = 0 \]  \hfill (6.1.13a)

or alternatively

\[ b_{ij}^3 = \frac{1}{2}b_{ik}b_{jk} + \frac{1}{3}b_{kk}b_{ij}. \]  \hfill (6.1.13b)

Hence, \( b_{ij}^3 \), and all higher powers of the tensor, are linearly dependent on the lower powers and hence do not contain new tensorial structure beyond that in \( b_{ij}^2 \), \( b_{ij} \), and \( b_{ij} \). As we shall see, this is very important in turbulence modeling. Readers not familiar with this important theorem may find it instructive to verify (6.3.13b) by writing \( b_{ij} \) in its principal coordinates, carrying out the products using the trace-free condition to express one of the principal values in terms of the other two.

\[ \begin{array}{l}
\text{one-dimensional turbulence} \\
\text{(-1/108,1/12)} \\
\text{axisymmetric contraction} \\
\text{axisymmetric expansion} \\
\text{0} \\
\text{III}
\end{array} \]

Figure 6.1.2 Anisotropy invariant map

6.2 Evolution equation for the anisotropy tensor

Using the evolution equation for \( R_{ij} \) (2.7.1) and the definition of \( b_{ij} \), the equation for evolution of \( b_{ij} \) in homogeneous turbulence with \( \rho = \rho(t) \) can be written as

\[ b_{ij} = -\frac{2}{3}S_{ij}^* - (b_{1j}S_{ij}^* + b_{jk}S_{ki}^* - \frac{2}{3}b_{nm}S_{nm}^*b_{ij}) + 2b_{nm}S_{nm}^*b_{ij} \]

\[ + (b_{1k}\Omega_{kj} + b_{jk}\Omega_{ki}) + \frac{1}{q^2}[\mathcal{T}_{ij} - (\mathcal{D}_{ij} - \frac{1}{3}D_{kk}\delta_{ij})] + 2\frac{\varepsilon}{q^2}b_{ij} \]  \hfill (6.2.1)
Here $S'_q$ is the anisotropic strain rate tensor defined by (5.5.4). Note that only anisotropic strain produces Reynolds stress anisotropy, and that the right hand side is properly trace-free. The terms containing the mean rotation tensor $\Omega_j$ represent a kinematic rotation of the anisotropy tensor. When used in conjunction with $q^2$ and $e$ equations, models for the pressure-strain term $T_{ij}$ and the anisotropy of the dissipation tensor $D_{ij}$ must be provided.

There is a class of turbulence models called algebraic two-equation models in which it is assumed that the turbulence structure has reached an equilibrium state determined by a balance of the terms on the right hand side of (6.2.1). For example, the standard $k - e$ model uses an algebraic equation equivalent to

$$b_{ij} = -\frac{C_p}{4} \frac{q^2}{e} S_{ij}$$

with $C_p = 0.09$. A problem should be immediately apparent. The sudden imposition of a strong strain could easily produce $b_{ij}$ states lying outside of the anisotropy invariant map. This is a very serious potential problem when such models are applied in new flows.

Another weakness of this model is that it assumes that the principal axes of stress and strain-rate are aligned. This is not true in the most important engineering flow, namely shear flow. However, the constant $C_p$ has been set to give the right anisotropy of the shearing stress. For example, in the homogeneous shear flow experiment of Tavoularis and Corrsin discussed in section (5.4), $b_{12} = -0.149$ is predicted by (6.2.2), in excellent agreement with the measurements. However, the model predicts $b_{11} = 0$, whereas the experiments show $b_{11} = 0.196$, so the normal stresses are badly in error. However, they do not play a significant role in determining the mean velocity field, and so this error usually of little consequence.

Algebraic models assume that the turbulence structure responds instantly to changes in the imposed mean strain. This is reasonable for computing the slow evolution of mean fields, but not satisfactory if the strain rates are large, i.e. if $S'_q q^2/e \gg 0$, where $S'$ is the rms anisotropic strain rate. Algebraic models predict instant restoration of isotropy after the removal of an applied mean strain-rate. Hence, if one wants to have realistic predictions of the Reynolds stresses in these cases, a model of the $b_{ij}$ evolution equation be solved in parallel with the $q^2$ and $e$ equations.

In the balance of this chapter we review the formal methods that have been applied in attempts to develop rational models to close the $b_{ij}$ evolution equation. Then, at the end we will present a much simpler model that achieves some of the objectives of the more complicated models at much less expense. This new model might be useful for engineering analysis.

### 6.3 Decomposition of the pressure-strain term

The Poisson equation for the fluctuation pressure (2.6.1) has two terms on the right that act as sources for pressure fluctuations. The source involving the mean velocity gradients will change instantly when the gradients change, resulting in an instant change in the fluctuating pressure field and hence an instant change in the pressure-strain term $T_{ij}$. The source involving only the turbulence will change only as the turbulence adjusts to its new conditions. This suggests that the pressure fluctuations be split into rapid and slow parts,

$$p' = p^{(1)} + p^{(2)}$$

where the rapid term is the solution of

$$\frac{1}{p} p^{(1)}_{sc} = -2u'_{ij} u_{ij}$$

and the slow term is the solution of

$$\frac{1}{p} p^{(2)}_{sc} = -2u'_{ij} u'_{ij} + 2u'_{ij} u_{ij}.$$
The time-dependence of the coefficients is not explicitly expressed because we are solving the Poisson equation at one instant of time. The solution of (6.3.1b) is then

\[ \frac{1}{\rho} \hat{p}(k) = -2\lambda_f \frac{k_n}{k^2} \hat{u}_i(k). \]  

Multiplying the pressure fluctuation series by the velocity gradient series, using the conjugate symmetry properties of the Fourier modes, averaging over the box of Fig. 3.3.1, then taking the limit as done in section 3.3, one finds

\[ \frac{1}{\rho} \hat{u}^{(1)}_{i j} = 2U_{p j} M_{ijpq}. \]  

where

\[ M_{ijpq} = \int \frac{k_n}{k^2} \hat{u}_i(k) d^3 k. \]  

The rapid pressure-strain term is the sum of two such terms,

\[ T^{(1)}_{ij} = 2U_{p j} (M_{ijpq} + M_{ijqp}). \]  

Modeling of the rapid pressure strain term therefore becomes a task of modeling \( M_{ijpq} \), which we address in the next section.

6.4 Modeling the \( M_{ijpq} \) tensor

The \( M_{ijpq} \) tensor has been modeled in various ways, all relatively simple, usually with one constant being adjusted to fit data for the predictions of a selection of flows. Here we introduce a very different approach; we argue that the anisotropy model, when applied in circumstances for which rapid distortion theory would apply, should give results consistent with RDT. The RDT form of the model equation includes only the rapid pressure strain term, the production term, and the mean rotation term in (6.2.1), exactly the same terms used in RDT theory. The solution above for the rapid pressure field is exactly the same as used in RDT. Therefore, in principle it should be possible to determine all of the coefficients in the rapid pressure strain model (i.e. in \( M_{ijpq} \)) so as to make the anisotropy predicted by the model equation under RDT approximations exactly the same as that predicted by RDT theory, for an arbitrary rapid deformation.

Following Shih and Lumley (1985), we begin by writing the general expression for a tensor \( M_{ijpq} = \frac{\hat{M}_{ijpq}}{\theta} \) that is assumed to be a function of the tensor \( b_{ij} \), with the symmetries in indices required by the definition. This is

\[ \hat{M}_{ijpq} = C_1 \hat{b}_{ij} \hat{b}_{pq} + C_2 (\hat{b}_{ij} \hat{b}_{pq} + \hat{b}_{ij} \hat{b}_{qp}) + C_3 \hat{b}_{ij} \hat{b}_{pq} + C_4 \hat{b}_{ij} \hat{b}_{pq} + C_5 (\hat{b}_{ij} \hat{b}_{pq} + \hat{b}_{ij} \hat{b}_{pq}). \]  

Because of the Cayley-Hamilton theorem, higher powers of \( \hat{b}_{ij} \) are not required. The coefficients \( C_1 \) to \( C_5 \) may be function of the invariants II and III, and of other scalars, such as \( R_{ij} \).

The continuity (2.3.4) equation requires \( \hat{M}_{ijpq} = 0 \). When this condition is applied to (6.4.1), an equation containing \( \hat{b}_{ij} \), \( \hat{b}_{pq} \), and \( \hat{b}_{pq} \) is obtained. Since these are independent tensors, the coefficient of each must vanish. This produces three equations,

\[ C_1 + 4C_2 + \frac{1}{2} b_{ak} b_{ak} (C_{11} + C_{12} + 2C_{13}) = 0 \]  

\[ C_3 + 4C_4 + \frac{1}{2} b_{ak} (C_{11} + C_{12} + 4C_{13}) + \frac{1}{3} b_{ak} (C_{14} + C_{15}) = 0 \]  

\[
\begin{align*}
C_4 + 4C_5 + \frac{1}{2} b_{ak} (C_{11} + C_{12} + 4C_{13}) + \frac{1}{3} b_{ak} (C_{14} + C_{15}) & = 0 \\
C_5 + 4C_2 + \frac{1}{2} b_{ak} (C_{11} + C_{12} + 2C_{13}) & = 0
\end{align*}
\]
\[ C_6 + C_7 + 5C_6 + C_9 + C_{16} + \frac{1}{2} b_{kk}^2 (C_{14} + 3C_{15}) = 0. \]  

(6.4.2c)

From its definition, \( M_{ijpq} = R_{ij} \), so \( \dot{M}_{ijpq} = b_{ij} + \delta_{ij}/3 \). In the same way, this condition gives three additional constraints,

\[ 3C_1 + 2C_2 + b_{kk}^2 C_6 + \frac{4}{3} b_{kk}^2 C_{13} = \frac{1}{3} \]  

(6.4.3a)

\[ 3C_4 + 4C_5 + b_{kk}^2 (C_{11} + 2C_{12}) + \frac{2}{3} b_{kk}^2 C_{15} = 1 \]  

(6.4.3b)

\[ 3C_7 + 4C_6 + 2C_{10} + b_{kk}^2 (C_{14} + C_{15}) = 0. \]  

(6.4.3c)

These six conditions reduce the number of undetermined coefficients to nine, and give

\[ C_i = \frac{2}{15} + \frac{5}{3} \, b_{kk}^2 \left[ \frac{2}{5} C_6 + \frac{2}{15} C_{10} + \frac{1}{5} C_{11} + \frac{1}{3} C_{12} - \frac{2}{5} C_{13} \right] \]

\[ + \left( b_{kk}^2 \right)^2 \left( \frac{1}{15} C_{14} + \frac{1}{2} C_{16} \right) \]  

(6.4.4a)

\[ C_2 = -\frac{1}{30} + \frac{4}{3} b_{kk}^2 \left( \frac{2}{3} C_6 - \frac{1}{10} C_9 - \frac{1}{30} C_{10} \right) + b_{kk}^2 \left( -\frac{1}{10} C_{11} - \frac{1}{10} C_{12} - \frac{1}{15} C_{13} \right) \]

\[ + \left( b_{kk}^2 \right)^2 \left( -\frac{1}{60} C_{14} - \frac{7}{20} C_{15} \right) \]  

(6.4.4b)

\[ C_3 = \frac{1}{3} - \frac{11}{3} C_6 + b_{kk}^2 \left( -\frac{1}{3} C_{11} - \frac{1}{2} C_{12} - \frac{2}{3} C_{13} \right) + b_{kk}^2 \left( \frac{1}{3} C_{14} - \frac{1}{9} C_{15} \right) \]  

(6.4.4c)

\[ C_4 = \frac{2}{3} C_6 + b_{kk}^2 \left( \frac{1}{3} C_{11} - \frac{2}{3} C_{13} \right) + b_{kk}^2 \left( -\frac{2}{9} C_{15} \right) \]  

(6.4.4d)

\[ C_5 = \frac{11}{3} C_6 - C_9 - \frac{1}{3} C_{10} + \frac{1}{2} b_{kk}^2 \left( -\frac{1}{6} C_{14} - \frac{7}{6} C_{15} \right) \]  

(6.4.4e)

\[ C_6 = \frac{4}{3} C_6 - \frac{2}{3} C_{10} + \frac{1}{3} C_{14} \]  

(6.4.4f)

Once the coefficients are evaluated, \( T_{ik}^{(1)} \) can be determined. The result, written in terms of the anisotropic strain rate tensor (5.5.4) and the rotation tensor, is

\[ \frac{T_{ik}^{(1)}}{2q_i^2} = 2(C_1 + C_2) S_{ij}^e + (C_3 + C_4 + 2C_5) \left( S_{ikm}^e b_{jk} + S_{jkm}^e b_{ki} \right) - \frac{2}{3} b_{kk}^2 b_{nn} \delta_{ij} \]

\[ + (C_6 + C_7 + 2C_8) \left( S_{ikm}^e b_{jk}^2 + b_{kk}^2 S_{ikj} - \frac{2}{3} b_{kk}^2 b_{nm} \delta_{ij} \right) + 2(C_9 + C_{10}) S_{ikj}^e (b_{jkp} b_{jp} - \frac{1}{3} b_{kk}^2 \delta_{ij}) + 2C_{10} S_{ikj}^e b_{jp} b_{kj} \]

\[ + (C_{11} + C_{12} + 2C_{13}) S_{ikj}^e \left( b_{jkp} b_{jp}^2 + b_{jkp} b_{jp}^2 - \frac{2}{3} b_{nm} \delta_{ij} \right) + 2C_{12} S_{ikj}^e b_{jp}^2 \delta_{ij} + 2C_{13} S_{ikj}^e b_{jp} \left( b_{ij}^2 - \frac{1}{3} b_{nn} \delta_{ij} \right) \]

\[ + 2(C_{14} + C_{15}) S_{ikj}^e \left( b_{jp}^2 \delta_{ij} - \frac{1}{3} b_{nm} \delta_{ij} \right) + 2C_{15} S_{ikj}^e b_{jp} \left( b_{ij}^2 - \frac{1}{3} b_{nn} \delta_{ij} \right) \]

\[ + (C_3 - C_4)(\Omega_{ka} b_{kj} + \Omega_{kb} b_{kj}) + (C_6 - C_7)(\Omega_{ka} b_{kj} + \Omega_{kb} b_{kj}) + (C_{11} - C_{12})(\Omega_{ja} b_{jp}^2 + \Omega_{ja} b_{jp}^2) \]  

(6.4.5)

Realizability has been of much concern in modeling the pressure-strain term and other terms in the \( b_{ij} \) equation. The principal values \( b_{nn} \) can not be less than \(-1/3\), and any model that would carry a principal value below this amount (i.e. outside the bounds of the invariant map) then produces unrealizable turbulence (nonsense). Truncated approximations to the series above have this danger, although the model
just described, with the infinite set of coefficients, would be realizable because RDT solutions are realizable. In order to guarantee realizability one can enforce certain conditions. There are various ways to develop these conditions. Shih and Lumley (1985) get them by requiring that the $T_{au}$ terms must not drive $b_a$ out of bounds. This requires

$$U_{u_11} M_{a1p} = 0 \quad \text{when} \quad b_{au} = -1/3 \quad (6.4.6)$$

which produces three additional constraints,

$$C_1 + C_2 - \frac{4}{3}(C_3 + C_4 + 2C_5) + \frac{1}{9}(C_6 + C_7 + 2C_8 + C_9 + C_{10}) - \frac{1}{27}(C_{11} + C_{12} + 2C_{13}) + \frac{1}{81}(C_{14} + C_{15}) = 0 \quad (6.4.7a)$$

$$C_5 = \frac{1}{3}C_{10} + \frac{2}{9}C_{13} = 0 \quad (6.4.7b)$$

$$C_8 = \frac{1}{3}C_{13} + \frac{2}{9}C_{15} = 0 \quad (6.4.7c)$$

We believe it is preferable to impose the realizability conditions directly on the modeled tensor $M_{ijpq}$. When the velocity component $u_a'$ is everywhere zero then $\bar{u}_a = 0$ and consequently $M_{a1pq} = 0$. In the principal coordinates of $\bar{G}$ this requires

$$M_{1111} = 0 \quad M_{1122} = M_{1133} = 0 \quad M_{1212} = 0 \quad \text{when} \quad b_{11} = -1/3 \quad (6.4.8a, b, c)$$

Using the fact that $b_{11} = -1/9 + b_{2k}/2$ on the two-dimensional line, (6.4.8a-c) give

$$C_1 + 2C_2 - \frac{4}{3}(C_3 + C_4 + 4C_5) + \frac{1}{9}(C_6 + C_7 + 4C_8 + C_9 + 2C_{10}) - \frac{1}{27}(C_{11} + C_{12} + 4C_{13}) + \frac{1}{81}(C_{14} + 2C_{15}) = 0 \quad (6.4.9a)$$

$$\frac{1}{3}C_3 + \frac{1}{9}(C_6 - C_9) - \frac{1}{27}(C_{11} - C_{12}) + \frac{1}{81}C_{14} = 0 \quad (6.4.9b)$$

$$\frac{1}{6}C_5 + \frac{1}{18}(C_4 - C_{10}) + \frac{1}{162}C_{15} = 0 \quad (6.4.9c)$$

$$C_2 - \frac{1}{6}C_6 + \left(1 + \frac{1}{18}b_{2k}^2\right)C_8 - \frac{1}{18}C_{10} + \left(\frac{1}{27} - \frac{1}{6}b_{2k}^2\right)C_{13} + \left(\frac{1}{102} + \frac{1}{18}b_{2k}^2\right)C_{15} = 0 \quad (6.4.9d)$$

When equations (6.4.4) are used to express the lower coefficients, (6.4.9d) is $-1/2$ (6.4.9a), and so only three independent conditions are obtained,

$$\frac{1}{15} + \frac{1}{3}C_6 + \left(-\frac{4}{45} + \frac{2}{3}b_{2k}^2\right)C_8 + \frac{1}{5}b_{2k}^2C_9 + \left(\frac{2}{5} + \frac{1}{15}b_{2k}^2\right)C_{10} + \left(\frac{1}{45} + \frac{1}{10}b_{2k}^2\right)(C_{11} + C_{12})$$

$$+ \left(-\frac{4}{45} + \frac{2}{5}b_{2k}^2\right)C_{13} + \left(\frac{1}{30}b_{2k}^2C_{14} + \frac{1}{81} - \frac{1}{9}b_{2k}^2 + \frac{7}{10}(b_{2k}^2)^2\right)C_{15} = 0 \quad (6.4.10a)$$

$$-\frac{1}{9} - \frac{1}{11}C_6 - \frac{1}{27}C_8 - \frac{2}{9}C_9 - \frac{1}{27}C_{10} - \left(\frac{1}{27} + \frac{1}{18}b_{2k}^2\right)C_{11} + \left(\frac{1}{27} - \frac{1}{6}b_{2k}^2\right)C_{12}$$

$$- \frac{4}{45}b_{2k}^2C_{13} + \left(\frac{2}{81} - \frac{2}{27}b_{2k}^2\right)C_{14} + \left(\frac{1}{243} - \frac{4}{27}b_{2k}^2\right)C_{15} = 0 \quad (6.4.10b)$$

$$\frac{1}{6}C_5 + \frac{1}{18}(C_4 - C_{10}) + \frac{1}{162}C_{15} = 0 \quad (6.4.10c)$$

When these are satisfied, the Shih-Lumley conditions will also be satisfied. It is important to realize that these realizability constraints apply only when the turbulence is two-dimensional, i.e. only on the line $G = 0$ that forms the top boundary of the invariant map.

The equations above suggest that the coefficients will depend on the invariants and not simply be constants. We might expand each coefficient as a power series in the invariants,

$$C_n = C_n^{(0)} + b_{2k}^2C_n^{(2)} + b_{2k}^4C_n^{(3)} + (b_{2k}^2)^2C_n^{(4)} + b_{2k}^4b_{2k}^2C_n^{(5)} + (b_{2k}^2)^2C_n^{(6)} + ... \quad (6.4.11)$$
We see that the first approximations to the isotropic coefficients \( C_1 \) and \( C_2 \) are already known, and the first approximations to the linear coefficients \( C_3 \) through \( C_5 \) are determined by the first approximation to \( C_5 \).

Most turbulence models presently in use include only the terms in \( M_{ijpq} \) through \( C_5 \) (the linear terms), employing constant values for the coefficients. But with \( C_6 = C_7 = 0 \), no single value of \( C_5 \) can satisfy all three realizability conditions (6.4.10), so these linear models do not satisfy realizability.

The simplest set of coefficients satisfying realizability is obtained by truncating \( M_{ijpq} \) to \( O(b^2) \) and assuming all coefficients are constants. The truncation gives

\[
C_{11} = C_{12} = C_{13} = C_{14} = C_{15} = 0. \quad (6.4.12a)
\]

From (6.4.4a,b), the coefficients \( C_1 \) and \( C_2 \) will be constants only if \( C_6 = 0 \) and \( C_{10} = -3C_9 \). Then, the realizability conditions give

\[
C_1 = 2/15 \quad C_2 = -1/30 \quad C_3 = 1/30 \quad C_4 = 7/15 \\
C_5 = -1/10 \quad C_7 = 1/10 \quad C_{10} = -3/10 \quad (6.4.12b)
\]

These are the coefficients determined in a slightly different manner by Shih and Lumley (1986). Under the rapid distortion approximations, the time-series solution of the model equations resulting from (6.4.12) match RDT of isotropic turbulence only to \( O(1) \). The model also predicts that anisotropic turbulence subjected to pure rotation would undergo anisotropy changes, in excess of those caused by the kinematic rotation terms, of \( O(t) \), whereas RDT indicates that this excess change must be an even power series in \( t \) (see section 4.3) and hence should not appear until \( O(t^2) \). It would seem desirable to obtain a better match to RDT.

Under rapid pure rotation of anisotropic turbulence, (6.4.5) will produce an \( O(t) \) change in \( b_{ij} \), in excess of that produced by the kinematic rotation terms unless \( (C_3 - C_2) = 0 \). This condition gives

\[
C_6^{(0)} = -2/7 \quad C_9^{(0)} = 7/10. \quad (6.4.13)
\]

With these values, the RDT-equivalent model predictions also agree with RDT to \( O(t) \) for all irrotational strains (Reynolds 1983). Le Penven and Gence (1983) carried the analysis to one additional order in \( t \) for the case of irrotational strain at a constant strain rate, and found that the coefficients could indeed be matched to \( O(t^2) \). Hence, it seems clear that (6.4.13) gives the rational choices for the first approximations to the linear coefficients. However, with \( C_6 = -2/7 \) the realizability conditions can not be satisfied by a truncation of \( M_{ijpq} \) to \( O(b^2) \), and one must include higher-order terms to effect realizability.

It seems clear that continued matching with RDT would determine all of the coefficients, and since RDT predicts realizable turbulence the resulting model would guarantee realizability. The RDT required for a complete matching must be sufficiently general to allow all coefficients to be determined. The arbitrary irrotational strain analysis given in section 4.5 is not sufficient because there the principal axes of \( S_{ij} \) were fixed and hence the principal axes of \( S_{ij} \) and \( b_{ij} \) always remained aligned. An RDT for of isotropic turbulence with arbitrary initial rotation rate and arbitrary strain rate history is required (see section 4.6). It should be possible to select the constants in the coefficient expansions (4.6.10) to match RDT to any arbitrary order in a time-series solution of the RDT-approximate model equations, and then to use the realizability conditions to truncate the expansions, maintaining full realizability. Thus, in principal the rapid pressure strain model should be determined completely by RDT analysis, with no adjustable constants matched to experiments. We are attempting to complete this task.

Another approach that may be fruitful is to use RDT for initially axisymmetric two-dimensional turbulence, in conjunction with the realizability constraints, to develop expressions for the coefficients that must hold along the two-dimensional line \( G = 0 \). The results of section 4.7 should be useful in this regard. These coefficients might then be expanded in power series in \( G \) in order to determine appropriate values for three-dimensional turbulence, perhaps by matching to RDT. Many interesting analyses of this nature remain to be done in turbulence modeling.

6.5 Modeling the slow terms

The negative of the slow pressure-strain term and the dissipation anisotropy term are modeled together in (6.2.1) as

\[
\tau_{ij}^{(s)} - (D_{ij} - D_{ii} \delta_{ij}/3) = -\epsilon \phi_{ij}. \quad (6.5.1)
\]
Assuming that it is possible to model \( \phi_{ij} \) in terms of \( h_{ij} \), a premise that is not supported very well by direct numerical simulations, the most general form must be

\[
\phi_{ij} = (\alpha + 2)h_{ij} + \beta(h_{ij}^2 + \frac{2}{3}H_{ii})
\]

where the coefficients \( \alpha \) and \( \beta \) could be functions of the invariants \( H \) and \( III \) and possibly of other scalars, such as \( \gamma_2 \). Under these assumptions, one can in principle evaluate the coefficients by reference to experiments and simulations on the return to isotropy following removal of mean strain rate. In this case (6.2.1) reduces to

\[
\dot{h}_{ij} = -\frac{\epsilon}{q^2}(\phi_{ij} - 2k_{ij}) = -\frac{\epsilon}{q^2}[\alpha h_{ij} + \beta(h_{ij}^2 - \frac{1}{3}k_{ii}k_{ij})].
\]

If the anisotropy is weak, \( \alpha \) controls the return and must be positive if there is to be a return.

Using (6.5.3), the evolution of the state point on the invariant map is described by the two equations

\[
\frac{dH}{dt} = -\frac{\epsilon}{q^2}(2\alpha H - 3\beta III)
\]

\[
\frac{dIII}{dt} = -\frac{\epsilon}{q^2}(3\alpha III + 2\beta II^2)
\]

so that the trajectory on the map is described by

\[
\frac{dH}{dIII} = \frac{2\alpha H - 3\beta III}{3\alpha III + 2\beta II^2}
\]

Therefore, if the underlying premise of the model is correct, the trajectories must be unique and the ratio \( \gamma(H, III) = \alpha/\beta \) can be determined by the local trajectory.

There have not been many experiments on the return to isotropy. Those that do exist often show very strange behavior. Direct numerical simulations of Lee and Reynolds (1985) using the Rogallo code in a \( 128^3 \) mesh attempted to address the \( \epsilon \) questions in the hope of evaluating the parameters. Turbulence that had been strained by axisymmetric contraction relaxed smoothly to isotropy along the axisymmetric line as expected. But turbulence that had been strained by axisymmetric expansion showed very strange behavior, in some cases moving further away from isotropy before starting the return. Turbulence strained by complex combinations that produced states near the middle of the anisotropy map did not show convincingly unique trajectories. A sample of the trajectories following removal of plane strain are shown in Fig. 6.5.1. The points to the left have been strained most rapidly, and the initial states are predicted very well by RDT. The lowermost points are in general agreement with the one experiment on the relaxation from plane strain by Tucker and A. Reynolds (1968). Note that one point begins its "return" by going substantially far in the wrong direction. It seems impossible to incorporate this weird behavior within the structure of (6.5.2).
Figure 6.5.1 Trajectories of the return to isotropy from plane strain (simulations)

The simulations cast doubt on the basic idea of modeling these terms using only the $h_{ij}$ tensor. But the simulations did show that the return of the small scales to isotropy, as reflected by the anisotropy in the vorticity and dissipation tensors, was quite well behaved and easily modeled. This suggests some directions for future modeling research.

These simulations, as well of those of Rogallo for homogeneous shear flow, suggest very strongly that $\phi_{ij} \rightarrow 2h_{ij}$ as $|\phi| \rightarrow 0$. (6.5.7)

This means that there should be no linear return to isotropy. Careful examination of the very nearly isotropic data of Comte-Bellot and Corrsin (1966) seems to support this behavior.

Choi (1983) performed experiments on the return to isotropy from the right side of the invariant map, and did seem to observe more consistent behavior. A fit to his data developed by the Cornell group and reported by Shih and Lumley (1986) is

$$a = 12.445G^2(1 - 0.5)^{3/4} \quad \beta = 0.$$  \hspace{1cm} (6.5.8)

The $G$ factors provide a sort of realizability, and there is no linear return to isotropy.
A criticism that might be raised about this model is that it does not allow two-dimensional turbulence to remain two-dimensional, relaxing to an axisymmetric state. It is possible to construct a model that does by using the realizability condition. When \( \gamma' = 0 \) everywhere, then \( D_{w w} = 0, T_{w w} = 0 \), and hence \( \phi_{w w} = 2 \phi_{w w} \), which will sustain \( \beta_{w w} = 1/3 \). Thus, the realizability condition gives

\[
\alpha = 3 \beta \left( \frac{1}{6} + \frac{2}{3} \right) \text{ when } G = 0. \tag{6.5.9}
\]

Since this constraint only need be true for \( G = 0 \), we can add functions of \( G \) without destroying realizability. A linear term suffices, with its coefficient chosen to remove the linear return to isotropy when \( G = 1/3 \) and \( \Pi = 0 \) and to make \( \beta \) vanish for small anisotropy,

\[
\alpha = \left( \frac{1}{3} + 2 \Pi - 3 G \right) \beta_0, \tag{6.5.10a}
\]

\[
\beta = \beta_0 (1 - 9 G). \tag{6.5.10b}
\]

The model is then

\[
\dot{h}_{ij} = -\frac{e}{4} \left[ \left( \frac{1}{3} + 2 \Pi - 3 G \right) \beta_0 h_{ij} + \beta_0 (1 - 9 G) \left( h_{ij}^2 + 2 \Pi h_{ij} \right) \right]. \tag{6.5.11}
\]

With this model, for nearly isotropic turbulence (6.5.4) becomes

\[
\alpha \approx -\beta_0 \Pi \tag{6.5.12}
\]

while for small anisotropy (6.5.8) gives

\[
\alpha \approx 12.44 \left( -9 \Pi \right)^{3/4}. \tag{6.5.13}
\]

Matching at \( -\Pi = 0.05 \) suggests \( \beta_0 \approx 10 \). This modified model satisfies realizability, restores axisymmetry in two-dimensional turbulence, displays no linear return to isotropy, and gives return rates of the right order of magnitude.

However, one might suspect that the slightest little three-dimensionality would explode the turbulence into a three-dimensional field, so perhaps it is unreasonable to insist on maintaining two-dimensionality in the model. Undecided issues like this provide fruitful grounds for new research, and we are now exploring questions like these using direct turbulence simulation.
6.6 A simple anisotropy model

The gap between the eddy-viscosity models used in the simplest k - ε models and those discussed above is immense. There is a need for a much simpler model that would protect engineering calculations from the dangers of unrealizable turbulence, provide some indications of the trends in anisotropy for unusual flow situations, and handle dynamic changes on roughly the right time scale, but without such calculational complexity. The beginnings of such an idea are presented here.

We start with the idea that a large positive strain rate in one direction tends to stretch vortex filaments in that direction, aligning them with the flow, thereby intensifying the perpendicular fluctuation components and reducing those along the axis. In the limit of very strong strain rate, the energy in the axial fluctuations axial will approach zero. The anisotropy model must prevent negative values. And, we know that only the anisotropic component of strain produces anisotropy in the turbulence. A simple algebraic model with this character is

\[ b_{ij} = \frac{-S'_{ij}}{A_0 + A_S S'_{ii}} \]  

(6.6.1)

In order for realizability to be maintained, \( b_{ii} \) should approach \(-1/3\) as \( S'_{ii} \to \infty \), for any combinations of other \( S'_{ij} \). This requires that the coefficient \( A_S \) depend on the type of strain.

In the principal coordinates of \( S'_{ij} \), we take \( S'_{ij} \) as having a large positive value \( \Gamma \), and write the strain-rate tensor as

\[
S'_{ij} = \Gamma \begin{pmatrix}
1 & 0 & 0 \\
0 & -\frac{1+a}{2} & 0 \\
0 & 0 & -\frac{1-a}{2}
\end{pmatrix}.
\]  

(6.6.2)

Note that \( a = 0 \) gives axisymmetric contraction, \( a = 1 \) gives plane strain, and \( a = 3 \) gives axisymmetric expansion. Then

\[
S' = \Gamma \sqrt{1 + \frac{(1+a)^2}{4} + \frac{(1-a)^2}{4}} = \Gamma \sqrt{\frac{3+a^2}{2}}.
\]  

(6.6.3)

For large positive \( \Gamma \) our model must yield

\[
b_{11} \to -\frac{1}{3} \Rightarrow \frac{-\Gamma}{A_S S'_{ii}}
\]  

(6.6.4)

and this requires that

\[
A_S = \sqrt{\frac{18}{3+a^2}}.
\]  

(6.6.5)

We need a way to represent \( a \) for an arbitrary orientation of the coordinates. The structure of \( S'_{ij} \) is characterized by

\[
W = \frac{S'_{ij} S'_{jk} S'_{ki}}{(S')^3}
\]  

(6.6.6)

which for (6.6.2) is

\[
W = \frac{3(1-a^2)/4}{\sqrt{(3+a^2)/2)^3}}.
\]  

(6.6.7)

\( W \) ranges from \(-1/\sqrt{6}\) for axisymmetric expansion to \(1/\sqrt{6}\) for axisymmetric contraction. Plane strain and shear flow correspond to \( W = 0 \). Using (6.6.5) to express \( a \) in terms of \( A_S \), and then in turn expressing \( W \) in terms of \( A_S \), we find

\[
W = A_S^2 - \frac{A_S}{2}
\]  

(6.6.8)

This allows us to determine \( A_S \) from a known \( W \). The relationship between them is shown in Fig. 6.6.1.
The constant $A_0$ should be chosen to produce the proper level of shear stress in shear flow, for that is the most important engineering flow. Shear flow can be represented as a combination of rotation and irrotational strain. Denoting $U_{1,0} = \Gamma$,

$$S_{ij} = \begin{pmatrix} 0 & \frac{\Gamma}{2} & 0 \\ \frac{\Gamma}{2} & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \Omega_{ij} = \begin{pmatrix} 0 & \frac{\Gamma}{2} & 0 \\ -\frac{\Gamma}{2} & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}. \quad (6.6.9a, b)$$

Hence, for shear flow $W = 0$, $A_0 = 3/\sqrt{2}$, and $S = \Gamma/\sqrt{2}$. With these values, $A_0 = 23$ produces $b_{12} = -0.15$ at $\Gamma r = 12.7$, corresponding to the homogeneous shear flow experiments of Tavoularis and Corrsin.

We now have an anisotropy model that is always realizable for all types of strain, and has the right general trend of $h_{ij}$ with $S_{ij}$, but assumes that a state of structural equilibrium has been attained. In order to handle transients, we propose an evolution equation for $h_{ij}$ that would give (6.6.1) as its equilibrium solution,

$$h_{ij} = -C_1 \left[ (A_0 + A_2 S^* r) h_{ij} + S_{ij}^* r^* \right] / r \quad (6.6.10)$$

By choosing $C_1 = 4/15$, the model will agree with the initial phase of rapid distortion of isotropic turbulence, and the rate of return to isotropy is of the right general magnitude for linear approximations. Note that the model correctly predicts no change in the anisotropy of isotropic turbulence under pure rotation.

For many engineering problems the main objective of the turbulence model is to reveal important trends. This simple anisotropy model would make the important stresses change in the right general way, without becoming unrealizable, and therefore it should be an attractive alternative for use in simple two-equation turbulence models. Preliminary studies by students in the author's turbulence class support this conjecture.
7. NUMERICAL SIMULATIONS OF TURBULENCE

7.1 Introduction

Over the past decade, two important types of numerical simulations have become important. The earlier work concentrated on large eddy simulations (LES), in which simple models are used for the small-scale turbulence and a realization of the large-scale turbulence is computed. The underlying idea is that the structure of large eddies differ greatly from flow to flow (which is why universal models are elusive), whereas the small eddies are more universal and therefore easier to model. Large eddy simulations have provided important information for turbulence modeling, and there is now great interest in the development of large eddy simulations as a tool for engineering analysis. A prominent program in this direction exists in France at the EDF.

It was argued that, since the ratio of the largest to the smallest scales of turbulence varies as $R_{T}^{2/4}$ (see 3.2.4), it would never be practical to do a significant simulation of all the important turbulent scales. However, valid direct simulations of turbulent flows at $R_{T}$ of the order of 100-300 have become possible. This is the range of turbulence Reynolds numbers in turbulent shear flows with Reynolds numbers, based on the layer thickness and the driving mean velocity difference, of about 1000, and a number of direct simulations of channel flows and boundary layer flows at these low Reynolds numbers have now been attained. These direct simulations provide an important new tool for studying turbulence, particularly because they yield essentially any data that one might desire. Already they have contributed important new insight into turbulent structure and have aided advances in turbulence modeling, as well as new understanding of transition physics.

In this chapter we will review the fundamentals and current status of this very fast-moving area of research, drawing primarily from the experience of the large group working in this area at the NASA/Ames Research Center and Stanford University. At present this group involves about ten NASA scientists, three Stanford Professors, a dozen or so graduate students, and some post-doctoral scholars and other visitors, with the work being coordinated by the joint NASA/Stanford Center for Turbulence Research. Some of the exciting new things going on in this group will be outlined, with details being left for the authors to report for themselves.

7.2 Fundamentals of large eddy simulation

In LES one needs a way to define the large-scale components of the fields, and filtering is usually used. The filtered field $\overline{f}$ is defined by

$$\overline{f}(x,t) = \int G(x,x';\Delta)f(x',t)d^3x'.$$  \hfill (7.2.1)

Here $G$ is a filter function, which determines exactly what fraction of the motion is defined as being large scale, and $\Delta$ is a filter parameter that implements this choice. The filter function must be normalized such that

$$\int G(x,x';\Delta)d^3x' = 1$$  \hfill (7.2.2)

for all $x$. The residual field $f'$ is then what is left over after filtering,

$$f(x,t) = \overline{f}(x,t) + f'(x,t).$$  \hfill (7.2.3)

The filtered residual field is not zero since

$$\overline{f} \neq 0.$$  \hfill (7.2.4)

Filtering (7.2.3),

$$\overline{f} = \overline{f} + \overline{f'}$$  \hfill (7.2.5a)

so the filtered residual field can be expressed in terms of the singly and doubly-filtered resolved fields,

$$\overline{f'} = \overline{f} - \overline{f}.$$  \hfill (7.2.5b)
This proves very useful in modeling the residual turbulence.

In homogeneous turbulence the filter must be of the form \( G(x - x'; \Delta) \). Then

\[
\mathcal{F}(x, t) = \int G(x - x'; \Delta) f(x', t) d^3x'
\]

has the Fourier transform

\[
\mathcal{F}(k, t) = \hat{G}(k; \Delta) \hat{f}(k, t)
\]

(7.2.6)

where the \( k \) argument of \( G \) is the magnitude of the \( k \) vector. Several filters have been explored. The sharp cut-off filter

\[
\hat{G} = \begin{cases} 
1 & \text{if } |k - k'| \leq k_c \\
0 & \text{otherwise}
\end{cases}
\]

(7.2.7)

make a clean separation of large and small scales in spectral space, but the Gibbs phenomena in the inverse Fourier transform make the physical-space interpretation undesirable. Smoother behavior can be obtained with the Gaussian filter,

\[
G(x - x'; \Delta) = Ae^{-\left(\frac{|x - x'|}{\Delta}\right)^2}
\]

(7.2.8)

where \( A \) is a constant determined by the normalization and depends on the number of directions in which the filter is applied. The Fourier transform of the Gaussian filter is also Gaussian,

\[
\hat{G}(k; \Delta) = Be^{-k^2\Delta^2/24}
\]

(7.2.9)

Filtering is more of a problem for inhomogeneous flows. The most satisfying approach is to use an appropriate set of expansion functions in the inhomogeneous directions and then to define the filtered value as the \( n \)-term approximation. However, most work has instead used finite-difference methods in the inhomogeneous directions with the Gaussian filter in the homogeneous directions, and taken whatever implicit filtering is provided by the difference scheme. This is not very satisfying because it leaves the computed field ill defined, and does not provide a systematic way for estimation of the energy content in the residual field. This is one of the unsatisfying loose ends in LES that needs to be cleaned up by some good research.

The evolution equations for the filtered field are derived by filtering the Navier-Stokes equations, so it is important that the filtering definition commute with differentiations with respect to both time and space. The Gaussian filter has this property, and so homogeneous turbulence really can be done properly with LES using the Gaussian filter. If \( \rho = \rho(t) \) then the filtered continuity equation is

\[
\dot{\rho} + \rho \bar{u}_i = 0.
\]

(7.2.10)

Subtracting this from the full equation,

\[
u_i = 0
\]

(7.2.11)

so the residual field is divergence-free, and if \( \rho = \text{constant} \) the filtered field is divergence-free. Filtering the momentum equations, assuming \( \mu \) is constant and again allowing \( \rho = \rho(t) \), the equation for the filtered velocity field is

\[
\dot{\bar{u}}_i + (\bar{u}_i \bar{u}_j)_{,j} = -\frac{1}{\rho} \bar{p}_i + \nu \bar{u}_{i,jj}.
\]

(7.2.12)

Representing the velocity as the sum of filtered and residual components,

\[
\bar{u}_i = \bar{u}_i^f + \bar{u}_i^r
\]

(7.2.13)

where the residual stress terms are

\[
R_{ij} = \bar{u}_i^r \bar{u}_j + \bar{u}_i \bar{u}_j - \bar{u}_i^f \bar{u}_j^f.
\]

(7.2.14)

In LES one needs to model \( R_{ij} \). Given this model, and a suitable computer, and a few little details like boundary and initial conditions, single realizations of turbulence fields can be generated. In homogeneous turbulence this appears to be sufficient, because volume averages over a single realization seem to provide good representations for ensemble averages.
The term \( \overline{u_i u_j} \) does not need to be modeled because it can be computed directly by filtering the product of the filtered velocities. This is easily done in Fourier space, and we handle this term this way now. Our earlier representation of this in terms of \( \overline{u_i u_j} + L_{ij} \), where \( L_{ij} \) was the Leonard stress, is now abandoned.

It may be noted that we have not made any mention of numerical methods and have avoided use of the term sub-grid scale turbulence. We believe that it is important to cast the LES equations in a way that is independent of the numerical method, and would lend itself to purely theoretical analysis. However, in reality the filter width that is taken is related to the computational grid employed. The results depend upon the ratio of filter width to mesh width, and the best results are obtained when the filter width is twice the mesh width.

7.3 Modeling the residual stresses in large eddy simulation

One can not afford a very complex model for the residual stresses in LES. Almost all of the work to date has been done with simple algebraic models, although there have been some explorations with simple one-equation turbulence models.

It is useful to separate \( R_{ij} \) into isotropic and anisotropic parts, as is done with viscous stresses,

\[
R_{ij} = \frac{1}{3} R_{kk} \delta_{ij} + T_{ij}. \tag{7.3.1}
\]

The isotropic term is absorbed with the filtered pressure by writing

\[
P' = \frac{1}{\rho} \bar{p} + \frac{1}{3} R_{kk} \tag{7.3.2}
\]

and then \( P' \) replaces \( \bar{p}/\rho \) and \( T_{ij} \) replaces \( R_{ij} \) in (7.2.12).

An important element of most LES calculations is the Smagorinski model, which assumes that the residual \( T_{ij} \) is a linear function of the anisotropic strain rate imposed by the filtered field

\[
T_{ij} = -2\nu_r \overline{S_{ij}} \tag{7.3.3}
\]

where \( \nu_r \) is an eddy viscosity of the residual field. If it is assumed that the length scale of the dominant residual eddies is the filter width, and that the time scale is that set by the strain rate of the filtered field, then

\[
\nu_r = (C_S \Delta)^2 \sqrt{\overline{S_{mn} S_{mn}}} \tag{7.3.4}
\]

The coefficient in this model can in principle be evaluated by performing direct numerical simulations on a fine mesh (say 128\(^3\)), then filtering this data to a coarse mesh (say 8\(^3\)) to define the filtered and residual fields, and then comparing the model with the residual field from the coarse filtering. Clark et. al. (1979) were the first to employ this technique, which is now known as aClark test. For isotropic turbulence the results are moderately encouraging, and do not show much dependence on Reynolds number, a value of about 0.12 being typical. However, when this test is applied in strained and sheared flows, essentially no correlation is found between the model and the data. The model simply is inadequate under these more interesting circumstances.

An important advance in residual stress modeling was made by Bardina (1985), who first proposed to model

\[
R_{ij} = C_B (\overline{\bar{u}_i \bar{u}_j} - \overline{u_i u_j}). \tag{7.3.5}
\]

The basic idea was to characterize the stresses of the residual scales as being similar to that of the smallest resolvable motions, so Bardina called this the scale similarity model. By itself it was not adequate either, because it does not dissipate sufficient energy. But it does provide energy transfer from high to low wavenumbers, and effect that is missing in the Smagorinsky model. When used in combination with the Smagorinsky model (the Bardina mixed model) remarkably good results are obtained in the Clark tests, with the same values of the constant yielding correlations between predicted and actual stresses of the order of 70% for shear flow, irrotational strain, and unstrained flow!
The value of the constant $C_B$ can actually be deduced from a simple theoretical argument. If one transforms to new coordinates moving linearly with respect to the original ones,

$$x'_i = x_i - c_i t \quad t' = t \quad u'_i = u_i + c_i$$

(7.3.8a,b)

the equations of motion of course do not change because they are invariant under such (Galelean) transformations. However, individual terms in the equations do change when transformed. For the filtering operation,

$$\overline{u'_i} = \overline{u_i} + c_i \quad u'_i = u'_i$$

(7.3.7a,b,c)

so that $R_{ij}$ transforms to

$$R_{ij} = \overline{u'_i u'_j} + \overline{u'_i \overline{u_j}} + \overline{u'_i \overline{u'_j}} + c_i \overline{u'_j} + c_j \overline{u'_i} = R'_{ij} + c_i \overline{u'_j} + c_j \overline{u'_i}$$

(7.3.9)

The terms modeling $R_{ij}$ should transform in the same way; the Smagorinsky model is invariant under the transformation, and hence can not possibly represent all of $R_{ij}$. The added terms of the Bardina model (7.3.5) transform to

$$R_{ij} = \overline{u'_i u'_j} + \overline{u'_i \overline{u_j}} + \overline{u'_i \overline{u'_j}} + c_i \overline{u'_j} + c_j \overline{u'_i} + C_B [\overline{(u'_j - \overline{u'_j}) (u'_j - \overline{u'_j})}]$$

(7.3.8)

Using (7.2.3) and (7.3.7b), this becomes

$$R_{ij} = R'_{ij} + C_B (c_i \overline{u'_j} + c_j \overline{u'_i})$$

(7.3.10)

Comparing (7.3.8) and (7.3.10), it is evident that $C_B = 1$. Bardina was unaware of this result at the time he did his numerical work, on the basis of which he recommended a value of 1.05!

In recent work yet to be published, Piomelli has been reexamining LES residual modeling using the recent direct simulation of channel flow as the basis for CLark tests, also carrying out LES simulations with various models. This work has shed some new light on LES modeling, which can be summarized as follows. In coarse mesh calculations (say $16^3$) no real difference is observed between using just the Smagorinsky model and the Bardina mixed model, and the results in general reflect the coarseness of the grid. However, at $64^3$ calculations there are important differences. The calculations are filtering has been in planes parallel to the wall only, because as yet we do not really have any good way to do explicit filtering in directions of inhomogeneity. Piomelli finds that the choice of filter function is important in determining the performance of the residual turbulence model. The filter makes its appearance in the calculations when the term $\overline{u'_i u'_j}$ is calculated by filtering the product of the computed filtered components. If the Gaussian filter is used with the Bardina mixed model, very good results are obtained. If the Gaussian filter is used with the Smagorinsky model, very poor results are obtained. But if the Smagorinski model is used with the sharp cut-off filter, fair results are obtained.

The inference from this work is that the sharp cut-off filter defines a clear length scale for the residual turbulence, whereas the Gaussian filter spreads the residual scales out over a broader range. The Bardina model accounts for the different scales in the residual field generated by the Gaussian filter. On the other hand, only one length scale is carried by the Smagorinsky model, and therefore this model can not account for all the scales filtered by the Gaussian filter.

One might argue that the turbulence time scale in the Smagorinsky viscosity should be a scale appropriate to the residual field. In isotropic turbulence the strain rate of the resolved field sets this scale, but in inhomogeneous flows with strong mean strain rate it may be better to extract the time scale from the high wavenumber end of the resolved field, as in the Bardina model. One possible approach is to use the velocity scale in this range,

$$\nu_T = C \Delta \sqrt{(\overline{u_k - \overline{u_k}})(\overline{u_k - \overline{u_k}})}$$

(7.3.11)

Another approach would be to use the strain rate,

$$\nu_T = C_1 \Delta \sqrt{(S_{mn} - \overline{S_{mn}})(S_{mn} - \overline{S_{mn}})}$$

(7.3.12)
In LES one probably does not want to attempt to resolve the wall region of boundary layers, and so some appropriate wall conditions are needed. For high Reynolds numbers, it is through this condition that the viscosity will enter the problem. The main thrust of Piomelli's work has been to assess various proposals for these conditions. At this writing about all we can say is that nothing that we or anyone else has suggested shows up very well in Clark tests against the direct simulations of channel flow. However, we are hopeful that a satisfactory working model for the residual wall stress will be found, and this probably will draw upon new knowledge about the structure of the wall region that is currently being extracted from the direct simulations.

7.4 Insights from direct simulations of homogeneous turbulence

Boundary conditions are a problem in turbulence simulations. The problem is avoided in homogeneous turbulence by use of periodic boundary conditions. The resulting turbulence is somewhat artificial in that the motion on opposite sides of the computational domain is fully correlated, which of course would not be the case in a real turbulence field. One must select a computational domain large enough that the statistical correlations at separations of half the computational domain are small, and when this is done the statistical results up to this separation seem to be quite like those of real turbulence.

A large number of homogeneous turbulence simulations have been carried out by the Ames/Stanford group, almost all using the Rogallo code. This program uses the coordinate transformation (4.2.4), and as a result achieves remarkable robustness in runs with very strong deformation. For a recent description of the code see Lee and Reynolds (1985). Simulations now include homogeneous shear flow at a variety of shear rates, many cases including scalar transport, a variety of irrotational strain flows, return to isotropy following various strains, some rotation cases. Special codes have handled a funny type of homogeneous compressible shear flow and some flow compression cases. Meshes ranging from $64^3$ to $256^3$ have been used, although the $128^3$ cases are now the most abundant.

In a direct simulation one must capture both the energy at large scales and the dissipation at small scales, and this limits the calculations to relatively low Reynolds numbers. One can usually tell when not enough small-scales have been captured by a pile-up of energy at the high wavenumber end of the spectrum. The the model spectrum (3.9.4) can be used to estimate the fraction of energy left out of a calculation at any given $R_T$. Typical $128^3$ calculations miss less than 1% of the turbulence energy at $R_T = 50$, a typical range for these simulations.

The initial turbulence field must be constructed in a divergence-free manner, and this is easily done with the Fourier representation. The spectrum can be shaped initially and scaled to contain the proper energy for a target $R_T$. For details see Lee and Reynolds (1985).

![Figure 7.4.1 Spectra for relaxation from plane strain](image)
Figure 7.4.2 Anisotropies during relaxation from various strains
Figure 7.4.3 Vorticity relaxation trajectories
All of these calculations show a remarkable amount of small-scale anisotropy. For example, Fig. 7.4.1 shows one of Lee's spectra during relaxation from plane strain, with the different lines representing different components. Note that the anisotropy persists throughout the $-5/3$ range of the spectrum. We investigated this issue of small scale anisotropy by extending the measures of anisotropy discussed in Chapter 6 to the vorticity and dissipation fields. The vorticity tensor is defined as

$$V_{ij} = \frac{\bar{\omega}_i \bar{\omega}_j}{\omega^2}$$  \hspace{1cm} (7.4.1)

and the vorticity anisotropy tensor is

$$u_{ij} = \frac{V_{ij} - \omega^2 \delta_{ij}/3}{\omega^2}$$  \hspace{1cm} (7.4.2)

The dissipation anisotropy tensor is defined by

$$d_{ij} = \frac{D_{ij} - D_k^2 \delta_{ij}/3}{D_k^2}$$  \hspace{1cm} (7.4.3)

These two anisotropy tensors are characterised by their second and third invariants, defined the same way as those for the Reynolds stress anisotropy tensor $k_{ij}$ (see 6.1.3). Their anisotropy invariant maps are the same form as those for $k_{ij}$ explained in section 6.1. The boundary lines are the same for the $k_{ij}$ and $d_{ij}$ invariant maps, but on the vorticity invariant map the two axisymmetric side boundaries are reversed, and the uppermost point corresponding to one-dimensional vorticity corresponds to the two-dimensional velocity field.

Fig. (7.4.2) shows the second invariants of vorticity and velocity during relaxation to isotropy from a variety of different strain types. The trajectories on this diagram are generally down and then to the left. Upon the removal of mean strain rate, the vorticity anisotropy relaxes quickly to a point, and then relaxes slowly, locked on to the anisotropy of the Reynolds stress! Moreover, essentially all of the points showed more anisotropy of the vorticity than of the Reynolds stress! These are astonishing observations to anyone who has grown up with the idea that the small scales become isotropic quickly, compared to the slow relaxation of the scale anisotropy.

It is also very interesting that the relationship between the two invariants in the lock-on phase returning from axisymmetric expansion is quite different than that when returning from axisymmetric contraction. This suggests that there may be two types of competing structures in turbulence, the noodles formed by axisymmetric contraction and the pancakes formed by axisymmetric expansion, and that perhaps better turbulence models could be made by treating these structures separately.

We have mentioned that the trajectories for return to isotropy on the Reynolds stress invariant map are not well behaved, which casts doubt on the viability of modeling the slow pressure strain and dissipation anisotropy terms in terms of $k_{ij}$. However, those on the vorticity map are extremely well behaved. Figure (7.4.3) shows these trajectories, which are well fit by the simple model

$$\dot{u}_{ij} = -\alpha \frac{\bar{\omega}^2}{\varepsilon} u_{ij}$$  \hspace{1cm} (7.4.4)

where $\alpha$ depends on both the invariants of $k_{ij}$ and $u_{ij}$. The dissipation anisotropy trajectories are quite different, but they too are very well behaved and can be modeled quite neatly. For details see Lee and Reynolds (1985).

Upon reflection, the requirement that the vorticity field be anisotropic is obvious from the Biot-Savart law; if the vorticity spectrum were isotropic, the Reynolds stress spectrum would be isotropic. It may be that explicit consideration of this anisotropy in turbulence modeling could have some advantages. We have been exploring some possibilities.

In another recent study, Rogers (1986) has examined the structure of homogeneous turbulent shear flow. His studies reveal that hairpin vortices of the type found in wall boundary layers are also found in homogeneous turbulence. However, in homogeneous turbulence there are both "up" and "down" hairpins, while in a boundary layer one sees only one kind. He also found evidence of some transverse vortices believed to be associated with the weak orientation of vorticity caused by mean rotation (see section 4.6).
Lee has extended Rogers work to (high) shear rates and Reynolds numbers comparable with the viscous region of turbulent boundary layers. Remarkably, he finds long longitudinal streaks that scale on the turbulent stress and viscosity in exactly the same way as in wall boundary layers. This work suggests that it is the high shear rate, and not the wall, that produces the streaks! This would be good news for modelers, because it would mean that models based on homogeneous turbulence might have far more to do with boundary layer flows than one might think.

Rogers also studied scalar transport in homogeneous shear flow at three different Prandtl numbers. There are three interesting situations corresponding to an (imposed) means scalar gradient in each direction. He calculated the scalar fields for all three cases at the same time for a set of common hydrodynamic simulations. A surprising result, actually seen in experiments by Tavoularis and Corrsin, is that some cross-gradient scalar fluxes are larger than the flux in the direction of the mean gradient!

Rogers used his insight about the hairpin vortex structures and the transverse vortices to explain the mechanism by which these cross-gradient transports can develop. He then went on to model the scalar flux in two ways, using his simulation data both as a guide in the modeling and as the basis for coefficient evaluation. The models deal with an anisotropic diffusion tensor $D_{ij}$, defined by

$$h_{ij} = \frac{\omega^2}{\delta i} = -D_{ij}\Theta_{ij} \quad (7.4.5)$$

where $\omega^2$ is the scalar fluctuation and $\Theta_{ij}$ is a mean scalar gradient. The diffusivity tensor could be calculated from his measurements, and is found to be inherently non-symmetric. However, he did find that it became antisymmetric in a coordinate system that is aligned with the principal axes of the Reynolds stress. This led him to model the diffusion tensor in the form

$$D_{ij} = C_1\delta_{ij} + C_2R_{ij} + C_3\Theta_{ij} \quad (7.4.6a, b)$$

He was able to correlate his coefficients with Reynolds and Prandtl numbers to within about 20%.

Rogers made another model assuming that the scalar flux is aligned with the sum of the mean gradient terms in its own transport equation, and thereby obtained a model of comparable accuracy with only one free coefficient. This model is

$$\frac{1}{r}C_Dh_i + h_jU_{ij} + R_{ij}\Theta_{ij} = 0 \quad C_D = 16.1 \left(1 + \frac{1.17}{Pr}\right)^{0.152} \left(1 + \frac{131}{\sqrt{RT}}\right)^{-0.535} \quad (7.4.7a, b)$$

where $r = \frac{q^2}{\epsilon}$ and $RT = \frac{q^4}{\nu\epsilon}$. This result should be of immediate use in turbulence modeling for both homogeneous and inhomogeneous flows. Rogers has recently checked this model against direct simulations of turbulent channel flow at $Pr = 1$ and found that it is remarkably accurate for the flux in the direction of the mean temperature gradient and within about 20% for the flux perpendicular to the mean temperature gradient.

### 7.5 Direct simulations of spatially-developing flows

Some of the most exciting work at present are the boundary layer simulations of Spalart. He is using a clever stretching of the coordinate system that enables him to use periodic inflow-outflow conditions in a growing boundary layer, and has already produced results about the structure of boundary layers in pressure gradients of much interest to experimentalists.

In order to simulate more general turbulent flows, inflow and outflow conditions are needed. The outflow problem is simpler and we have had a reasonable solution for some time. The inflow problem is harder, but we have recently made some excellent progress.

Lowery (1986) simulated the spatially-developing mixing layer, including scalar transport. He found that a soft convective outflow condition,

$$\frac{\partial u}{\partial t} + U_c \frac{\partial u}{\partial x} = 0 \quad (7.5.1)$$

applied to the velocity components and scalar worked quite well, with minimum upstream influence. The convection velocity $U_c$ was taken as the average of the two free stream speeds. At the inlet he forced the flow with a combination of fundamental and two subharmonics of a dominant instability of the inlet layer.
(tanh profile), because the layer was forced, it responded like a forced layer, with parings occurring cyclicly at frozen locations. And, the layer grows not linearly, as do natural layers, but by leaps and bounds, as do forced mixing layers in the laboratory.

It has been asked if the mixing layer is absolutely unstable, in which case if the forcing is stopped after large disturbances have developed downstream the layer should continue to remain. When Lowery terminated forcing, the initial region of the layer relaminarised, suggesting that the instability was convective, but midway down the flow the turbulence never went away, and by the exit the flow was quite turbulent. His calculation did not include the splitter plate, which undoubtedly plays a role in promoting absolute instability, as the matter is not really resolved. Lowery also studied the growth of three-dimensional disturbances in the layer, finding that they grew to scales and structures characteristic of the braid region of the mixing layer.

Ongoing extensions of our mixing layer simulation work by Sandham involve the use of random jitter of the forcing to simulate more natural turbulent inflow condition. This produces the linear growth seen in natural experimental layers, at growth rates in excellent agreement with experiments. The resulting statistical quantities, including the scalar pdf, are much more like those measured for natural layers. It now seems that this will be quite an acceptable method for generating relatively simple yet effective inflow conditions for direct numerical simulations of turbulence.

Current work is concentrating on extensions to compressible mixing layers, the goal being to use these direct simulations as the basis for building better turbulence models for supersonic flows, including combustion, both for use in LES and in simpler turbulence models. There is a growing group at Ames, involving Rogers, Moser and others, beginning to work very seriously on turbulent combustion simulations. It seems safe to forecast that a decade from now the capabilities for know much more about the modeling and simulation of these and flows of technical interest will be considerably advanced, and students who have mastered these notes should be ready to begin the exciting work ahead in this area.
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