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DISPLAY SYSTEM IMAGE QUALITY

Alan R. Pinkus and H. Lee Task, Ph.D.
Human Engineering Division

Armstrong Aerospace Medical Research Laboratory
Wright-Patterson Air Force Base, Ohio 45433-6573
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ICA '1igh performance aircraft employ several types of display systems
iiialuding panel-mounted cathode-ray tube (CRT) displays, head-up displays
(HUDs) and helmet-mounted displays (HMDs). These may be used to produce
imagery from onboard sensors or to provide information in a symbolic format.
There are a number of parameters that are used to characterize these displays
such as resolution, contrast ratio, luminance, number of gray shades, lIne
rate, interlace ratio, bandwidth, and modulation transfer function. In the
case of the HUDs and HMDs, there are other parameters that further describe
the display such as distortion, transmittance, field of view, exit pupil
diameter, vergence, and field curvature. This paper will describe these
systems, the measurement of various parameters, and how they affect the
quality of the display system. In addition, methods will be presented that
combine the display -parameters with human visual system characteristics to
produce image quality metrics that are related to operator performances...

CRTs

Panel-mounted displays can be either monochromatic or color cathode-ray tubes
(CRTs) such as those used in television, solid-state liquid crystal displays (LCDs), or
even thin-filmed electroluminescent. For this discussion, only CRTs will be described
in detail, though most characteristics and measurements are the same or can be extrapo-
lated to their solid state counterparts.

A monochromatic CRT is basically a glass vacuum tube that has an electron gun on
one side and a curved or flat side that is coated with some type of phosphor, which is
usually (but with exceptions) located on the opposite side. The electrons are
accelerated toward the phosphor by the anode potential which is the voltage between the
electron gun beam and the phosphor screen. There are numerous phosphor types
(Westinghouse, 1972). Phosphor characteristics vary as to their chemical composition,
phosphorescent color, spectral energy distribution (SED), and persistence. For
example, P-43 is a yellow-green phosphor with a 543 nanometers (nm) peak wavelength and
a medium class persistence, making it suitable for surveillance radar used in bright
sunlight.

The different luminance levels of the picture are formed by modulating the
electron-gun baam. Thu amount of emitted light is proportional to the number and
energy of electrons striking the phosphor. The beam is magnetically focused to a very
small spot on the phosphor screen. It is horizontally and vertically deflected by
electro-magnetic coils or electro-static plates, which are synchronized to a camera or
other source such as a computer. The pattern in which the beam is deflected is termed
the raster. A standard raster is formed by first painting every other horizontal line
to form one-half the picture (or field) and then the second half is filled in. The
persistence of the phosphor and the raster refresh rate are chosen to minimize
perceived flicker. Alternating fields having this structure are designated as having a
2:1 interlace, but other interlace ratios such as 121 or 4:1 are used for various
applications. The two fields form a frame and the standard frame rate (in the US) is
30 hertz. The vertical resolution is fixed by the electron beam size and raster
structure. Standard television (in the US) has 525 horizontal lines but approximately
15% are lost to beam retrace time, so only 450 lines are actually displayed. From 875
to over 2000 horizontal lines are used for the higher resolution applications. Hori-
zontal resolution is limited by the beam spot size, phosphor type, and bandwidch of the
electronics. The beam excites the phosphor and creates a spot with a near Gaussian
luminance distribution. The spot size is typically around 8 mils at the 50% luminance
point for larger CRTs and down to tenths of a mil for miniature CRTs.

A stroke-type CRT display differs from a standard display in that there is no
fixed raster structure and, therefore, no complex pictures or imagery can be presented.
Instead, lines and symbols are written directly on the phosphor under the control of an ..........
electronic symbol generator. Since there is no raster, stroke-written symbology ... .
appears continuous and the higher luminous outputs can be used for higher ambient,
daytime applications. However, there is an upper limit as to the total number of
symbols that can be simultaneously displayed. Some specialized CRTs can mix raster and
stroke to provide an image with overlaid symbology.

Color CRTs are an extension of the monochromatic raster type display. Instead of
one electron gun, there are three guns, one for each of the basic colors of red, green,
and blue. Each color is modulated for its particular amount of information and is shot
through a finely perforated metal plate termed aperture or shadow mask, which isI ZI
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located near and parallel to the phosphor screen. The shadow mask keeps the proper
beam aligned with its corresponding phosphor. The screen has clusters of red, green,
and blue phosphor dots, called triads. The triad is the basic resolution unit of a
color screen. Each phosphor dot and triad may have a black surround. This black
matrix acts to reduce the reflection of ambient light from the display face, giving the
display better contrast. The structure of the triad is sometimes constructed of verti-
cal stripes instead of dots. Monochromatic CRT phosphors have no discrete structure.
Their vertical resolution is dictated by the horizontal raster structure. The hori-
zontal resolution is much higher and is influenced by the electronic bandwidth and spot
size. Color CRTs have the discrete, triad structure that strictly limits both vertical
and horizontal resolution. Smaller triads produce higher resolution.

The 1-16 C/D utilizes a (monochromatic) green, P-43 phosphor, panel-mounted multi-
function display (MFD) CRT that can display both 525 and 875 line rasters. It has a
very high luminous output of 3000 foot Lamberts (ft-L), which is attenuated to 1000 ft-
L by a contrast enhancement filter. The P-16 A/B uses a panel-mounted P-43 type CRT to
display radar and electro-optical imagery. Its resolution is similor to the MFD, but
has a slightly lower peak output luminance of 2000 ft-L.

SUDs

Another type of display that uses a CRT is the modern HUD. This device has
evolved from the optical gunsights of many years ago. This type of sight had an
illuminated reticle or crosahairs reflected off a partially silvered mirror (or
combiner), which was mounted directly in front of the pilot above the glare shield.
Its superior aiming performance was due to the orosahairs being focused at optical
infinity. This collimated image had parallel light rays the same as the light from the
distant target, thus, parallax error was greatly reduced and aiming accuracy was
increased. Parallax is the misalignment of two (or more) images because they appear at
different optical distances. HUDs are essentially optical gunsights that use CRTS in
place of the reticle to display information.

The basic components of a HUD (see Figure 1) are the image source, which is
usually a CRT (but can also be a liquid crystal display), a mirror to fold the optical
path, a collimating lens which focuses the light rays at optical infinity (parallel
rays), and a combiner which is partially reflective and transmissive. The combiner
reflects the CRT imagery while allowing the outside scene, which is also at optical
infinity, to pass through, thereby superimposing both images for the observer. This is
an idealized description that igncres the windscreen optical effects. HUD optics can
be either nonpupil-forming or pupil-forming. A nonpupil-forming system is like a
simple magnifying lens in that, as the observer moves his eye position, different parts
of the image become visible. A pupil-forming system (an example being a telescope) has
an area in which the entire image is seen as long as the eye is anywhere within the
exit pupil area. The image disappears when the eye is outside of this area. The
distinguishing factor is that irn nonpupil-forming optics, the aperture stop in the
simple magnifier. In pupil-forming optics, the exit pupil is the image of the aperture
stop of the system as viewed from the image space of the system. Eye (and head)
position is less critical for nonpupil-forming systems, but the observer must move
around to see all the information. The total field of view (TPDV), expressed in
degrees of visual angle, in a pupil-forming system is the same as its instantaneous
field of view (IFOV). In nonpupil-forming systems, the IFOV is the same or smaller,
but cannot eceed the TFOV. As shown in Figure 2, each eye has a slightly different
IFOV which is termed the monocular IFOV. The area seen by both eyes is the binocular
IFOV (BIFOV).

CANOPY ,PARTIALLY SILVERED SURFACE

~COMBINER

DISPLAY GENERATED 1 COLLIMATING LENS

C 4R-------- 
FO LD MIRROR

Figure 1. A refractive HUD.
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TFOV IFOV

Figure 2.* HUD fields of vi1ew.

HIFOV

Pupil and nonpupil-forming systems can be constructed using refractive, diffrac-
tive, reflective, and holographic optical elements. In the refractive system, the
principal converging element is the collimating (refracting) lens. A typical refrac-
tive HUD system is shown in Figure 1. In these systems, the TPOV is always larger than
the IPOV, though the vertical IFOV is usually very close to the vertical TFOV. The
pilot must move his head around to observe all of the information. Binocular vision
facilitates the acquisition of information in the horizontal plane. Referring to
Equation 1, the BIFOV is greater than the IFOV by a factor of (1+2.5/d), where 2.5 is
the average interpupillary spacing of the eyes (in inches) and d is the diameter of the
collimator aperture. The larger the collimator aperture, the less pronounced the
effect. The larger the collimator aperture, the larger the IFOV, but the weight of the
lens increases quickly. A 25% increase in the IFOV may cause a 100% weight increase in
refractive HUD optics.

BIrOV a IFOV (1 + 2.5/d) (1)

In order to increase the IFOV without incurring a severe weight penalty, reflec-
tive optics can be utilized. As shown in Figure 3, the principal optical element is a
curved combiner which may also serve as the final collimating element. The IFOV is
increased by increasing the size of the collimator or reducing the collimator to eye
distance. If the system is designed to be pupil-forming, the IFOV and TPOV are the
same. All information is visible as long as at least one eye is within the exit pupil.
Figure 3 is a pupil-forming system. Reflective systems have been constructed up to 40
degrees which weigh up to 30 pounds. The larger combiners have optical aberrations
that are usually corrected by relay lenses located between the CRT and the folding
mirror. Combiners must have low, see-through, refractive errors and low reflective
aberrations. The 1-16 A/B and C/D models use nonpupil-forming, refractive HUDs.

SPHERICAL COMBINER _';'

EYE

, 4,

S RELAY LENS

Figure 3. A reflective, pupil-forming HUD.
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HUD performance may be further improved through the use of diffractive optics.
Diffractive optics allow a more efficient use of the CRT light while maintaining good
see-through transmisuivity of the combiner. A diffractive element, which can be
produced by several methods, has an interference or fringe pattern recorded within or
on top of a substrate material. When light of the proper wavelength falls on this
element at the proper angle, the interference pattern reproduces the original spherical
wavefront. For HUDs, the diffractive combiner element is manufactured to reflect the
precise frequency (about 12 nm wide) emitted by the CRT, yet pass all other light
frequencies. The net result is a very efficient use of the available CRT light and
very good transmissivity of the rest of the spectrum which is coming from the outside
world. When viewing the outside world through the HUD combiner, it reflects (removes)
green and passes the rest which results in a light rose or pink cast to the image.

The F-16 Low Altitude Navigation and Targeting Infrared for Night (LANTIRN) wide-
angle HUD (see Figure 3) useo a holographically manufactured diffractive combiner.
This HUD does not project a holographic image, it merely uses a combiner element that
has a holographically produced diffraction grating that coincides with the 543 nm peak
wavelength of the CRT's P-43 phosphor. This HUD is a pupil-forming system with a 28
degree field of view.

HMDs

Helmet-mounted displays ate virtual image optical systems that are in many ways
similar to HUDs, but with certain distinguishing features. HMDs often utilize minia-
turized CRTs or light-emitting diodes as image sources. CRT size reduction has
continued from around one inch diameter tubes to today's 0.25 inch, high resolution,
high luminance tubes. Referring to Figure 4, the image is typically folded with a
front-surface mirror, then collimated with a lens and reflected by the combiner into
the observer's eye. If the design uses a relay lens, the HMD will be of the pupil-
forming type. HMDs are most often pupil-forming systems. All of these electro-optical
components are miniaturized and mounted in some fashion to the pilot's helmet. The
combiner is either beneath the visor or an integral part of the visor. The displayed
imagery can be a simple reticle, HUD-like symbolic flight information, or complex
imagery from a sensor, such as from a forward-looking infrared system. If the display
incorporates a reticle to aim a weapons system or helmet-mounted sight (HMS), it must
include remote sensing devices that determine the helmet's line of sight. Remote
sensing systems can use infrared or magnetic methods to determine helmet orientation.
The HMS controls the sensor movement and the HMD displays what the sensor is aimed at,
thereby forming a closed-loop system.

EXIT PUPIL - OOlNER

EYE - -.------ OMSNE

MAGNIFIER OPTICS

Figure 4. Idealized HMD system.
FOLDING PRISM

-.m CRT FACE

MINIATURE CRT

The basic design and function of CRT, HUD, and HMD systems have now been described
in some detail. Each has a large number of parameters to be considered in its design.
The realized performance of a particular display system is the result of the inter-
action of these numerous qualities, some of which have a more pronounced effect than
others. The next section describes the major display system parameters and methods of
their quantification. The last section will then show how some of these measurements
can be combined with human visual system characteristics in an attempt to model and
predict visual performance when using a display system of known qualities.

PHOTOMETRY

The measurement of several important display parameters involves the quantifica-
tion of light energy. The basic tool for light measurement, when human vision is
involved, is the photometer. This device measures light energy that is weighted by the
photopic curve (see Figure 5), which represents the human eye's varying sensitivity to
light as a function of wavelength, or color. Note that the eye is most sensitive to
green and least sensitive to blue and red. The photometer measures luminance using
foot-Lamberts (or NITS) as units. If a red and green light are adjusted to equal
luminance, they would appear (near) equal in subjective brightness. If they were
adjusted to have equal radiant intensity (watts/steradian), the green light would
appear much brighter than the red light.
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Figure 5. The photopic curve.
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A diagram of a photometer is shown in Figure 6. Light enters the objective lens
and is reflected by mirrors to the eyepiece to enable the observer to aim and focus the
instrument. The first mirror has different sized holes (or ap-irtures) that are seen as
black circles (or slits) by the observer. The correctly sized aperture is selected for
the object to be measured by rotating the mirror. The light to be measured passes
through the aperture and covers the entire surface of the photomultiplier tube (PMT).
Filters are used to weight the measurement so the PMT responds to light according to
the photopic curve. The output voltage of the PMT is then converted and displayed.
Since the photometer integrates all of the energy across the aperture area, the object
to be measured must completely fill that area, or errors would occur. Luminance
measurements of CRTs are unique in that the horizontal raster structure may affect the
accuracy of the readings. A large circular aperture could be used to integrate energy
from multiple lines, but it does not lend itself to scanning vertically oriented
square-wave test patterns. A vertical slit aperture, oriented perpendicular to the
raster structure, is best suited to measure CRTs. The photometer can be mounted on
vertical and horizontal, motor-driven translational slides to aid the scanning of test
patterns.

VARIABLE MAGNIFICATION VIEWING SYSTEM

PHOTOMULTIPLIER TUBE

FILTER TURRETS

APERTURE MIRROR

OBJECTIVE LENS

Figure 6. Variable-aperture photometer.

CRT PARAMETERS

CRT display characteristics can be categorized into geometric, electronic, and
photometric entities. Table 1 lists these parameters (Task, 1979). For the purposes
of this discussion, only the modulation transfer function (MTF) will be discussed in
detail since it embodies many of the other parameters and is used extensively in the
formulation of display image quality metrics.
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Table 1. CRT display system parameters.

a.manmamWaS. amanam mn m ... inmmmm msmaaaammamm usm .mmmlammm mma amm

GEOMETRIC ELECTRONIC PFIOTOM4ETRIC

Viewing Distance Bandwidth Luminance
Display Size Dynamic Range Gray Shades
Aspect Ratio Signal/Noise Contrast Ratio
Number of Scan Lines Frame Rate Halation
Interlace Field Rate Ambient Illumination
Scan Line Spacing Color
Linearity Resolution

Spot Size
MTF
Luminance Uniformity
Gamma

aya a sa a a ama a aammamn..a aaaa aii. a ama.saimm, a a aSSam *.* mm a Ua a a aa a

In the past several years, the MTF measure of display quality has received
considerable attention. The MTF has been used as an indicator Qf the quality of film
and photographic systems, of optical systems and lenses, and moLe recently of CRT
displays. Theoretically, the MTF of a system indicatea tnc percent modulation the
system will pass as a function of spatial frequency for a st : -'w ve signal.

Since any signal (or picture) can theoretically be resolved into a set of
component sine waves, it is possible to predict how the signal (picture) will appear
after passing through a system with a known MTF. Therefore, if the MTF of a system is
known, the signal (picture) degradation caused by that system can be calculated.
However, the system must be linear and continuous before MTF techniques can be applied.
Unfortunately, CRT displays are nonlinear devices, so care must be taken when applying
MTF analysis to them. There are several ways to obtain the NTF of a CRT display. Must
of these methods require mathematical manipulation of empirically measured signals and
assume linearity of the CRT display. Mathematically, the MTP of a system is defined as
the Fourier transform of the point spread function of the system. The point spread
function is the resultant output signal from a system for a point or very narrow
impulse input signal. Rigorous treatment requires the Input to be of zero width and
infinite heightt practically, the spike needs to be much narrower than the spread
caused by the system being tested. For CRT displays, the point spread function is
typically obtained by measuring the spot profile produced on the face of the CRT by the
scanning electron beam. This spread function is then used to obtain the HTY by
applying the Fourier transform theory. Another approach is to assume the CRT spot
profile is a Gaussian distribution (Equation 2) and calculate the MTF (Equation 3). A
Gaussian distribution is used because the Fourier transform of a Gaussian distribution
is easily obtained in analytic form, thus eliminating the necessity of using numerical
Fourier transform techniques and a computer. CRT spot profiles are typically near
Gaussian. Equation 3 is the normalized Fourier transform of Equation 2. Figure 7
shows a typical MTF generated by this method.

L(x) a Ke- I/2(X/0) 2  (2)

where:

L - luminance distribution
K - constant
x - spatial parameter (length)
a a standard deviation of the Gaussian distribution

Taking the normalized Fourier transform of Equation 2 yields the MTF.

MTF(f) - e "2(rcuf) 2  (3)

where:

f - spatial frequency
a- standard deviation of the Gaussian distribution

MTF(f) a fractional modulation
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Figure 7. Typical MTF obtained from calculations based on assuming a
Gaussian distribution spot profile as a point spread function.

Other methods of obtaining the HTF of a CRT display require Fourier analysis of
square-wave, line, or edge patterns. In each cose, the MTF must subsequently be
calculated, assuming linearity of the display.

The direct method of obtaining the display MTF is to measure the modulation
transfer of the display for sine-wave signals of various frequencies. The problem with
applying this approach to CRT displays Js that the input signal is electronic (measured
in volts) and the output signal is photometric (measured in ft-L). Thus, the output to
input ratio (percent of modulation transfer) is not clearly defined. Typically, this
problem is circumvented by using a normalization procedure, the results of which can be
misleading.

The sine-wave response (SWR) measurement technique (Task and Verona, 1976) was
devised to avoid the problems inherent in calculating the MTF by using the various
methods described. The SWR relates the maximum modulation contrast capability of the
display to spatial frequency, measured directly, frequency by frequency. This differs
from the MTF in two important respects: (1) it does not assume linearity of the CRT
display, and (2) it is not a normalized function.

HUD PARAMETERS

The next section describes the optical quality measurement procedures that were
adopted to evaluate the LANTIRN HUD (Task, 1983). The objective of these measurements
was to determine how suitable the HUD optics were for matching human visual require-
ments. The measurements were directed to the optical components and did not include
the cathode-ray tube (CRT) and symbology generation quality.

Measurements fell into two broad categories, those that characterized visual
quality viewing through the combiner (effect on target acquisition) and those that
concentrated on the visual characteristics associated with viewing the symbology.
Table 2 shows the variables that were measure6.

Table 2. Image quality measurement parameters.

COMBXIER EFFECTS SYMBOLOGY EFFECTS

MTF Collimation
Optical Power Image to Ghost Ratio
Spectral Transmissivity Exit Pupil
Photometric Tranamissivity Reflections
Reflections
*aaewmmmu...ummu..in..u um.sm...mm~umm..*uusu.muamu.memamamuin...inuimi

Measurement procedures for each of these parameters will be described with its
relationship to and effect on vision.

The HTF of an optical element (combiner) describes the transfer of contrast (or
modulation) through the element. It is usually one of the most important quality
measures for any imaging system since it can precisely predict the loss in image
quality due to the imaging system and, therefore, accurately predict the loss in visual
performance. There are several ways to measure the MTF of an imaging system. The most
straightforward way is to input to the system high contrast targets that vary
sinusoidally in luminance in one dimension. The contrast at the output end is then
measured using a photometer and the ratio of contrast out to contrast in is calculated.
This is the modulation transfer factor for that particular sine-wave spatial frequency
target. This process is then repeated for other spatial frequencies resulting in a
curve of modulation transfer factor versus spatial frequency, which is the MTF.
Spatial frequency refers to the number of sine-wave cycles per unit length or per unit



angle, depending on the application. Since we are interested in the relationship to
human vision, the units of cycles per degree are most appropriate for measuring the HUD
combiner MTF. Modulation contrast is defined by Equation 4.

MC - (4)
LMAX + L4IN

wherei

Mc a modulation contrast

LMAX a peak luminance level

LMIN - minimum luminance level

For meastiring optical systems, it is not easy to produce high contrast, high
quality sine-wave targets to directly measure the MTF. An alternate method that makes
use of linear system analysis is equally effective and uses simple square-wave targets.
This is the procedure that was used to evaluate the HUDs. A square-w.ve pattern can be
mathematically represented by a series of sine waves as demonstrated by Fourier
analysis. By inverting the series, it has been shown that a sine-wave response (MTF)
can be calculated from the square-wave transfer function using Equation 5.

MTF(f) w "/4 1 C(f) + C(3f)/3 - C(Sf)/5 + C(7f)/7 .... (5)

wheret

MTF - sine wave response
f - spatial frequency

C(f) = square wave contrast transfer at frequency if)

Normally, the MTF of a planar section of glass (such as a HUD combiner) should
have an excellent MTF, i.e., no loss in contrast across the full sp%tial frequency
sensitivity region of the human eye (0 to 60 oycles per degree). However, if there are
reflections or light scattering effects, this will result in a lower MTF uniformly
across all spatial frequencies. It is, therefore, very important to measure the MTF of
the HUD under the conditions in which it will be used to include the degrading effects
of reflections and light scatter. An alternative is to measure the HUD combiner in a
dark room to eliminate these effects from the measurement and mathematically include
them later as explicit reflection coefficients. This latter approach may be
preferable, since it would then be possible to accurately predict the MTF (and,
therefore, contrast and visual performance) for any ambient lighting condition.

A photometer with a narrow, vertical slit aperture was used to scan a square-wa-e
target pattern with the HUD interposed and with the HUD removed. The MTF of each of
these square-wave responses was then calculated. The MTF with the HUD in place (MTF of
HUD and photometer) was then divided by the MTF without the HUD (MTF of photometer
only) to obtain the MTF of the HUD by itself. This procedure was carried out in a dark
room which resulted in an essentially flat MTF (no spatial frequency dependent losses)
over the full range of spatial frequencies of the human visual system.

For the most accurate results, the ap rture of the objective lens of the photo-
meter should be no larger than the pupil diameter of the human eye under the luminance
conditions of interest (2-3 mm diameter for daylight; 7-8 mm diameter for night), If a
larger diameter is used, the MTF obtained does not correspond to what the observer will
see, but will, in general, be somewhat poorer.

If the HUD combiner is indeed a flat plate, then it should have no optical power
(no lens effects). However, if the combiner is a curved section, or is formed from
glass sections cemented together, then It may contain somo optical power. The effect
of this optical power may combine with the HUD divergence/convergence errors and the
windscreen lens effects to increase or decrease the possibility of diplopia (double
imaging). The optical power was measured by mapping the angular deviation of light
rays passing through the combiner from each eye position as a function of azimuth and
elevation. The difference in angular deviation from the two eye positions was then
calculated. The angular deviation was measured using an F-16 windecreen movement table
and an optical angular deviation measurement device (Task, Genco, Smith, and Dabbs,
1983).

For most HUDs, the spectral transmissivity measurement is not really required,
because the combiner coating is usually neutral with respect to wavelength. In other
words, it passes a percentage of the light incident on it independent of wavelength.
However, if the HUD combiner uses holographic optical elements (HOEs), such as the
LANTIRN HUD, or if it has a dichroic or trichroic coating, the transmission of the
combiner needs to be measured for each wavelength, resulting in a spectral transmissl-
vity curve. A spectral scanning radiometer and a light box were used to make this
measurement. The procedure was to make a spectral scan on the light box by itself,
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then make a spectral scan of the light box through the combiner of the HUD. The second
scan was then divided (wavelength by wavelength) by the first soan to yield the spec-
tral transmissivity of the HUD. This process was done in a dark room to insure that
reflections did not contaminate the readings. It is important to be careful of the
size of the aperture of the radiometer to insure that all the light entering the
radiometer has gone through the area of interest on the combiner. In the case of the
LANTIRN HUD, the upper, "eyebrow" section was fairly narrow (see Figure 3), making it
somewhat more difficult to measure its spectral transmissivity. Figures 8 and 9 show
the spectral transmissivity through the eyebrow and central area, respectively, of a
LANTIRN HUD.

Figure 0. Spectral tranamissivity
through the eyebrow portion of the 2
LANTIRN HUD.

i0-

400 B00 0 700

WAVELENGTH (nm)

Figure 9. Spectral transmissivity OA
through the central portion of the
LANTIRN HUD.

400 500 600 0

WAVELENGTH (nm)

The spectril transmissivity curve can be used to calculate the photometric
transmissivity through the HUD of various objects of differing spectral distributions
(colors). If the spectral transmissivity of the combiner Is flat across all visible
wavelengths, then the photometric transmiasivity will be the same independent of the
color of the object viewed. However, if the spectral transmissivity is not flat (as in
the case of the LANTIRN HUD), then the photometric transmissivity is object dependent.
As previously stated, the human visual system is not equally sensitive to all wave-
lengths of light. The eye's spectral sensitivity for daylight conditions is referred
to as the photopic response curve (Figure 5), which is the basis for photometry. The
photopio response curve peaks at about 555 nanometers and ranges fron about 400 nm to
700 nm. The photopic transmissivity of the HUD depends on its spectral transa, issivity,
the photopic curve, and the spectral distribution of the object viewed. The photopic
transmissivity in equation form is shown as Equation (6).

7 00

T J 4 00 V() ( x ) T( x ) dx- (6)
f 700

400 V(X) S( X) dX

wheres

T = photopic transmissivity
V(A) a photopic sensitivity curve
S(x) a spectral distribution of the object
T(A) = spectral transmissivity of the HUD

The spectral distributions of several objects were measured and the photometric
transmissivity was calculated for each using data obtained on a LANTIRN HUD (production
versions were expected to be better than the prototype), as shown in Table 3. These
values were calculated assuming unpolarized light coming from each of the objects. In
the case of blue sky, this is probably not a good assumption. Using the light box and
a polarizer filter, the effect of polarizaton of light on the transmiesivity was
measured and is shown in Table 4.
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Table 3. Photometric transmission through a LANTIRN HUD for various typically
encountered objects.

OBJECT EYEBROW CENTER

Light Box (Measured) 54.8% 65.1%
Light Box (Calculated) 54.9% 65.1%
Blue Sky 46.0% 57.8%
Green Grass 46.8% 57.2%
Hazy Horizon 49.1% 59.9%
Distant Trees 47.5% 58.4%

Table 4. Effect of polarization on HUD transmissivity.

s...um ..i.mimia..iaWmUm.maammnmmumsuSdaw fluSu~ausmlflummmsf

POLARIZATION EYEBROW CENTER

Vertical 61.0% 70.2%
Horizontal 55.9% 67.8%
None 58.4% 68.7%

*ms..mamwasmuiw sai.3s s uswaq= musm~uuwwcinm= M sscmffnmamusfm

The windscreen also has a polarization effect on transmissivity that combines and
enhances the effect due to the HUD. The net result is an overall transmissivity that
may vary by 10% to 15%1 depending on the aircraft's orientation with respect to
partially polarized skylight.

It is difficult to provide a specific measurement procedure for reflections
because of the tremendous variations in the types of reflections that occur due to the
different optical designs. In general, reflections are unwanted sources of light that
are superimposed on the combiner causing a loss of contrast of both the outside world
scene and the HUD symbology. In addition, the reflections may form real or virtual
images of interior or exterior objects that act as a distraction to the observer.
These reflections should be characterized as to the location of the image, the image
source, and the relative luminance of the image with respect to the source (reflection
coefficient). If the reflection has a different spectral distribution than the source,
then it is necessary to measure the spectral reflection coefficient to properly
describe the reflection. It is not possible to cover all these variations in the
limited space available in this paper, so only one type will be considered to demon-
strate the measurement approach to reflections.

In the case of the LANTIRN HUD, a reflection occurs from the flat HOE closest to
the observer that reflects objects in the knee area of the pilot in the cockpit. This
reflection is in a relatively narrow spectral band in the green wavelengths (543 nm).
The reflection produces a virtual image of the knee area several inches forward of the
combiner. A diffuse white light source (2700 Kelvin) was used as a "targetN in the
knee area. The luminance of the diffuse light source and its green reflection in the
HUD combiner were both measured using a photometer. The reflection luminance was
divided by the source luminance to obtain a reflection coefficient (to fully
characterize this reflection, a spectral reflection coefficient should have been
measured). This reflection coefficient varied somewhat across the face of the
combiner, but was about 8-10%. This Information, coupled with the MTF measurement, can
be used to accurately predict the contrast loss viewing through the HUD for any given
ambient lighting and target luminance condition. Equation 7 shows how this is done
mathematically.

LBTWTC - LTTWTCMc -(7)
LBTWTC + LTTWTC + 2RL

where;

KC a Modulation contrast

LB a Background luminance

LT = Target luminance

L - Reflection source luminance

TW a Windscreen transmittance

TC - Combiner transmittance

R - Reflection coefficient of combiner
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If R-0, there are no reflections and the contrast depends only on the target and
background luminance. Note, however, that the resulting target contrast with reflec-
tions depends explicitly on the target and background luminances. This means that two
targets with identical contrasts with their backgrounds will undergo different amounts
of contrast loss for the same reflection situation if their luminances are different.
Similar mathematical relationships exist for multiple reflections, chromatically
selective reflections, etc. It should be noted that these contrast losses also occur
for the HUD symbology, although a slightly different mathematical relationship appliea.

Optical systems, such as HUDs, are typically composed of several optical elements,
usually resulting in many air-glass interfaces. Uncoated glass will typically reflect
about 4% of incident light at an air-glass interface. This effect results in unwanted
real or virtual images of the object to be imaged (CRT aymbology, in the case of the
HUD). To minimize this effect, surfaces are normally coated with an antireflection
coating. This substantially reduces the effect, but does not eliminate it, so there
are usually ghost images that may be visible and distracting to the observer. There
are several ghost images visibleP two near the primary image and one to the right of
the primary. A standard measurement (and specification) is the image to ghost ratio.
This is determined by measuring the luminance of the primary image and then the lumi-
nance of the ghost images. The ratio of the primary image luminance to the ghost image
luminance is the image to ghost ratio. In tho case of the particular LANTIRN HUD ghost
image, it was a very acceptable 300:1 ratio.

The original concept of a HUD was to place an aiming reticle and critical
flight/weapon information in such a position that the pilot could keep his head out of
the cockpit. The HUD symbology was collimated so that he did not have to refocus his
eyes when switching from looking at the target and viewing the symbology, so the aiming
reticle would appear at the same optical distance as the target. This eliminated
parallax errors between the target and the reticle. Since outside targets are always
far away, the HUD image was collimated or set for optical infinity. As with any
physical parameter, there must be some tolerance allowed about the ideal value based on
requirements@ in this case, on the requirements of the human visual system and desired
weapon system aiming accuracy. Since the HUD image and outside world target are viewed
binocularly, there are two distinct concerns associated with the HUD image optical
distance. First, can the eye lens focus on the imagery and the target at the same
time? Second, will the two eyes fuse their separate views into one image or two? The
first concern is usually no problem. However, the second concern, which also relates
directly to parallax error (and therefore weapon system accuracy), is a major concern.

The best way to test for collimation is to measure the binocular convergence or
divergence (vergence) of the HUD. This occasionally gets confusing because a HUD which
has a diverging image causes the eyes to converge in order to fuse the image and a
converging HUD image causes the eyes to diverge. It is necessary to have a measurement
procedure for vergence for both the HUD image and of outside objects as they pass
through the windscreen.

To measure the HUD image vergence, a laboratory developed binocular measurement
device was used. This device (Task, 1981) was originally developed to measure the
alignment of binocular display systems, such as two-eyed helmet-mounted displays, and
was later generalized to MUDs and windscreens. Two objective lenses in front simulate
the two eyes of an observer. Through a series of beamsplitters and prisms, the two
images produced by these lenses are combined to form a single image viewed through an
eyepiece. A color filter is placed in one side so that the two images can be
identified. The two objective lenses are put in the design eye position of the HUD and
the HUD symbology is viewed through the device. A moveable mirror is adjusted until
the two images of the HUD symbology are fused into one. In this position, the device's
"eyes" are converged (or diverged) to intersect at the plane of the HUD symbology. The
device is then removed from the HUD and is moved toward or away from some convenient
object until the two images are again superimposed (the mirror is not adjusted during
this process). The angle of convergence is then calculated from the distance between
the two lenses and the distance to the physical object. For converging MUDs, a
slightly different procedure must be used. This general procedure has now been changed
by introducing a reticle into the measurement device so that the convergence/divergence
can now be read directly from the reticle. It should be noted that vergence tolerances
depend on an individual's interpupillary distance (IPD). Those with eyes set wider
apart will be more susceptible than those with a smaller IPD.

HMD PARAMETERS

There are many design parameters associated with HMDs. Careful consideration must
be made in specifying these to insure the operational utility of the HMD for the
particular application. Desired values of many of the parameters change, depending on
the applicaton for which the HMD will be used. Table 5 provides a list of the design
parameters (Task, Kocian, and Brindle, 1980), some of which will be discussed in this
section.
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Table 5. HND design parameters.

m*.SmflflSS.*flSmmm flmMf NmmlfUS**M U*...Umn...m.

Size/Weight/Center of Gravity Image to Ghost Ratio
Monocular vs Binocular Color/Color Contrast
Exit Pupil HTF
Eye Relief Image Source Quality
Aprarent Field of View Roll Stabilization Compatibility
Collimation Combiner Reflectivity/Transmissivity
Distortion System Transmission Efficiency

Safety
musU..S .. UW.UmSima~smm.... **iUl....U......fl***mm l U* il

By far the most common HMD has been monocular. The advantages of a monocular HAD
are smaller size, less weight, easier alignment and lower cost. The binocular HMD
does, however, provide an image to each eye. This prevents any pousibilty of binocular
rivalry occurring if the two images are identical or are a stereo pair. There has been
concern with the potential for binocular rivalry in monoculnr HMDs for many years (Birt
and Task, 19731 Herahberger and Guerin, 19751 Laycock, 1976). Many parameters
(luminance, nontrast, etc.) h ave been shown to have an effect on the subjective
incidence of oinocular rivatry (Hershberger and Guerin, 1975). In general, the more
disparate the images to each eye, the greater the possibility for rivalry to be a
problem. HMDs that present symbology only (no imagery) at a luminance level compatible
with the external scene luminance show little or no potential to induce rivalry. In
the application where the HMD displays imagery from a sensor, the potential for rivalry
increases. The severity of this effect has not been determined. Individuals involved
in HMD activitien vary in their opinions from indicating that there is no rivalry
problem to insisting that the problem is severe. However, most agree that the suscep-
tibility to binocular iivalry depends heavily on the individual and the specific
display conditions.

Most HMD applications require that the HND image be collimated. This is important
for target acquisiton. If the image is not collimated, then the image (e.g., a sight
reticle) would move with respect to the target as the eye shifted laterally in the exit
pupil. For other than direct target acquisition applications, it may be desirable not
to have the image collimated. For example, if the H1D is used for viewing sensor
imagery, it may be desirable to fix the image location in the same plane as the instru-
ment panel, thus permitting the wearer to switch between the HMD image and the panel
instruments without changing his aye accommodation distance. This may also decrease
the potential for binocular rivalry for viewing outside the aircraft as the observer
would look through the HMD scene when observing the exterior scene, although sr~me
studies have not shown this effect for subjective rivalry assessment.

Distortion occurs as a result of nonlinear transformations from the image source
through the optical system. Typically, distortion appears as barrel or pincushion-like
in rotationally symmetric optical systems (nee Figure 10). However, HMDs usiig a
parabolic visor as an optical element in the HMD optical chain suffer from a porabolic
distortion (see Figure 11).

Figure 10. Typical distortion in F j f

rotationally symmetric optical
systems: (A) barrel distortion,
(B) pincushion distortion.

AB

Figure 11. Parabolic distortion increases
by the use of the parabolic
visor.

Barrel and pincushion distortion may or may not be severe enough to require
special correction, but parabolic distortion does. In general, the distortion and
other aberrations are reduced as the number of optical elements is increasedi however,
this causes an undesirable increase in weight. A reasonable compromise between number
of elements (weight) and optical aberrations must be achieved. Also, depending on the
technology used, a particular optical design may employ either F(u) or Tan(O) mapping.
For F(o) mapping, the image field angle is proportional to the image source chordal
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height, whereas, in Tan(o) mapping, the tangent of the field angle is proportional to
the chordal height of the image source. The characteristics of the image source must
be matched to the type of optical mapping. Field curvature and astigmatism may also
present problems, especially as the field of view for a particular design is increased.
Field curvature can easily be corrected by attaching an appropriately shaped fiber
optic faceplate to the image source. Distortion and mapping problems can be corrected
by the addition of compensation electronics within the CRT deflection amplifier signal
path. An often used approach to this problem is to first generate a mathematical
representation or least squares fit of the distortion which must be compensated for and
then determine the number of significant coefficients for a given percent decrease in
distortion at the observer's eye. The selection of these coefficients must also be
balanced against what represents a practical requirement for the electronics hardware.
Critical for the hardware is the small signal bandwidth requirements that the compen-
sation electronios must meet based upon either the highest line rate at which the
system must operate in a raster mode or the step response/settling time characteristics
for a stroke-written mode of operation. Due to the methods which most analog circuits
use to generate terms with arbitrary exponents, the inclusion of a second ordAr term
will approximately double, and the addition of a third order term will nearly triple,
the bandwidth requirements for the compensation circuits. Depending upon signal
bandwidth requirements, the inclusion of only a few higher order compensation terms
will, with current technology, severely strain state of the art performance for the
analog multipliers that are generally used in such applications, as well as the signal-
to-noise performance of supporting electronics. The above considerations are an
illustration of the necessity for considering all components of the helmet-mounted
display system early in the design development process so that appropriate trade-efs
can be made.

IMAGE QUALITY METRICS

Any calculated measure of image quality must include characteristics of both the
human visual system and the display imaging system. There are many measures of each of
these but the ones most often employed in developing image quality metrics or figures
of merit are the MTF for the display system and the contrast threshold function (CTF)
for the visual system. The following sections describe the MTF and the CTF and ways
that they have been combined to form image quality metrics.

As previously described, the MTF is formally defined as the real part (or modulus)
of the normalized Fourier transform of the point spread function of the system
(Gaskill, 1978). in addition, it is only applicable to linear, continuous, and
homogeneous systems. In practice, these restrictions are ignored and the concept of
MTF is applied in a much simpler fashion. The MTV of a complete display system (input
sensor, video electronics and display monitor) can be measured directly by imaging high
contrast sine-wave test patterns through the system. The ratio of the output contrast
to the input contrast is the modulation transfer factor for the spatial frequency of
the test pattern. The collection of modulation transfer factors as a function of
spatial frequency is the MTF. Another way of thinking of the MTF is that it describes
the maximum amount of contrast possible as a function of spatial frequency (Task and
Verona, 1976). An example of a typical display system MTV is depicted by the upper
curve in Figure 12. Note also that the spatial frequency may be presented in several
types of units. For example, cycles per inch, cycles per millimeter or cycles per
display width describe the spatial frequency in linear units. More appropriate for
human observer related eituations is to describe the spatial frequency in angular terms
such as cycles per degree (cpd) or cycles per milliradian.

0.9
HIGH CONTRAST DISPLAY

0.2

0.7

0

0.4-

0 Z MTPA LIMITING RESOLUTION0.3- V / / PI SUAL SYSTEM
I/ / / // ) CONTRAST

0.2-.. THRESHOLD CURVE

0 2 4 10 111 14 16 18

SPATIAL FREQUENCY (CYCLESIDEGREE)

Figure 12. Pictorial representation of MTF, MTFA, and limiting resolution.

Human visual capability can be measured with a related technique using sLne-wave
test patterns. The procedure is to have the observer view a sine-wave test pattern
that has a contrast so low that he/she cannot detect it. The contrast is then
increased until the individual can detect the pattern. The contrast at which detection
occurs is then recorded and the procedure is repeated at other spatial frequencies.
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The resulting graph of detection contrast versus spatial frequency (Cornaweet, 1970) is
called the contrast threshold function (CTF). The reciprocal of the contrast threshold
function is often used to describe visual capabilityl this is called the contrast
sensitivity function (CSV). It should be noted that the CSF is not the same as the MTF
of the human visual system (Snyder, 1985). There are many variations in procedures to-
measuring the human visual contrast threshold function which give different results,
but the basic goal is the name: determine the visual threshold contrast of a nine-wave
test pattern.

The display system MTF and the human visual system CTF can be combined to form a
class of image quality metrics (Borough, et al, 19671 Snyder 1974y Task, 1979). Figure
12 shows both the display system MTF and the visual system CTF graphed together. The
area between the two curves has been designated the modulation transfer function area,
or MTFA (Borough, st al, 1967 and Snyder, 1974). The MTFA provides a value that could
be considered to be the information bandpass of the display/observer system. Any
contrast value outside of this area either cannot be produced by the display system
(above the MTF) or cannot be detected by the observer (below the CTf). Furthermore,
the intersection of these two curves indicates the highest spatial frequency the
display can produce that the observer can detect; also known as the limiting resolution
of the system.

It has been proposed that the MTFA might be a reasonable indicator of image
quality since it does combine characteristics of both human vision and display capa-
bility. Many variations of this fundamental concept have been proposed and tested
(Task, 1979). Table 6 provides a short list of some of the variations that have been
proposed.

The objective of each of these measures of image quality is to manipulate the
contrast and spatial frequency axes of the MTF and CTF such that the resulting area
linearly relates to human visual performance.

Table 6. Image quality metrics.

METRIC DESCRIPTION

Modulation Transfer Area between the display system MTF and the
Function Area (MTFA) observer contrast threshold function.

Log MTFA Logarithm of the MTFA

Limiting Resolution Intersection of display MTF with observer CTF

Log Bandlimited MTFA Logarithm of the area between the display MTF
and the observer contrast discrimination
threshold above two cycles/degree.*

Integrated Contrast The integral of the ratio of the display MTF
Sensitivity (ICS) and observer CTF
(van Meeteren, 1973)

* Note: The contrast discrimination threshold function describes the amount of contrast

an observer requires using a square-wave test pattern to just determine that it is a
square-wave pattern and not a sine-wave pattern (Campbell and Robson, 1968).

TARGET RECOGNITION AND DETECTION STUDY I

To test the predictive power of several image quality metrics, a video based
target recognition and detection study was conducted (Task, 1979). The objective of
the study was to investigate the correlation between the various image quality metrics
and observer performance for both a target recognition task and a target detection
task.

Summar of Stud: A total of 72 subjects participated: all were checked for 20/20
Snellen acuity. Ages for the 36 male and 36 female subjects ranged from 18 to 30
years. Subjects were seated in front of a video monitor at a distance of 28 inches.
For the target recognition task, a target would appear in the center of the screen too
small to be recognized and then would slowly increase in size until the subject could
determine which of 6 targets was present. The targets were randomly presented in each
of 4 orientations for a total of 24 presentations per subject. For the target
detection task, an aerial terrain view was presented simulating the view from a low
flying aircraft. The subject was prebriefed on the targets. Targets consisted of a
set of large petroleum storage tanks. Two simulated altitudes were used: 1000 feet and
2000 feet.

A total of nine display system MTF conditions were included in the study. These
included all combinations of three bandwidths (6, 1, 0.4 MHz) and three maximum
contrast ratio settings (50:1, 50:5, 50:15). Eight subjects participated in each of
the nine MTF conditions.
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For the target recognition task, the angular subtense of the target at recognition
was used as the dependent performanue variable. Slant range (in simulated feet) to
target at detection was the dependent variable selected for the target detection task.

Results: For the target recognition task, the average angular subtense of the target
at recognition was calculated for each subject. This provided eight performance
measures (one from each subject) for each of the nine display system conditions. The
overall average performance for each display condition was the average performance of
the eight subjects. This resulted in nine performance measures (one for each display
condition) that could be correlated with calculated image quality metrics to determine
which metrics best related to performance. Table 7 is a summary of these correlations.

The target detection task was divided into two parts by simulated altitude. The
average slant range to target at detection for each condition was calculated as the
performance measure and correlated with the image quality metrics as in the target
recognition study. Table 7 also shows these results.

As should be evident from Table 7, all of the image quality metrics investigated
correlated to some degree with human observer performance for both the target
recognition task and the target detection task. The logarithm of the bandlimited MTFA
(BLMTFA) correlates best overall. This would imply that the midrange spatial
frequencies (2 - 8 cpd) are most important for the type of tasks investigated since the
log BLMTFA emphasized this portion of the area more so than the other metries.

Table 7. Correlations between image quality metrics and performance - Study I.

.Um.SSm.....S.S .. S ...um.mm*mSmumm ... U.. US .. an..rcn. mn. *WEmWN.Mus

METRIC RECOGNITION DETECTION (1000ft) DETECTION (2000ft)

MTFA -0.81 0.83 0.72
Log HTFA -0.88 0.87 0.78
Limiting Res -0.76 0.78 0.70
Log BLMTFA -0.95 0.93 0.88
ICS -0.82 0.84 0.72

Notes A total of 19 image quality metrics were tested in this studyl see Task, 1979 for
more information.

This study used a general contrast threshold function (Campbell and Robson, 1968)
to calculate all of the image quality metrics for the nine display conditions instead
of measuring the CTF for each subject. This was done as a matter of convenience.
Thus, the changes in the value of the image quality metrics were due solely to the
display system MTF. Almost all of the image quality metrics demonstrated a reasonable
correlation with performance (although some were obviously better than others),
implying that the use of a general CTF was reasonable. Since the CTF may vary signifi-
cantly from individual to individual, there have been some jlaims that these
differences are significant (Ginsburg, 1986). The next question is whether or not
using each individual's CTF in the calculation of image quality metrics will result in
metrics that relate to performance. The following study was designed to investigate
this area as a secondary objective.

TARGET RECOGNITION STUDY II

This study was primarily designed to investigate the effects of monochrome
displays of different colors on target recognition performance (Pinkus, 1982) with
prediction of individual performance differences from vision measurements as a
secondary objective. The same imagery and procedure were used as in the previously
described target recognition task.

Sum y of Study: A total of 12 college aged subjects participated in this study. A
total of six display conditions were established: all combinations of three colors
(red, green, white) and two contrast ratios (40:1 and 2:1). A total of 5 vehicle
targets served as the stimulus set and were presented to each subject in each of four
orientations. All subjects participated in all conditions. The Snellen acuity of each
subject was measured by an optometrist and the contrast threshold function of each
subject for each color was measured by a separate visio. research group. The acuity
data, CTF data and visual performance data were not exchanged between the various
research groups until after the data collection was complete. This eliminated any
possibility of experimenter effect since each of these sets of data were obtained
independently.

All subjects were required to have 20/20 or better vision, corrected or
uncorrected (some subjects wore glasses). The prenentation order of the stimulus
material was randmomized to prevent learning the order of presentation. The video
image was set to 7.5 inches high by 10 inches wide at a distance of 28 inches. A
standard 525 line rate, 30 hertz frame rate, 2:1 interlace white P-4 phosphor CRT
display was used for all presentations. The red and green conditions were simulated
using color filters (a neutral density filter was used for the white condition to keep
all the lt:minance conditions equal).

Resuits: Fortunately, the subjects varied considerably in their CTFm (thresholds
differed by as much as a factor of 10 between individuals for some spatial frequencies)
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so there was a very good range of CTFs to teat the effect on visual performance. The
average angular subtense of the target at recognition was calculated for each subject
for each of the six display conditions. Since color was found to have no impact on
performance, the data were divided into two groups. high contrast and low contrast.
For each contrast condition, image quality metrics were calculated for each subject and
color. Since the MTF of the display remained constant for each contrast condition, the
only factor to change the value of the image quality metric was the CTr of the subject.
The image quality metrics for each subject and color combination were then correlated
with performance for the high contrast condition, the low contrast condition and then
both conditions combined. Table 8 is a summary of these results.

From the correlations in Table 8, it is apparent that the effect of the individual
CT? on the image quality metrics did not result in a measure that correlated with
performance. The implication is that the difference in CTFs between normal individuals
does not have an impact on visual performance for the types of tasks investigated.

Table 8. Correlation between image quality metrics and performance - Study II.

METRIC LOW CONTRAST HIGH CONTRtAST BOTH CONDITIONS

MTFA -0.27 0.01 -0.58
Log MTFA -0.27 0.00 -0.58
Limiting Res -0.24 0.01 -0.52
Log BLMTFA * * *
ICS -0.01 0.26 -0.20

* Note. These values could not be calculated since the discrimination threshold curves
for these subjects were not measured.

Prom the results of the studies presented, there is one apparent and significant
conclusion concerning the role of the contrast threshold function (or contrast sensi-
tivity function) in image quality metrics. Namely, a general contrast threshold
function may be used to calculate image quality metrics. The effect of individual's
CTFs (or CSFs) does not contribute to the prediction of visual performance for subjects
with normal vision even though the differences in these CSFs may be as high as a factor
of 10 between individuals at various spatial frequencies.

It is difficult to determine which image quality metric is the best since perfor-
mance may vary considerably depending on the specific task required of the observer.
From the studies described, the log bandlimLted modulation transfer function area
correlated best overall, however, other measures such as the MTEA and log MTFA were not
far behind.

This paper has reviewed the basic physical, electrical, and optical character-
istics of CRT, HUD, and HM systems. The measurement techniques such as the MTF,
convergence, and collimation were described in detail. The last part presented the
results of two studies that investigated various methods to combine CRT display
measurements with the human visual system's resolution and detection capabilities.
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