(SOURCE) :

COMPONENT PART NOTICE :
THis PAPER IS A COMPONENT PART oF THE FoLiowine COMPILATION Reporr: |

Artificial Intelligence in Mcintenance: Proceedings of the Joint Services

Workshop Held 3t Boylder, Coloxado on 4-6 QOctober 1983,

Denver Research Inst o Colorade

To orDER THE coMPLETE COMPILATION REPORT USE _AD-A145 349 .

Tie COMPONENT PART 1S PROVIDED HERE TO ALLOW USERS ACCESS TO INDIVIDUALLY
AUTHORED SECTIONS OF PROCEEDINGS, ANNALS, SYMPOSIA, ETC. HOWEVER, THE
COMPONENT sHoULD BE CONSIDERED WITHIN THE COWTEXT OF THE OVERALL éﬂ'PlLATlON
REPORT AND NOT AS A STAND-ALONE TECHNICAL REPORT.

THE FoLLowIne COMPONENT PART numBeRrs coMPRISE THE COMPILATION Reporrt: )
AD# TITLE:
AD-PO03 913 The Need for Improvements in Weapon System Maintenance:
What Can Al (Artificial Intelligence) Contribute? .
AD-P003 914 Artificial Intelligence Applications to Maintenance. L
AD-P093 915 On Appiying AL Artificial Intelligence) to Maintenance

and Troubleshooting.

AD-P003 916 An Overview of the Joint Logistics Commanders Autoratic R

Test Equipment Panel.

AD-P0O03 917_ Overview of Training and Aiding.

AD-P003 918 Al (Artificial Intelligence) Approaches to Troubleshooting.
AD-P003 919 Diagnosis Based on Description of Structure and Function.
AD-P0O03 920 Diagnosis via Causal Reasoning: Paths of Interactiqp and the

Locality Principle. o
AD-P0O03 921 A Representation for the Functiondng of Devices That Supports

Compilation of Expert Problem Solving Structures: An Extended

Summary.
AD-PO03 922 Application cI the CSRL Language to the Design of Expert

i - Diagnosis Systems: The Auto-Mech Experience.

AD-PQ03 923 An Expert System for Representing Procedurual Knowledge. -~
AD-P003 924 Failure Detection Processes by Pattern Recoguition and

Expert Systems.
AD-PO03 925°  GUIDON. b
AD-POO3 926 Designing .n Expert System for Traiaing Automotive Electrical

Troubleshooting,
AD-PQ03 927 Models of Natural Intelligence in Fault Diagnosis Tisks:

- Implications for Trainidg and Alding of Mointenauce Fers.oancl,

AD-POO3 928 A Generalized Medel of Fault-Isolation Pertormenc. .
AD-PQO03 929 The Psychology of Technical bevices and Technical Disc urse, o
AD-PO03 930 Artificial Intelligiuc: Approaches to Moritoring Systom Integrity. '
AD-PO0Y 931 AFHRL (Air Force Hum a Resources Laberatory) Program [ov

Artificial Intelligence Applications to Maintenance .ad Training.

AD-POO3 932 Depet Level Problems in the Testing of Priuted Cirvcuit Boards.
AD-POO3 933 Expert Systems in Mainenance Diagnostics for seltf-Repair of

Jig ' Flight Contrel Systems, ‘.



* DISCLATNER

Z @
ot

THIS DOCUMENT IS BEST
QUALITY AVAILABLE. THE COPY
FURNISHED TO DTIC CONTAINED
A SIGNIFICANT NUMBER OF
PAGES WHICH DO NOT
REPRODUCE LEGIBLY.



AD-P003

AD-P003

,.' V.TW"_-T-vv‘—v-v--v-mv.vMYﬂ\-A-—-.-——v—‘.,r -
5

AD-P0O03
AD-P003

b AD-P003
' AD-P003
AD-P003

AD-P003
AD-PQO03

~""‘..1
i

AD-PO03

AD-P003

h AD-P003

AD-P003

. AD-POO3

—

-

AD#:
934

935

RS IRLSEE PR N

COMPONENT PART NOTICE (con'T)

TITLE:

Artificial Intelligence Contributions to Training and

Maintenance.
NAVAIR's (Naval Air Systems Command) AL Y&rtificial’

Intelligence) Program for ATE,

936 Artificial Intelligence Applications to Autoratic Test Equipment.

937,
938
939
940
941
942
943
944
945
946

947

Model-Based Probabilistic Reasoning for Electronics
Troubleshooting.

Implications of Artificial Intelligence for a User Defined
Technical Information System.

Applications of Artificial Intelligence to Equipment
Maintenance,

Knowledge Based Tools for Electronic Equipment Maintenance.
DELTA: An Expert System for Diesel Electric Locomotive Repair.
An Effective Graphics User Interface for Rules and Inference
Mechanisms.

The ACE (Automated Cable Expert) Experiment: Initial Evaluatiorn
of an Expert System for Preventive Maintenance.

LES (Lockheed Expert Systemr): A Model-Based Expert System for
Electronic Maintenance,

The Application of Artificial Intelligence to a Maintenance
and Ciagnostic Information System.

Intelligence Information Retrieval from on<Line Technical
Documentation,

On the Requirements of Expert Systens for Fault Isolation.

i Age nanl.n Yor 7 ”i

CNTICO paald )Z(

ool TRE

(X

-




‘YTV'T

=

AD-P003 933

Expert Systems in Maintenance Diagnostics for
Self-Repair of Digital Flight Control Systems

John Davison
Air Force Flight Dynamics Laboratory

A couple of weeks ago, the Flight Dynamics Laboratory (FDL) of Wright-
Patterson Air Force Base met with our sister laboratory, the Avionics Laboratory,
to exchange some ideas on artificial intelligence. I briefed them on this workshop
program and they were surprised to learn that FDL was going to demonstrate a
maintenance diagnostics system this spring. They had not planned to do this until
1987. They suggested that I contact Dr. Richardson and this workshop and
communicate some of these ideas as they think this demonstration is a well kept
secret of the work we've been doing. However, I might add that we've been too
busy workmg to advertlse. 0 4 AiScug S

RIS I et

I'd like to coversthree basic components of this program. One is an
overview and the progress of the program starting off with the battle damage
statistics that are supplied to us by aircraft battle damage repair people. - I'hese
statistics are the drivers that influence the self-repairing program. They are
gathered primarily from Southeast Asian data, updated from the Falklands
conflict and Israeli data. Secondly, ‘}-would like to tatk briefly about the self-
repairing concept, and thirdly, the status of our expert system for maintenance
diagnostics. - e

Figure | assumes a four-to-one damage/loss ratio for a status of the
fleets during surge. The dramatic part about the top line is that after the second
day, as you can see, 68 percent of all the aircraft are out of commission. That's
not due to attrition alone; we have aircraft that are awaiting maintenance and in
battle damage repair. Those are pretty alarming statistics.

If we examine aircraft losses by functional area, we see that flight
control is a large contributor along with fuei and fire explosion and propulsion
system. In aircraft damnages by functional area of the return, flight control is
again a large contributor, around |8 percent. However, when we look at the
percentages of the aircraft returning with damage (see Figure 2), propulsion, fuel,
power, and, of course, structural damage are the real drivers. [ don't know why
structure isn't 100 percent, | think everything has to go through the structure. |
think this graph was based on small arms fire only. When we look at the repair
time it takes to turn the plane around, we see that flight control occupies the
majority of the median time to repair. Figure 3 shows that even with the advent
of digital electronics and the complexity of the flight control systems, we're still
only at 11 percent of the cost in the digital electronics. The drivers are still in
the equipment areas, for example, in the servos.

As you'll see in Figure 4, the self-repairing systemn is broken into three
general areas. The {irst is the survivability of the aircraft where we're concerned
with real-tirme coniiguration in case of systein faults and battle damage where we
reconstruct the forces and inornents using the remaining surfaces. For the quick
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turn around of the aircraft, we're looking at automatic maintenance diagnostics
and we're using an application of expert systems. Because we can detect and
classify these failures, we want to let the pilot know what capability remains, not
just what has failed.

To take a general look at our system in a single channel, the blocks in
solid lines in Figure 5 would be a standard flight control system. The key in this
system is our system impairment detection classification function. This feeds
into a drop-in module where we remix the flight control laws and send them back
to the flight control computer without changing those flight control laws at all.
As long as we're able to do that, as | mentioned, we give the pilots a real-time
status of what are the operational capabilities. For example, we might tell them
that with the remaining capability they can only pull 4% G's as opposed to 6%.

In our maintenance diagnostics, we think that we're going to follow the
TAC two-level maintenance concept so that we can data-link figures back to the
forward base. If the pilot has a servo that has failed or experienced damage, the
mechanic will be waiting with a part at hand as the plane taxis up. However, it's
really not our idea that maintenance begins in the air. Other people have been
doing it for a long time. We do think that we have a little different approach to
the problem, though. This is where we get into our maintenance diagnostics
computer. In our approach, the troubleshooting expert is paramount. We're also
going to use in-flight faults, the situation data, and we're going to incorporate the
technical orders and the illustrated parts breakdown in our maintenance
diagnostics computer.

The general compcnents of the expert system are the same. As you'll
see in Figure 6, in the knowledge base we use the heuristics and the rules of logic
and in the situation base we use current data, historical facts, and background
information. That's also where we put all our {lat file data for all the prioritized
possible faults. [t gces direct.y into our maintenance computer, and that
computer interrogates the maintenance person. For example, we're experiencing
in-flight faults and, let's say we had a problem in the pitch axis, it would drop us
right into the pitch axis diagnostics. Part way through the diagnostics the
computer may ask maintenance if the follow-up potentiometer in the pitch
actuator has been checked. If the maintenance person punches the "no" button,
the next question would be, "Do you know where it's at?" If the "no" button gets
punched again, we bring up the illustrated parts breakdown technical order file
and draw a tone over the follow-up pot to indicate exactly where it's located.
Then we explain haw to go about checking that and clear the system.

We're looking at two possible applications. For new applications, we'd
like the computer to be autonomous and reside in dircraft. Right now, we're
trying to itnpact existing aircraft like the F-15 and the F-16 (Figure 7).

estion: | have a problem: Why would you do that when it's sent in
subject to battle damage?

Davison: It can be stand-alone, or because it is stand-alone, we can roll
another one up it front if it does have battle damage. But we don't want to get
into the redundancy, triplex and quad of everything in airplanes. It can be casily
substituted.
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I heard a lot of conversation this morning about the quality of
maintenance personnel and the problems involved with troubleshooting the
system. Let me tell you that flight control systems are complex. There's digital,
quad, fly-by-wire systems, and | don't care if you'r= a control engineer or a
mechanic, when you open up that panel and try to troubleshoot that system, it's
like a hog looking at a wristwatch. I mean, you don't know where to begin. We
think this self-repairing system is the only way we can circumvent that problem.

We think we're really a little bit ahead of the game because we've relied
on General Electric and have a contract with thern to develop this system. We're
riding on the coattails of their DSLTA system, the locomotive system for
maintenance diagnostics. This is supported with both Air Force funds and IR&D
funds. In order to develop their DELTA system, it took them 12 months to get a
50 rule feasibilitv demo model. It took another year to bring it into lab prototype
and a third year to a field prototvpe model--that's at around 500 rules. To get
into a 1200 rule system, it's 4 years and about a megabyte of memory.

Figure 8 shows where we are right now. We're going to use the F-18
because it's the only production digital fly-by-wire system available now. We're
going to develop a 50 rule system and demonstrate this in the coming spring.
We're moving this technology into our AFTIF-16 and by March of 1986, we hope to
have a 1200 rule system developed and in place.

To wind this up, we want to look at both the on-board diagnostics and be
able to data link this data back to the forward base. This will provide rapid
assessinent of fault and damage. We want to incorporate all the technical orders
into the flight hardware. We want to impact that median repair time of 43 hours
(rf. Figure 2) and reduce it by a factor of five. By incorporating those technical
orders in there, we eliminate a ground-support function, so we don't have to
divert to the large fixed infrastructure-type bases. We can divert anywhere, the
inaintenance pcople can rendezvous with the airplane and hopefully perforin
maintenance tha: would norimzlly be perforined at the depot level.

Question: | don't understand why you call it self-repairing?

Davison: Well, we're reconfizuring the flight Fantrol laws. Regarding
self-repairing, we're talking about the systern level. We're not using artificial
intelligence to reconfigure the system; that's another presentation.

Question: Doesn't the maintenance person still make the replacement?

Davison:  Yes, but we're saying that we can dc away with the
unscheduled maintenance and continue to {ly by being able 1o detect, isolate, and

recover froin any failure in the system.

Thank you.
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