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ABSTRACT. During a portion of a test, N gunners fired two rounds aplece.
The overall proportion of hits on first rounds was very close to the uverall
proportion of hits on second round shots. However, an {ndividual gunner's
perforwance on his second snot was positively correlated with his perforuance
on the first round,

The parameter of interest was p, the probability of hit using the firing
device. The proportion of hits among the 2N shots was the natural polnt
estimate of p. However, in calculating interval estimates for p at a glven
confidence level, or tests of hypothesis of the foru pipo at a given
significance level, the situation became more subtle. Since the first round
outcome did not deterministically predict the second round outcome, we
clearly had more information than just the N first round shots. On the

other hand, the assumption that we had 2N independent trials was not
Justified.

In this paper, a model is proposed for the analysis of this and similar
situations. This model generalizes the’“two round* case and considers data
in blocks when the observations within blocks are not independent. =

‘\
I. INTRODUCTION. During a portion of the test of a firing device, each
gunner fired a volley consisting of two rounds. The outcome of each round
was either hit (H) or miss (M) and one of the purposes of the test was to
draw inferences about p, the probability of hit.

The following table depicts a typical segment of the results:

Gunner
Rnd 1 2 3 4 S 6 7 8 9 10
1 H H M M H M H H M i
2 H H H M H M H M M H

Here, the overall proportion of hits on a first round is .6 and the
overall proportion of hits on a second round is also «6. The probability of
hit on a firast round appears to be the same as the probability of hit on a
sccond round, so the overall proportion of hits is an unblased point
estimate of p. However, the conditional probability of hit on a second
round after having scored a hit on the first round of the volley is 5/6
which is greater than:.6. In other words, performance on the second round
1s not independent of performance on the first round. Suppose n volleys
were fired. We do not have 2n independent rounds. On the other hand, since
the outcome on the first round did not predict the outcome on the second
round deterministically, we have more information than just the n first
round shots. The problem is to calculate confidence intervals and tests of
hypotheses about p that reflect our true amount of knowledge realistically,
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’ II. THE MODEL. n players are selected at random. The probability of ult y ::

1 for a player comes from a distribution with mean p and unknown . iz

o variance o? « Then Py,. . «,P,, the players' hit probabllittes, e
are {ndependent and tdentically distributed random varfables with awean . }f

e The L'th player flres k  shots, k, & L,4=1,...,u. The data (s

!? {xij: 1'1,.,n,j'l...,k1} where xij-l If the {'th player scored a hit 67

::;.' on the j'th trial and 0 otherwise. If { ¢ j then X, . and st are o

A3 * e

;'J-:: independent. xi' and xis are correlated but are conditionally \

. independent Bernoull{ variables with parameter p, given (P, = p }. ’."

2 Kk .

w III. THE TEST STATISTIC. Set G,= ,I® X,., 1=1,..,n and let

™~ i i=1 "1]

e n

- T 'iEI(Cilki)/n. Then, using the law of conditional expectation,

) :

= E(Gi) EE(GilPi) E(kipi) k,p 80 that T is an unbiased estimate °

) of p. o

.:-: 2 k i 2 .".:_ ‘.-:‘

. E(G)) = kel I Xyt 15 x“xhj P) = s

2 - 2,2 ::':‘:‘.‘

" E(kipi+ki(k1'1)Pi) k,pHk, (ky=1) (p“+o ) so that .

g - o2y L2 A B L

'i Var(Gi) ki(p p°) +o ki(p p )+o (ki ki)° (1) <y

l’ .. N

%) If we gset A= [ l/k1 then N

g Var(l‘)'(A(p-pz)wz(n—A))/n2 (2) .‘v

* Fo oK

3 To utilize T as a test statistric, it is necessary to estimate Var (T). .::-:' E

:. The following lemma is easy to verify: If Yl”" Yn are independent .

) n o

7 with a common mean and Var (Yi)-af, i=l,.., n thenEigl(Yi-Y)z- PY

! Sl

i n

< (n-1)/n igl oi Applying the lemma with Yi-cilki and using (1), oy

; n 2, 2y, 2 o

] E LI (6 /k,~-T)**((n=1)/n) (A(p=p)+o"(n-A)) . (3) Y
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Lettiny D= ) (Ct/kl—T)z. tt follows from (2) and (3)

“»

that V/(n(u-1)) is an unblased estiMate of Var T. The statistic that is
proposed {s, then, T/E where [= /W/n(n - ). 1f P(U< x]=1- a/2 for U
standard normal then T-Ex<p<I'+Ex 1s an approximate 1-a confldence
{nterval tor p. Another application would be to test the hypothests H:
p2.9 vs. H): p< 9 using the rejection criterion (T-.9)/E < - x

to achieve a significance level of approximately a/2,
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1.;:; IV. A REFINEMENY. If Cy»eee,C are any real numbers such that

:z iglnlki-l then T*= I 3101 {s an unblased estimate of p. The cholice

5 of ci.ll(“ki) was made to facilitate estimating the variance of T*.

t\ This corresponds to weighting each player equally. Another possibility would

-

be C{=1/N, N= Lk ie. weig?ing each shot equally. Using Lagrange

’
multipliers to minimize ICi Var C1 subject to the condition

a
a s & s

4L

> C,k;"1 ylelds the result Ci'K/(p-p2+oz(k1-1) ) where K 1s a

I\.

:} constant of proportionality.
™

- V. A SIMULATION.

Since normal approxomation was used, a simulation was run
to test the accuracy of this method. A situation was considered in which
four players were selected. Their probabilities of success were distrubuted
uniformly on [.5,1) so that the overall probability of success was .75. Each
player fired 5 shots. 95X confidence intervals were constructed using both
the proposed statistic and using (4)T+1.96¢T(1 - T)/N i.e. neglecting the
heterogeneity of the players. The program calculated the proportion of times
the confidence interval contained .75, the true value of p.

For three runs, the results were .97, .96 and .97 for the proposed
interval and .81, .77 and .78 using (4).
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APPENDIX - SIMULATION PROGRAM

X=0:Y=0

DIM pP(4), X(4,5), G(4)
CNT=0

FOR I=1 to 4

P(I)=.5*RND(1)+.5
FOR J=1 to 5

X(1,J)=0

H=RND(1)

IF H <=P(I) THEN X (I, J) =1

NEXT J: NEXT I
=0

FOR I= 1 to 4
G(I1)=0

FOR J=1 to 5

G(I)=G(I)+X(I,J) : NEXT J

T=T+G(I) : NEXT I

T=T/20
D=0

FOR I=1 to 4 : D=D+(G(I)/4-T) A2

NEXT I
E=SQR (D/12)

IF ABS (T-.75)<=1.96*E THEN X=X+1

IF ABS (T-.75)<=1.96*SQR (T*(1-T)/20) THEN Y=Y+l

CNT=CNT+1

IF CNT <500 THEN 20

PRINT “XBAR="; X/500; "YBAR=";Y/500

END
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