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FILTERING SIMULATED VISUAL SCENES - SPATIAL AND TEMPORAL EFFECTS 

W. Marvin Bunker 
General Electric Company 

Daytona Beach, Florida 

ABSTRACT 

i computer image generation (CIG) fspatial filteringKrefers to the combining of tonal information 
from scene features inside and in the vicinity of a pixel to form the video for that pixel. Several inves- 
tigators have recently proposed Improved filters, validating their choices with pictures of sensitive 
test scenes. It can readily be shown that filters which produce the best static scenes generate serious 
artifacts when applied to dynamic field-rate update CIG. The Investigations in the literature have not 
explored this topic. When some necessary conditions imposed by the temporal effects of interlace- 
scan systems are applied to the algorithms, the differences between simple filters and the more com- 
plex filters become q ite minor, even on the static test scenes. On CIG training scenes, designed to 
simulate the real world, the differences in results of a variety of filters become imperceptible. 
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SPATIAL FILTERING 

When computer image generation is used for visual scene 
simulation, the scene is computed as a large number of 
discrete values of video. Each computed value applies to a 
defined distance along a scan line. This region, typically a 
square or nearly square area on the view window, is referred to 
as a "pixel." 

Video for a pixel is formed using contributions from defined 
scene features •• faces, point lights, fog. texture, etc. Video may 
be formed from only one point in a pixel, using all information 
inside the pixel, or using scene information from a larger area 
containing the pixel - all have been used. The contribution to 
pixel video of scene features may be uniform. Gaussian, 
bilinear. sine(irx)/x, or any other weighting ..many have been- 
used. 

The process of forming pixel video according to a prescribed 
set of rules is generally referred to as spatial filtering, it has 
also been called antialiasing, antirastering, quantization 
smoothing, and other terms. Just as standard filtering can be 
shown to be equivalent to time convolution, spatial filtering is 
equivalent to space-domain convolution. Reference 1 examines 
this topic in some detail and concludes that performing the 
computations as convolution in the space domain leads to 
more efficient implementation than computing in the spatial 
frequency domain via transformation techniques. 

A number of recently reported studies <2>(3) <4> W <6>make a 
case for a preferred spatial filtering technique. They are il- 
lustrated with scenes of very sensitive test patterns which do 
indeed show the superiority of the technique being discussed. 
This leaves unanswered two important questions. Have the 
temporal effects associated with interlace raster scan displays 
been adequately considered? Are the differences sufficiently 
great to be of significance for the scenes used in training 
systems? 

Migration Filfrtng 

Figure 1 shows a group of nine pixels, identified by their scar 
line number. I. and pixel number along a scan line. J. Video is to 
be determined for the center pixel. To the knowledge of the 
author no investigator has proposed that feature fragments out- 
side a two by two pixel region surrounding the center make any 
contribution to the center pixel video*. Hence, only the portions 

of faces A and B shown inside the dashed lines will be con- 
sidered. A weighting function, W(!,J) defines the desired filter 
-the origin is translated to the center of the pixel being com- 
puted. For each face, the color is defined by the red, blue, and 
green components. Further, due to a variety of types of modula- 
tion, these will themselves be functions of I and J; RA(U). 

BA(I.J). GA(I.J). RB(I.J). BB(U), and GB(I.J)- Pixel video is com- 
puted by integrating over the area covered by face A the product 
of W and each of the face A color components, doing the same 
for face B (and others if there are more than two), and adding 
the results. 

FACE   B 

Figure   I.     Integration Filtering 

'Computation of combined optical and electronic transfer func- 
tion for simulated displays of electro-optical viewing systems 
(forward looking infrared and low light level television) involves 
an exception to this statement. Weighted contributions of com- 
puted video from arrays as large as 9 x 9 pixels are used to 
determine the displayed video for the pixel in the center. 
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Oversampling Filtering 

In oversampling each pixel is considered as an array of n by n 
subpixels. as illustrated in Figure 2 for n = 4. The weighting 
function is integrated over the area of each subpixel and the 
results are stored in a weighting table (referred'to as an image 
plane convolution table in reference 1, and as a pre-computed 
lookup table in reference 2.). These weights are multiplied by 
the face color components at the centers of the subpixels, and 
the results are summed to obtain the pixel video. 
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Figure 3.    Subline weighting 

Figure 2.     Oversampling Filtering 

This process is so times discussed in terms implying it is 
an entirely differen» entity than integration smoothing as 
discussed above. It seens more enlightening to discuss it as a 
technique for approximating the exact results of integration 
smoothing. Thinking along these lines led to the following 
statement from Reference 3: "Since no improvement in image 
quality was perceivable for n greater than 8, we used this value 
as representative of exact area-weighting." That is fully in 
agreement with our experience, applying to scenes using over- 
sampling made in our laboratory since 1974. In fact, an n of 4 
gives results whose differences from exact computation is 
barely discernible on sensitive test patterns. Considering the 
sizable reduction in computation required by the lower value of 
n, it seems a reasonable choice for real time hardware. A com- 
parison of results in Figures 1 and 2 is instructive. If we assume 
uniform weighting, then integration smoothing gives 0.2158A + 
0.7842B for the pixel, while oversampling smoothing gives 
0.2188A =  07813B. 

A Necessary Condition 

In preliminary discussion to clarify some of the concepts, 
only one dimension will be considered It will be assumed there 
is no variation along scan lines, but only vertical variation. 
Figure 3 identifies three scan lines, their sublines. and weights 
of subline contributions in formation of video for scan line 0 87. 
First consider a uniform two-line weighting: a=b=c = d. If the 
entire view window is covered with a single face of intensity 
"1", the value of video for line 87 must be 1. The value computed 
from the designated weights is 2a + 2b + 2c + 2d This sum 
must be 1, so each weight must be 1/8. 

Now assume a horizontal stripe of intensity "1". just covering 
subline 2 of line 87. It makes a contribution of 1/8 to line 87 and 
a contribution of 1/8 to line 86, or a total contribution of 1/4 to 
the view window. It we shift this narrow strip vertically so that it 
covers any other subline. we find the contribution to the window 
remains unchanged This pattern of weights thus meets a 
necessary condition stated by AC Erdahl. as quoted in 
Reference 4: 

The total energy contributed to all display pixels by a 
scene fragment should remain constant and be indepen 
dent of its position relative to the pixel structure. 
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Figure 4.     Uniform Weighting 

In order for a set of weights; a.b.c.d to meet Erdahl's condi- 
tion it is necessary that a + d = b + c = 0.25. To illustrate that 
this condition is far from universally recognized, one in- 
vestigator produced scenes tor evaluation using "Nonuniform 
weighting over a region covering only one sampling period ..." 
Since only one sampling period was covered, d = c = 0. Since 
nonuniform weighting was specified, a = b. Hence the 
necessary condition could not be met, and it could be expected 
without the need for evaluation that the results would be un- 
satisfactory. 

Reference 5 proposes triangular weighting of display spot in- 
tensity as optimum, in an investigation of display of sampled in- 
formation. This represents a reasonable candidate for spatial 
fitter investigation. Figure 5 shows the weights - they meet the 
Erdahl requirement. 

Reference 3 works from the ideal frequency domain filter and 
arrives at Wü.J) = Sin (#1) Sin (rjyij as the optimum weighting. 
Figure 6 shows this in one dimension, scaled so the total area is 
1. Here a + d - 0.2385; b + c ■ 0.2645. This filter does not meet 
the brightness invariance requirement. Nevertheless, as shown 
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by the scenes reproduced in the paper, it gives excellent 
results. This indicates thp.t some departure from the equality 
ideal is tolerable, f^ne nrvght consider a little "fudging" of the 
weights of Figure 6 to make a+d=b+c. One has a strong suspi- 
cion such a process wou d end up giving the weights of Figure 
5. 

One other weighting pattern will figure in subsequent discus- 
sion, and hence will be defined here. It is the single-line uniform 
weighting illustrated in Figure 7. Applied in two dimensions, 
this gives uniform weighting over a single pixel. This has been 
the weighting function most widely applied to real time systems 
to date. 

TEMPORAL EFFECTS 

Raster scan display devices paint first the odd-numbered 
scan lines, then the even-nur. jered scan lines -- the odd field 
plus the even field comprise a frame. With U.S. television stan- 
dards, each field is 1/60 second; a frame is 1/30 second. 

Early CIG systems employed frame-rate update. Thirty times 
a second updated viewer position and attitude data, and moving 
target location and attitude data, were applied to generation of 
video for the next frame. This led to a number of undesirable ef- 
fects; a step effect and a "comb" effect associated with high- 
contrast moving edges, doubling of lights and other small 

Reference 4 addressed some of the topics discussed above, 
but did not explore the full impact on the selection of filter 
algorithms. 

To extend Erdahl's statement to deal with inter'ace effects, it 
must apply not to the frame, but to each field generated. Let's 
investigate quantitatively what this implies. 

Figure 8 shows a face covering scan line 87 at the time the 
odd field is being calculated. Lines 86 and 88 get zero contribu- 
tion, since they are in the even field. Lines 85 and 89 get zero 
since they are outside the range influenced by the face in the 
location shown. Line 87 gets a contribution of 2a + 2b. Figure 9 
shows the same configuration with the weights applicable dur- 
ing the generation of the even field. The total contribution of the 
face to the scene is 2c + 2d. 

Figures 10 and 11 show contributions when the face is 
bisected by a scan line boundary. In both cases the total con- 
tribution is a+b+c+d. The requirements established earlier; 
a+d=b+c=0.25 still apply since even with field rate update 
the scene may be stationary. 

0 - 

W 

0.5   1 

0.03125  d 

0.09375  c 

0.15625  b 

0.21875  a 

0.21875  a 

0.15625  b 

0.09375  c 

0.03125  d 

W 

0.5 

-1 

-0.5 

0.5 

1 

1 

0 

0 

0.25 

0.25 

0.25 

0.25 

0 

0 

d 

c 

L 

a 

a 

b 

c 

d 

Figure 5.    Triangular Weighting Figure 6.    Sin (rl)/| Weighting Figure 7.     Single Lin« Uniform 
Weighting 

features at certain rates of movement, and in general a lack of 
smoothness in perceived motion. Updating the scene at field 
rate requires only modest increases in hardware, it solves or 
greatly improves the effects listed above, but it introduces a 
new undesirable effect. 

Assume the filter of Figure 7 is being used Assume a horizon- 
tal face one scan line high on the view window. Assume further 
that this face is moving vertically at thf; rate of one scan line per 
field time. If the face is located on an even scan line when the 
odd field is being computed, and on an odd scan line when the 
even field is being computed, it will contribute zero brightness 
to !he scene. If the converse is true; if it is located on a scan line 
of the field being generated, it will contribute its full intensity 
twice per frame. Both effects are incorrect If the face is moving 
at a slightly different rate, it will appear and dissappear. If it is 
inclined slightly from the horizontal and moving, face breakup 
will appear. 

Summarizing requirements, we now have: 2a ♦ 2b ■ 0.5.2c 
♦ 2d « 0.5.a + b-f c-f d « 0.5.1*d ■ 0.25.b + c « 0.25. The 
uniform weighting of Figure 4 obviously meets all these re- 
quirements, but the requirements as stated do not absolutely 
dictate this distribution. Consider a = 0.15. b - 0.1. c = 0.15. d 
= 0.1. These satisfy the atove equations. However, a look at 
Figure 12 showing the shape of the attribution giving this sei 
of weights indicates it to be absurd. When an interlace display 
system is used with a CIG system with field rate update, it is 
necessary to apply the uniform distribution ol Figure 4 in the 
scan-line direction. We applied it on a real-time system in our 
laboratory in 1977. and it not only solved the twinkling face and 
light problem, but unexpectedly produced significant improve- 
ment in the interiace-caused step effect. 

The above establishes required filter shape in the vertical 
direction, but still leaves us with a degree of freedom in the 
horizontal direction. 
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Figure 12. Weighting Which Meets Necessary 
Conditions Established So For; Yet 
is not Satisfactory. 

TWO DIMENSIONAL WEIGHTING PATTERNS 

Figure 13 shows an isometric representation of a two- 
dimensional weighting pattern, in which the weight is displayed 
as height It is the one proposed m Reference 3: 

W=0067728 
S.rxH» SinfvJ) 

IJ 
l»l<1.|j|<1 

in rt<ich the scale factor is chosen to make the total integrated 
weight (the total volume under the surface shown) equal to one 

Figure  13.    Isometric Depiction of Two- 
Oimensionol Weighting Poltern 
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Figure 14 shows an alternate depiction of the same informa- 
tion, with separate portions of the figure showing the portion of 
the view window within which scene features affect video for 
the center pixel, the weight as a function of J for I = 0, and the 
weight as a function of I for J = 0. The weighting functions for 
the filters investigated in this study will be shown in this 
manner. 
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Figure  14.    Alternate Depiction of Two-Dimensional 
Weighting Pattern 

Brightness Consistency in Two Dimensions 

Figure 15 shows a group of pixels surrounding pixel 103 of 
scan line 87. The subpixels whose scene content contributes to 
the video of the center pixel are shown, with labels designating 
the weight of their contributions. Any weighting scheme will be 
symmetrical about the vertical and horizontal axes: hence, if we 
consider the weights in the upper left quadrant the same results 
will apply to the remaining quadrants. 
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Consider the subpixel labelled "e"' in the upper left quadrant. 
A face exactly filling this subpixel will contribute to the 
brightness of pixel 102 of line 86. If we mentally move the 
weighting table to be centered on this pixel, we find subject 
subpixel contributes a weight of "h" to pixel 102 of line 86. Con- 
tinuing the analysis, we get the following results: 

Contribution To Total 
Line 86    Line 86    Line 87    Line 87      Contribution 

Subpixel   Px. 102    Px. 103    Px. 102    Px. 103   to View Window 

e h f| fi e h+fj+fj+e 

bi ki Ci m bi kj+cj-fgj+bj 

bl ki 9i ci bj kj+gi+cj+bj 

a m dj dj a m+dj+dj+a 

Integrating the defined weighting of Figures 13 and 14 over 
each subpixel, we get the following as the upper left quadrant 
of weights: 

0.000919 0.003021 0.005009 0.006214 
0.003021 0.009937 0.016475 0.020439 
0.005009 0.016475 0.027316 0.033888 
0.006214 0.020439 0.033888 0.041736 

Applying these numbers to the results tabulated jus. above, 
we find that a feature just covering subpixel "e" contributes 
0.0702 to view window brightness, bj contributes 0.0624, bi con- 
tributes 0.0624, and "a" contributes 0.0551. Obviously Erdahl's 
condition is not met. Each subpixel should contribute 0.0625 to 
total brightness. If we envision an array of subpixel sized 
features with one such feature in each pixel, as the features 
move relative to the raster structure brightness varies by 0.0151, 
or 24.2%. 

The weighting used above to illustrate the concepts was 
selected as a candidate for evaluation because it has a sound 
theoretical foundation and has given excellent results in 
tests(3). Designate it as weighting "A" for subsequent discus- 
sion. 

Weighting "B", Figure 16, is as close as you can get to 
weighting "A", while properly handling the temporal effects 
associated with field-rate update and interlace scan display 
systems. 

W 

w 

Figure  15.    Subpixel Weight Identificotion 

Figure 16.    Weighting B. Horizortol: Sin J/J 
Vertieol: Uniform. ("A" modified to 
interlace remporal requirement*) 
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Weighting "C", Figure 17, defines a pyramid over the region 
of the view window contributing to pixel video. It is the two- 
dimensional equivalent of the weighting of Figure 5, discussed 
in Reference 5. 

Weighting "D", Figure 18, is weighting "C" modified to meet 
interlace requirements. 

Weighting "E", Figure 19, defines a cone over the pixel. It is 
one which was proposed in Reference 2. 

Weighting "F", Figure 20, is the one line by one pixel uniform 
weighting which has been the one most commonly used in real 
time systems. 

Weighting "G", Figure 21, is a uniform two-line by one-pixel 
weighting. It was applied to a real-time laboratory system in 
1977 and not only cured the problem of narrow faces disappear- 
ing, but also greatly improved other interlace artifacts such as 
comb effect and i: serlace-step effect. 

Weighting "H", Figure 22, is two-line by two-pixel uniform, in- 
cluded to determine its effects. 

The tests were made using a laboratory software scene 
generation system, with capability to implement any desired 
spatial filtering merely by inputting the desired set of weights. 
Part of the system is a time-lapse video disc recorder which 
allows sequences to be produced in slow time and viewed in 
real time. 
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Figure   17.     Weighting C.  Pyramid 

W 

1—1—1 
1          •         1 

»»«■■ — 1        -1 
1 
1 

 1 
1 
1 

-J     1 

1  

u  

■ 

1— — ™ 

1  !___, 
1 

1 J 
• 

w 

M, M. 

Figure  18.    Weighting D. ("C" modified to meet 
interlace requirements) 

1 ö 1 
J 

Figure 21.    Weighting G. Two line by on« pixel 
uniform 

536 



T 

*'T"55B| 

■ • 

1 -i r 

 1 i 

-i 

Figure 22. 

0 
J 

Weighting H. 
uniform 

Two line by two pixel 

Limitations of Pure Oversampling 

In pure oversampling, when the center of a subpixel falls in- 
side a face, that subpixel's contributions to video for pixels are 
based on the color of that face. If we consider that an incremen- 
tal movement of an edge may cause it to gain or lose one sub- 
pixel this will cause an abrupt change in pixel video on the order 
of 1/16 to 1/64 of the total contribution, depending on the 
specific filtering algorithm being applied. However, with certain 
orientations of edges (vertical, horizontal, 45*) an incremental 
change in edge position can cause it to cross the centers of a 
group of subpixels, causing changes in pixel video much 
greater than indicated above. 

Figure 23 illustrates the type of problem this can lead to. The 
face bounded by the dashed lines has a brightness of 128 -• the 
background has a brightness of zero. To really make this worst 
case, weighting F, uniform one line by one pixel, will be assum- 
ed. Pixels 11 and 12 will have brightness of 96 - in each of these 
pixels the face contains 12 subpixels. Pixels 13. 14, 15. and 16 
will have brightness of 64, and 17 and 18 will have 96 again. 
Thus the scan line will have bright segments separated by a dim 
segment. 

This effect is Quite apparent on high sensitivity test patterns, 
but is rarely noted on actuai training scene« The cure is to 
designate subpixels belonging to a face based not on subpixel 
centers, but in such a manner that the total number of subpixels 
designated most closely approximates the total pixei area 
covered by the face. When properly done, this results in a 
system in which an incremental movement of an edge will 
result in imperceptable change in the scene. 

Selection of Test Scene 

If one wishes to make a valid comparative evaluation of a new 
computer, he would be well advised to apply it to benchmark 
programs which have been used on prior computers. Similar 
standardization would be of merit in spatial filtering investiga- 
tion. In the past, different workers have applied their techniques 
to a variety of test patterns. Of these, the most sensitive ap- 
pears to be the one used in Reference 4: 

The pattern consists of triangles radiating from a common 
center. The triangles are defined as maximum intensity 
polygons against a black background. At the periphery of 
the pattern each triangle is one pixel wide and the space 
between neighboring triangles is four pixels. 

Each of the filter weights discussed earlier was used to 
generate scenes for evaluation using the described test scene. 

Scene Evaluation 

The following comments are based on evaluation of 8 x 10 
photographs of the test scene made with various filter weights. 
It is impossible to predict the degree to which the subtle dif 
ferences will survive the process of size reduction and halftone 
printing -- which can itself add further Moire' effects t^ the 
scene. 

Figure 24 shows the test scene without filtering - each pixel 
gets either face brightness or background brightness, depend- 
ing on the location of the pixel center. We look at this and 
chuckle. It is hard to believe that there was a time when all CIG 
was based on such processing. Not only that, but scenes pro- 
duced in this manner are still providing training with proven 
transfer. 

At the other extreme, filters A, C. and E give the best results 
for the static test scene, although it is known they would be un- 
satisfactory with a dynamic field-rate update system. There are 
only very slight differences among these three. Contrary to ex- 
pectations, and based on the concensus of a number of 
observers, the conical filter. IE, Figure 27. 0ives the best 
results. 

Filter B (Figure 28) can be thought of as Filter A modified to 
be satisfactory v th ,'ield rate update and interlace smoothing. 
The horizontal filter shape determines the character of the near- 
vertical triangles, and the necessary uniform vertical filter 
determines the character of the near-horizontal triangles. The 
near-horizontal triangles begin to exhibit aliasing at a greater 
distance from the center than the near-vertical. 

Similarly, Filter 0 (Figure 29) can be considered as Filter C or 
Filter E modified for temporal effects, and the analysis of the 
appearance is the same as that of Filter B 

Figure 30 shows Filter F, the easiiy impiamented 1 lirw» 
uniform weight filter that has been the standard in real time 
antialiasing. Figure 31. Filter G. is a uniform weight 2 line by 1 
pixel filter. Figure 32. Filter H. is uniform, 2 lines by 2 pixels. 
These three exhibit very minor differences. As expected, the 
near-horizontal triangles look very much like those on the 
earlier uniform vertical weight filters. 
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Training Area Test Scenes 

A scene in a VTOL landing area data base was selected as 
representative of scenes encountered in training. A viewpoint 
was selected which placed a plant with numerous pointed 
leaves involving edges at a variety of angles near the viewer 
Scenes were made using Filters E and F - the two extremes in 
qualify (aside from the no filtering case) based on the sensitive 
test scene. It was intended to print both; however, after a 
number of observers were unable to detect any differences it 
was concluded this would be a waste of paper. The Filter E ver- 
sion is shown as Figure 33 

R9ure   26-  T«t Scene With Filter C, Pyramid Weighting 

Figure 24. Test Scene Unfiltered 

Figure   77.     Test   Scene  w«th Filter   E,   Conical   Weighting 

Figure 25.  Teif Scene With Filter A, $inrlS«n*J   IJ 

Figure 28      Test  Scene with Fib«-,  8.   Sin.J J 
Hcfirontai,   Uniform Vertical 
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Figure 29. Test Scene with Filter  D, Trangular 
Horizontal;   Uniform Vertical Figure 32. 

Figure   30. Test  Scene with Filter F, 
Pixel   Uniform 

Line by   I 

Test Scene with Filter H,  2 Line by 
2 Pixel  Uniform 

CONCLUSION 

There may be some doubt whether the topic of spatial filter- 
ing really calls for the amount of investigation and evaluation 
being applied to it In Reference 6 Franklin Crow states: "... im 
ages made at low resolutions can be perfectly adequate if alias- 
ing effects are sufficiently reduced. Whether or not one fully 
accepts this statement, there can be no doubt that a system 
with effective spatial filtering at one resolution will be func- 
tionally equivalent to a system with less effective filtering at a 
higher resolution (Some of the eaily non-real time scene 
generation used 4000 x 4000 resolut.on with no spatial filtering 
and produced excellent results ) 

One cannot automatically state that the most effective filter- 
ing known should be used It may be significantly more expen 
sive than the next most effective It may exhibit its superiority 
on the sensitive test pattern, but show no discemable dif- 
ference on training scenes In evaluating the options, factors 
such as coiit and system requirements must be considered as 
well as effectiveness of various filtering algorithms 

In establishing the fact that uniform vertical weighting is 
essential to eliminate temporal effects of raster interlace, this 
study removed one degree of freedom from those available to 
the filter algorithm developer The evaluation scenes establish 
ed that filters exhibiting significant difference« when their d»! 
ferent weightings vere applied in two dimensions showed less 
significant difference when the uniform vertical weighting re- 
quirement was imposed 

The lack of detectable d'Merenee when filters at the extremes 
of the quality range were applied to typical training scenes tn 
dicates the importance of evaluating algo-iihms applied to the 
types of scenes to be used and balancing any differences in 
results agamst the cost differences 

Figure  31 Test Scene *-ith Filter G, 
I   Pixel  Uniform 

Line   by 
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Figure 33.    Training Scene Using Filter E 
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