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Attorney Docket No. 78009
MULTI-STAGE MAXIMUM LIKELIHOOD TARGET ESTIMATOR

STATEMENT OF GOVERNMENT INTEREST
The invention described herein may be manufactured and used
by or for the Government of the United States of America for
Governmental purposes without ﬁhe payment of any royalties

thereon or therefor.

BACKGROUND OF THE INVENTION

(1) Field Qf the Invention |

The present invention relates generally to the field of
radar and sonar systems. In particular, the invention employs an
algorithm in a process for enhancedAtarget detection and
tracking.
(2) Description of the Prior‘Art

State of the art combat systems rely heavily on target
motion analysis (TMA) subcomponents. A target motion analysis
subcomponent estimates the current positibn and velbcity

components of a contact. Estimates from target motion analysis

are important to combat personnel because the estimate allows

the personnel to predict the location of the hostile contact

some time in the future. Precise determination of the future
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position of the contact is required for accurate targeting of
weapons systems‘as well as for defensive maneuvering and evasion
of the contact by friendly units.

In both radar and sonar-detection systems, an antenna array
receives a reflected signél. Preliminary processing then occurs
and the locations of contacts are generated. An example of this
type of pfocessing is disclosed in Chang et al., Active Sonar
Range-Beam Partitioner, U.S. Patent 5,737,249 (Filed 7 April
1998).

The next stage in processing is to determine range and
bearing estimates for each target. Prior attgﬁpts have led to
two distinct approaches for these determinations. The first
approach, (sequential algorithms) uses an averaged méasurement
to reflect historic information and combines this average in a
weighted manner with the most current measurement. This approach
yields minimal computational needs due to the small size of the
input dataset. Sequential algorithms also can respond quickly‘to
targets that have rapidly varying direction of movement.
However, the condensation of all historic measurements into a
single set of input numbers results in a great loss in the
granularity of the data. Sequential algorithms have not been
able to utilize the complete historic dataset to dynamically
recompute the Qutput range and bearing as a cache set.of input

values is received.
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1 Batch processing algorithms have developed to meet this
2 precise need. However, batch processing algorithms have also
3 been plagued with a plethora of problems. First, computational

requirements have consistently been exceptioﬁally high. As a

19

result, algorithm designsrs have been limited in the amcunt of

(&3}

6 processing steps which could be performed while still providiné
7 real time output. In some circumstances, computational needs
8 have been so high as to require limiting the number of
9 individual historic input measurements which are processed. As
10 | such, all viable prior attempts have used a single stage
1i algorithm for processing.
12 The first type of algorithm often used is grid searching.
13 The grid search téchnique divides the target space into a number
14 of cells. Contact range and bearing are computed by detecting
15 movement between cells. In order for this technique to be
ie successful, the resolution of the target grid must be very fine.
17 This fine resolution has resulted in extreme computational power
18 reqguirements.
19 The second type of algorithm is a stand-alone endpoint
20 coordinate maximum likelihood estimation (MLE). In maximum
21 likelihood estimétion, an iterative least-squares technique is

22 used to determine contact range and bearing. However,
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this approach has been subject to over-sensitivity, especially
in cases where iterations on the quadratic solution l§ad to a

divergence rather than a convergence.

SUMMARY OF THE INVENTION

Accordingly, it is an object of the present invention to
provide a software algorithm which provides range and bearing
estimates for target acqﬁisition systems.

It is a further object of the present invention to minimize
computational requirements while processing substantial historic
data.

It is a still further objecf of the present invention to
maintain a high granularity or resolution in the target field.

It is a still further_object‘of the present invention to
prevent divergence of the least-squares solution énd of the
target falses which result from such divergence.

In accofdance with these and other objécts, the inveﬁtion
is a proceés ﬁsing a multi-stage algorithm for estimating the
current position aﬁd velocity components of‘contacts. The
algorithm comprises four major stages. In the first stage, pre-
processing aimed at elimination of angle errors associated with

the time measurements is developed for use in later stages. 1In

the second stage, a coarse grid search, in endpoint coordinates,

is performed to yield a refined range estimate at each of the
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time measurements. In the third stage, an endpoint Gauss-Newton

M

type maximum likelihood estimation (MLE) solution is performed
to yield an accurate range estimate. Finally, in the fourth
stage, the coﬁputed range and bearing values are refined more
precisely through a Cartesian coordinate MLE.

‘The four-stage process or method provides the advantage of
allowing each stage of the algorithm to work with well-defined
input data. Additionally, this method allows the overall
aigorithm to perform computationally heavy operations over a
smaller data space.

Also, the initial Stage of the operation is held to a
coarse estimation requiring little processing power. In this
way, the present invention is able to handle large amounts of
historic target information without sacrificing resolution in
the target space. Furthermore, the proéedure of usiﬁg
preprocessing and éarly estimation stages before the least
squares operations in the MLE stages, steps the algorithm from

selecting iteration points at local minimums rather than true

‘minimums. This procedure prevents divergence in the solution

and prevents the resulting false radar and sonar targets.
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BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing objects and other advantages of the present
invention will be more fully understood from the following
detailed description and reference to the appended drawings
wherein:

FIG. 1 is a block diagram depicting the multi-stage maximum
likelihood estimation (MLE) method; |

FIG. 2 is a geographic plot of MLE endpoints; and

FIG. 3 is a three-dimensional representatioﬁ'of the sonar

beam and bottom reflected beam of a towed array sensor.

DESCRIPTION OF THE PREFERRED EMBODIMENTS

The multistage maximum likelihood estimator (MLE) processes
sonar data and computes a target solution (range, bearino,
course, speed) and a localization ellipse by processing data in
several stages. The algorithm processes azimuthal»baaring
measurements, direct path or bottom-bounce conical angle
measurements, horizontal range, direct path or bottom bounce
frequency measurements from multiple trackers and sonar arrays.
Frequency data from a maximum of Z trackers may be processed.
The algorithm constraints include a non-maneuvering target at a
known depth, a flat.ocean bottom; and an isovelocity environment
(straight—line sound propagation). The propagation path is

constrained to be either direct path or bottom bounce-on ray

o))
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reversal and the measurement noise is assumed to be
uncorrelated. When measurement data has been partitioned into
segments, propagation path hypothesis testing is performed.

Referring now to FIG. 1, the overall process 10 is depicted
showing the four major stages of the present in;ention, a
endpoint angle smoothing stage 12, a coarse endpoint coordinate
grid search stage 22, an endpoint Gauss-Newton type MLE 32, and
a fourth stage, the Cartesian coordinate<MLE stage 42.

In the first stage 12, the algorithm calculates angie
smoothing on the angle measurements at the endpoints of the data
window in order to reduce angle errors associated with the tie
down times (depicted in FIG. 2 as time line 1 (t;) and time line
2 (ty)) used by the endpoint coarse grid search and endpoint
maximum likelihood gstimator.

In the second stage 22 of FIG. 1, a coarse grid search in
endpoint coordinétes is performed to obtain a reasonable initial
stage estimate of target range at the two times lines.
Referring again to FIG. 2, the target position at time line 1
(t;) and time line 2 (t,) is constrained to lie on either the
azimuthal bearing lines or conical angle hyperbolas for bottom

bounce propagation dr conical angle hyperbolic asymptotes for-

direct path propagation, thereby producing the constrained track

of & target 26. The actual track 28 is depicted showing the

convergence of the solution.
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These target restraints may be better visualized by
reference to FIG. 3. 1In FIG. 3, ownship 62 is submerged at a
submarine depth plane 68 with a representation of the sonar-
emitted, cone-shaped beam 64. The cone-shaped beam 64 either
directlyvimpinges a target or can be reflected off the ocean
bottom 72. As shown, the bottom reflection 66 produces a
hyperbola. As a result, the reflected beam 70 is a conical
angle hyperbola.

In the third stage 32, an endpoint Gauss-Newton type MLE
estimates target range at the two times lines élong with a
target base frequency for a maximum of two frequency trackers.
Again, the target position at time line 1 and time line 2 is
constrained to lie on either the azimuthal bearing lines,’
conical angle hyperbolas or conical angle hyperbolic asymptotes.

In the fourth stage 42, the solutidﬁ is further refined
using the Cartesian coordinate MLE, which also provides errors
bounds on various target parameters. The Cartesian coordinate
MLE is also Gauss-Newton type MLE that estimates target x,ly—
position énd velocity using the same aésumptions made by tﬁe

endpoint MLE. -

Endpoint Angle Smoothing
The first stage, the endpoint angle smoothing stage

receives input data from the target tracker, in this example, a
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sonar sensor, and provides preliminar? data for follow—oﬁ
stages. The algorithm performs angle smoothing on the angle
measurements at the endpoints of the data window in order tq
reduce angle errors associated with the tie-down times (referrgd
to as time line 1 énd tiﬁe line 2).

Because the coarse grid search constrains its target
solution to lie on the}azimuthal bearing lines or conical angle
Hyperbolae (bottom bounce) or conical angle hyperbolic
asymptotes (direct path) at time line 1 and time line 2,
significantly noisy measurements at either timéline,may result
in a significantly biased target solution. 1In order to avoid
biased solutions due to endpoint constraints, the coarse‘grid
search constrains the target track to lie onh-the smoothed (vice
measured) bearing lines or conical angle hyperbolae/asymptotes.
The angle measurementé from the tracker or trackers aésqciated

with time line 1 and time line 2 are smoothed by fitting

' measurement data collected within a specified time window of

either time line 1 or time line 2 with a quadratic model usiﬂg
standard (normal equation) least-squares theory. Sophisticated
orthogonalization techniques are simply not necessary in this
application. |

-Assuming a quadratic model, the angle measurements from the

tracker associated with time line 1 that are within 120 seconds

" of time line 1 (ai,az,...,an) can be described as
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where At; is the time of the ith measurement of time line 1

a; is the ith angle measurement (-n <a; <+ =)

ap is the smoothed angle at time line 1

ap is the angle rate at time line 1

a”p is the angle acceleration at time line 1

The curve fit coefficients (x) can be computed using a

standard unweighted normal equation approach as
x=|g"H]'H"z | 3
where the matrix inverse is performed using a standard Gaussian
elimination method. In order to tie down to the smoothed angle
at time line 1, the smoothed angle estimate a, can be substituted’
for the measured angle at time line 1.
In similar fashion, a smoothed angle estimate at time line
2 can be generated using tracker data associated with the time

line 2 tracker that is within 120 seconds of time line 2, and

10
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this smoothed angle can also be'substituted for the measured
angle at time line 2. |

If the root mean square (RMS) error of the curve fit at
either time line exceeds 30, then the smoothed anglé_estimates

shall be discarded.

Coarse Grid Search

The coarse grid search can process frequency data for up to
two separate frequency trackers. For improved clarity, only a
single frequency tracker is described.
1. Where at least three frequency measurements are available
for a given frequency tracker, frequency data from that tracker
is processed and the estimated base frequency for that tracker
(Fb) is set to the most recent frequency measurement. |
2. Set the minimum.and maximum range.at tl with respect to the
sensor associated with time line 1 (Rlupin, Rlpax) and the minimum
and maximum range at t2 with respect to the sensor associated
with time line 2 (R2pin, R2max) as follows:
a. If the measurement at time line 1 is a bearing,
set the minimum range at tl with respect to the sensor
associated with time line 1 (RIpin) to the minimum
range constraint which is defaulted to 100.
b.b If the measurement at time line:1~isla coniéal

angle, compute the minimum range at tl with respect to

11 ‘ ¥




b

the sensor associated with time line 1 (RIpin). If
Rlpin is less than the minimum range constraint, set
Rlnpin to the minimum range constraint which is
defaulted to 100. The minimum range with respect to

the sensor is computed as follows:

i. Compute the plane depth (Rz) associated with

a measurement as follows:

1.) If the propagation path is direct (zexo
‘ray reversals), then the image plane depth

is computed as follows:

Rz = 2t — Zs (4)
where Zt is the assumed target depth and

Zs is the sensor depth
2.) If the propagation path is bottom bounce
(one ray reversal), then the image plane
depth is computed as follows:

Rz = 2Zb — Zs — Zt ' , (5)

where Zb is the bottom depth.

12
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ii. Ccmpute the maximum D/E angle with respect to
the sensor (0 max). If the measured conical‘angle
(Bm) is between 0 and mn/2 inclusive,

Orax = P = C, | | (6)
where Cs is the sensor cant angle. If the
measured conical angle is less than r,

6. =m-p, +C, ‘(7)
iii. The minimum range with respect to the sensor

(Rmin) can then be computed as

where R, is the image plane depth.

c. Set the maximum range tI with respect.to the
sensor associated with time line 1(Rlp.x)to the maximum
range constraint which is defaulted to 200000.

d. If the measurement at time line 2 is a bearing,
set the minimum range at t2 with respect to the sensor
associated with time line 2 (RZain)to the miﬁimum range
constraint which is defaulted to 100.

e. If the measurement at time line 2 is a conical
angle, compute the minimum range at t2 with respect to

the sensor associated with time line 2 (R2mm).' If

13
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R2pin is less than the minimum range constrainf, set
R2pin to the minimum constraint which is deféulted to
100. The minimum rangé with respect to fhe sénsor is
computed as for ecuations (4) thru (8).

f. Set the maximum range at t2 with respect to the

sensor associated with time line 2 (R2m.x) to the

maximum range constraint which is defaulted to 200000.

3. Compute three values of range at tl with respect to the
sensor associated with time line 1 (RI1;, j=I1,...,3) and three
values of range at t2 with respect to the sensor associated with

time line 2 (R2y, k=1,...,3) as follows:

R1, =Rl +5000; (9)
R2, =R2_, +5000k (10)

If R13>R1maX, Set Rl] tO leax. If R2k>R2max, Set R2k tO R2max.

4. 1If frequency data is being processed from a particular
tracker, then five base frequency estimates (Fb1,1=1,...,5) are

computed as follows:

Fb, = Fr,  +0.005( —1) (11)

avg

where Fr,,, is averaged measured frequency measurement between tl

and t2.

14
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. 5. For each combination of R1;,RZy,Fb; compute the Endpoint

coordinate performance index (PIj:)as fcllows:
a. Compute Endpoint Parameters as follows:

if If the measurement at time line 1 is a
bearing, set true bearing at tl with respect to
the sensor associated with time line 1 (BI1) to
the bearing estimate at time line 1.
ii. . If the measurement at time line 1 is a
conical angle,
1.) Compute the target image depth at tI1 -
with respect to the sensor associated with
time line 1 (Rzl) as described in for
equations (4)Aand (5) .
2.) Compute the maximum depression/elevation
(D/E) angle at tl with respect to the sensor
associated with time line 1 (8@1p.,.) as
described for equations (6) thru (8).
3.) Compute the slant range at tl with
respect to the sensor associated.with time

line 1 (Rsl):

15
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Rsl =/R1® + Rz1’ | (12)

4.) Compute the D/E angle at tl1 with respect

to the sensor associated with time line 1

(61):

61 = sin™ (—Ril) (13)

Rsl

5.) If 01>BOlpax,the D/E angle is invalid and
proceséing shall terminate.

6.) Compute the cosine of relative bearing
at tl with respect to the sensor associated
with time line 1 (c¢Brl) as follows:

cos B1 + sin Csl sin 81
cos Csl cos 81

cBrl =

where Csl is the cant angle at tl of the sensor
associated with time line 1
p1 is the conical angle estimate at time line

1.

7.) Insure that -0.99999<cBri1<0.99999,
8.) Compute the relative bearing at tl with
respect to the sensor associated with time

line 1 (Brl) as follows: .

16
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Brl=cos™ ¢Brl | (15)

8.) If the port/starboard assumption for
time line 1 indicates port, set Brl=2z-Brl.
10.) Cdmpute the trué bearing at tl with
respect to the sensor associated with time

line 1 (Bl) as follows:

Bl = Br1+ Hsl (16)

where Hsl is the heading at tl1 of the sensor
associated with time line 1.

iii. If the measurement at time line 2 is a
bearing, set true bearing at t2 with respect to
the sensor associated with time line 2 (B2) to
the bearing estimaté at time line 2.
iv. If the measurement at time line 2 is a
conical angle, |
1.) Compute the target image depth at t2
with respect toc the sensor associated with
time line 2 (Rz2) as described for equations
(4) and (5).
~2.) Compute the maximum D/E angle at t2 with

respect to the sensor associated with time

17
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line 2 (62,,:) as described for equations (6)

3.) Compute the slant range at t2 with
respect to the sensor associated with time

line 2 (Rs2):

Rs2 = R2? + Rz2? (17)
4.) Compute the D/E angle at t2 with respect

to the sensor associated with time line 2

(62) :

(18)

62 =sin™ ( Rz2)

Rs2
5.) If 62>62,.,,the D/E angle is invalid and
processing shall terminate.

6.) Compute the cosine of relative bearing

at t2 with respect to the sensor associated

“with time line 2 (cBr2) as follows:

cos B2 +sinCs2sin 82
cosCs2cos62

cBr2 =

where (Cs2 is the cant angle at t2 of the

sensor associated with time line 2

B2 is the conical angle estimate at time line

2.

18
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7.) Insure that -0.989989<cBr2<0.99999.
8.) Computé the relative bearing at t2 with
respect to the sensor associated with ﬁime
line 2 (Br2) és follows:

Br2 =cos™ ¢Rr2 | (20)
9.) If the port/starboard assumption for
'time line 2 indicates port set Br2=2n-Br2.
10.) Compute the true bearing at t2 with
respect to the sensor associated with time
line 2 (B2) as follows:

B2=Br2+Hs2 (21)
where.Hs2 is the headiné at t2 of the sensor
associated with time line 2.

b. For each measurement in the batch:
i. Cbmpute the x-componant of range &; with
respect to the sensor aséoicated with the ith
measurement (Rx;) and the y-component of rangé at
t; with respect to the sensor associated with the

ith measurement (Ry;):

_ 1=l

T1, = (22)
12-11
T2, =1-TI, | - (23).
Rx, =T2, R\, sin B1+T1,R2, sin B2 +T1,(Xs2 — Xs1) - (Xs, - Xs1) (24)

19
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Ry, =T2,R1, cos Bl +T1,R2, cos B2 +T1,(¥s2 — Ys1) - (¥s, - Ysl) (25)

where Xs; 1s the x-coordinate of the position at t; of
the sensor associated with the ith measurement
Ys; is the y-coordinate of the position at t; of the
sensor associate with the ith measurement
t; the time of the ith measurement
ii. If the ith measurement is a bearing, the
following shall be performed:
1.) Compute the true bearing at t; with
respect to the sensor associated with the
ith measurement (B;):
B,=tan-'(iRﬁJ  (26)
Ry, . .
2.) Compute the bearing residual (RESB;) such
that -n<RESB; <m:
RESB, = Bm, - B, (27)

where Bm; is the measured bearing at t¢i

- 3.) Compute the normalized bearing residual
(RESB,):

RESB,
oB.

1

RESB, =

20
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where o¢B8; is the standard deviation of the
measured bearing af t;i
iii. If the ith measurement is a conical angle,
the following shall be performed:
1.) Compute the target image depth at t; with
respect to the sensor associated with ith |
measurement (Rz;) as decribed for equations
(4) and (5). |
2.) Compute the maximum D/E angle at t; with
respect to the sensor associated with the
ith measurement (6p.»:;) as described for
equations (6) thru (8).
3.) Compute the slant range at t; with
respect to the sensor associated with the

ith measurement (Rs;):

Rs; = JRxf + Ryf +.sz (29)

4.) Compute the D/E angle at t; with respect

to the sensor associated with the ith

measurement (&;):

0:=ﬂn4(sz - (30)

5.) If 6;< Bmag, the D/E angle is valid and

the following'shall be performed:

21
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a Compute the x-component of range at ¢;
with respect to the sensor associated
with the ith measurement (xta;), the y-
component of range at t; with respect to
the sensor associated with the ith
measurement (yta;) and the z-component
of range at t; with respect to the
sensor associated with the ith
measurement rotated to the axis of the

array (ztaj):

xta, = Rx, cos Hs, — Ry, sin Hs, - (3 1‘)
yta; = (Rx, sin Hs, + Ry, cos Hs;)cosCs, — Rz, sinCs; (32)
zta; = (Rx, sin Hs, + Ry, cos Hs,) gin Cs, + Rz, cosCs, (33)
where CS; is the cant angle at t; of the
sensor associated with the ith
measurement

Hs; is the heading at t; of the sensor

associated with the ith measurement

‘b Compute the conical angle at ti with

respect to the sensor associated with

the ith measurement (f;):

22
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Jxta® + zta’
B =tan”| 1——— ' - (34)

Yia,
otherwise
7 .
= — (35)
p 2

c. Compute the conical angle residual

(RESB;) such that -m < RESS; < m:

RESB; = pm, - B, (36)
where fm: is the measured conical angle
at ti.

d. Compute the normalized conical
angle residual Gﬁﬁi{):

RESP,

RESB, = (37)

i
whgre of; is the standard deviation of
the measured conical angle at t;.
iv. If the ith measurement is a horizontal range:
| 1.). Compute the range at t; with respect to
the sensor associated'with-the ith

- measurement (Rj):

23
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R = Rx?+Ry’ (38}

2.) Compute the range residual (RESR;):
RESR, = Rm, — R, (39)
where Rm; is the measured range at t;.
3.) Compute the normalized range residual
(RESR) -
EEEE?=RESK' (40)
oR ‘

i
where oR; is the standard deviation of the

measured range at tj.

If the ith measurement is a frequency and

frequency data are being processed:

1.) Compute the target image at t; with
respect to the sensor associated with thg
ith measurement (Rz:} as described for
equations (4) and (5).

2.) Compute the maximum D/E angle at t; with
respect to the sensor associated with the
ith measureﬁent (Bmaxi) as described for
equations (6) thru (8).

3.) Compute the slant range at t; with
'respect to the sensor associated with the

ith measurement (Rs;):

24
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Rs, = [Rx? + Ry* + Rz’ (41)
4.) Compute the D/E angle at t:; with respect
to the sensor asscciated with the ith

measurement (8;):

9, = sin” (52—'] | (42)
Rs, o
5.) If 0; < Opari, the D/E angle is valid and
the following shall be performed.:
a Compute the x-component of target
velocity (Vxt) and the y-component of
target velocity (Vyt): |

_ R2,sin B2 + Xs2 - R, sin Bl — Xs1

Vxt (43)

12-11
R2, cos B2 +Ys2 — R1, cos Bl - ¥s2

Vyt = (44)
12-11

b. Compute the frequency at t; with

respect to the sensor associated with

the ith measurement (Fj):

Ro a1 2
F = Fb ¢Rs, +Vxs,Rx, +Vys, Ry, (45)

1

cRs, +VxiRx, + VytRy,

where ¢ is the average speed of sound.
c. Compute the frequency residual

' (RESFi) .

25
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RESF, =Fm, —F, ' (46)
where Fm; is the measured frequency at
ti.

d. Compute the normélized fréquency
residual Gﬁiﬁi):

RESF,
oF

1

RESF, = (47)

where oF; is'the standard deviation of

the measured frequency at ts.

c. If a range constraint is being imposed, then the

following computations shall be performed:

i. Compute the target range (R) as follows:

R=+R?+Ry? (48)

ii. Compute the range residual (RESR):

- RESR =Rc—-R - (49)
where Rc is the assumed target range.

iii. Compute the normalized range residual

(7))
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RESR=£1!§—S—1i (50)
oR

where oR is the standard deviation of the assumed

target range.

d. If a speed constraint is being imposed, then the

following computations shall be performed:

i. Compute the x-component of target velocity

(Vxt) and the y-component of target velocity

(Vyt) :
. R2,sinB2+ Xs2-R1,sin B1- Xs1
Vxt = ' (51)
12-11
R2, cos B2 + Ys2 — Rl, cos Bl — ¥sl
Vyt = - : - (52)

t2 —tl

ii. Compute the target speed (V):

V=\/th2+Vyt2 (52)

iii. Compute the speed residual (RESV):
RESV =Vc -V ' (54)
where Vc is the assumed target speed.

. iv. Compute the normalized speed residual (RESV):,

RESY = BESV | ‘

55
7 (53)
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where oV is the standard deviation of the assumed

target speed.

e. Compute the Endpoint coordinate performahce index
(PIjx1) as the square root of the mean of the squared
normalized residuals, which include measurements as
well as constraints.
6. Select the value of R1j, R2y and Fb; associated with the
smallest PIjy;. |

0 A ' . "1
Then assuming zero mean unit variance measurements, R =TI,

The non-linear, least-squares algorithm, which employs

Householder transformations, applies to both the third and

'fourth stages of the target estimator, the endpoint MLE and the

Cartesian coordinate MLE. The sequence of operations are:

Initialization

X1=Xp

1=1, NITER Gauss-Newton iterations

i=1,m | measurement loop m=# of
measurements

H=\8h(x,_,)/8x Jacobian matrix m x ns

ns=# of state variables
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Z=z-h(%1-1) residual vector m x 1
H=[H|z] augmented Jacobian m x (ns+1)

A=QH Householder Transformation

: U upper triangular ns x ns

U v

Z[O d} Y is normalized residual ns x 1
p=y~lyt state covariance matrix ns x ns
Ax=U"1y _ correction vector ns x 1

PI=1/2[z-h(x;;) JR}[z-h(x;;)] initial performance index (scalar)
¥1=X1-1+0AX state update
a=stepsize via line search

PI’'=1/2[z-h(x;)] R-'[z-h(x,)] updated performance index

API=(PI-PI’')/PI’ change in performance index

if API<threshold, exit loop convergence test

Endpoint Coordinate MLE

The endpoint coordinate MLE can process frequency data for

up to two separate frequency trackers. For improved clarity,

only a single frequency tracker is described.

Initialize the following Endpoint coordinate MLE soclution

parameters to zero:

Roc (range with respect to own ship at current time)

Boc (bearing with respect to own ship at current time)
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Ct (target course)
Vt (target speed)

Fb (target Lbase frequency)

2. Initialize the number of Gauss-Newton iterations to zero.
A maximum of twenty-five Gauss-Newton iterations shall be

performed as described in paragraphs 15a through 15r.

3. Determine the number of state wvariables as follows:

If a least three frequency'measurements are available, then
frequency data will be processed, target base frequency shall be
estimated and the number of states (ns) shall be set to three.
Otherwise, the number of state variables shall be th, frequency
data shall not be processéd and target base frequency shall not

be estimated.

4., 1Initialize values for range at tl with respect to the sensor
associated with time line 1 (RI1) and range at t2 with respect to
the sensor associated with time line 2 (R2) using the outputs
from the coarse grid search.

RI = RI (56)

init

R2 = R2 (57)

init

where Rlinit and R2inie are output by the grid search algOrithm

tl is the time line 1 time
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t2 is the time line 2 time

5. If frequency 1is being processed, initialize the base
frequency state (Fb) with the base frequency output by the

coarse gird search algorithm.

6. Combute the Endpoint coordinate performanpe index (PI) based
on the initial states as follows:
a.. First compute endpoint parameters:
i. If the measurement at time line 1 is a
beariﬁg, set true bearing at tl with respect to
the sensor associated with time line 1 (Bl) to
the bearing estimate at time line 1.
ii. If the measurement at time line 1 is a
conical angle,
1.) Compute the target image depth at t1l
with respect to the sensor associated with
time line 1 (Rzl) as described for equations
(4) and (5).
2.) Compute the maximum
- depression/elevation (D/E) angle at tl with
respect to the sensor asso;iated with time
line i (81 max) as described for equations

(6) thru (8).
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3.) Compute the slant range at tlI with

respect to the sensor associated with time

line 1 (Rsl):
Rsl = vJRI? + Rz1?® (58)
4.) Compute the D/E ahgle at tl with

respect to the sensor associated with time

line 1 (81):
61 = sin‘l(fiz—l) (59)
Rs1 :
5.) If 61>614., the D/E angle is invalid and

processing shall terminate.

6.) Compute the cosine of relative bearing
at tl with réspect to the sehsor associated
with time 1 (¢Brl) as follows:

c + si ' 1
cBr] = 208 Bl + sin Cslsin @ (60)
cos Csl cos 61

where Csl is the cant angle at tl of the
sensor associated with time line 1

PB1 is the conical angle estimate at time line
X v

7.) 1Insure that -0.99999<cBri1<0.99999.

8.) Compute the relative bearing at tI with
respect to. the sensor associated with time

line 1 (Brl) as follows:
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Brl = cos”’ ¢Brl . (61)

9.) 1If the port/starboard assumption for
time line 1 indicates pcrt, set Brl=2n-Brl.

10.) Compute the tear bearing at tlI with
respect to the sensor associated with time

line 1 (Bl) as follows:

Bl = Brl + Hsl (62)
where Hsl is the heading at tI of the sensor
associated with time line 1.

iii. TIf the measurement at time line 2 is a
bearing, sef true béaring at t2 with respect to
the sensor associated with time line 2 (B2) to
the bearing estimate at time line 2. .
iv. If the measurement at time line 2 is a
conicél angle,
1.) Compute the.target image depth at t2
with reépect to the sensor.associated with
time line 2 (Rz2) as described for equations
(4) and (5).
2.) Cémpute the maximum D/E angle at t2

with respect to the sensor associated with
time line 2 (62n.x) as described for equations

(6) thru (8).
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CBr2 =

3.) Compute the slant range at t2 with
respect to the sensor associated with time

line 2 (Rs2):

Rs2 = vR2? + Rz2? ©(63)

4.) Compute the D/E angle at t2 with

respect to the sernisor associlated with time

line 2 (62):

02 = sin*(f‘izﬁj (64)
Rs2 -

5.) If 62>602,.,x, the D/E angle is invalid and
processing shall terminate.

6.) Compute the cosine‘of relative bearing
at t2 with respect to the sensor associated
with time line 2 (cBr2) as follows:

cos f2 + sin Cs2 sin 62
cos Cs cos @2

(65)

where Cs2 is the cant angle at t2 of the

sensor associated with time line 2 and B2 is
the conical angle estimate at time line‘2
7.) Insure that -0.99999<cBr2<0.99999.

8.) Compute the relative bearing at t2 with
respect to the sensor associated with time

line 2 (Br2) as follows:

Br2 = cos™ cBr2 (66)
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Rx

Ry,

It

9.) If the port/starboard assumption for
time line 1 indicates port, set Bf2=2n—Br2.
10.) Compute the true bearing at t2 with
respect to the sensor associated with time
line 2 (B2) as follows:

B2 = Br2 + Hs2 (67)

where Hs2 is the heading at t2 of the sensor

associated with time line 2

b. Second, for each measurement in the batch:
i. Compute the x-component of range at ti with:
respect to the sensor associated with the ith
measurement (Rx;) and the y-component of range at
ti with respect to the sensor associated with the

ith measurement (Ryi):

11, = 5_2_‘__% (68)
T2, = 1-TI, (69)
T2,R1sin Bl + T1,R2 sin B2 + T1,(Xs2 - Xsl) — (Xs, — Xsl) (70)
T2,R1 cos BI + T1,R2 cos B2 + T1,(Ys2 - Ysl) — (Ys, - ¥sl) (71)

where Xsi‘is the x-coordinate of the.position at
t; of the sensor associated with the ith
'measuremenf

Ys; is the y-coordinate of the position at t; of

the sensor associated with_the ith measurement
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t; is.the time of the ith measurement
ii. If the ith.measurement is a bearing, the
following shall be performed:
1.) Compute the true bearing at t; with
~respect to the sensor associated with the

ith measurement (B;):

B, = tan_l[RX*‘w (72)
RYi) ‘

2.) Compute the bearing residual (RESb;)
such that
~n< REShb; £ m:

RESb; = Bm; — B, - (73)

where Bm; is the measured bearing at t;

3.) Compute the normalized bearing residual

(RESk&):
RESD,

RESb, = ' (74)
- ob :

where ob; is the standard deviation of the
measured bearing at t;.
iii. If the ith measurement is a conical angle,
the following shall be performed:
1.) Compute the target image depth at ti

with respect to the sensor associated with

36




(B8]

(&)

10

11

12

13

16

17

18

20

21

22

the -ith measurement (Rz;) as described for
equations (4) and (5).
2.) Compute the maximum D/E angle at t; with

respect to the sensor associated with the

ith measurement (6p;xi)as described for
equations (6) thru (8).
3.) Compute the slant range at t; with

respect to the sensor associated with the

ith measurement (Rs;).

Rs, = JRx? + Ry’ + Rz’ (75)
4.) Compute the D/E angle at t; with respect
to the sensor associated with the ith

measurement (6;):

6, = sind(52ij : (76)

: Rs,
5.) If 0;<Bpaxi, the D/E'angle is valid and
the following shall be performed:
a. Compute the x-component of range at
t; with respect to the sensor
associated with the ith measurement
(xta;), the y—ddmponent of range at t;
with respect to the éénsor associated.

with the ith measurement (yta;) and the
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xta;

yta,

1

zta;

z-component of range at t; with respect
to the sensor associated with the ith
measurement (zta;) rotated to the axis

of the array:

Rx; cos Hs; — Ry, sin Hs, (77)
(Rx, sin Hs; + Ry, cos Hs,) cos Cs;, — Rz, sin Cs, (78)

(Rx, sin Hs, + Ry, cos Hs,)sin Cs; + Rz, cos Cs; (79)

where Cs; is the cant angle at t; of the
sensor associated with the ith
measuremeht and Hs; is the heading at‘ti
of the sensor associated with the'ith
measurement

b. Compute the conical angle at t; with
respéct to the sénsor associated with

the ith measurement (f;):

If yta; # O:

-1 thaf + ztaf

B, = tan (80)
yta;
otherwise:
: T
b= (81)

c. Compute the conical angle residual

(RESP;) such that -m<RESPi<m: -
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RESB, = fm. — B, (82)
where fm; is the measured conical angle

at t;

d. Compute the normalized conical

angle residual (RESﬂi):

RESS,
op;

RESB, =

where of;is the standard deviation of

the measured conical anglevat t;
iv. If the ith measurement is a horizontal a
range:
1l.) Compute the range residual (RESQ):

RESr, = Rm, — R,

1 1
where Rm; is the measured range at t;.

2.) Compute the normalized range residual

(55, ):

RESr, |
RESr, = : (84)
Oor,

where 'or; is the standard deviation of the

measured range at tj.
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V.

If the ith measurement is a frequency and

frequency data are being processed, then the

following shall be performed:

1.) Compute the target image depth at t;
with respect to the sensor associated with
the ith measurement (Rz;).

2.)- Compute the maximum D/E angle at t;
with respect to the sensor associated with
the ith measurement (Gpaxi).

3.) Compufe the slant range at t; with
respect to the éensor associated with the

ith measurement (Rs;):

Rs, = Rx? + Ry’ + Rz’ (85)

6,

1

4.) Compute the D/E angle at t; with respect

to the sensor associated with the ith

measurement (6;):

sin_l(RZiJ | (86)
Rs;

5.) 1If 6, <86 the D/E angle is valid and

max i 7
the following shali be performed:
a. Compute the x—cémponent of target
velocity (Vxt) and the y-component of

target velocity (Vyt):




l_l

11

12

13

14

15

16

17

18

19

R2 sin B2 + Xs2 — Rl sin Bl — Xsl
t2 — tl

Vxt =

R2 cos B2 + Ys2 — Rl cos Bl — Ysl
t2 - tl

(88)

Vyt

b. Compute the frequency at t; with
respect to the sensor associated with
the ith_measuremént (£f;):

CRs; + Vxs;Rx; + Vys,Ry,
CRs; + VxtRx; + VytRy;

f, = Fb

1

(89)

where ¢ is the average speed of souﬁd.
c. Compute the frequency‘residual
(RESf;) :

RESf, = fm, — £, (90)
where fm; is the meésured frequency atv
ti.

d. Compute thé normalized frequency

residual (RESQ):

REST, ’
RESE, = 2 (91)
of.

1

where. of, is the standard deviation of

the measured frequency at t;.
c. If a range constraint is being imposed, then the

following processing shall bs performed:
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i. Compute the range residual (RESr):

RESr = Rc - R (9

N

where Rc is the assumed target range.

ii. Compute the normalized range residual (RESr):

RES
RESr = —=2% (93)
‘ oR

where oR is the assumed target range standard deviation.

d.

If a speed constraint is being imposed, then the

following processing shall be performed:

Vxt

Vyt

i. Compute the x-component of target velocity
(Vxt) and the y-component of target velocity
(Vyt):

R2sin B2 + Xs2 — Rl sin Bl — Xsl
t2 - t1

(94)
_ R2cos B2 + Ys2 — Rlcos Bl - Ysl (95)
t2 - ti
ii. Compute the target speed (V):
V = |uxt® + vyt? ©(96)
iii. Compute the speed residual (RESv):
RESv = Ve =V : B (97)

where V is the assumed target speed.

42




\S]

10

11

12

14

15

16

17

18

19

20

21

iv. Compute the normalized speed residual

)

RESv = -

(98)

where oV is the assumed target speed standard

deviation.

e.) Compute the Endpoint coordinate performance index

as the square root of the mezns of the squared

normalized residuals.

7. Set the minimum and maximum range at tl1 with respect to the

senscr associated with time line 1 (Rlpin, Rlmax) and
and maximum range at t2 with respect to the sensor

with time line 2 (R2pin, R2pax) as follows:

a. If the measurement at time line 1 is

set the minimum range at tl with respect

the minimum

associated

a bearing,

to the sensor

associated with time 1line 1 (Rlg;n) to the minimum

range constraint which is defaulted to 100.

b. If the measurement at time line 1 1is

a conical

angle, compute the minimum range at tl with respect to
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the sensor associated with time line 1(RIpin). If Rlpin
is less than the minimum range constraint, set Rl tO
the minimum range constraint which is defaulted to
100. ' The minimum rénge with respéct to the sensor is

computed as described in equations (4) thru (8).

c. Set the maximum range at tl with respect to the
sensor associated with time line 1 (RIm.x) to the

maximum range constraint with is defaulted to 200000.

d. If the measurement at time line 2 is a bearing,
set the minimum range at t2 with respect to the sensor
associated with time line 2 (RZ2pin) to the minimum range

constraint which is defaulted to 100.

e. If the measurement at time line 2 is a conical
angle, compute the minimum range at t2 with respect to
the sensor associated with time line 2(R2mm)- If R2pin
is less than the minimum range constraint, set R2pin to
the minimum range constraint which is defaulted to
100. The minimum range with respect to the sensor is

computed as described in equations (4) thru (8).
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f. Set the maximum range at t2 with respect to the
sensor associated with time line 2 (R2,.x) to the

maximum range constraint which is defaulted to 200000.

Compute the endpoint parameters zs follows:
a. If the measurement at time line 1 is a bearing,
set true bearing at tl with respect to the‘sensor
associated with time line 1 (BI) to the smoothed
bearing estimate at time line 1 output by the endpoint

smoother algorithm.

b. If the measurement at time line 1 is a conical
angle,
i. Compute the target image depth at tl1 with
respect to the sensor associated with time line 1
(Rz1) as described for equations (4) and (5).
ii. Compute the maximum depression/elevation
(D/E)vangle at tl with respect to the sensor
associated with time line 1(8l,.x) as described for
equations (6) thru (8).
iii. Compute the slant range at tl with respect

to the sensor associated with time line 1(Rsl):

Rsl=+R1% +Rz1’ | (99)
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iv. Compute the D/E angle tl with respect to the

sensor associated with time line 1(61):

g1 = sinﬂ[gfij {100)
s

v. If 6>0l,:x, the D/E angle is invalid and
processing shall terminate.

vi. Compute the cosine of relative bearing at tl
with respect to the sensor associated with time
line 1(cBrl) as follows:

cos f1+sinCs1sin81
cosCslcosO1

¢Brl= (101)

where Csl is the cant angle at tl of the sensor
associated with ﬁime line 1
Bl is the smoothed conical angle esfimate at time
line 1 output by the endpoint smoéther algorithm.
vii. Insure that -0.99999<cBri1<0.99999.
viii. Compute the relative bearing at tl with
respect to the sensor associated with time line 1
(Brl) as follows:

Brl=cos™ cBrl | (102)
ix. If the port/starboard assumption for time

line 1 indicates port, set Brl=2z-Brl.
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x. Compute the trus bearing at tl with respect

to the sensor associated with time line 1(EI1) as

follows:

Bl = Brl + Hsl (103)
where Hsl is the heading at tl1 of the sensor

associated with time line 1

If the measurement at time line 2 is a bearing,
set true bearing at t2 with respect to the sensor
associated with time line 2(B2) to the smoothed
bearing estimate at time line 2 output by the endpoint

smoother algorithm.

If the measurement at time line 2 is a conical

angle,

i. Compute the target image depth af t2 with
respect tc the sensor associated with time line 2
(Rz2) as described for equations (4) and (5).

ii. Compute the maximum D/E angle at t2 with
respect to the sensor associated with time line 2
(é&mx) as described for equations'(6) thru (8).
iii. Ccmpute the slant range ét t2 with respect

to the sensor associated with time'line 2 (Rs2):
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Rs2 = vJR2? + Rz2® . (104)

iv. Compute the D/E angle at t2 with respect to

the sensor associated with time line 2 (92):

92=sin"(R22) (105)

Rs2

v. If 62 > 62p.., the D/E angle is iﬁvalid and
processing shall términaté.

vi. Compute the cosine of relative bearing at t2
with respect to the sensor associated with time‘
line 2 (c¢cBr2) as follows:

cos B2 + sin Cs2 sin 62
cos Cs2 cos 82

¢cBr2 =

(106)

where Cs2 is the cant angle '‘at t2 of the sensor

associated with time line 2.
B2 is the smocthed conical angle estimate at time

line 2 output by the endpoint’smoother algorithm.
vii. Insure that -0.99999 <cBr2 <0.99999.

viii. Compute the relative bearing at t2 with
respect to the sensor associated with time line 2

(Br2) as follows:

Br2 =cos” cBr2 (107)
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ix. If the port/starboard assumption for time
line 2 indicates port, set Br2=2ﬁ—ﬁr2.
%. Compute thé true bearing at t2 with respeét
to.the seﬁsor associated with time line 2 (B2) as
follows:
B2 = Br2 + Hs2 | (108)
where Hs2 is the heading at t2 of the sensor
assoéiated with timé line 2.
9.’ Compute the initial x-component of target velocity (Vxt). and
initial y—component'of target Velocity (Vyt):

__R2$nBZ+A%2—RlﬁnB1—A%1
12 —11

Vxt (109)

" R2cosB2+Ys2— Rlcos Bl —Ysl
Yy = 211

(110)

where Xs2 is the x-coordinate of the position at t2 of the
sensor associated with time line 2
Ys2 is the y-coordinate of the position at t2 of the sensor
associated with time line 2
Xsl is the %—coordinate of the -position at tl1 of the sensor
associated with time line 1
Ysl is the y-coordinate of the position at tl of the sensor

associated with time line 1
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10. Compute the initial targst course (Ct) and speed (Vi)

estimates:

Ct=tan"(@) (111)
Yyt

Vt = Vxt® + Pyt : (112)

11. Compute initial x-coordinate of target position at tc (Xtc)
and initial y-coordinate of target position at tc (Ytc):

Xtc = R2sin B2 + Xs2 + Vxt(12 — tc) (113)
Ytc = R2cos B2 + Ys2 + Vyt(12 - tc) : (114)

where tc is current time

12. Compute initial x-component of range at tc with respect to
own ship (Rxoé) and initial y-component of range at tc with
respect to own éhip (Ryoc) :
Rxoc = Xic - Xoc ' (115)
Ryoc =Ytc - Yoc ) (116)
where Xoc is the x-coordinate of own ship position at tc

Yoc is the y-coordinate of own ship position at tc

13. Compute initial range at tc with respect to own ship (Roc)

and true bearing at tc with respect to own ship (Boc):

‘Roc = | Rxoc*+ Ryoc® ‘ (117)
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(118)

Boc=tan”(ﬁkoc)

Ryoc

14. If a range cpnstraint is being imposed, limit the initial
range at tc with reséect to own ship to the meximum target range
constraint. If a speed constraint is being imposed, liﬁit the

initial target speed estimate (Vt) to the maximum target speed

constraint.

15. Gauss-Newton iterations shall b= performed as described in

' paragraphs a through r below, until the algorithm converges as

described in paragraph r or until twenty-five iterations have
been performed.
a. If the measurement at time line lyis a conical
angle, compute endpoint parameters at the time of the
‘measurement at time line 1:
i. Limit the range at tl with respect to the
sensor associated with time line 1 (Rl).to'a

minimum of RIp;, +0.1.
ii. Compute the target image depth at tl1 with

respect to the sensor associated with time line

(Rz1) as described for equations (4) and (5).
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iii. Compute the maximum depression/elevation
(D/E) angle at tl1 with respact to the sensor

associlated with time line 1 (8lpsx) as described

for equations (6) thru (8).

iv. Compute the slant range at tl with respect

to the sansor associated with time line 1 (Rsl):

Rsl=+/RI* + Rz1” | (119}

v. Compute the D/E angle at tl with respect to

the sensor associated with time line 1 (81):

01 = sinﬂ(RZl) (120)
Rsl ‘

vi. If 01<0l,sx, perform the following:
1.) Compute the cosine of relative bearing
at tl with respect to the sensor associated
with time line 1 (¢Brl) as follows: .

_ cos Bl +sinCslsin 61

cBrl (121)
cosCslcosf1
2.) 1Insure that -0.99999<cBri<0.99999.
3.) Compute the relative bearing at tl1 with

respect to the sensocr associated with time

line (Brl) as follows:
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Brl = cos ' cBrl (122,

4.) 1If the port/starboard assumption for
time line 1 indicates port, set Br1=2ﬂ¥Brl.
5.) Compute the true bearing at tl with
respect to the sensor associated with time
line 1 (BI1) és follows:
Bl = Brl + Hsl , (123)

6.) Compufe the slant range ét tl respect
to the sensor associated with time line 1

({Rsl} as follows:

Rsl = R1® + RzI? (1

vii. If 61 >BOlp.x, terminate all processing.

[NV
109

b. If the measurement at time line 2 is a conical
angle; compute endpoint parameters at the-time of the
measurement at time line 2:
i. Limit the range at t2 with respect to the
sensor associated with time line 2(R2) to a
minimum of RZ2,i, +0.1.
ii. Compute the térget image depth at ‘t2 with
respect to the sensor associated withhtime line 2

(Rz2) as described for equations (4) and (5).
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iii. Compute the maximum D/E angle at t2 with

respect to the sensor associated with time line 2

/

(02nax) as described for equations (6) thru (8).
iv. Compute the slant range at t2 with respect

to the sensor associated with time line 2 (Rs2):

Rs2 = YR2® + Rz2’ | (125)

v. Compute the D/E angle at t2 with respect to

the sensor associated with time line 2 (62):

62 = sin”[gfg) (126)
’ S

vi. If 62 < 62,.x, perform thé following:
1.) Computé the cosine of relative beariﬁg
at t2 with respect to the sensor associated
with time line 2 (cBr2) as follows:

cos B2 + sin Cs2 sin 62

cBr2 = (127)
cos Cs2 cos 62
2.) Insure that -0.99999<cBr2<0.99999.
3.) Compute the relative bearing at t2 with

respect to the sensor associated with time
line 2 (Br2) as follows:

Br2 =cos™ cBr2 (128)
4.) If the port/starboard assumption for

time line 2 indicates port, set Br2=2n-Br2.
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5.} Compute the true bearing at t2 with
respect to the sensor associated with time
line 2 (B2) as follows:

B2 = Br2 + Hs2 (129)
6.) Compute the slant range at tZ2 respect

to th

oD

sensor associated with time line 2

(Rs2) as follows:

Rs2 = JR2? + Rz2° (130)

cvii. If 62>02,.,, terminate all processing.

C. For each measurement in the batch:

i. Coﬁpute the x-component of range at t; with
respect to the sensor associated wifh the ith
measurement (Rx;) and the y-component of range at
t; with respect to the sensor associated with the
ith measurement (Ry;):

T1, = EL;;Ei (131)
t2 - tl

T2, = 1-Tl, ‘.(132)

Rx, = T2,Rl1sinBl + TI,R2sinB2 + Tli(XSZK— Xsl) — (Xs, — Xsl) (133)

Ry, = T2,Rl1cosBl + T1L,R2cosB2 + TL(Ys2 — Ysl) - (Vs, — Ysl) (134)
where Xs; is the x-ccordinate of the position at

t; of the sensor associated with the ith

measurement
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Ys; is the y-coordinate of the position at ti‘of
the sensor associated with the ith measurement
t; is the time of the ith measurement

ii. Cbmpute the range at t; with respect to the
sensor associated with the ith measurement (R;)
and bearing at t; with respect to the sensor-

associated with the ith measurement (B;):

R =+[Rx? + Ry? (135)
B,=zan"(£ﬁ] (136)
' Ry, .
iii. Compute the target image depth at t; with
respect to the sensor associated with the ith
measurement (Rz;) and D/E angle at t; with respect
to the sensor associated with the ith measurement
(6;) as described for equations (75) and (76).
iv. If the measurement at time line 1 is a
bearing, the following shall bé performed:
1.) Compute the partial derivative of the
x-component of target range at t; with
respect to the sensor associated with the
ith ﬁeasurement with respect to range at til

with respect to the sensor associated with

time line 1v(%§%j and the partial derivative
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of the y-component of target range at t; with

respect to rance at tl with respect to the

' ORy .
sensor associated with line 1 ( y‘):

OR1
OR%, _ 13 sinBl (137)
OR1 '
ORY: _ 12 cosBI (138)
ORI : ,
2.) Compute the partial derivative of

target horizontal range at t; with respect to
the sensor associated with the ith
measurement with respect to range at tl with

respect to the sensor associated with time

line 1v(ORiJ:
OR1

ORx, ORy,
% + R ki £

Rx, V;
R. 1 i .
OR; _ dR1 dR1 (139)
OR1 R,
3.) Compute the partial derivative of the

bearing at f; with respect to the sensor
associated with the ith measurement with

respect to range at tl with respect to the

0B,
sensor associated with time line 1 (GREJ:

0B, _ T2, sin(B1-B) = (140)
OR1 R, '

i
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4.) Compute the partial derivative of the
sine of true bearing at tl with respect to
the sensor associated with time line 1 with

respect to range at tl with respect to the

Bl
sensor associated with time line 1 (i;{zj and

the partial derivative of the cosine of true
bearing at tl with respect to the sensor
associated with time line 1 with respect to

range at tl with respect to the sensor

associated with time line 1 (aCBl):
OR1
0sBl _ (141)
OR1
6cB1‘= 0 (142)
OR1

v. If the measurement at time line 1 is a

conical angle, the following shall be performed:
1.) Compute the partial derivative of the
sine of true bearing at tl with respect to
the sensor associated with time line 1 with

respect to range at tl with respect to the

: Bl
sensor associated with time line 1 (i;ui) and

the partial derivative of the cosine of true
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bearing at tl1 with respect to the sensor
associated with time line 1 with respect to

range at tl with respect to the sensor

associated with time line 1 (OCBl):
OR1
TMP1 = R;RZI 1 (143)
R1% cos Csl(—co§£ +sin Csl)
" Rsl
TMP? = - [E-‘?—S—Er—l\mpl (144)
sin Brly
OBl _ 1yp] cos Hsl — TMP sin Hsl (145)
OR1
O0sBl _ _(cosBl)@cBl. (146)
OR1 sin B1/) ORI
2.) Compute the partial derivative of the

x-component of range at t; with respect to
the sensor associated with the ith
measurement with respect to range at tl with

respect to the sensor associated with time
) ORx, . , . _
line 1 -BET and the partial derivative of

the y-component of range at t; with respect
to the sensor associated with the ith

measurement with respect to range at tl with
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respect to the sensor associated with time

"ORY .
line 1 ( le:

OR1
ORx, 0sBl1 |
%= TZi(Rl—S—— + sin Bl) (147)

OR1 "~ ORIl ’

ORy, :

b £ T21(R1 OBl | os Bl) (148)

OR1 OR1 _
3.) Compute the partial derivative of

horizontal range at t; with respect to the
sensor associated with the ith measurement
with respect to the range at tl with respect

to the sensor associated with time line 1

)
oRrR1)’
Ry, ORX; + R ORy;

OR1 R,

1

4.) Compute the partial derivative of true
bearing at t: with respect to the sensor
associated with the ith measurement with

respect to range at tl with respect to the

: 0B,
sensor associated with time line 1 (aRE):

ORX; ORy;
3B, Ry; - Rx; —— .
OR1 R;
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vi. If the measurement at time line 2 is a

bearing, the following shall be performed:

1.) Compute the partial derivative of the

x-component of target range at t; with

respect to the sensor asscciated with
ith measurement with respect to range

with respect to the sensor associated:

ORx

the
at t2

with

time line 2 (GR;j and the partial derivative

of the y-component of target range at t; with
respect to the sensor associated with the
ith measurement with respect to range at t2
with respect to the sensor associated with
ORy,
time line 2 (——Xi):
OR2
ORx,
T o 71 sin B2 (151)
OR2
ORy,
%Y - 71 cosB2 (152)
OR2 S
2.) Compute the partial derivative of

target horizontal range at tj; with respect to

the sensocr associated with the ith

measurement with respect to range at t2 with
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. sensor associated,with time line 2 (

respect to the sensor associated with time

line 2 (aRi):

\OR2
ORx OR
or, PN Gaa TR |
L = (153)
OR2 R;
3.) Compute the partial derivative of the

bearing at t; with respect to the sensor
associated with the ith measurement with

respect to range at t2 with respect to the

0B,
sensor associated with time line 2 (GR;):

OB, _ T1, sin(B2 - B,) (154)
OR2 R,

1

4.) Compute the partial derivative of the
sine of true bearing at t2 with respect to
the sensor associated with time line 2 with

respect to range at t2 with respect'to the

63B2)
OR2

sensor associated with time line 2 (
and the partial derivative of the cosine of
true bearing at t2 with respect to the

sensor associated with time line 2 with

respect to range at t2 with respect to the

6cB2).
OrZ )
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=9 (155)
OR2
0cB2 -0 : (156)
OR2 - _

If the measurement at time line 2 is a

conical angle, the following shall be performed:’

TMPI

1.} Compute the partial derivative of the
sine of true bearing at t2 with respect to
the sensor associated with time line 2 with

respect to range at t2 with respect to the

55B2]

sensor associated with time line 2 ( 3R2

and the partial derivative of the cosine of
true bearing at t2 with respect to the

sensor associated with time line 2 with

respect to range at tZ2 with respect to the

Sensor aésociated with time line 2 (6cB2):
_OR2
_ R;RZZM (157)
R22cosC32(—i—ESE———4-sinCsZ)
: Rs2
Br2 |
TMP2 = —(Egs—-i—)TMPl . (158)
: sin Br2
2
OCB2 _ 1yp1 cos Hs2 — TMP2 sin Hs2 | (159)
ORZ2 , . _ ‘
9sB2 2\ 8
sB2 _ _(cosB ) cB2 (160)
OR2 sin B2/ OR2
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2.) Compute the partial derivative of the
x~component of range at t; with respect to

the sensor associated with the ith

‘measurement with respect to range at t2 with

respect to the sensor associated with time

. ORx,
line 2 (6;;) and the partial derivative of

the y-component of range at t; with respect
to the sensor associated with the ith
measurement with respect to range at t2 with

respect to the sensor associated with time

line 2 (QBXLJ:
| oR2

OR%; _ Tll.(R2 05B2 | sin sz - (161)
OR2 OR2
ORy . B2
Ye o Tli(RZ ocBZ | cosB2) (162)
OR2 OR2 .
3.) Compute the partial derivative of

horizontal range at t; with respect to the
sensor associated with the ith measurement
with respect to the range at t2 with respect

to the sensor associated with time line 2

)
O0rR2)"
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ORX. Ry,
Xi 4 ry 9BV

Rx, 2 V.
aR i i
OR2 R,
4.) Compute the partial derivative of true

bearing at *t; with respect to the sensor
associated with the ith measurement with

respect to range at t2 with respect to the

_ B.
sensor associated with time line 2 [aR;):

RX, ;
ORX, Ry ORy;

- Ry, ——= — RX,

OBi — 3 5R2 ~ 6R2 /164)

OR2 R; ' '
viii. If the ith measurement is a bearing, then

the following shall be performed:

1.) Compute the beéring residual (RESb;)
such that -n £ RESb; <m:
RESb, = Bm, — B, - (165)

where Bm; is the measured bearing at t;

2.) Compute the normalizedAbearing residual

RESD, ) and normalized partial derivatives

[aRl aRz
RESD,

RESb; = . ' (166)
ob :
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i

%5, _ oRL . (167)
ORI ob,

__ o, |
0B, _ OR2 (168)
OR2  ob; - -

where ob; is the standard deviation éf the
bearing measurement |

3.) If frequency data are not being
processed, sét the next row of the augmented

Jacobian H Matrix as follows:

0B, 0B, '
— —— RESDb
OR1 OR2

(169)

If frequency data are being processed, set
the next row of the augmented Jacobian H

matrix as follows:

95, 95 O RESb, (170)
OR2 OR2

’

If the ith measurement is a conical angle

‘and the D/E-mark indicates a valid D/E:

1.) Compute the true bearing at t; with
respect to the sensor associated with the

ith measurement (B;):

B = tan_l[inJ ‘ (171)
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.2.) Compute the slant range at t; with

respect to the sensor associated with the

ith measurement (Rs;):

Rs, = [Rx? + Ry? + Rz (172)
3.) If the measurement at time line 1 is a
conical angle:
a Cémpute the partial derivative of
slant range at tl with respect to the
sensor associated with time line 1 with
respect to range at tlI with fespect to

the sensor associated with time line 1

(ORSIJ.
OR1 )’

ORsl _ RL
Rl Rsl

b Compute the partial derivative of

(173)

cosine of relative bearing at tl1 with
respect to the sensor associated with
time line 1 with respect to range at tl

with respect to the sensor associated

aCle) and the partial

with time line (

derivative of sine of relative bearing
at tl with respect to the sensor

associated with time line 1 with
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respect to range at tl with respect to

the sensor associated with ﬁime line 1

(asBrlj.
oRrR1 )
ORsl ‘
cosB1 Rl — Rsl| - Rzl sinCsl

OcBrl ORI

= S (174)
OR1 RI° cosCsl :

asBrl _ _'cosBrl JcBrl (175)

OR1 sin Brl ORI
4.) If the measurement at time line 2 is a

conical angle:
a Compute the partial derivative of
‘slant range at t2 with respect to the
sensor associated with time line 2 with
‘respect to range at t2 with respect to

the sensor associated with time line 2.

(6R52)-
Or2 )’

ORs2 _ R2 | : (176)
OR2 Rs2

b Compute the partial derivative of
cosine of relative bearing at t2 with
respect to the sensor associated with
‘time line 2 with respect to range at t2

with respect to the sensor associated

OcBr2
OR2

with time line 2 ( ) and the

partial derivative of sine of relative
bearing at t2 with respect to the
sensor associated with time line 2 with

respect to range at t2 with respect to
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the sensor associated with time line 2

(65Br2)_
"\ 6r2 )’
/ 0

cos&ﬁRZQ&:——RQ —Rz2sinCs?2
dcBr2 7 or2 (177)
OR2 R2® cosCs2
OsBr2 __ cc.)s Br2 0cBr2 (178)
OR2 sin Br2 OR2
5.) Compute the partial derivative of slant

range at t; with respect to the sensor

associated with the ith measurement with

respect to the x-component of range at t;

with respect to the sensor associated with

RX.

ORs,
the ith measurement (6 ‘J and the partial
derivative of slant range at t; with respect
to the sensor associated with the ith
measurement with respect to the y-component

of range at t; with respect to the sensor

ORs
associated with the ith measurement ( '):

ORy,

ORs; Rx, ‘

%o S . (179)
ORx, Rs; '
ORs, :

% _ R (180)
ORy, Rs, '

6.) Compute the partial derivative of

relative at t; with respect to the sensor
associated with the ith measurement with

respect to range at tl with respect to the
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_ c ‘ ) _ OBr;
sensor zascsociated with time line 1 2RI and

the partial derivative of relative bearing

at t; with respect to the sensor associated

with the ith measurement with respect to

range at t2 with respect to the sensor

, _ _ , . OBz,
associated with time line 2 :

OR2
ORX, ORY, ‘
Ry, —= — Rx, —2
Br _ Yiom ~ T am (181)
ORI :d
ORx, ORy,
Ry, —2* — Rx —=2%
%8s _ Moy T om (182)
R2 R
.7.) Compute the partial derivative of D/E

at t; with respect to the sensor associated
with the ith measurement with respect to

range at tl with respect to the sensor

, , ) : 08,
associated with time line 1 6R3 and the

partial derivative of D/E angle at t; with
respect to the sensor associated with the
ith measurement with respect to range at t2

with respect to the sensor associated with

LAY

time line 2 ( :
r2)
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- Rz, —
ORI Rs;
Rz bRi
00, Tt
OR2 Rs;
8.) Compute the sine and cosine of D/E

angle at t; with respect to the sensor

associated with the ith measurement:

sing, = X2 : (185)
Rs,
cosH,:——]—e—"— (186)
Rs,
9.) . Compute the relative bearing at t; with

respect to the sensor associated with the

ith measurement (Br;):

Br, =B, — Hs, (187)

~10.) Compute the conical angle at t; from a

horizontal array with respect to the sensor
associated with the ith measurement (pfh;):

Bh, = cos™ (cos, cos Br,) (188)

11.) Is sin Bh; # 0, compute the partial
derivative of the conical angle at t; from a
horizental array with respeét to the sensor
associlated with.the ith measurement with

respect to range at tl with respect to the
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sensor associated with time line 1 (%%%j and

the partial derivative of the conical angle
at t; from a horizontal array with respect to
the sensor assocciated witﬁ the ith
measurement with fespect to range at t2 with

respect to the sensor associated with time

line 2 (aﬂhi):
_ OR2

. 00, . Br
cos Bx sin §,— +sin Br coséf, —
ORI

oph,
A ORI (189)
ORI sinBh;
0, OB r,

3 cos Br;sin §, R12+sin BricosQB£
s = (190)
OR2 sinfh

12.) Compute the x-component of range at t;

" with respect to the sensor associated with

the ith measurement at the time of the ith
measurement (xta;), the y-component of range
at t; with respect to the sensor associatéd
with the ith measurement at the time of the
ith measurement (yta:) and the z—componeﬁt of

range at t; with respect to the sensor

associated with the ith measurement at the

time of the ith measurement (zta;) rotated to

the axis of the array:
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xla, = Rx, cos Hs, — Ry, sin Hs, - {191)
yta, = (Rx, sin Hs, 4+ Ry, cos Hs;)cosCs, — Rz, sin Cs,‘ (192)
zta, - (Rx, sin Hs; + Ry, cos Hs,)sinCs, + Rz, cos Cs, (193)°
13.) Compute the conical angle at t; with

respect to the sensor associated with the

ith measurement (f;):

| y/xtal + zta? ‘ (194)

yta,

1

f, = tan

otherwise,
/4
= — (195)
Pi=7 |

14.) If sinB:#0, compute the partial
derivative of the conical angle at t; with
respect to the sensor associated with the
ith measurement with respect to rangé at tl

with respect to the sensor associated with

g,

time line 1(5%?) and the partial derivative

of the conical angle at t; with respect to

range at t2 with respect to the sensor

associated with time line 2 (aﬂi):
OR2
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Cs, sin fh, —=* + sinCs, cosé,
a . COos ] i 1 - i
b _ ORI RI (196)
OR1 sin g, .
op h, .
ap cosCs; sinf h; bh + sinCs; cosf, —
i OR2 R2 (197)
OR2 sinp,
15.) Compute the conical angle residual
(RESfB;) such that -m £ RESS; < m:
RESB, = pm, - B, ' (198)

where fm; is the measured conical angle at
t;.
16.) Compute the normalized conical angle

residual (RESS;) and normalized partial

derivatives —0—’@—‘— , ggf— :
OR1 OR2
RESP, =£E—Sﬁ (199)
op;
— |
95, = OR1 (200)
ORI of,
— B |
% - OR2 (201)
OR2 of,; '

where off; is the standard deviation of the

conical angle measurement.
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17.) If freguency data are not being
processed, set the next row of the augmented

Jacobian H matrix to:

0B, 0B, —— .
—éi—fi-RESﬂi (202)
OR1 OR2
If frequency data are being processed, set
the next row of the augmented Jacobian H

matrix to:

8, 3,

0 RESB. | (203
OR1 OR2 ‘ﬂ‘ ( )

If the ith measurement is a horizontal range:
1.) Compute the range‘residual (RESr;) :
RESr, = Rm, - R, .(204)
where Rm; is the measured horizontal range at
ti.

2.) Compute the normalized range residual

(RESh) and normalized partial derivatives

oR, OR,
dR1 ' 8R2
RES; = RS - (205)
or; ‘ A
_ 0R, |
OR, B
L = Qﬁl (206)
OR1 or,
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N OR,

OR2 or,;

where or; is the standard deviation of the
range measurement.

3.) If frequency data are not being
processed, set the next row of fhe augmented

Jacobian H matrix to:

R, OR,
—— RESTI;
OR1 OR2

(208)

If frequency data are being processed, set
the next row of the augmented Jacobian H

matrix to:

OR, —a—&o RESr, (209)
OR1 OR2

If frequency data are being processed and

the D/E mark associated with the ith measurement
indicates a valid D/E, then the following shall

be performed:

1.) Compute the x—component of target
velocity (Vxt) and the y-component of target
velocity (Vyt):

- R2sin B2 + Xs2 — R1sin Bl — X5l
12-11

Vxt (210)
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_ R2cos B2 +Ys2— Rlcos Bl - ¥sl

Vyt
g 1211

(211)

2.) Compute the x—component'of target
velocity at t; relative to the sensor
associated with the ith measurement (Vx;) and
the y-component of target velocity at t;
relative to the sensor éssociated with the
ith measurement (Vy;)

Vx, = Vxt - Vxs, (212)

Vy, =Vyt —Vys, - (213)
where Vxs; is the x-component of velocity of
the sensor associated with the ith
measurement
Vys; is the y-component of velocity of the
sensor associated with the ith measurement
3.) Compute the slant range at ¢t; with
respect to the sensor associated with the

ith measurement (Rs;)

Rs,+|R? + Rz} (214)

4.) Compute the partial derivative of
frequency at t; with respect to fhe sensor
associatéd with the ith measurement with
respect to the x-component of rénge at t;

with respect to the sensor associated with
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of
the ith measurement (5£%) and the partial

derivative of frequency at t; with respect to
the sensor associated with the ith
measurement with respect to the y-component

of range at t; with respect to the sensor

, . , ' of,
associated with the ith measurement [ Ul j:

ORy,
of, Fb .
ORx,  (cRs, +Vxs,Rx, +Vys,Ry, + RxVx, + Ry Vy,)
(215)
: [(Rx, Vx, + Ry Wy, )(}—;5— Rx, +Vxs, ) —(cRs, +Vas,Rx, +Vys,Ry, )Vx,]
sl
of, _ . Fb .
ORy, (cRs,. +Vxs,Rx, +Vys,Ry, + Rx Vx, + Ry Vy, )2
- (216)

[(Rx,Vx, + Ry Vy, {Ri Ry, +Vys, J - (cRs,. +Vxs,Rx, +Vys,Ry, )Vy,)
si

10

11

12
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5.) Compute the partial derivative of
frequency at t; with respect to the sensor
associated with the ith measurement with
respect to the x—qomponent of target
relative velocity at t; with respect to the

sensor associated with the ith measurement

(g%LJ and the partial derivative of
xl

frequency at t; with respect to the sensor

associated with the ith measurement with
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respect to the y-component of target
relative velocity =zt t; with respect to the

sensor associated with the ith measurement

.
oy, .
o P :

OVx, (cRs, +Vxs,Rx, +Vys Ry, + Reyx + Ryvy Y (217)
((cRs, +Vxs,Rx, + Vy's Ry, )Rx, )

a - Fb .

oy, Qﬂb,+Iﬁaﬁk,+Vngyf+R&V&f+R%Vy)2 (218)

((cRs, +Vxs,Rx, +Vys,Ry,)Ry,)
6.) Compute the partial derivative of the
x—-component of target relative velocity at t;
with respect to the sensor associated with

the ith measurement with respect to range at

tl with respect to the sensor associated

oVx,
with the measurement at time line 1 (aR;)

and the partial derivative cf the y-
component of target relative velocity at t;
with respect to the sensor-aséociated with
the ith measurement with respect to range at

tl with respect to the sensor associated

with time line 1 (QK&):
\ OR1
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0 sin BI
;9sin

R + sin Bl
Vx.
OR1 t2 — tl
Bl
avy’ ngizzi——~+ cos Bl ‘
OR1 t2 — tl ,
7.) Compute the partial derivative of the

x-component of target relative velocity at ¢
with respect to the sensor associated with
the ith measurement with respect to range at
t2 with respect to the sensor associated

oV,

OR2

with time line 2 at t2—( ) and the partial

derivative of the y-component of target
relative velocity at t; with respect to the
sensor associated with the ith measurement

with respect to range at t2 with respect to

the sensor associated with time line 2

(aVYi .
Or2 )~
R2 0sB2 + sin B2
OR2 t2 — tl ’
R2 0cB2 + cos B2

OR2 t2 - tl
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8.) Compute the partial derivative of
fréquency at t; with respect t§ the sensor
associated with the ith measurement with
respect to range at tl with respect to the

ar,
aRlJ'

sensor associated with time line 1 (

the partial derivative of frequency at t;
with respect to the sensor associated with
the ith measurement with respectAto range at

t2 with respect to the sensor associated

_ aF
" with time line 2 (6;}) and the partial

derivative of frequency at t; with respect to
the sensor associated with the ith

measurement with respect to base frequency
9, ).
0Fb)’

of,  0f, ORx, Of, GRy, Of, dvx,  Of, Oy,

= = + + + (223)
OR1 ~ ORx, ORIl ORy, ORI 0Vx, ORl 0Vy, ORI |

1

of,  of, . . Ry, . OV, . ovy,
L . ORX, N O0f; ORy; N Of, 0Vx, N Of, YV, (224)

OR2 ORx ; OR2 =~ ORy, OR2 0OVx, OR2 0Vy, OR2

i

of, _ cRs, +Vxs,Rx, +Vys,Ry,
dFb  (cRs, +Vxs,Rx, +Vys,Ry, + RxVx, + Ry Vy,)

(225)
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9.) Compute the estimated frequency at t;
with respect to the sensor associated with
the ith measurement at the time of the ith
measurement:

=:Fbch-+Vx$Rx,+Vng%

/. CRs; +VxtRx, + VytRy,

(226)

10.) Compute the frequency residual (RESf;):
RESf, = fm; - f, (227)
where fm; is the measured frequency at t;.

11.) Compute the normalized frequency

residual (RESﬂ) and normalized partial

0f, O0f, Of;

P 1 1

orR1 " 0r2 ' OFb

derivatives

RESF, = REYL (228)
-

o

OR1  of,

— o

OR2 of, '

_ of

O0Fb of,

1
where of; is the standard deviation of the

frequency measurement.
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12.) Set the next row of the augmented

‘Jacobian H matrix to:

—
of, df, OF,

L i L RESF,
&R1 BR2 OFb

(232)

d. If a range constraint is being imposed, then the
féllowing processing shall be performed:
i. Compute the range residual (RESR):
RESR = Rc - R (233)

where Rc is the assumed target range;
ii. Compute the normalized range residual (RESR) :

RESR=:£§§E (234)
oR

where oR is the assumed target range standard
deviation.

iii. If frequency data are.not being processed,
set the next row of the augmented Jacobian H

Matrix to:

OR: OR:

—— —— RESR (235)
ORI OR2

If frequency data are being processed, set the

next row of the augmented Jacobian H matrix to:

: OR: ' '
OR: 9 0 RESR (236)

OR1 OR2
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e. If a speed constraint is being imposed, then the

‘following processing shall be performed:

i. Compute the x-component of target velocity

(Vxt) and the y—compbnent of target velocity

(Vyt):
Vst = R2sin B2 4+ Xs2 -~ R1sin Bl — Xsl (237)
t2 — t1
vyt = R2cos B2 + Ys2 — Rl1cos Bl — Ysl (238)
. t2 — t1

ii. Compute the partial derivative of the x-
component of target velocity with respect to

range at tl with respect to the sensor associated

V.
with the measurement at time line 1 (aa;{lt) and

the partial derivative of the y-component of
target velocity with respect to range tl1 with

respect to the sensor associated with time line 1

(6Vyt) '
ORr1 )
B
OVxt R1 0sBl 4+ sin BI
- _ ORI (239)
OR1 t2 - tl
Bl
Ukt Rlas 4+ cos Bl
= — (240)
OR1 t2 - t1

iii. Compute the partial derivative of the x-

component of target velocity with respect to
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range at t2 with respect to the sensor associated

with time line 2 (BVXE
OR2

) and the partial

derivative of the y-component of target velocity

with respect to range at t2 with respect to the

sensor associated with time line 2 (QZZEJ:
' OR2
B2
ooxe B2 OSB2 | sin B2
— - - 0R2 (241)
OR2 t2 - tl
0cB2
avyt R 3R2 + cos B2
el R (242)
OR2 t2 — tl

iv. Compute the partial derivative of target

speéd with respect to range at tl with respect to
OR1

0
the sensor associated with time line 1 ( ‘7) and

the partial derivative of target speed with

respect to range at t2 with respect to the sensor

associated with time line 2 (i%/):

OR2
‘ t
? théyzz + Vytéyg; .
OR1 Jvst? + vyt?
(243)
VXt . oV
: vxe AL Vytg—XE - ,
oV _ OR2 OR2 (244)
OR2 Juxt? + vyt? ‘
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v. Compute the estimated target speed:

V= Vat® + Vit (245)
vi. Compute the speed residual (RESV):
RESv=Ve-V v | (246)

where Vc is the assumed target speed.

vii. Compute the normalized speed residual (RE&J'

. . , , ov  Ov
and normalized partial derivatives |——, —
: ORl1 OR2
REsy = RESV (247)
ov
C— ov. ,
Ov _ BRI (248)
OR1 ov
— v
‘Ov _ or2 (249)
. OR2 ov ' o

where ov is the standard deviation of the assumed
target speed.
viii. If frequency data are not being processed,
set the next row of the augmented Jacobian H
matrix to:

v

v v 250)
OR1 OR? (2500

If frequency data are being processed, set the

next row of the augmented Jacobian H matrix to:
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OV 0V 4 rsy | (251)
OR1 OR2 :

f. Reorder the rows of the H matrix such that a zero-
valued partial derivative does not appear along the

diagonal.

g. Perform the Householder transformation on the m-
by-ns+1l matfix H:

i. Compute values of s, pu, and P as:

s =—sgn(H(1,1))(i[H(i;1)2 ]) (252)
u()=H({,1)-s (253)
u(i) = H(,0) i = 2,..., m (254)
pB= ! (255)
su(l)
ii. For j=2, ...,ns+l, evaluate the following

equations (apply Householder transformation to

the successive columns of H):

n

7 =BLu(H(, j) (256)

HU)=HGN+m@i=1..,m (257)
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h. Extract the upper triangular matrix R from the
upper left hand corner of the transformed matrix H:

RG,)=H(G,Di=1,..,ns - (258)
i. Compute R by back substitution:

i. Compute R (1,1) as follows:

R, D = ! (259)
R, 1)
ii. For j=2, ...,ns perform the following:
.. 1 ' |
U(j, D=5 (260)
R, J)
j-1 . '
U(kr J) = ‘(ZU(kr ‘E)R(‘el J))U(Jr _7) Ik = lr 1.7 -1 (261)
E=k
j. Set the Y vector to the last column of the
transformed matrix H: |
Y()=H(@,n+Di=1,...,ns - (262)
k. Compute the gain vector (G):

G=R'Y : (263)

1. Determine if the gain vector is near zero. If
both k?ﬂﬂ and kﬂZﬂ are less than or equal to 0.1, then

the algorithm has converged and Gauss-Newton
iterations shall terminate, and processing shall

resume as described in paragraph g.
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Otherwise, processing shall continue as described

below.

m. Limit the range changes such that the updated

range estimates will be within bounds as follows:
i. If |G| > 10000 or |G(2) > 10000, perform the
following calculations up to twenty times which

divide ARI and ARZ by 2 until the updated range

estimates will be within bounds:

a = 1(Initialization) (264)
Rl,, = R1+ aG(l) < (265)
R2iomp = R2 + aG(2) (266)

If len <R1temp <leax and R2min<R2temp<R2max, update

gain vector as follows:

G=aG (267)
and continue as described in paragraph 16n below.
Otherwise, divide a by 2 and repeat the process.
ii. If |[G()| < 10000 or IG(2)| < 10000, perform the
following calculations up to twenty times which

decreases AR1 and AR2 by 5% until the updated
range estimates will be within bounds:

i =0{Initialization) © - (268)
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100-5ii+5
oQ=—-

(269)
100
Rl,,,=R1+aG(1) | - (270)
R2,.,=R2+aG(2) , ~ (271)

If Rlpin <Rltemp <Rlmax and RZnin <RZ2temp <RZnax, update
gain vector as follows:

G=aG (272)
and continue as described in paragraph 16 below.
Otherwise, increase ii by 1 and repeat the

process.

n. Compute the stepsiée (s) via the quadratic fit
type line search azs follows:
‘i. This followiné procedure provides a method
for selecting the sfepsize a,in the modified
Gauss-Newton iterative formula
X, = X, + aAx, (273)
where Ax;is the correction vector. Aétually,'
because it is not normalized, the correction Ax,
also contributes to the size of the step. It is
convenient to redefine equation (273) aé

X141 = %p + asAx; ‘ R - (274)
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a =

where aj denotes the jth value of the step size at
the Ith Gauss-Newton iteration.

ii. Once Ax, is found from the Gauss-Newton
equations, thebperformance index PI, is 'a function
only of aj,

PIj(aj)-= PI;(x; + ajAx)) (275)
and this is minimized by a judicious selection of
aj. Here, a; is defined by the minimum of a
quadratic polynoﬁial which passes through three
data points (aj,PI(aj),j=1,2,3).' For equally
spaced values of ajy, fhe step size occurring at

the minimum of this quadratic is given by

(a, + a;)PI(a,) — 2@, + a,)PIa,) + (@, + a,)PI(a;)

PI,(1) <

(276)
2PI (a,) — 4PI.(a,) + 2PI/(a,)

where 'a3>a220 .

iii. The first of these data points is readily
available, namely, a, = @,Pfx%»; and if

PI0), 3 (277)
then a2=1'gives the second data point and a3=2a2
gives the third. However, if equation (302) is

not satisfied, the length of the interval is

reduced by selecting a,=-— and az=2a,=1, provided

o | —
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PI((%) < PI0). (278)

iv. If this is successful, the next selection is

1 .
a,=— and a3=2a2=b5, and subsequent selections

are given by repeatedly dividing a; by 2. This
continues until PI,(a,) < PI(a,) or a threshold is

crossed which causes termination of the line
search. After ap is found, then

PI;(am), PIf(al) and PIf(aB) are compared to determine
which of'these is the smallest. This is
neéessary because the quadratic polynomial may
not always provide a good fit to the cost

function and PIA@Q or PIAQJ may be smaller than

PI(a,)-

Update the states using the selected stépsize:

i. Update the range states:

R1_, = Rl + sG() (279)

new

R2,., = R2,, + sG2) = (280)

new o
and insure Rlpint0.1<RIpew<RIpax=0.1 and

R2uin+0 . 1<R2peu<R2nax=0.1.

ii. If frequency data is being processed update

the frequency state:
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Fb, =Fb

new old

+5G(3) (281

and insure 1<Fbpey.

p. Compute the new performance index (PIn.,) based on

the updated states (RlnewrRZnews Fbnew) .

g. Compute range, bearing, course and speéd at tc:
i. Compute the x-component of target vel’ocity

(Vxt) and the y-component of target velocity

(Vyt):
Uxt = R2 sin B2 + Xs2 — Rl sin Bl — Xsl (282)
t2 - t1
R2 cos B2 — Rl cos Bl —
vyt = =S98 4-Yij Zz cos Ysl (283)

ii. Compute target course (Ct) and target speed

(Vt)
ct = tan”l| ZE (284)
Vyt ’
Vt = Jvxt® + vyt . (285)

iii. ‘Compute x-component of target position at
tc (Xtc) and y-component of target poéition at tec
(Yte) : |

Xtec = R2sin B2 + Xs2 + Vxt{t2 - tc) | (286)

Ytc = R2 cos B2 + Ys2 + Vyt(t2 — to) (‘2.87')
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iv. Compute x-component of range at tc with
respect to own ship (Rxoc) and y-component of
range at tc with respect to own ship (Ryoc):
Rxoc = Xtc - Xoc | . (289)
Ryoc = Ytc — Yoc ' (290)
v. Compute range at tc with respect to own ship

(Roc) and true bearing at tc with respect to own

ship (Boc):
Roc = JRxoc24-Ryoc2 g (291)
Boc = tanﬂ(Rxoc) | (292)
Ryoc

vi. Limit the range at tc with respect to own ship to

the maximum target range constraint.

Propagation path hypothesis testing can be perfofmed by the
endpoint MLE algorithm on up to a maximum of four data segments
which may be from different sonar arrays, and the endpoint MLE
algorithm is capable of processing an additional six azimuthal
bearings only or azimuthal bearing/horizontal raﬁge segments
(from any array) which méy be direct path only. Each segment
which contains eitﬁer‘conical angle or frequency measurements is
tested to determine whether the best propagation path is a
direct path or is a bottom bounce single ray reversal path.

Propagation path testing is performéd by alternating the
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propagation path for eéch segment to be tested from a direct
path to a bottom bounce path, running'the endpoint MLE algorithm
for each propagation path combination and sach appropriate
port/starboard combination and by saving the four best solution
based on the performance index, along with the associated
port/starboard indicators at the time lineé and propagation
pafhs for each segment. -Thus, if there are four ﬁonical angle
only segments and six azimuthal bezring segments, then the
endpoint MLE may be invoked up to sixty-four times if testing
all possible port/starboard combinations. If the selectéd time
lines are associated with conical angle measurement and bearing
measurements are available close in time to the conical angle
measvrements which can remové all ocrt/starboard amﬁigUity, then
the endpoiht MLE will tie down to fhe bearing measurements and
port/starboard hypothesis testing will not be performed.

Once the endpoint MLE has computed the four best solutions,
thé best sclution is used to initialize the Cartesian coordinate
MLE which will refine the solution using the optimal propagation
path combinations. The Cartesian coordinate MLE shall be
allowed to change the port/starboard designations if a

particular part/starboard combination has been specified.

Cartesian Coordinate MLE

1. 1Initialize the number of Gauss-Newton iterations to zero,
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2. Determine the number of state variables as follows:
If at least fhreé frequency measurements are available,
then frequencybdata will be proéessed, target base
frequency shall be estimated and the number of state
variables (ns) shall be set to five. Otherwise the number
of state variables shall be four, frequency data:shall not
be processed and target base freguency shall not be
estimated.

3. Initialize values for x-coordinate of target position at tm

(Xtm) , y&comﬁonent of target position at tm (Ytm), x-component

of target velocity (Vxt) and y-component of target velocity

(Vyt) using the outputs from the Endpoint MLE as follows:

Xtm = Roc sin Boc + Xoc — Vxt{tc — tm) ©(293)
Ytm = Roc cos Boc + Yoc — Vyt(tc — tm) ©(294)
Vxt = VtsinCt {295)
Vyt = VtcosCt ' | (296)

where Roc is the range at tc with respect to own ship
Boc is the true bearing ét tc with respect to own ship
Ct is the target course
Vt is the target speed
Xoc is the x-coordinate of own ship position at tc
Yoc is the y-coordinate of own ship position at tc

tm is the time of the most recent measurement
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tc is current time
If frequency data are being processed, initialize the base .

frequency (Fb) to the base frequency output by the endpoint MLE.

4. Compute the Cartesian coordinate performance index (PI)
‘based on the initial states as follows: |
a. First, for each measurement in the batch:
i. Compute the x-component of range at t; with
respect to the sensor associated with the ith
measurement (Rx;) and the y-component of range at

t; with respect to the sensor associated with the

ith measurement (Ry;):

Rx;, = Xtm — Vxt{tm ~ t;) — Xo, (297)
Ry, = Ytm — Vyt{tm - t,) - Yo, ' . (298)

where Xo; is x-coordinate of own ship position at

t;

Yo; is y-coordinate of own ship position at t;

t; is the time of the ith measurement

tm is the time of the latest measurement

ii. Compute the range at t; with respect to the

sensor associated with the ith measurement (R;):
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R, = 1/Rxf + Ry’ . (299)

iii. Compute the target image depth at t; with
respect to the senscr associated with the ith
measurement (Rz;) and D/E angle at t; with respect
to the sensor associated with the ith méasurement
(6:) .
iv. If the ith measurement is an azimuthal
bearing:
1.) Compute the true bearing at t; with
respect to the sensor associated with the

ith measurement (Bj;):

B, = tan—z[inJ (300)
Ry;

2.) Compute the bearing residual (RESb;)such

that - 7 < RESb, £ 7:

e p3

RESb, = Bm, — B, - (301

where Bm; is the ith measured bearing

3.) Compute the normalized bearing residual

(RESbi) :
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RESH. = i (302)

where ob; is the measured bearing standard

deviation

v. If the ith measurement is a conical angle:

1.) Compute the target image depth at t;

with respect to the sensor associated with

the ith measurement (Rz;) and D/E‘angle at tj

with respect to the sensor associated with

the ith measurement (6;) .

2.) 1If
conical
a.

the D/E anglé associated with the
angle measurement is wvalid:

Compute the true bearing at t: with

respect to the sensor associated with

the ith measurement (B;):

b.

- tan*[in) (303)
Ry,

Compute the slant range at t; with

respect to the sensor associated with

the ith measurement (Rs;):

Rs, = Rx + Ry, + Rz/} (304)
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c. Compute the conical angle at t; with

respect to the sensor associated with

the ith measurement (f;):

_il lcos Cs . \Rx, sin Hs. + Ry, cos Hs,) — sin Cs,Rz,
ﬂl = CoS 1(( 1( i i yz .1) , i 1)) (305)
: ' Rs; :
where Cs; is the sensor cant angle at
the ith measurement

s; 1s the sensor heading at the it}

‘I"

measurement

d. Compute the conical angle

(RES;) such that — 7 < RESB, £ 7:

1

RESB, = fm, - B, . (306)

where fm; is the ith measured conical
angle

e. Compute the normalized conical angle

residual (RES%&):

RESD;,
ob

1

(307)

RESb, =

where off; is the measured conical angle
standard deviation.
vi. If the ith measurement is a range:

1.) Compute the range residual (RESr;):
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vii.

RESr, = Rm, — R, _ (308)

1

where Rm; is the ith measured range

2.) Compute the normalized range residual

(g1, ):

RESTr,

RESr. = - (309)

1

or;

1
where or; is the measured range standard

deviation

If frequency data are being processed and

the ith measurement is a frequency:

1.) Compute the x-component of targst
relative velocity at t; with respect to the

sensor associated with the ith measurementc

(Vx;) and the y-component of target relative

velocity at t; with respect to the sensor

associated with the ith measurement (Vy;):

(V9]
[
L

Vx;, = Vxt — Vxs; (.

1

Vy;
where Vxs; is the x-component of sensor

velocity at ¢;

101
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Vys; is the y-component of sensor

velocity at t;

2.) Compute the target image depth at t; with
respect to the sensor associated with the ith
measurement (Rz;) and D/E angle at t; with respect

to the sensor associated with the ith measurement

(0:)

3.) 1If the D/E angle associated with the
frequency is valid, compute the slant range at t;
with respect to the sensor associated with the

ith measurement (Rs;):

“Rs, = /R + Rz’ (312)

4.) Compute the estimated frequency at t; with

respect to the sensor associated with the ith

measurement:
Rs. + Vxs.Rx. + Vys.Ry. v
£, = Fb CRs; x5;Rx, vs;RY; (313)
CRs; + VXtRx; + VytRy;
5.) Compute the frequency residual (RESE;)
RESf, = fm; = f; (314)

where fm; is the ith measured frequency
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6.) Compute the normalized frequency residual

(et ):

REST
RESE;, = 2 - (315)
of, . ,

1

where of; is the measured frequency standard

deviation.

b. If a range constraint is being imposed, then the
following computations shall be performed:
i. Compute the range residual (RESx):

RESr = Rc — R } (316)

where Rc is the assumed target range

ii. Compute the normalized speed residual (RESr):

— E
RESr = DEST (317)
OR

where oR is the assumed target range standard

deviation.

c. If a speed constraint is being imposed, then the

following computations shall be performed.
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i. Computé the estimated target speed:

Vo= Juxt® + vyt? (318)
ii. Compute the speed residual (RESvV):
RESv = V¢ -V (319)
where Ve is the assumed target speed

iii. Compute the normalized speed residual

(rzsv):

RESy = JESV (320)
oV

where oV is the assumed target speed standard
deviation.
d. Compute the performance index as one half of the

sum of the squared normalized residuals.

~ 5. Gauss-Newton iterations shall be performed as described in

paragraphs a through n below, until the algorithm converges as
described in paragraph n or until twenty-five iterations have
been performed.

a. For each measurement in the batch:
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i. 'Compute the x-component of range at t; with
respect touthe sensor associated with the ith
measurement (Rx;) and the y-component of range at
ti witﬁ respect to the sensor associated with the
ith measurement (Ry;):
Rx;, = Xtm — Vxt(tm - t;) - Xo, .
Ry, = Ytm - Vytltm - t,) = Yo, (322)
where Xo; is x-coordinate of own ship position at
ti
Yo; is y-coordinate of own ship position at ¢;
t; 1s the tiﬁe of the ith measurement
ii. Compute the range at t; with respect to'fhe

sensor associated with the ith measurement (R:):

R, = Rx + Ry’ (323)

iii. Compuﬁe the target image depth at ts withi
réspect to the sensor associated with the ith
measurement (Rz;) and D/E angle at t; with respect
to the sensor associated with the ith. measurement
(61)
;v. If the ith measurement is an azimuthal
bearing:

1.) Compute the parfial derivative of true

bearing at *t; with respect to the sensor
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associated with the ith measurement with

respect to the x-coordinate of target

. ' 8B, . : .
position at tp|——|, the partial derivative
oXtm

of true bearing at t; with respect to the
sensor associated with the ith measurement
with respect to the y-coordinate of target

_ _ { OB,
position at ty
L@Yhn

), the partial derivative

of true bearing at t; with respect to the
sensor associated with the ith measurement

with respect to the x-component of target

( a8,

velocity ! j, and the partial derivative

- LoV
of true bearing at t; with respect to the
sensor associated with the ith measurement

with respect to the y-component of target

| (6B,)
velocity :

oYxt
0B, _ Ry, | (324)
oXtm Rf
0B, =__R_)_C2_"_ (325)
oYtm RS :
B, —tg B S (320)
OVxt OXtm
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L=, —t,)—2 (327)

- OVyt ‘ *T 0Ytm

2.) Compute the bearing residual (RESb;)
such that -n<RESb;<m:
RESb, = Bm; — B, (328)

where Bm; is the ith measured bearing

Compute the normalized bearing residual

( and ncrmalized parn_lai darivatcive

0B, 0B,

1 B

6Xtm 6th "ovxt 6Vyt

_ RESD, (329)
RESD, ob,
N 0B,
oXtm ob;,
- 0B,
oYtm ob;
08,
ovxt obi
)
0B, _ oVyt (333)
oVyt ob,

where ob; is the measured bearing standard

deviation
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4.) If frequency data are not being
processed, then set the next row of the

augmented Jacobian matrix H to:

0B, OB, 0B, 0B,
: : : L RESB, (334)
0Xtm O0Ytm OVxt OVyt :

If frequency data are being processed, then
set the next row of the augmented Jacobian

matrix H to:

0B, 0B, 0B, 0B, , RESB, (335)
O0Xtm 0Ytm OVxt OVyt

If the ith measurement is a conical angle:

1.) Cpmpute the target image depth at t;
with respect to the sensor associated with

the ith measurement (Rz;) and D/E angle at t;
with respéct to the sensor associated with
the ith measurement (6;).
2.) 1If the D/E angle aschiated with the
conical angle measurement is valid:

a Compute the true bearing at t; with
respect to the sensor associated with

the ith measurement (B;):
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B, = tan"-‘{ Qj (336)
Ry,

b Compute the slant range at t; wich
respect to the sensor associated with

the ith measurement (Rs;):

2

= JRx,” + Ry,” + Rz, (337)

¢ Compute the conical angle at t; with
respect tTo the sensor associated with

the ith measurement (ﬂﬂ:

3{Coﬁﬁﬁﬁﬁ§31ﬁ“@_+;j§CQ5H@)“BiﬁC@R§q (338)

where Cs; is the sensor cant angle at
the ith measurement and Hs; is the
sensor heading at the ith measurement
d Computelthe partial derivative of
conical angle at t; with respect to the
sensor associlated with fhe ith
measurement with respect to the 2—

coordinate of target position at t,

0
(MJ&M), the partial derivative of

conical angle at t; with respect to the
sensor associated with the ith

measurement with respect to the y-
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coordinate of target position at t,

of.
(»ﬁj, the partial derivative of
L OYtn
conical angle at t; with respect to the

sensor assoclated with the ith

measurement with respect to the x-

, ’ 0f,
component of target velocity l@v;ét '

and the partial derivative of conical
angle at t; with respect to the sensor
associated with the ith measurement

with respect to the y-component of

. of.
target velocity ( A, :
L OVyt

&, {oosts! Ry’ + Rz ysinfs — RxRy, cosHs) + RuRz sinCs) (339)
3
oxtm sin R,
ot nosCslRx’ + Az’loosHs - BxBy, $infs) + Ry.Rz sinls)
AL E TR Lt R, (340
oYtm sin BR;
¢ £
G5 ~(t, — t,} b (341)
OVXE BXtm ‘
off, . O,
= —{t, -t} Zd (342)
ovyt oYtm
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e Coﬁpute the conical angle (RESBQ'
such that -n< RESBi<n:

RESB, = fm, - B, (343)
where fm; is the ith measured conical

angle.

f Compute the normalized conical angle

« "“ . - , .
residual IRES#,| and normalized partial

op. ap. of b

derivatives — , s ¢
OXtm OYtm OVxt 0Vyt
_ RESf, - (344)
RESP, of3
— 8,
86, _ axem (345)
oXtm op;
— 9B
&8, _ avem (346)
oYtm opf;
_— a5,
@8, _ avxr ' (347)
oVxt of3; T
&
6B, _ ovyt | " (348)
ovyt  off; :

where of; is the measured conical angle

standard deviation
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g If frequency data are not being
processed, set the next row of the

augmented Jacobian matrix H to:

OXtm 0Ytm OVxt OVyt _

If freauency data are being processed,
then set the next row of the augmented

Jacobian matrix H to:

o5, 0B, op, op.
0Xtm 0Ytm OVxt OVyt

0 RESP, (350)

vi. If the ith measurement is a range:
1.) Compute the partial derivative of range
at t; with respect to the sensor associated

with the ith measurement with respect to the

. e " OR, )
x-coordinate of target position at t, - 1,
. . OXtm )

the partial derivative of range at ¢t; with

respect to the sensor associated with the

ith measurement with respect to the y-

. . { oR
coordinate of target position at t, P
. . L OYtm
the partial derivative of range at t; with
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ig

respect to the sensor associated with the

ith measurement with respect to the x-
, [ OR, :
component of target velocity mem , and the
' ' % ant

partial derivative of range at t; with
respect to the sensor associated with the

ith measurement with respect to the y-

4

- 0
component of target velocity lgit):
y

OR, _ Rx, (351)
OXtm R,
8, _ Ry, (352)
oYtm R,
AR, OR
T o (353)
ovxt oXtm
£R; R,
srapsailen: 22 —(t - t. :[ ::mm::‘::vz'};'\;w (354)
oVyt n T ovtm
2.) Compute the range residual (RESrﬂf
RESr, = Rm, - R, (355)

where Rm; is the ith measured range

3.) Compute the normalized range residual

[Rﬂﬁﬁ and normalized partial derivative

;o - — —
OR _OR ~ OR ~ OR
1_\6Xtm "ovtm " Bvxt ' ovyt
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FEST,
_ 2T : (356)
REST, or,
S oF.
OB, _ gxtm ~(357)
oXtm or;
A OF,
PR — o¥tm (358)
oYtm or;

(359)
— R
{?R« - 6Vy t . (360)
ovyt or;

where or; is the measured range standard
deviation.

4.) 1If frequeﬁcy data are not being
processed, then set the next row of the

augmented Jacobian matrix H to:

s et somm e oo RES I

OR. 6;:, 6.& OR. ] (361)
OXtm ath 5th OVyt J

If frequency data are being processed, then

set the next row of the augmented Jacobian

matrix H to:

oR, OB 9RO 0 RESr, (362)

6Xtm dYtm OVxt BVyt
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If‘frequency data are being proéessed and

the ith measurement is a frequency:

'1.) Compute the x-component of target

relative velocity at t; with respect to the
senéor associated with the ith méasurement
(Vx;) and the y—component of target relative
velocity at t; with respect to the sensor
associated with the ith measurement (Vy;):

Vx.

1

Vxt — Vxs,; (363)

Vy; = Vyt - Vys, (364)
where Vxs; is the x-component of sensor

velocity at t; and Vys; is the y-component of

sensor velocity at t;.

2.) Compute the target image depth at t;
with reépect to the sensor associated with
the ith measurement (Rz;) and D/E angle at t;

with respect to the sensor associated with

the ith measurement (6;).

3.) If the D/E angle associated with the

frequency is valid, compute the slant range

-at t; with respect to the sensor associated

‘'with the ith measurement (Rs;):
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s JR? + Rz,” | (365)

fey
o

4.) Compute the partial derivative of
frequency at t; with respect to the sensor’
associated with the ith measurement with

respect to the x-coordinate of target

L
pos¢twon at tp ymzi“ , the partial derivative
i, OXtm

of frequency at t; with respect to the sensor
associated with the ith measurement with

respect to the y-coordinate of target

, 0
position at £, i f, \,

iﬁ the partial derivative
,6Ym )

of frequency at t; with respect to the sensor
associated with the ith measurement with

respect to the x-component of target
.o N
velocity 5;7-, the partial derivative of
L arx

frequency at t; with respect to the sensor
associated with the ith measurement with

respect to the y-component of target
(o . S
velocity 5;t~ and the partial derivative of
Y

frequency at t; with respect to the sensor

1i6
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11

12

13

associated with the ith measurement with

! of
respect to base frequency | -~ ):

ot ‘  Fb
—til = .
OXtm  (cRs, + VxsRx, + VysRy; + Rx,Vx, + Ry,Vy,) »
| (366)
& C .
((inin + Ryl.'\/yij R - Rx, + sz_) - (cRsi + VxsRx;, + VysiRyi)inJ
;3‘-_ _ Fb .
oYtm  (cRs; + VxsRx, + VysRy, + Rx,Vx, + Ry,Vy,)’
(367)
[(inin + Ry, Vy, )[RC Ry, + Vysij - (cRsi + VxgRx;, + VysiRyi)Vyi]
5 _
f &f,
L. = —E, — £} i (368)
6VxL oxXtm
i of
T R g (369;
ovyt oYtm
ar, chs, + Vs Ry, + Vys Ry,
tL (370)
OFb (cRs + Vxs, Rx + Vys,Ry, + Rx;Vx; + RylVyl)
where ¢ is the average speed of sound
5.) Compute the estimated frequency at t;

with respect to the sensor associated with
the ith measurement:

cRe + Vxa Rx, Vya Ry
fi — Fb . ¥ A A '}
CRs; + VXtRx, + Vth}Q

(371)

6.) Compute the frequency residual_(RESfﬂ:

RESE, = fm, - f, | (372)

F
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where fm; is the ith measured frequency

*7.) Compute the normalized frequency

residual hﬁﬁﬁ) and normalized partial

of, of. 0f, 0Of,

derivatives i, “— =, Py
oxtm ' oytm ' dvxt ® oVyt ' OFb
RESY
_ REF (373)
REST, of;
........... &f,
3 Axtm | '
0, _ 8¥tm (374)
- af, :
0f,  _ #¥im (375)
. &r
ef, _ avxt (37€)
— 0
AF. ' ‘
v er, oVyt . (377)
ovyt of; ’
—_ or,
OF. e
el _ BFb (378)
OFb of, ' '

where of; is the measured frequency standard
deviation.
8.) Set the next row of the augmented

Jacobian matrix H to:
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£ £ £, £ r, '
0Xtm dYtm OVxt dVyt OFb .

If a range constraint is being imposed, the

following computations shall be performed:

i. Compute the partial derivative of range at t;
with respect to the sensor associated with the

ith measurement with respect to the x-coordinate

{ oR .
of target position at t, ‘- {, the partial
, OXtm

derivative of range at t; with respect to the
sensor associated with the ith measurement with

respect to the y~coordinate of target position at

" R,

t
’"kanm

), the partial derivative of range at t;

with respect to ‘the sensor associated with the

ith measurement with respect to the x-component
_ {aR: .
of target velocity Egm%=, and the partial

derivative of range at t; with respect to the
sensor associated with the ith measurement with

respect to the y-component of target velocity

(OR. ).
L oVyt )

OF Bx, ’ ‘
fr!t1 - A (380)
OXtm R
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Of, - Ry,

= (381)
O0Ytm R,
'R OR
m{m;.w = _(tm - 1* W{m,;w (382)
ovVxt oXtm ‘
CR. R,
i A (383)
ovy oYt

ii. Compute the range residual (RESr;):

RESr, = Rc = R (384)

where Rc is the assumed target range

iii Compute the normalized range residual (RESQ)

and normalized partial derivatives

oR, OR, AR @R
oxtm > 8Ytm ~ dvxt® vyt

RESr, = S2ok (385)
OR
- iR,
aRx, 5’}‘:32 | ( 3 8 6 )
oXtm OR
aR — (‘ Yem ( 387 )
oYtm OR
aRi = SUxt (388)
OVxt oR
—_— CR;
BR. vyt (389)
ovyt OR
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where R 1s the measured range standard

deviation.

iv. 1If frequency data are not being processed,

then set the next row of the augmented Jacobian

matrix H to:

oF., OF, OFR, OF. ’
_ e Zh Y RESr (390)
OXtm OYtm OVt OVyt |

L

If frequency data are being processed, then set
the next row of the augmented Jacobian matrix H

to:

a Y. —.: .:i?,/ ad‘i ’
{ R OROR OR ) ppsr (391)
LoXtm OYtm dVxt OVyt }

If a speed constraint is being imposed, the

following cbmputations shall be performed:

i. Compute the estimated target speed:

i) -
vV o= yust® + vyt? (392)
ii. Compute the partial derivative of target
speed with respect to the x-coordinate of target

. oV . . .
position at tn (wwww), the partial derivative of
. OXtm _

target speed with respect to the y-coordinate of

ooy N\ ' .
MJ.MJ, the partial

target position at cp | e
" \ovem
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derivative of target speed with respect to the x-
, . Yy
component of target velocity twwww and the
-y O0Vxt

partial derivative of target speed with respect -

B | 1%
to the y-component of target velocity (—Q—-j:

OVyt
Vg | (393)
oxXtm o
R ' (394)
0Ytm
ov _ Vxt (395)
oVxt 14
ﬁaV - vt (396)
oVyt 1% '

iii. Compute the speed residual (RESv):
REEV = Vo -V : (397)

where Vc 1s the assumed target speed
iv. Compute the normalized speed residual (RESV)

and normalized partial derivatives

ov . oV ov. oV
oxtm ' ovtm ' 8Vxt '~ dVyt

L R

RESv

RESV = o _ (398)
OR
......... f‘ v
aV = f'}:' L ( 39 9 )
6X tm oV
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g

ov

oYtm
oVxt
—_ av
7 - .
oV _ ovyt (402)
5vyt_ oV

where ¢ is the assumed target speed standard

deviation.

v. If frequency data are not being processed,
then set the next row of the augmented Jacobian

matrix H to:

ov_ ov ov 0V RESV (403)
0Xtm O0Ytm OVxt OVyt

If frequercy data are being processed, then set
the next row of the augmented Jacobian matrix H
to:

porm—

ov. oV 090V 9V , REsv | (404)
0Xtm 0Ytm OVxt OVyt

d. Reorder the rows of the matrix H such that a zero
valued partial derivative does not appear along the

diagonal.
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e. Perform the Householder transformation on the m x

n+l matrix H.

f. Extract the upper triangular matrix R from the

upper left hand corner of the transformed matrix H.
g. Compute R by back-substitution.

h. Extract the Y vector from the upper right hand

corner of the transformed matrix H.

i. Compute the gain vector (G):

G = Ry (405)

j. Determine if the gain is near zero. If bofh b&ﬂ
and lG{z} are less than 0.1 and |5{3)] and |&{¢} are less

than 0.01, then the algorithm has converged, Gauss

Newton iterations shall terminate, and processing

shall be performed as described in paragraph 6.
Otherwise, prbcessing shall continue as described

below.

k. Compute the stepsize as described in n. above.
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1.

Update the states using the optimal stepsize(s):

i. Update the position and velocity states:

Xtm = Xtm + sG(1) (406)

Ytm = Yitm + 3G(2) (407)

Vxt = Vxt + sG(3) (£08)

Vyt = Vyt + sG(4) (409)
ii. If frequency data are being processed,.
update the frequency state:

Fb = Fb + sG(5) ‘ (410)
iii Compute range with respect to own ship at ¢,

(Rom) and target speed (Vt) as

Rom = -\//(Xtm — Xom)® + (Ytm — Yom)®

Vt = |JVxt? + Vyt? (412)

iv. Insure Rpin + 0.1 <Rom<Rpax and Vpin +
0.1<Vt<%mx. If either Rm or Vt is out of bounds,
limit the appropriate parameter and recomputé

Xtm, Ytm, Vxt and Vyt.
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m. Compute the new performance index (PLEQ) based on

the updated states (Xtm, Ytm, Vxt, Vyt, Fb)

n. Compute range, bearing, course and speed at

current time:

10

11

12

17

18

19

i. Compute target course (Ct) and target speed

(Vt) :

AV
Ct = tan l(vxf:] (413)
VE .
Vt = JVkt? + Vyt? (414)

ii. Compute x-coordinate of target position at

tc(Xtc) and y-coordinate of target position at

tc(Ytce):
Xtc = Xtm + Vxt(tc — tm) (415)
Ytc = Ytm + Vytltc — tm) ' (416)

iii. Ccmpute x~compecnent of range at tc(Rxc) and
y-component of range at tc with respect to own

ship (Ryc) :
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Rxc
Ryc = Ytc - Yoc ’ (418)

where Xoc is the x-coordinate of own ship

Xtc - Xoc {(417)

position at tc and Yoc is the y-coordinate of own

ship position at tc.

iv. Compute range at tc with respect to own ship

(Rc) and true bearing at tc with respect to own

ship (Bc):

~—

Rc = JRxcz+-Ryc% (419
-1 R _
Bc =‘tan1(—§£) (420)
Ryc

v. Limit range at tc with respect to own ship to

a maximum of the target maximum range.

vi. Limit target speed to a maximum of the

target maximum speed.

chiznge in the performance index

4]

0. Determine if th
is negligible. If so, processing shall terminate,

otherwise, Gauss-Newton iterations shall continue.

127




12

13

14

15

16

17

i. Compute change in the performance index

(API) :

1.) If PI.;>0,

. PInew - PIola‘
API =
PIolc‘
2.) If PI,:a=0,
API = 0

(421)

(422)

ii. If A4PI< 0.00001 and Plpew <threshold.., stop

iterating.

6. Compute the ns by ns Cartesian coordinate covariance matrix:

P =R'R (423)
7. Extrapolate the cbvariance matrix forward to current time:
a. If frequency data are not being processed, the
transition matrix @ shall be defined as follows:
[1 0 tc - tm o ]
O 1 0 tc — tm
¢ = (424)
0 0 1 0
0 0 0 ]
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b. If frequency data are being processed, the

transition matrix ® shall be defined as follows:

1 0 tc—tm 0 0

g=100 1 o o (425)
00 0 100
00 0 0 1

L -

c. The covariance matrix at tc shall be extrapolated

as follows:

P = gprgp" ' (426)

8. Compute target range, bearing, course, speed and base

frequency standard deviations:

P;Rxc? + 2P, ,RxcRyc + P,,Ryc?

o, = : - (427)
Rc™
2 2 '
op = JPzzRyc — 2P pRXCRyC + PppRxc (428)
y ;
Rc
2 2 ‘
P33Vyt® — 2P, Vxt * Vyt + P,,Vyt
o = J 33VY Xt 7 YR PaalY (429)
vt
2 . * Tt Vyt?
o5 = \/P33VXt + 2P34V>ft2k VYt + PygVyt (430)
vt |

If frequency data are beiﬁg processed.
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9. Compute major and minor localization ellipse axis length

(¥maj, Xmin) and orientatibn of major axis from North (ORIEN):

P, + P, + (B, - P,) + 4p,°
ﬂmaj = 12 22 ‘j( -‘12 2..) 12 (432)

_ Py + Py - \/(Pu - P22)2 + 4P122
2

Anin = (433)
Xppy = 2.1459 [ (434)
Xmin = 2 1459 A‘min (435)
") P, :
ORIEN = tan | —=—— (436)
’ ﬂ’maj - Pll '

10.. Outputting to’a display computer.

It will be understood that many additional changeé in the
details, materials, steps and arrangement of parts, which have
been herein described and illustrated in.order to explain the
nature of the invention, may be made by those skilled in the art
within the principle and scope of the invention as expressed in

the appended claims.
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Attorney Docket No. 78009
MULTI-STAGE MAXIMUM LIKELIHOOD TARGET ESTIMATOR

ABSTRACT OF THE DISCLOSURE

A multi-stage maximum likelihood target estimator for use
with radar and sonar systems is pfovided. The estimator is a
spftwaré implemented algorithm haviﬁg four computational stages.
The first stage provides angle smoothing fdr data endpoints
thgreby reducing angle errors associated with tie-down times.
The second stage performs a coarse grid search to obtain the
initial approximate target state to be used as a starting point
for stages 3 and 4. The third stage is an endpoint Gauss-Newton
type maximum likelihood target esﬁimate which determines target
range along two time lines. The final refinement of the target
state is obtained by the fourth stage which is a Cartesian
coordinate maximum likelihood target estimate. The four-stage
processing allows the use of target historic data while reducing

processing time and computation power requirement.
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