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Attorney Docket No. 83992
MULTI-STAGE PLANAR STOCHASTIC MENSURATION

STATEMENT OF GOVERNMENT INTEREST‘
The invention descrlbed hereln may be manufactured and used
by or for the Government of the Unlted States of America for

Governmental purposes w1thout the payment of any royaltles

'thereon or therefore.

CROSS REFERENCE TO RELATED PATENT APPLICATIONS

The present application is ielated to the following
copending applications: application of F. J. O}Brien,'Jr.
entitled “Detection of Randomness in Sparse Data Set of Thfee
Dimensional Time Series Distributions,” serial number 10/679,866,
filed 6 October 2003 (Attorney Docket No. 83996); application of
F. J. O’'Brien, Jr. entitled “Enhanced SyStem for Detection of
Randomness in Sparse Time Series Distﬁibutions,”'filed 3 Manch'
2004 (Atterney Docket No. 83995); application of F. J. O'Brien,
Jr; and Chung T. Nguyen entitled “Method for Classifying a Random

Process for Data Sets in Arbitrary Dimensions,” filed on even

date with the present application (Attorney Docket No. 78586);

application of F. J. O’Brien, Jr. entitled “Method for Detecting
a Spatial Random Process Using Planar Convex Polygon Envelope,”

filed on even date with the present application (Attorney Docket
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No. 83047); and application of F. J. O’Brien, Jr.Aentitled "
“Method for Sparée Data Two-Stage Stoéhastic Mensuration,” filed
on even date with the present application (Attorney Docket No;
84264.) |

BACKGROUND OF THE INVENTION

'(1) Field of the Invention

The present invention relates generally to the field of
sonar signal prbcessing and; moré particularly, pfeferably
compfiSes a multista§e automated method to measure the spatial
arrangément among a Vefy small number of measurements-whereby'an
éscertainment of the mathematical property of randomheSs (ox

noise—degree) may be made.

(2) Description of the Prior Art

Naval sonar systems require that signals be classified
according to structure; i.e., periodic, transient, random or -
chaotic. For instance, in many cases it may be highly desirable

and/or critical to know whether data received by a sobnar system

is simply random noise, which may be a false alarm, or is more

“likely due to detection of a submarine or other vessel of

interest. In the study of nonlinear dynamics analysis,
scientists, in a search for "chaos" in signals or other physical
measurements, often resort to embedding dimensions analysis," or

"phase-space portrait analysis." ' One method of finding chaos is
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by selecting the appropriate time-delay close to the first "zero-

crossing"” of the autocorrelation function, and then performing

delay plot analyses. Other methods for detection of spatial

randomness are based on an approach sometimes known as “box
counting” and/or “box counting'enumerative" models. Other
methods such as power-spectral density (PSD)‘techniQues'may be
employed in naval sonar systems. Methods such as these may be
dlscussed in the subsequently llsted patents and/or the above-
c1ted related patent applications which are hereby 1ncorporated
by reference and may also be discussed in»patents and/or
applications by the inventors of the above-cited related patent
applications and/or subsequently listed patents. |

It is also noted that. recent research has revealed a

critical need for highly sparse data set time distribution

. analysis methods and apparatus separate and apart from those

"adapted for treatlng large sample distributions. It is well

known that large sample methods often fail when applied to small
sample distributions, but that the same is not necessarily true
for small sample methods applied to large data sets. Very small
data set distributions may be defined as those with less than
about ten (10) to thirty (30) measurement (data) points.

General probability theory related hereto is foundbin P. J.
Hoel et al;, Introduction to the Theory of Probability, Boston,

Houghton-Mifflin, 1971 which is incorporated herein by reference.
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' An example of the Runs Test is described in G.H.»Moore & W.A.

Wallis, 1943, "Time Series Significance Tests Based on Signs of
Difference", Journal of the American Statistical Association,

vol. 39, pagés>153f164 and is incorporated herein by reference.

Small data distributions with less than ten to fifteen data

measurements can be analyzed mathematically with certain
nonparametric.discrete probability distributions as opposedAto
large-sample méthdds, which employ continuous probability
distributions (such as the Gaussian). |

| Nonparametric statistics is a field‘that treats'discrete
vaiiables or a quantitative variable whose set of possible values
ié countable. Typical exambles-of disCrete,variables-aré
variables whose poésible Valﬁes are ‘a subset of the inté@ers;
such aé discrete time increments, t§=0; t,; =1, t.=2, .., Social

Security numbers, the number of people on a naval facility, ages

‘rounded to the nearest year, or the number of pages in a DoD

Technical Manual. Moreover, a random variable is discrete if.and
only if its cumulative probability disﬁribution function is a |

stair-step function; i.e., if it is.piecewise constant and only
increases by discrete jumps.

Nonparametric probability and statistical methods were

_deﬁeloped to be used in cases when'the-researcher does not know

the parameters of the distribution of the variable of interest in

the population (hence the name nonparametric) . In other terms,
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nonparametrlc methods do not rely on the estimation of parameters~

(such as the mean or the standard deViation) describing the .i
distribution of the varlable of interest in the population..
Therefore, these methods are also sometimes (and more
appropriately) called parameter-free methods or distribution-
free. Examples of exemplary patents related to the general field
of the endeavor of analysis of sonar 51gnals include:

AUnited States Patent No. 5,675,553, issued October 7, 1997,
to O’Brien, Jr. et al.,vdiscloses a method’for filling'in.missing

data intelligence in a quantified time-dependent data signal that

is generated by, e.g., an underwater acoustic sensing device. In

accordance with one embodiment of the invention, this quantified

'time—dependent data'signal is analyzed to determine the number

and location of ‘any intervals of missing data, i.e., gaps in the
time series data signal caused by noise in the sensing equipment'
or the local environment. The quantified'time—dependent data

signal is also modified by a low pass filter to remove any

undesirable high frequency noise components within the 31gnal. A

‘ plurality of mathematical models are then individually tested to

derive an optimum regression curve for that model, relative to a
selected portion of the sidnai data immediately preceding each
previously identified data gap. The aforesaid selected portion '
is empirically determined on the basis of a data base of signal

values compiled from actual undersea propagated signals received
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in cases of known target motion scenarios. An optimum regression
curve is that 'regression curve, linear or nonlinear, for which a
mathematical convergence of theimodel is achieved. Convergence
of.the model is determined by application of a smallest root-

mean-square analysis to each of the plurality of models tested.

- Once a model possessing the smallest root-mean-square value is

derived from among . the plurality of models tested, that optimum
model is then selected, recorded, and stored for use in filllng
the data gap. This process is then repeated for each subsequent
data gap until all of the identified data gaps are filled.

United States Patent No.»5;703,906, issued December 30,
1597,vto O’Brien, Jr. et al., discloses a signal processing
sYstem,which processes a digital signal, generally in response to
an analog'signal which includes a noise.component and possibly
also an information component representing three mutually

orthogonal items of measurement information represented as a

sample point;in a symbolic Cartesian three-dimensional spatial

reference system. A noise likelihood determination sub-system
receives the digital signal and generates a random noise
assessment of whether or not the digital signal comprises solely

random noise, and if not, generates an assessment of degree-of-

randomness. The noise likelihood determination system controls

the operation of an information processing‘sub—sYstem for

extracting the information component in response to the random
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noise aseessment or”a coﬁbination of the random noise assesement‘
and the degree—of—randomness.assessment. The_information
processing System is_illustfated as combatvcontroi equipment fof
éubmarine waffare, which utilizes a sonar signal produced by a
towed linear_transducer'array, and whose mode operation employs
three orthogonally reiated.diﬁensidns of data, namely: (i) clock
time associated with the interval of timejover'which the sample
point measurements are ﬁaken, (ii) conical angle representing
bearind of a passive sonar contact derived from the signal
produced by the towed array, and (iii) a freqUency’characteristic-
of the sonar signal. |
United States Pafent No. 5,966,414, issﬁed October 12, 1999,
to Frahcis J. O’Brien, Jr., diSCloees a signal precessing system
which broCesses a’digital signal gene:ated in response to an

analog signal which includes a noise component and’possibly also

“an information component. An information processing sub-system

receives said digital signal and processes it to extract the

information component. A noise likelihood determination sub-

‘system receives the digital signal and generatesa random noise

assessment that the digital signal comprises solely random noise,

and controls the operation of the information’pfdceseing sub-

system in response fo the random noise assessment. |
Uniﬁed'States Patent No. 5,781,460, issued July 14, 1998, to

Nguyen et al., discloses a chaotic signal processing system which
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receives an input signal from a sensor in a chaotic environment

and performs a processing operation in connection therewith to

provide an‘oufput‘usefﬁl in identifying one of a plurality of
chaotic processes in the chaotic environment. The chaotic signal .
processing system cémprises an inputbsectibn, a processing
section and a control section. The inpué section 1is résponsiyé
to inpﬁt data selection informatién for providing a digital data
stream selectively represeﬁtative of thé input signal provided by
the sensor or a synthetlc input representatlve of a selected

chaotlc process. The proces31ng section 1ncludes a plurallty of

~ processing modules each for receiving the digital data stream

from the input means and for generating therefrom an output

useful in identifying one of a plurality of chaotic proCesses}

‘The processing section is responsive to processing selection

information to select one of the plurality of processingbmodules
to“prdvide the output. The control module generates the input

data selection information and the processing selection

‘information in response to inputs provided by an operator.

United States Patent No. 5,963,591, issued October 5, 1999,
to O’Brien, Jr. et al., discloses a signal procesSing system
which procesées a digital signél generally in.responée to an
analog signal which includes a noise component and possiblY’also'
an information component representing four mutually orthogbnal

items of measurement information representable as a sample point
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in'a symbolic four-dimensional hYperspatial reference system. An

information processing and decision sub-system receives said

digital signal and processes it to extract the information

component. A noise likelihood determination sub-system receives
the digital signal and generates a réndom noise assessment of
whether or not‘the.digital signal cOmpfises solely random noise,
and if ﬁot, génerates an assessment of degree-of-fandomness. ‘The
ndise likelihood‘determination systém controls whether ér-not.the
information processing and decision sub-system is used, in
response to one or bbth of these generated outputs.b One
prospective practical applicétién of the iﬁvention is theA.
performance of a triage function upon signals from sonar
receivers aboard néval submarines, to determine Suitability of

the signal for feeding to a subsequent»COntact‘lbcalization and

motion analeis (CLMA) stage.

United States Patent No. 6,397,234[ issued»May 28, 2002, to

fO'Bried, Jr. et al., discloses a method and apparatus are

provided for autbmatically'characterizing the spatial arfangement
émong the data points of a time series dist;ibution in a daﬁé
processing system wherein the classification.of said time series
distributioh is required. The method and apbaratus utiiizeia
grid in Cartesian coordinates to determine (1) the number pf
cells in the grid containing’at'least—one input data point'of the

time series distribution; (2) the expected number of cells which
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would contaln at least.one data p01nt in a random dlstrlbutlon in
sald grid; and (3) an upper and lower probablllty of false alarm
above and below said expected value utilizing a discrete binomial
probability relatlonship in order to aﬁalyze,the randomness
characteristie of_the input time series'dlstribution. A labeling
device also is provided to label the time series distribution as
either random or nonrandom. |

United States Patent No. 5,144,595, issued Seétember 1,
1992, to Graham et al., discloses an adaptiyevstatistical filter
provlding improved performance target motion analysis noise
discrimination includes a bank of parallel Kalman filters.  Each
filter estimates a statistic vector of specific order, which in
the exemplary third order bank of fllters of the.preferred
embodiment, respectively constitute coefrieients of a constant,

linear and quadratic fit. In addition, each filter provides a

‘sum—of-squares residuals performance index. A sequential

comparator is disclosed that performs a likelihood ratio test
performed pairwise for a given model order and the next lowest;
which indicates whether the tested model orders provide
significant information above the next‘model order. Theloptimum
model order is selected’based on testing the.highest model
orders. A robust, unbiased esrimate of minimal rank for.

information retention proyiding computational efficiency and

10
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improved performance noise discrimination is therewith

accomplished.
United States Patent No. 5,757,675, issued May 26, 1998, to

O’Brien, Jr., discloses an improved method for laying out a

‘workspace using the pribr art crowding index, PDI, where the

average interpoint distance between the personnel and/pr

x equipment to be laid out can be determined. The improvement lies

in using the convex hull area of the distribution of points being

laid out within the workplace space to calculate the actual

crowding index for the workspace. The convéx hull area is that
area having a boundary line connecting pairs of points.being laid
out such that no line connecting any paif of‘poinﬁs cfoSses the
boundary line.. The calculation of the convex hull area ié
iliustrated using Pick's theorem with additionnl methods using
the Surveyor's Area formuia and Hero's formula.

United States Patent No. 6,466,516, issued Ocnober 5, 1999,
to O’Brien, Jr. eﬁ al., discloses - a metnod and apparatus for

automatically characterizing the spatial arrangement among the

data points of a three-dimensional time series distribution in a

- data processing system wherein the classification of the time

series distribution is required. The method and épparatus
utilize grids in Cartesian coordinates to determine (1) the
number of cubes in the grids containing at least one input data

point of the time series distribution; (2) the expeéted number of

11
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cubes which would contain-at_least one.data point'in'a random
distribution in seidvgrids; and (3)'én upper and lower‘ |
probablllty of false alarm above and below sald expected value
utilizing a discrete binomial probability relatlonshlp in order
to analyze the randomness charaoteristio of the input time series
distribﬁtion.'iA labelingvdevice also is.prOVided to-label the

time series distribution as either random or nonrandom, and/or . -

-random or nonrandom within what probability, prior to its output

from the invention to the remainder of the data orocessing system
for further analysis.

The above cited.art, while extremely uSeful, could be
improved with the capability of measuring'the sbatial»arrangement
for data distributions witn a very small'number of pOints,
objects, measutements and then labeling nonrandom distributions_f
correctly more often, and in special cases, as disclosed.
utlllzing the method taught herein. Consequently, those of Sklll
in the art will appreciate the present 1nvent10n Wthh addresses

these and other problems.
SUMMARY OF THE INVENTION

Accordingly, it is an object of the invention to proﬁide a

method for classifying data sets as either random or non-random.

12
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It is another object of the present invention to provide a

method capable of more accurately classify'a very small number of

'points; objects, measurements or the like.

Yet anotherquject of the preseﬁt invention is to‘provide a
useful method for classifyiﬁg data produced by naval sonar,
radar, and/Qr lidar in aircraft and missile tracking sYstems as
indications of how and from which direction the data was |
originally generated.

These and other . objects, features, and advantages of the

- present invention will become apparent from the drawings, the.

descriptions given herein, and the appended claims. However, it
will be uhderstood that above 1istedAobjecté and advantages of
the invention are intended oniy as an aid in ﬁnderstanding
certain aspecfs of the invention, are not intended té limit the. 

invention in any way, and do not form a comprehensive or

- exclusive list of objects, features, and advantages.

Accordingly, the present invention provides a method for
characterizing a plurality of sparse data sets with less than
twénty to thirty data points in a two—dimenéidnal Carfesian épace
as'random or nonrandom. The data sets may be based on data
produced by sonar,_fadar, lidar,iand the like. The hethod
comprises one or more steps such as, for insﬁance, reading in
data points for a first data set from the plurality of data sets,

counting the data points to determine a total number N of the

13
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data points, determining an amplitude range of the data points,'

and/or selecting a false alarm rate whereby random data will
produce a false aiarﬁ._ In a preferred_embodiment-several tests
of ths data'are performed; The first test may cpmprise utilizihg
a nonparametricbdiscrete probability distribﬁtion for initially
classifying said first databset as rahdom or nénrandom‘according
to said first test.

Performing a second test may comprise partitioning x and y
axes of the two-dimensioﬁalbCartesian space}with integsr
partitioned spaces with unitary intervals based on a maximum
range qf;x values of the data points and a maximum rahge of the.y
values of the data points, forming a second grid Withla plurality
of psrtitions based on the unitary intervals, desiénating each
partition.as zero if that partition contaiss no data points and

as one if that partition contains a data point and/or forming a

.sequence of zero’s and one’s by sequentially looking at each row

of the second grid énd whether'each partition is designated as
zero or one. Other steps may comprise determining a number of
runs r in ths'sequence wherein each run.is a homogenouSistreaﬁ of
zero’s or one’s followed by a different stream of zero’s or one’s
wherein a total number of one’sAis n; and a total number of
zero’s is n,, computing a Gaussian statistic Z and probability P
from n; and n;, and then classifying the first data set as

nonrandom if p is less than or equal to the false alarm rate and

14
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random if p is greater than thé false élarm‘rate as per the
second test. Additioﬁal steps comprise utilizing the first test
and the second test to finally cléssify the first data set as
random or nonrandom. B | |

An eXample of use of a nonparametric discrete prdbability'
distribution may comprise plotting the points in the two- |
dimensional Cartesian space, forming a first grid over the two-
dimensiohal Cartesian space over the first set of data points
wherein the grid area is based on'the'amplitude énd the ﬁumber ﬁ
of daté points, determining a number of cells in the first grid
coﬁtaining at least one input data point of the time sefies
distribution; detérmining the-expected number of cells which
would contain at least one.data'point in a random distribution in

the grid, and determining an upper and lower probability.of false

alarm above and below the expected value utilizing a discrete

binomial probability'relatiohship for‘élassifying the first data
set as random if within'the upper‘and lower probabilityband
nonrandom if outside the upper and leér probability as pér thé .
firét test. | |

The method may further comprise performing a third test may

‘comprise determining an R statistic. The method may further

comprise a fourth test comprising a serial correlation
classifying the first data set as random or nonrandom as per the

fourth teét. vAdditionally, the method may comprise utilizing the

15
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first test and the second test and the third test and the fourth

test to finally. cla551fy the first data set as random or

_nonrandom. In one embodiment, 1f any of the flrst test and the

second test and the third test and the fourth test_indicate,a

- nonrandom classification, then the method may comprise finally

classifying the first data set as nonrandom, and otherwise
classifying thevfirst‘data setvas random. vThe method may further
eomprise storing the classifieation for the,first data set and
reading in data points for a second data set from the plurality

of data sets.

BRIEF DESCRIPTION OF THE- DRAWINGS
- Reference is made to the accompanying draw1ngs in whlch is
shown an 1llustrat1ve embodlment of the apparatus and method of
the invention, from which its novel features and advantages will
be apparent to those skilled in the art, and wherein: |

FIG. 1A is a diagram showing a hypothetical random

‘distribution of a signal in time series with 25 random plots for

use in a method in accord with the preseﬁt’invention;
FIG. 1B is a diagram showing a hypothetical random
distribution of a signal in time series with 100 random plots for

use in a method in accord with the present invention;

16
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FIG. 1C is a diagram-shdﬁing a hypothetical random.
distribution of a signal in time series with 500 random plété for
use in.a method in accord with'the present invention;

FIG. 2 is a diagram of a noise—free.sine related function in
accord with the present inveﬁtion which‘prior art methods may
classify incorrectly;

FIG. 2A is a diagram of the sine related function of EIG. 2
with some noise which pfior-art methods may classify iﬁcorreétly;

FIG. 2B is a diagram of the sine related function 6f FIG. 2
with significant noise which the prior art methods may classify.
incorrectly; ‘

' FIG. 2C is a diagram of the sine related function of FIG. 2
with heavy noise which the prior art methods may classify
correcfly; and | N

FIG. 3 is a flow diagram which describes steps of a method

for classification in accord with the present invention.

DESCRIPTION OF THE PREFERRED EMBODIMENT -

‘.The present invention describes'a computer-aided multi-stage
appfoach that may be taken for detecting stochastic (pure)
ranaomness in two—dimensibnal space. A notable strength of the
method, is that it is distribution—free. This invention provideé
a novel means to determine whéther the signal structure conforms

to a random process (i.e. predominantly random). The specific

17
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utilityvof the methods presently disclosed is in the processing
of data distributions containing a»smallvnumber of points;_fThe
existence of such sparse data sets,fequires methods appropriate
for processing them reliably and validly. Moreover,‘the method

is applicable for larger data sets and may provide a higher

degree of precision in the “random-not random” decision.

Referring now to the drawings, FIG. 1A, FIG. 1B, and FIG.
1C, gives an indication of what this noise or random distributipn

property might look like for varying numbers of spatial'objects

if plotted in two dimensions for measurement amplitude in

Cartesian space embedded in a finite time series. FIGF 2 is a
specific example exémplifying the heed for a new inventivé méthod
for detecting the widest range of data distributibns encountered
in navel sonar signal prdcessing. FIG. 2 énd Variations |
thereof,‘namely FIG. 2A, FIG. 2B, and FIG. 2C provide additiénal
information.relevant to the present invention. FIG. 2 shows a

noise—free sine related curve, namely:
. (z S
f_(x)=3s1n(—6—x);0$x£12 . , (1)

Prior art methods have a tendency to classify such
distributions incorrectly. Variations of FIG. 2 show a

progressively more noisy sine related wave. - Prior methods tend

18
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to méke errors on all these tYpeS‘of distributions except for the

distribution of FIG. 2C.

A further objective is to incorporate circumstances in Whicﬁ
obviously nonrandom distributions (e.g., in FIG. 2; FIG. 2A, and
FIG. 2B5 are labeled correctly. It is apparently not well.knownv
orvappreciated that a single measurement_system~designed to
deteot randomness occasionally fails for certain‘diStfibutions.
For example, the prior art methods u.s. Patent No. 6,397,234,
discussed above fail to detect nonsrandomness in data disolayed
in FIG. 2.

In studies where measurements are made according to some
well—definsd ordering,.either in time or -space, a fréquent-
Question is whether or not the average value of the moasuremsnt
is different‘at different points in the sequence. The
nonparametrio oné-sample Runs Test provides a means of testing
this. |

For a time series, a rectangular window is created around
the spatial distfibution. Then one creates subspaces on this
region consisting.of»numerous small squares. Each squarebis
assiQned a value of 1 if a point or ooihts are there; otherwise
the cell is scored with a value of 0. -

Count the number of "runs" in the ordered binary data. A
run is a sequential homogeneous stream of 0 or 1 data folloﬁed by

a different stream of homogeneous 0 or 1 data. Arbitrarily we

19
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label the total number of ones by n; and the total number'of

'2e£os as n,. For example, the following data exhibit: n; = 9 ones

"and n; = 13 zeros; the total sampie size is N = n; + n, = 22, and

6 runs:

000 11 00000 1111 00000 111
1 2 3 4 5 6

J

=6
Here, thé samplé shows r = 6 runs.
In a distribution thét is truly a.random>one, we expéct an
average or mean number of runs E(r) to occur; namely:
E(r)=22%p, 2
m+n,

with a variance or spread in the number of runs equal to:

. 2nm, (2nn,—m —n,)

] (m+m) (m 4y -1)

(3)
To assess statistically the relationship of the sample
number of runs r in comparison to the distributional moments,

E(r) and o,°, we submit the sample and population parameters to a

Gaussian test statistic, Z, in the following manner:

z-I=E() | (4)
0_2 ' .

r

A standard normal or Gaussian distribution characterizes

‘themeasure 2z (with mean p = 0 and variance, & = 1). The

significance probability p is then determined by evaluating the
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following definite’integral by a standard Taylor series
expansion: |
M 2 - :
(lZ[<z =1- I(Zﬂ)ze 2d.’x. } (5)

-

Note that the Runs Tests calls for a 2-tailed probability——the

total area p beyond - |z| and + lzlt : : '

The "probability of false alarm" (pfa) o is set to either
.05, or .01 or .001. The pfa is the likelihood of labellng a

dlstrlbutlon "nonrandom”" that is truly random in structure, an

~error that must be kept low to aesure speeding up the signal

processing, and minimizing ﬁasteful effort--a notable strength of
the inventor's stochastic characterization patents.

Following are expanded explanations of each method step
component, and-then the detailea steps of the system and method.

For-comparisen purposes, a prior art partitibning scheme is
well described in U.S. Patent No.-6,397, 234 refereﬁced
hereinbefore.

In accord with the present invention, a partitioning scheme
for the second stage of the present inventive method fﬁnctionally

works in accordance with the following sequence‘of notations:

Notation:

Let a =‘lowest‘value for X-axis = min x

Let b = highest value for X—axis = max X
Let ¢ = iowest value for Y-axis = min y

21
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Let d= highest value for Y-axis = max y
Let Ly = b-a
Let L. = d-c
Let Gint (L,) = greatest integer value for x (i.e., roundvﬁp
quantity b-a to next integer;
| ‘e.g. 17.6-18)

Let Gint(Ly) = greatest integer value for y (i.e., round up

. quantity d-c to next integer)

Let A = the’diff. between L, and Gint (Ly), and the difference
between L, and Gint(Lyf
L'y, = integer length of x (defined below)

L'y, = integer length of y (defined below)

Upper limit on y-axis is: max(y_)+l—;—

Lower limit on y-axis is: mh(y)—%l

- Note that [Upper limit on y-axis 1snmx(y)%51 - [Lower limit on

y-axis is
. A , | o | ,
1nm(y)~5]= L', ( integer length of y); likewise for the x-axis

(time) .

In one embodiment of the method. for selecting. interval cuts, one

22
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1 unit may be added to the lower limit on the y-axis mn%yyma for

— X ' A . :
2 each interval cut until the value nmx(y}k;-ls reached.

.

‘The same proéedure can be used for determining’interVal cufs on
thedtimé axis (horizqntal "abscissa").

Essentially the preseﬁtly discussed partitioning schéme turns»'
the length of.the axes into integer partitioned spaces with
_unitary intervals. This partitioningAschgme provides_moré (and

'smaller) subspacé regions. In effect we are turning a small

© ® N O o b W

nonparametric sample test intq a large sémple test to increase
10 its discriminatory power. This gives ué the hedge requifed t§
11 reject the null hypothesis for truiy nonrandom distributions. A
12 piétorial fepresentatioh of the partitioning scheme follows with
13 cells labeled for refeience aé Ci5; showing k = 6x4 =24

14 partitions.

Ca Ca2 Ca3 Cag Cys Cus

Amp"tUde C31 C32 C33 C34 C35 'C36

Ca1| Ca2 Cas Cag | Cozs Cze

Cii | Ci Ci3 Cis Cis Cie

15 . to tl tg t3 t4 ts tsl
16 Time
17 ~ The subsystem assesses the random process binary hypothesis

18 by testing:
19 H,:r=E(r) (Noise)
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lef;cE(}) (Signal + Noise) = (»55

The data distribution is labeled "random" if the null
hypothesis, H,, , is accepted-the probability of the Z value p >
a. - The alternative hypothesis, H;, is accepted if‘p-< o
indicéting that the number of.runs r is so small to warrant the
conclusion "by the Runs Test, there appears to bé sufficient
signal in these data to warrant furthef'processing".

U.S. Patent No. 6,397,234 provides a measure which is often-
useful in the interpretation of outcomes, hamély the R ratib,
defined és the iatio‘of observed to expedted'occupancyvratés:

m

R=
k*®

(6)

where m= number of cells occupied,'k = number .of partitions, and

N
®=1-e *. The range of values for R indicate:

R < 1, clustered

R = 1, random

R > 1, uniform

The minimum R =i/ k® , and the maximum R =N / k©. The R
statistic may bebused iﬁ conjunction with'ofher methbds described
hereinbefore or in the related applicafions in deciding to accept
ér reject the "white noise" hyp¢theéis——or it may'be used as the

sole determinant.-

24




A useful measure of thekinternal structure of a time series
is the serial correlation, a~procedu£e which is well known fo
those skilled in the art. The present‘invéntidn exemplifies a
serial correlation of lag-1 ( y:, Yyts1), but higher lags are also
included by reference. A serial correlatién close to 6r equal to
a value of 0 indicates "randomness". The serial-correlation

coefficient follows from the standard calculation:

_ cov( ¥, V1)
YesVen -
o Jvar(y,)var(ym)

FIG. 3 shows method steps for an embodiment of the

(7)

invention. An explanation of the method steps of FIG. 3 is
provided with an example to demonstrate the subsystem

calculations.
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13
14
15
16

X (time) s
f(x)= 3sin(—6— x) = 3sin(30x)

0 0
1 1.50
2. 2.60
3 3.00
4 2.60
5 1.50
6 0.0
i -1.50
8 -2.60
9 ~-3.00
10 - -2.60
11 -1.50
12 : 0

Table 1. Illustrating Noise-free Sine Data

Refefring to Tahle 1 above which tabulates noise-free sine

- data as an example of operation of the method, we assume that in

one window, At =N =13 measurements with measured amplitude’ of
|AY| = 6 units.
In FIG. 3, the method begins as indicated at 10 whereby the

program is loaded. In step 14, N is determined or selected. 1In

the above tablel3 points are plotted in the’graph,.thus N=13.

The amplitude is set, measured, and/or determined in step

16. As shown in the above table, the amplitude is:
|AY|=6Units
Otherwise highly useful data processing téchniques may then.
be applied aé indicatéd at 18 to analyze fhe d;ta; a specific
example of which is shown in U.S. Patent No. 6,397,234, discussed

»
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10

hereinbefore, wherein the calculations of that method would
incoriectly indicate~that'the data in the above chart are
"random”. In step 20, the false alarm rate o, i.e., the rate at
which random data will trigger a false alarm, is:éet_such‘as by
selection. ~In the present exémple, let a==&05 althoqgh other
values could also be selected.

Y Values

Sto | 00 ] 1T 1] 1T ToT o0 loTlTo ]l oTo0oToTo0

3 Ce1 ' . Cs,l

-2 Cu1 S ' ] o Ci1

te t1 t2 ts ts ts te t, ts Ee tio tn ti2
Time

Table 2
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In step.22;‘partitioning of the coordinate system for the
data is accomplished_utiliéing the method discussed hereinbefore

for the following noise-free one—peridd sine wave:
| . (7 | : .
j(x)=3mn(ngﬂhsx312(one period) .

The values of the sine curve shown in Table 1'above are

plotted utilizing the partition scheme discussed hereinbefore as

shown in Table 2 above. Based on the partitioning scheme
discussed hereinbefore and as illustrated above for the present

example, the distribution of At x Ay gives 13 x 6 = 78 squares

(k = 78) with integer intervals ( 0 € t € 12;-3 € y < +3 ). A

cell is scored 0 if no plot point of f(x) is present, and a score

of 1 if at least one plot point of f(x) is present. Table 2

illustrates the 0-1 structure by providing a matrix of binary.
values for j(x)=3ﬁn(%x)ﬂk£xsl2 which is utilized to produce a

confirmatory test of randomness with a one-sample Runs Test in
accord with the present invention. It will be noted -in viewing

Table 2 that the one values connect to form a smooth sine

function amplitude; c;; values identify each of the k = 78 cells.

Based on TableA2, we performvthe‘nbnparametric Runs Teét>as
per step 24. The 0-1 data are streamed by starting in row 1 at
cell c;; and extending to the eﬁd of row 1 at Ci,13. Returning to
the starting point of the second rbw at ca , and continuing in

this fashion until the last cell Ce,13 1is tallied. For the
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present examplé, k = 78; n; = 13 cells occupied (scored 1); n; =

k- n = 65'ce.l_ls empty (scofed 0). Then, és pér step 24 the runs
cQunt is madé by calculating the number of sample run's. r, where
in the prééent case r=17 runs. |

In step 26, theéretical mean and variance parameters E(r) j &

o are calculated as indicated:

E(r)=-22" 11=2267
n+n,

ol non)
(”x +"2) (nl +n, ‘1)

In step 30, a Gaussian test is performed by computing

Gaussian Statistic Zz and probability P as indicated:

__r=E(r) 17-2267

‘ J;f J5.82

‘ 2 .2
- p=P(|Z|sz)=1- [ (2r)7e 7dc=00188

-121

=-2.35

In step 32, one or more supplemental tests may be pérformed
as desired. For instance, fhe R Statistic test shows R =1.00.
Ihis value ;eprésents the maximﬁm ?alue allowed for the data; m =
13; kK = 78, and

N B
O=1-¢ * =1-¢"=0.1535, so that

29
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Max Rzln— 13

=—————=1.0856467 .
k® 78(0.1535)

Thus, the data are characterized by a uniform distribution
of data (which dorresponds to intuition). This result bolsters
thé utility of the R Sfatistic.'

A Serial correlation may be calculated in the following

fashion. The data in Table 1 is selected to form a lag of 1 as

shown below?

yt y1+l
0 11.5
. 0
1.5 2.6
0 0
2.6 | 3.0
0. 0
3.0 {2.6
0 0
2.6 |1.5
0 0
1.5 |0
0
O —
1.5
0
11.5 | 2.6
0 0
2.6 {3.0
0 0
3.0 |2.6
0 0
2.6 {1.5
0 |oO
- 0
1.5
0

Table 3'
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Computations show that the Serial Correlation, 5hm‘;037,

indicating a substantial nonrandom trend in the trigonometric

time series. The possible range of the correlation is:

~-1<r, , <1, with GJ”Jinndicating stochastic randomness for this
(R242) 7 .

laé-l system.

In.step 34, decision module 34 is utilized to‘detérmine if
whether the tests of step 18, 30, or 32 are determinedvto be
"nonrandom." If so, then the data is considered "nonréndom;"

Otherwise the data is labeled, "Random."

Since p = .0188 < @=0.05, we reject Hy (noise only) and

.conclude the sine wave data does not représent-avstochastically

random data set. Thus we reject the nullihypothesis of "noise

ohly" and conclude this data distribution has "signal” in its

structure (is not random in behavior).

The R-statistic and serial correlation calculations lend
further support to the judgment'that the data are not spatially
stochastic. - Thus, decision = "Nonrandom" is veryvappropriate.
As discussed above, the previoﬁs method of US Patent No.
6,397,234 would deém this trigonometric distribution "random"
despite visual evidence to the contrary. As a general rule,
caution and some human oversight is advised because of the
difficulty fhat any statistical procedure being able to detect
every instance of a random or nonrandom distributién in a

completely automated fashion. But, since at least one test in
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accord with the présent method provides evidence that the data is
not-random, the overall conclusion is_that the data is nonrandOm._
We are now in a position to say that thé multi—gate.meﬁhod‘of the
present invéntion detects obviously nonrandom data with a fair
amount of nreCiéion.‘

Accordingly as per step 36, the data is labeled "random" or
"nonrandom"” in accordance with results from decision logic module
34. Thus in the'presenf example, Label'= "NonrandOm".

The method then goes to “A”.which loops the metnod back to
the beéinning as indicated at 12, to thereby test another set of
data. |

The method of the present invention is suitable for sparsé
data and enhances robustness of method by'labeling nonrandom,i
diétributions corfectly mnre often than prior ain‘methodsd Both
the R-statistic and serial correlafion are alternative (and
reCOmmended) procedures. .

In summary, the method comprisgs'reading the sample size N
as indicated at 14, applying a mﬁltiple tests to the data a
indicated generally at stebs 18, 30, and 32.° Decision module 34
then evaluates the reéults’of the multiple tests. In one
preferred embodiment, if any one test determines the;daté is
nonrandom, then the data is labeled nonrandom as indicated at 36.
The data and label are stored prior to beginning the method onée

again for the next set of data.
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It will be understéod that many additional changes inlthe
details, steps, types of spaces, and size ofvsampleé, and -
arrangément of steps or types of test, whiéh have been herein
described and illustrated in order to explain the natufe of tﬁe
invention, may be made by those skilled in the ért withih the
principles and scope of the .invention as expressed in the

appended claims.
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Attorney Docket No. 83992
MULTI-STAGE PLANAR STOCHASTIIC MENSURATION
"ABSTRACT OF THE DISCLOSURE

The method comprises reading a data set comprising a sparse
number of data points and applying multiplé tests wherein the
results are evaluated by a decision module to determine whether
to classify the data as random or nonrandom. In one preferred
embodiment, if any one fest determines the daté is nonrandom,
then the data is labeled nonrandom. The data is ‘label'ed and}
Stéred prior to beginning thé method énce again for the next set

of data.
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