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Introduction

The notion of developing a computer model for the assessment of breast cancer screening first
came to us in 1993 (ca). While other computer simulation models have been developed[1-3], the
model developed in this project is a very comprehensive and flexible. Because the model
developed in this project incorporates the ability to estimate the probability of cancer detection as
a function of the growth of the cancer, it represents a more sophisticated and realistic simulation
of breast cancer screening than previous tools reported in the literature.

While this project was focused on the development of the breast cancer screening simulatorper
se, much of the utility of the computer model will be realized after the grant period. Indeed, we
predicted when writing this grant that the computer model would be useful in the comparison of
breast cancer screening techniques, and that new screening techniques would become available
due to the accelerated research in breast cancer has been experienced in the last eight to ten
years. Certainly, interest in biomarkers for breast cancer[4;5] has been a strong focus of funding
by the Department of Defense BCRP, by the NIH, and by the California BCRP. The model
provides the opportunity to compare the effectiveness of biomarker techniques (and other non-
imaging breast cancer screening approaches) against the conventional mammographic
approaches, once sensitivity versus tumor size data becomes available (this is a necessary input
to the computer model). Spurred in part by our development efforts on assessing breast cancer
screening techniques, and in particular our study of mammography and its shortcomings, we
have proposed an alternative breast cancer screening technology using computed tomography
(CT) of the breast. The computer simulation efforts of this project spilled over into our breast
CT research, and using these techniques we were able to show (manuscript is in press in
Radiology) that breast CT can be performed at radiation dose levels that are comparable to
mammography. The assessment of the feasibility of breast CT and the construction of a breast
CT scanner for clinical (pilot) testing has now been funded by the NIH and California BCRP,
respectively. The computer simulation model developed in this research will allow the
comparison of the clinical efficacy between breast CT and digital mammography. When we
predicted that the development of the computer model would be useful in comparing screening
technologies, we didn't realize that we would have a perfect opportunity to use the computer
simulation model in our own screening technology development.

The development of the computer simulation model is complete, and we have accomplished all
the scientific aims of the proposal. Several specific aims of the proposal have led to the
publication and submission of manuscripts which are relatively narrowly focused, and these are
described in the Reportable Outcomes section of this report. Additional scientific manuscripts
which describe this work in a more comprehensive manner (and encompass many of the data that
have been reported in the 1999 and 2000 annual reports) are currently in preparation and will be
submitted for peer review in the October 2001 time frame.
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Body

Our efforts in the past year of research have focused on formalizing the techniques being
developed, reporting the results of our research, and we have also starting to extend the computer
simulation of breast cancer screening concept to another potential breast cancer screening tool,
breast CT. There is a strong interdisciplinary nature of this research, which straddles the fields
of radiology, computer modeling, and epidemiology. The principals in this investigation are
from the radiology community, and we have attempted to reach across discipline boundaries for
the publication of certain aspects of this research. Our activity and progress in that last year are
described below, and a task by task description of the project is then detailed.

THE PROBABILITY OF BREAST CANCER DETECTION

The modeling of breast cancer screening requires that the probability of the screening procedure
be known, given the characteristics of the tumor at the time of the screening examination. For
mammography, the pertinent tumor characteristics are its size (which relates to it's signal to
noise ratio on the image, which in turn affects detectability) and the parenchyma background
(breast density) of the breast is important as well (this is discussed in the section below). The
sensitivity is the probability of breast cancer detection, but it is not well known what the
sensitivity of mammography is. Furthermore and very importantly, a single general value for the
sensitivity of breast cancer (various numbers are reported[6-10]) is not useful for the model - For
the computer model to be useful, we need to be able to accurately calculate the probability of
cancer detection as a function of time, as the tumor grows and gradually becomes more visible
on the mammographic image. Part of our effort in this regard is to educate the breast cancer
screening scientific community (both radiologists and epidemiologists) to the fact that there is no
single number which describes the probability of breast cancer screening - it is a fundamental
fact of imaging physics that breast cancer will become more visible as it grows bigger - thus, its
probability of detection (the sensitivity of mammographic screening) changes over time. Most
articles on mammography's sensitivity in the literature report only single values, and thus reflect
only a gross average sensitivity, averaged over the tumor sizes in the population studied.

Our approach to computing the absolute probability (versus tumor size) of breast cancer
detection is to evaluate the receiver operating characteristic (ROC) curve, which is a plot of the
sensitivity versus 1-specificity for mammographic detection. The ROC curve can be and has
been measured extensively in mammography, and we have developed computer simulation
techniques which determine ROC curves as a function of breast density and tumor size (see next
section). The problem with an ROC curve is that it is a sliding scale which characterizes
sensitivity as a function of (1-specificity), and it is not generally known where on the ROC curve
an observer actually functions (the so-called operating point on the ROC curve). This aspect of
the project is a result of the recognition that the ROC curve, combined with other bits of
information that generally are known, can be used to calculate the absolute probability of breast
cancer detection. Another way to say this is that other information can be used to assess the
operating point on the ROC curve, and once this point is identified, the sensitivity (and absolute
probability of breast cancer detection) can be computed.

5



Mammography is a highly studied screening procedure, and is regulated by the federal
government mammography quality standards act (MQSA). As a result of such scrutiny, it is
known that most screening centers have a cancer detection rate of about 3 detected breast cancers
per 1000 screens. This number can vary depending on the population screened (e.g. age and
screening history), but the majority of mammography clinics in the US have a CDR between 2
and 4. The positive biopsy rate, which is the fraction of patients that are sent to needle biopsy
procedures who are found to actually have breast cancer (based on the histopathology analysis),
is also known to be around 20-25% for most experienced radiologists. Knowing the cancer
incidence (cancer detection rate) and the positive biopsy rate (essentially the positive predictive
value) for mammography, coupled with the ROC curve, allows one to compute the operating
point and hence the sensitivity (probability) of cancer detection.

The mathematical procedures which describe the way in which the CDR and PPV can be used to
determine sensitivity are described in an accompanying appendix (Appendix A: Determining
sensitivity and specificity in mammography from the positive biopsy rate, cancer incidence, and
ROC curve parameters"). As reported in the July 2000 annual report, we submitted these results
(in a quite different format) to the journal Radiology, but the manuscript was rejected as being
too technical for that clinically-oriented journal. After significant revision, this manuscript was
submitted for publication to Medical Decision Making in August 2000. We received a request
for revisions on February 22, 2001, and sent a substantively revised manuscript on April 30,
2001, which is still under re-review.

THE ROLE OF BREAST DENSITY IN BREAST CANCER DETECTION

Breast density is known to affect sensitivity, however this effect has not been quantified to our
knowledge. Women with dense breasts are known from clinical experience to have more
difficult mammograms to interpret, due to the large amount of confounding (normal) anatomical
information. Using computer simulation techniques, we have accurately quantified the relative
impact that breast density has on reducing detection performance by mammography. This data
was submitted as a manuscript to the Journal of Medical Screening on October 2, 2000. After a
series of revisions, we became frustrated with this journal's lack of timeliness and the reviewer's
lack of understanding of the role that physics plays in the mammography process. Therefore, we
withdrew this manuscript from consideration in JMS (it was not rejected), substantially revised
the manuscript for a different audience of readers, and submitted this to the Journal of Women's
Imaging on or about May 15, 2001. It is still under first review. This manuscript, entitled, "The
effect of breast density on cancer detection performance in mammography", is included in this
report as Appendix B. We significantly modified the analysis techniques during the revision of
this manuscript for JWI, to reduce its technical complexity and to make the results
straightforward for a radiologist audience.
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INCLUSION OF THE 2000 CENSUS DATA

As indicated on page 11 of the July 2000 annual report, we have completely updated the census
information which drives the demographics of the breast cancer screening model. The US
Census data for the 2000 census was not available until quite recently, but we felt that it was
important to include this current data in our manuscripts (in preparation) which summarize the
results of this work. The demographic data (specifically, the number of women in the US as a
function of 1 year age groups for 5 ethnicities) was downloaded from the US Census Bureau web
site on June 27, 2001. This data was incorporated into the most recent breast cancer screening
model, which is capable of stochastically reproducing the parent census data. This updated
model is being used presently to generate results for our pending publication.

UPDATE OF CANCER EPIDEMIOLOGY DATA

The breast cancer epidemiological data from the most recent version of DEVCAN (version 4.1,
downloaded May 9, 2001) was extracted from that program. DEVCAN is a publicly available
resource which is maintained by the Statistical Research and Applications Branch of the Division
of Cancer Control and Population Sciences, a part of the National Cancer Institute (National
Institute of Health). The breast cancer statistical data from that program, which is current as of
1998, was extracted and used to update the cancer incidence model, which is a part of the overall
breast cancer screening simulation model.

STATEMENT OF WORK ACCOMPLISHMENTS

Statement of Work ]
As described in the August 2000 annual report, the computer simulation of a variety of
mammography related physical properties was conducted in part to better understand the role
that these properties play in breast cancer screening (and in the detection of breast cancer). The
physics of x-ray detection by the detector system was studied in detail as described in Appendix
C: "A Monte Carlo study of x-ray fluorescence in x-ray detectors". Appendix D ("An edge
spread technique for measurement of the scatter to primary ratio in mammography") reports our
efforts to develop a practical technique for the assessment of scatter in mammography, which is a
significant source of contrast loss and can impact breast cancer lesion detection in a profound
way. A more comprehensive Monte Carlo assessment of the influence of scatter in
mammographic imaging was reported as described in Appendix E, "Scatter/primary in
mammography: comprehensive results". These extensive simulations reflect the PI's
background in detector physics and have increased our understanding of the mammography
screening examination from a physical perspective, which is a requirement of computer
modeling the process.

Statement of Work 2
The detectability of breast cancer by mammography as a function of breast cancer lesion
diameter and breast density are discussed extensively in the two submitted manuscripts,
Appendices A and B. In extensive discussions with Dr. Art Burgess, he has found that the
detection of breast cancer in mammography is x-ray dose limited only for lesions 1 mm and
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smaller[ 11 ]. Our own efforts toward understanding the role that radiation exposure plays in
lesion detection in mammography (and elsewhere) was studied and resulted in the article
provided as Appendix F, "A lesion detectability simulation method for digital x-ray imaging".
We quantified the well known property that increasing the x-ray exposure to the detector
increases the detection capabilities of breast cancer, both in terms of soft tissue lesions and
microcalcifications. The detriment of increasing the exposure to the detector is realized as
additional radiation dose to the glandular tissues of the breast (these are the tissues that are at risk
of developing breast cancer). A study was performed to quantify the relationship between
incident x-ray exposure and the average glandular dose, and this paper is provided as Appendix
G, "Glandular breast dose for monoenergetic and high-energy x-ray beams: Monte Carlo
assessment".

In our assessment of the role of breast density on breast cancer detection (Appendix B), we
realized that tomographic methods for imaging the breast are the most straightforward way to
overcome the substantial limitations that overlapping tissue anatomic noise impose on breast
cancer detection. Although somewhat tangential, we studied the radiation dose levels and image
quality potential of breast CT using Monte Carlo and experimental methods. These findings
(Appendix G: "Dedicated breast CT: Radiation dose and image quality evaluation") are in press.
In this paper, we demonstrated that the radiation dose levels of a dedicated breast CT scanner are
similar to those experienced in mammography, and this has overturned two decades of dogma
concerning the radiation dose in breast CT. We include a description of this effort in this report
because it represents a continuum of thought with respect to studying breast cancer screening
using computer simulation, and taking these results to the next logical step towards developing
novel screening technology. Furthermore, the assessment of breast CT (funded projects) will
definitely make use of the breast cancer screening model developed here (beyond the scope of
this project).

Statement of Work 3
The breast cancer growth model was developed and reported in the Aug 1999 report, Figures 36-
38. Recent breast cancer incidence data was downloaded May 9, 2001 from the DEVCAN
program as discussed above. This data will be used to generate the final manuscript, which
describes the comprehensive aspects of the breast cancer screening simulator which was
developed in this project. These findings will be subjected to peer review with the anticipated
manuscript submission in October 2001 (see Reportable Outcomes).

Statement of Work 4
The prognosis model was developed and reported in the Aug 1999 annual report, Figures 39-41.
These findings will be subjected to peer review with the anticipated manuscript submission in
October 2001 (see Reportable Outcomes).

Statement of Work 5
The population demographics was originally modeled based on extrapolates of the 1990 Census
(e.g. Figures 1 & 2 in the Aug 1999 annual report). As described above (section titled
"INCLUSION OF THE 2000 CENSUS DATA"), the results of the 2000 Census have been
incorporated into the computer simulation model. The 2000 Census data was downloaded from
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the US Census Bureau web site on June 27, 2001. These up-to-date input data will be used in the
final evaluation and demonstration of the model performance.

Statement of Work 6
The computer simulation breast cancer screening model has been developed. This year we have
split the model into two discrete components (computer programs), a cohort generator and the
screening simulator. In this way, we can generate a cohort of women (e.g. in certain age groups
or with various ethnic distributions mimicking various cities in the US) which is stored to disk.
The screening simulation model can then evaluate the various cohorts using different screening
paradigms with the intent of both understanding the underlying trends and optimizing the
screening procedure for different groups of women.

Statement of Work 7
Validation efforts were described in the previous annual reports, in particular in the Aug 1999
report Figures 42, 43. These and other validations will be presented as part of the peer review
manuscript that is in preparation and should be submitted for publication October 2001.

Statement of Work 8
Examples of the use of the breast cancer screening model were given in Aug 1999 Report,
Figures 44 through 50. For the production of the culminating peer reviewed manuscript on this
project (in preparation, to be submitted October 2001), the newly revised screening model will
be used to regenerate these and other outcome data.

9



Key Research Accomplishments

The primary goal of this research project was to develop and validate a breast cancer screening
computer model, and that goal has been realized. We predict that this tool will be useful to
ourselves and potentially to other investigators into the future. We also envision that significant
embellishments to the computer model will continue to be incorporated, as different modalities
are developed for breast cancer screening, and as new information concerning the biology of
breast cancer emerges.

One of the primary justifications for the development of a breast cancer screening model (used in
writing the grant) was that such a model would be useful for the evaluation of new breast
screening procedures, as they are developed. This is true for imaging-based screening
technology, or for non-imaging techniques such as serum tests. The only thing that the model
"needs to know" to evaluate the potential of a screening test is the probability of cancer detection
as a function of the size (or age) of the tumor, and the false positive characteristics of the test.
We will be adapting the breast cancer screening model developed in this project to the evaluation
of what we feel will be a promising new breast cancer screening modality, breast CT. As
mentioned above, the PI has been funded to study and develop a breast CT scanner for a phase II
clinical trial. Once a number of breast CT images become available, we will evaluate the
potential detection performance of breast CT using the methods developed in this project. Once
the detection performance of Breast CT is evaluated, we will incorporate that into the model and
then be able to compare the early detection capabilities of breast CT, compared to
mammography. We think that the information gleaned from the breast cancer screening
simulation model (which performs a clinical trial in the simulation environment) will be highly
useful in designing a breast CT clinical trial with real women. Thus, many of the key research
accomplishments of this project will take place after the grant period.

Additional accomplishments of this project are demonstrated in the two submitted manuscripts,
provided in this report as Appendices A and B. The manuscript of Appendix A, "Determining
sensitivity of mammography from the positive biopsy rate, cancer incidence, and ROC curve
parameters", submitted to Medical Decision Making, shows that known parameters can be used
to assess the operating point where mammographer's operate on their ROC curve in a clinical
environment. This allows researchers to more accurately predict the sensitivity (and specificity)
of mammography, when the ROC curve has been measured. We note that this overcomes a
significant obstacle of the ROC methodology.

It has been known for a long time that women with dense breasts suffer from reduced utility of
the mammography examination. In Appendix B, the manuscript "The effect of breast density of
cancer detection performance in mammography", submitted to The Journal of Women's
Imaging, the influence that breast density has on lesion detection performance has been
quantitatively documented. The straightforward analysis of these results allows practitioners
(mammographers) to fully appreciate the large influence in sensitivity that breast density has. In
future analyses, the quantitative results of this work may be valuable in triaging women for
screening examinations in a manner that optimizes the chance of cancer detection on a women-
by-women basis. For example, women with dense breasts may be best served using breast CT or
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mammographic tomosynthesis, while women with adipose breast may be best screened using
traditional mammography.

Breast cancer detection in mammography was studied in depth using computer simulation
techniques. Appendix C described our assessment of the impact that x-ray fluorescence has on
the detection efficiency and noise. Scattered radiation is a well known source of noise in digital
imaging system and is a source of contrast reduction in screen-film mammography. In this
investigation, we quantified the scatter-like effect that fluorescent radiation has in
mammographic and other imaging systems.

Much of the computer simulation work performed in this project involves the assessment of
secondary radiation (scatter and fluorescence). In order to verify the accuracy of the simulation
efforts, it was necessary to make physical measurements of scatter and compare these with the
results of our computer simulations. Appendix D describes this effort, and introduces an edge
spread approach towards characterizing the scatter to primary ratio in mammographic imaging.

Appendix E represents a comprehensive evaluation of the influence of scattered radiation in
mammography. The parameters studied include x-ray energy, field of view, breast thickness,
location in the field, the distance between the breast and the detector (the air gap), and the width
of the slot for scanning slot mammography systems (Fischer's digital mammography system).
Scatter has a profound effect in reducing contrast and increasing noise, and therefore our
understanding of the magnitude of scatter as a function of various other parameters is important
in generalizing the computer simulation of breast cancer screening.

Lesion detectability was evaluated as described in Appendix F. The influences of the x-ray
exposure levels, the size of the lesion, the size of the pixel array (for digital imaging systems),
and the type of lesion (soft tissue or calcific) were studied. Independent of issues of breast
density (evaluated elsewhere), this investigation allowed us to assess the ROC metrics (area
under the ROC curve, the so-called A, value) for mammography in the best case scenario, where
the breast parenchyma is perfectly homogeneous (like a completely adipose breast). The Az
values reported in this Appendix can be converted to probability of detection using the
techniques described in Appendix A.

Radiation dose to the breast is an important issue in mammography. Our current computer
simulation model does not account for radiation induced breast cancers (nor was it planned to),
mostly because the information on radiogenic breast cancers is sparse to nonexistent. In terms of
mammographic screening from a scientific basis (not a financial one), optimal screening
frequencies will always be forced to shorter time periods (e.g. screen every day) because there is
no parameter which forces the optimal screening period towards longer times (other than cost
issues). However, radiation dose limitations are a scientific consideration which drive optimal
screening frequencies towards longer time frames. To achieve a better understanding of the
radiation dose in mammographic screening as a function of a variety of physical parameters
(breast size, x-ray spectrum, etc.), the work summarized in Appendix G was performed. This
article was the lead article in Radiology for Oct 1999.
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Our work on this project in developing a screening simulation model led naturally to the notion
of screening using tomographic techniques. Appendix H is a paper that has been accepted for
publication in Radiology which describes our computer simulation of the radiation dose levels
appropriate for dedicated breast CT screening. As mentioned elsewhere, the assessment of the
breast CT scanner will benefit significantly from the analytical techniques that have been
developed in this project.

The focus of this research has intentionally been on the scientific aspects of breast cancer
screening, mostly on the computer modeling of breast cancer detection by screening and on the
evaluation of screening protocols. However, the metrics that are generated by the breast cancer
screening model will also allow a comprehensive approach to estimating the cost effectiveness of
various screening strategies. Fiscal realities dictate screening policies at the national level, and it
is our intention to extend this investigation to the evaluation of cost effective screening
protocols. The evaluation of cost effectiveness was not a specific task of the grant, however may
become a significant outcome of the screening simulator that was developed under the grant. By
assigning costs to the screening procedures, to biopsy and therapeutic treatment, the cost (in
dollars) per year of life saved can be estimated using the breast cancer screening model. Co-
investigator Dr. Lindfors has performed cost effectiveness analysis in the past[ 12; 13]. This
metric (cost per year of life saved) has become a defacto parameter in the assessment of medical
procedures, and it allows breast cancer screening to be assessed against other medical procedures
such as cardiac bypass operations. The cost effectiveness analysis will be performed before the
end of the year 2001, and any manuscripts produced will be forwarded to the BCRP as an
addenda to this final report.
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Reportable Outcomes

Outcomes from Year 1 Annual Report:

Abstract
* JM Boone and KK Lindfors, "Computer simulation of breast cancer screening efficacy",

Medical Physics 26: 1065-1066 (1999)

Invited Presentation
• JM Boone and KK Lindfors, "Computer simulation of breast cancer screening efficacy",

presented at the 1999 annual meeting of the American Association of Physicists in Medicine,
Nashville, TN (July 26, 1999).

Outcomes from Year 2 Annual Report:

Published Papers citing this grant
"• JM Boone, JA Seibert, JM Sabol, and M Tecotzky, "A Monte Carlo study of x-ray

fluorescence in x-ray detectors", Medical Physics 26, 905-916 (1999)

"* JM Boone, "Glandular breast dose for monoenergetic and high-energy x-ray beams:
Monte Carlo assessment", Radiology 213, .23-37 (1999)

"* VN Cooper, JM Boone, and JA Seibert, "A lesion detectability simulation method for
digital x-ray imaging", Medical Physics 27;66-74 (2000)

"* VN Cooper, JM Boone, and JA Seibert, C Pellot-Barakat, "An edge spread technique for
measurement of the scatter to primary ratio in mammography", Medical Physics 27: 845-
853 (2000)

Outcomes from Year 3 Final Report:

Grants Applied For
An NIH grant was written in the hopes of extending this research (RO1 CA86891-01), however the
grant after two submissions has not been funded. We have discussed the reasons for this with the
NIH administrator, and his observation is that the grant has too much physics to be reviewed by an
epidemiology study section, and too much epidemiology to be reviewed by a Radiology study
section. His recommendation was to split the grant into two components, something that we are
unwilling to do.

Published Papers citing this grant
* JM Boone, KK Lindfors, VN Cooper III and JA Seibert, "Scatter/primary in

mammography: comprehensive results", Medical Physics 27: 2408-2416 (2000)
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In Press Papers that cite this grant
* JM Boone, TR Nelson, KK Lindfors, and JA Seibert, "Dedicated breast CT: Radiation

dose and image quality evaluation", Radiology 2001 (in press)

Manuscripts Submitted for Publication
"* JM Boone, KK Lindfors, JA Seibert, "Determining sensitivity of mammography from the

positive biopsy rate, cancer incidence, and ROC curve parameters", Medical Decision
Making, 2001 (second revision submitted April 30, 2001)

" JM Boone and KK Lindfors, "The effect of breast density of cancer detection
performance in mammography", Journal of Women's Imaging, (submitted May 15,
2001)

Manuscripts in Preparation
JM Boone and KK Lindfors, "Computer simulation of breast cancer screening", to be submitted
to Radiology 2001 Note: This manuscript will report the comprehensive results stemming from
the development of the breast cancer screening model, as described in this and the past annual
reports. We have delayed the submission of the manuscript until the new 2000 Census data was
available and incorporated into the model, so that the results reflect current population trends.

Future Reportable Outcomes
The completion of the research in this BCRP grant represents the end of one phase of this overall
project, and the beginning of another. With the tools developed, there will be subsequent
analyses which make use of these tools with the focus on optimizing digital mammography. The
PI has embarked on another major research effort in the area of breast cancer screening, the
development and assessment of a CT scanner for breast cancer screening. The breast CT project
has been funded by the California BCRP and by the NIH. Once a number of breast CT images
are acquired using the breast scanner, an extensive comparison will be made between digital
mammography and breast CT using the computer simulation model developed here. The PI will
submit all papers which have been spawned by the development of the breast cancer screening
simulation methods as addenda to this final report, when they become available. This grant has
focused on the development of the simulation techniques; however these techniques will be put
to immediate (i.e. 2002-2003) usage as we explore the potential of a new modality in terms of its
potential for the early detection of breast cancer.
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Conclusions

This three year research project has led to the development of a comprehensive computer
simulation tool for studying the effectiveness of various breast cancer screening protocols. The
development of this computer model differs from previous approaches because it incorporates
the time-dependent behavior of breast cancer (i.e. growth). Furthermore, the computer
simulation model developed in this work determines the probability of breast cancer detection
based on computer observer models which are applied to actual (normal) image data sets (using
simulated breast cancer lesions). This approach allows a more objective evaluation of the
potential of various imaging procedures, because very large numbers of lesions and images can
be studied to build up a solid statistical understanding of the sensitivity versus lesion diameter.
While human observer performance data could easily be incorporated into the model, the
manpower constraints of such studies limit their statistical utility and overall value. An addition
benefit of this approach is that alternative imaging techniques for breast cancer detection can be
studied by collection of a set of normal images. We will be studying this shortly in our
evaluation of the potential of breast cancer screening using a dedicated breast CT scanner.

While the goals of the current grant have been met, we are hopeful that the breast cancer
screening model developed in this project will prove useful for the assessment and comparison of
breast cancer screening procedures for many years into the future.
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Abstract

Objectives: A mathematical model is presented which allows the computation of the sensitivity and

specificity of breast screening based on ROC curve shape, the positive biopsy rate, and the cancer

incidencef Methods: The normal and cancer populations are modeled as normal distributions with

independent means and standard deviations. The distributions are normalized such that the area of the

normal population is equal to 1-f, and that of the cancer population isf The positive biopsy rate (or

positive predictive value, PPV) for breast biopsy is used to determine the operating point on the ROC

curve. Knowing this leads directly to the computation of sensitivity and specificity. The derivation is

general and is applicable to both symmetrical and asymmetrical ROC curves. Results: For symmetric

ROC curves and typical values for the positive biopsy rate (30%) and cancer incidence (f= 0.003), an Az

value of 0.95 was required to achieve 30% sensitivity, and an Az of 0.98 was required to deliver 60%

sensitivity. Conclusions: A model was developed which should allow researchers to deduce

sensitivity and specificity for screening mammography based on ROC curve measurements. This model

allows A, values to be related to the probability of breast cancer detection.

KEY WORDS:

Breast cancer, mammography, positive predictive value, sensitivity, specificity, ROC curves, positive

biopsy rates, cancer detection rates, screening.
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Introduction
Mammographic screening is an essential component of breast cancer control. Despite the crucial

role that mammography plays, the determination of its sensitivity and specificity is difficult[ 1 ;2]. The

determination of sensitivity requires quantifying the number of true positive and false negative cases.

Assessment of the number of true positive cases is relatively easy, since their outcome is determined by

histopathology analysis which is considered a gold standard. False negatives, however, are not subject to

independent analysis, and the number of negative cases that pass through the mammography clinic is

large, making this a harder group to track[l]. Nevertheless, determining sensitivity is invaluable in the

comparison of mammography with other breast cancer screening procedures[3-5].

There are a number of reports in the literature in which the receiver operating characteristic

(ROC) curve has been measured for radiologists performing mammography[6-1 1]. ROC curve analysis

is often used as an analysis tool in comparing two diagnostic techniques, and the area under the ROC

curve (called A,) is a useful parameter that is related to lesion detectability. While A, is a useful

parameter for many applications, the ROC curve itself does not allow the probability of detecting a

lesion to be predicted. The ROC curve is a plot of sensitivity as a function of [ 1-specificity], however in

the clinical diagnostic setting, a radiologist routinely perf9rms near a fixed point on the ROC curve, at

the so-called operating point. Traditional ROC analysis does not allow the determination of the

operating point.

In this work, signal detection theory (which is the basis of the ROC methodology) is exploited in

a manner which allows the identification of the operating point on a known ROC curve, when the

positive biopsy rate and fraction of breast cancers in the screening population are known. The positive

biopsy rate (or positive predictive value, PPV) in breast screening [ 12] is constrained by the norms of

clinical practice (such that 15% : PPV < 35%, approximately), and the average age-specific breast

cancer incidence in the United States is well established [ 13], and thus the proposed method allows the

estimation of the operating point for clinical mammography when the ROC curve is known. When the

operating point is known for a specific ROC curve, the clinically relevant values of sensitivity and

specificity can be easily determined.

The mathematical model developed here requires three input variables for symmetrical ROC

curves: the area under the ROC curve (A,), the PPV, and the cancer incidence in the screening

Page 2



population. Asymmetrical ROC curves require an additional shape parameter to characterize the ROC

curve asymmetry.
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Methods

MATHEMATICAL PRELIMINARIES

Figure 1A illustrates two normal curves, where C(Q) corresponds to the population with cancer

and N(ý) corresponds to the normal (non-cancer) population. The N(ý) distribution has a mean of N

and standard deviation aN, and the C(Q) distribution has a mean of C and standard deviation ocr. The

decision parameter, ý, is some quantifiable entity that allows the observer to make a decision concerning

a diagnosis. For most radiologist-interpreted images, including mammograms, ý corresponds to the

radiologist's impression which is dependent upon a number of factors, including the assessment of the

pertinent anatomy and pathology visible on the mammogram, and other patient information such as the

patient's age, family history, hormone replacement status, etc. The decision parameter ý may be

considered as the radiologist's gestalt. There are many applications where digital mammograms are

analyzed by a computer, and in these cases the value of 4 may be the numerical output of a computer

aided diagnostic algorithm.

When the cancer population C(4) and the normal population N() Iare represented as individual

normal distributions with separate means (C and N) and standard deviations (cyc and aN), the signal to

noise ratio (SNR) is given by:

C_-N Eq. ISNR =

A decision threshold is illustrated in Figure 1A as the vertical line marked ", and all patients with

a value of ý to the right of t are considered by the diagnostician as having cancer, and all patients to the

left oft are considered normal. As indicated in Figure IA, patients in C(ý) to the right oft are correctly

diagnosed and are true positives (TP: hatched area), and the cancer population to the left of T are false

negatives (FN: dark shaded area). The normal population to the left of t are true negatives (TN), and

those to the right oft are false positives (FP). Mathematically, these terms can be defined as:

Page 4



TN(z-) = N(ý) dý Eq. 2

FP(r) = f:N(O dý Eq. 3

FN(r) f fC(Q) dý Eq. 4

(r)= JC(O) dý Eq. 5

The sensitivity of breast cancer screening is the probability of cancer detection using that modality. The

sensitivity depends on the selection of the threshold value T:

sensitivity(T) = TP(T) Eq.6
TP(r) + FN(r)

The specificity of a medical test is the fraction of all normal patients who are diagnosed as such:

specificity(r) TN(r) Eq. 7
TN(zr) + FP(-r)

The receiver operating characteristic (ROC) curve is a plot of the sensitivity(,u) (or true positive

fraction) as a function of (1-specificity(-r)) (or false positive fraction), as shown in Figure 1B. Each

point on the ROC curve corresponds to a pair of coordinates (x, y), where x = 1 -specificity(-c), andy =

sensitivity(,c). Each point on the ROC curve depends on the specific value ofr, and different points on

the ROC curve are produced by varying -c and plotting the pairs of points ([ -specificity],sensitivity).

It is typical in the ROC literature applied to radiology to define the individual distributions C(Q)

and N(ý) such that they are each normalized to unity, however this is not a requirement of ROC analysis

but rather is due to the fact that the relative areas of C(Q) and N(ý) are not necessary to the analysis. In
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order to normalize the C(Q) and N(Q) distributions to take into consideration the incidencefof cancer in

the study population, we define:

1 = _(C( + N(ý)) dý, Eq.8

where:

f JC(4") d• Eq. 9

and thus:

1 - f = JN() dý Eq. 1O

BINoRMAL ROC CuRvEs

Previous investigators[14; 15] have noted that the binormal assumption (Figure'lA) for ROC

curves is consistent with measured data under the vast majority of clinical conditions. ROC curves can

be generated analytically when the two normal distributions C(Q) and N(ý) are exactly known. The

parameters necessary to completely define these distributions are the means (C and N), standard

deviations (ac and aN), and the fraction of cancer casesf Since horizontal scale factors in the

distributions C() and N() do not affect the shape of the ROC curve, we can set N = 0, aN = 1, and

define a parameter k which is the ratio of the standard deviations of the two normal distributions, such

that:

k = _ _'c 
E q . 1 1

O"N

With this simplification, the shape of the distributions shown in Figure 1A is defined by three

parameters: f, SNR and k. According to the classic work of Rose[ 16], if the SNR > 5.0 (the "Rose

Criterion"), then an object such as a breast lesion will almost certainly be detectable, i.e. the area under
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the ROC curve approaches unity. While the parameters SNR and k can be used to exactly compute an

ROC curve, in general these parameters can not be derived diredcly from an ROC curve. However, the

relationship between A, and the SNR is independent of the value of k. Thus, the ROC curve area A, can

be used to accurately determine the SNR (Table 1). For obviously asymmetrical ROC curves, curve

fitting the ROC empirical data to the analytical ROC curves (e.g. Figure 1B) to determine the most

appropriate values for k would be necessary. A simple least squares fit to sensitivity for each specificity

values over all pairs of points available should beý sufficient to accurately model an experimentally

derived ROC curve in terms of the parameters SNR and k.

BIOPSY RATES IN MAMMOGRAPHY

When a radiologist, based on screening mammograms and other ancillary information, views, or

studies, (screening mammography, when combined with comprehensive subsequent tests is called

diagnostic mammography) recommends a breast biopsy, he or she is stating that there is a reasonable

chance that the patient has breast cancer. Essentially, biopsied patients are those which fall on the right

side of the radiologist's threshold value (T in Figure IA). Biopsy results are considered the gold

standard, and those patients who come back with positive biopsies represent the true positive population.

Therefore, the positive biopsy rate is equal to the positive predictive value (PPV) of diagnostic

mammography. Like the sensitivity and specificity defined about, the PPV(-u) is dependent upon the

threshold value r:

PPV(r) TP(r) Eq. 12
TP(r) + FP(r)

As mentioned previously, the PPV is dependent upon the fraction of disease in the total population, and

therefore is dependent uponf in Eqs. 9 and 10. The cancer detection rate is a straightforward proxy for

incidence, and is typically expressed in the units of cancers detected per 1000 screens. For breast

screening, the cancer detection rate typically ranges from around 2 to upwards of 6 cancers detected per

1000 screens[ 12; 17; 18], depending upon the age group and previous screening history of the population

being screened. The incidence of breast cancer in the United States is about 1.0, 2.8, 3.8, and 4.8

cancers per 1000 women for women ages 40, 50, 60, and 70, respectively[13].
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Typical published values[12] for the positive biopsy rate range from approximately 15% to 35%.

Mamnmographers are essentially obligated to operate close to this range from a medical-legal standpoint,

as this range currently defines normal practice. Achieving a positive biopsy rate lower than 15% implies

that the mammographer is an over-caller, while a biopsy rate greater than about 35% implies that the

radiologist is an under-caller. The PPV(,c) can be computed from the parameters SNR, k, andf For

symmetric ROC curves (where k=-l), only A, andf are needed since the relationship between A_ and

SNR is well known (Table 1). Thus, when the PPV is known or can be assumed to fall within a typical

range of 20 to 25%, the value oft can be calculated. The value of't is solved iteratively, by varying it

until the PPV(T) (Eq. 12) is equal to the known PPV value.

ROC CURVES AND SENSITIVITY

There is an interest on the part of many [19-26] in estimating the sensitivity of mammography.

While methods are available to assess the ROC curves of mammographers under mammography

conditions [27-30], the ROC curve by itself cannot be used to estimate sensitivity and specificity[3 1].

Put differently, the ROC curve allows A, (and k, if GN # GC) to be computed, but it is not generally

straightforward to deduce the point on the ROC curve where the mammographer actually operates. The

A, performance of radiologists[7;9; 10] and computer aids[6;8-1 1] have been reported frequently in the

literature. The contribution of the present work is to introduce a technique in which the operating point

on the ROC curve where the mammographer actually functions can be determined. The ROC curve is a

plot of the -T-dependence of the sensitivity and specificity. Therefore, knowledge of the ROC curve (i.e.

SNR and k) combined with the radiologist's operating point leads directly to the computation of

sensitivity (Eq. 6) and specificity (Eq. 7).
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DETAILS

The normalized distribution of patients without cancer, N(ý), is given by:

1-f Eq. 13
N(ý) e

Similarly, the cancer distribution is given by:

Cf (- J2 Eq. 14C(M f e- 2 ac--- -

The solution of Eqs. 2 through 4 are based on the integral of the normal distribution function with mean

m and standard deviation a[32]:

_ _ I F x-e2 E q . 15

-2 dtERF

Setting N= 0 and CN = 1 as before, coupled with equation 11, yields:

C SNR J1 + k2 Eq. 16a

and
(Tc = k Eq. 16b

Given Eqs. 13, 15, and 16, the solution to Equation 2 is:

TN(T) = ) - I)(1 + ERF(a)) Eq. 17
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and since TNh+ FP (1-f), Eq. 3 becomes:

"FP(r) 2 f (1 ERF(c)) Eq. 18

where a =

The solutions to Eqs. 4 and 5 are:

FN(z7) = (f) (1 + ERF(fl)), Eq. 19

and

TP(M ) = (1 - ERF(,8)), Eq. 20

S- SNR /1 + k

respectively, where ,8 =

With the values of TP, TN, FP, and FN defined in Eqs. 17-20, the sensitivity from Eq. 6 can be

expressed as:

sensitivily(r) 1 - ERF(,6) Eq. 21
2

The specificity from Eq. 7 can be rewritten as:

specificity(r) 1 + ERF(a) Eq. 22
2

It is noted that the dependency onf drops out of Eqs* 21 and 22, giving mathematical verification that

sensitivity and specificity (and ROC curves which are a function of these two parameters) are

independent of incidence.
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The positive predictive value (Eq. 12) becomes:

PPV(r) f (1 - ERF(/J)) Eq. 23

1 + (1-f) ERF(a) - f ERF(/?)

The incidencef cannot be eliminated from Eq. 23, and thus the PPV is dependent upon the incidence of

the disease of interest.

The steps necessary to identify the operating point on an ROC curve (and thus sensitivity and

specificity) are enumerated below:

(1) An ROC curve for breast screening is identified or measured, and is used to determine the

parameters SNR and k. The area of the ROC curve (A,) should be calculated. The A, versus

SNR values given in Table 1 can be used to identify the SNR, and these values are independent

of k. If the ROC is symmetric along the upper left to lower right axis, as most are, then k=l. If

it is asymmetric, then the known ROC curve can be fit using least squares techniques using

Equations 21 and 22 to determine the parameter k.

(2) Appropriate values for the PPV and cancer detection ratef should be identified. We have

discussed typical values for these parameters elsewhere in this work, but if specific values are

known for a given screening population, then those values could be used.

(3) Equation 23 relates PPVf, SNR, k and t. Step 1 was used to define SNR and k, and step 2 was

used to define PPV andf Iterative solution techniques can then be used to solve for T in Eq. 23

(which appears in the a and 13 terms).

(4) Once - is defined in Step 3, the sensitivity can be computed using Eq. 21 and the specificity can

be calculated using Eq. 22 using the determined value oft. This pair of coordinates defines the

sensitivity and (1-specificity) point on the ROC curve, corresponding to the operating point.

The above equations were evaluated using programs written in C using the Microsoft C/C++ 5.0

compiler, and additional evaluations were performed using Microsoft Excel (Microsoft Corporation,

Redmond, WA). A personal computer incorporating a 1.1 GHz Athlon CPU chip was used with the

Microsoft Windows 2000 operating system for the computer workstation.
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Results

Figure 2A illustrates the trend in sensitivity as a function of A, value, for symmetrical ROC

curves (k=-l) and a typical PPV for breast biopsy of 30%. A family of curves is shown, corresponding to

different cancer incidencef in the screening population. The value off ranges in the figure fromf=

0.001 tof = 0.009, which spans the cancer detection rate in most screening populations in the United

States. It is seen that higher cancer incidence in the screening population leads to better sensitivity at a

given A,.

Figure 2B illustrates sensitivity versus A, for symmetrical ROC curves (k=l) and a cancer

incidence off= 0.003 (3 cancers detected per 1000 screens). A family of curves illustrates the effect of

the PPV on sensitivity: Decreasing the PPV increases sensitivity, which is to be expected because a

reduced PPV implies a more aggressive diagnostician. A PPV of 0.10 implies that for every ten women

biopsied, only one has cancer. PPV values up to 0.5 are shown.

Table 1 gives the relationship between SNR and A, for ROC curves. This relationship is

independent of the value of k. The table was generated using Eqs. 13 through 22, and can be used to

relate A, to the SNR.

Page 12



Discussion
Reported values for radiologist A, performance in screening mammography vary widely, with

reports of A. values of 0.61[10], A, = 0.81[8], A, = 0.83[9] to A, = 0.94 [7]. The variability is likely

due to differences in radiologist performance[25] and variation in the degree of diagnostic difficulty of

the databases used for testing[33]. Even the best A, value mentioned above, however, corresponds to

abysmally low sensitivity as seen on Figure 2A. For A, = 0.94, withf= 0.003 and PPV = 0.30, the

sensitivity is -23%. There are two considerations which contribute to this artifactually low sensitivity:

case mix and cancer case enrichment,

Case Mix: If ROC curves measured in the research setting are intended to be used to measure

clinical sensitivity, then the case mix used needs to reflect that of the clinical environment. ROC studies

are usually used to study the difference between two diagnostic methods, and this can be best performed

by selecting substantially more difficult cases. This is because differences in A, are more readily seen

when SNR;4, than when SNRŽ> 3, and thus a more difficult case set will provide more discrimination

between the two techniques compared. Consequently, most ROC studies make use of data sets

comprised solely of difficult cases, and thus the A, values are substantially lower than that which would

be typical of the clinical environment. The A, values and resulting calculated sensitivities determined in

ROC studies should therefore define the lower bounds of screening sensitivity that would be achieved

using a clinical case mix.

Cancer Case Enrichment: The other factor which reduces the validity of extrapolation of ROC

study results to the clinical mammography environment is that ROC studies almost always make use of

so-called enriched data sets, where the cancer incidence is far greater than that seen clinically. For

example, many ROC data sets are comprised of 50% cancers cases as opposed to the -0.3% seen

clinically. The theoretical basis for extrapolating ROC results measured at one incidence to a

substantially different incidence is uncertain. Although sensitivity and specificity are independent of

incidence ([ does not occur in Eqs. 21 or 22), the highly enriched data bases used in ROC studies will

likely distort the threshold value r used by the radiologist, and sensitivity and specificity both depend on

"i. A straightforward approach for adjusting for the amplified cancer incidence in ROC studies using the

methods discussed here is to use the cancer incidence (J) of the ROC data set to determine sensitivity.

For example, for PPV=0.30 and A, = 0.94, incidences of 1%, 5%, and 10% yield sensitivities of 47%,
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82%, and 93%, respectively. This observation is made to simulate discussion on the issue of how the

enrichment factor affects ROC results'

Typically, about one in three biopsies (PPV = 0.33) to one in five biopsies (PPV = 0.20) yields

an actual breast cancer. The low positive biopsy rate resulting from breast cancer screening using

mammography is often cited as a weakness of mammographic screening. As evident in Figure 2B,

however, low positive biopsy rates are theoretically necessary for achieving higher levels of sensitivity,

given the overlap in appearance between normal and cancer-containing mammograms. The biopsy of

women who do not have breast cancer, in effect, leads to better detection rates for women who do. This

can be referred to as the biopsy conundrum. The low positive predictive value of mammography is

necessary to achieve adequate detection of breast cancer at its earliest stage. This conundrum can be

mitigated by the development of a diagnostic test which has a higher SNR for breast cancer than

mammography, a goal many are striving for. Alternately, if a diagnostic test intermediate between

mammography and breast biopsy were developed which had better sensitivity with high specificity, low

morbidity, and low cost compared to current tests (e.g. magnification mammography, ultrasound, spot

compression, etc.), it may play a role in alleviating the biopsy conundrum.

Radiologists substantially alter their operating point when participating in ROC studies. The

discrete and continuous scales[34-39] associated with ROC analysis explicitly require the radiologist to

adjust his or her operating point - this is necessary to determine the several points (1-specificity,

sensitivity) that are used to estimate the ROC curve. In clinical practice, a radiologist either refers the

patient for biopsy or does not, and the decision threshold applied to make this decision corresponds to

only one point on the ROC curve, the operating point. Measuring a radiologist's ROC curve therefore

does not identify the operating point.

Clinical mammography is not practiced as a research study, and the absence of painstaking

follow-up procedures to determine "truth" means that radiologists do not receive direct feedback in

ternms of their sensitivity or specificity performance. Indeed, for missed cancers (false negatives), time is

needed for the tumor to grow large enough to be noticed on the subsequent film, thereby allowing

retrospective realization that a cancer was present (this is the only practical way of determining false

negatives in a research study of screening mammography). In the absence of feedback concerning

sensitivity and specificity, the positive biopsy rate (i.e. the PPV) can be used as an alternative measure

of the operating point at which the radiologist operates. Indeed, each radiologist is required to monitor

their positive biopsy rate by MQSA. The monitoring of positive biopsy rates in mammography provides
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feedback and imposes a degree of self-normalization on mammographers, which likely helps to maintain

a more uniform decision threshold (operating point on the ROC curve) between radiologists.

Since the sensitivity of mammography improves as a function of lesion diameter (in general), the

determination of sensitivity for mammography is dependent upon the screening history of the study

population. Thus, the mean sensitivity is averaged over the range of lesion diameters that are

experienced in a specific screening population. An effective cancer screening program acts to drive

sensitivity down over time, since the lesion diameters discovered are smaller (reducing sensitivity in

mammography) in a previously screened population.

ROC studies usually employ only screening mammograms. In clinical screening, however,

when an abnormality is seen on an image, subsequent diagnostic tests (e.g. additional mammographic

views, spot compression, ultrasound) are often utilized to increase diagnostic confidence. These

additional tests undoubtedly improve the diagnostic performance of a given radiologist, typically by

reducing false positives. Most ROC experiments are not designed to assess this.

Despite the above mentioned limitations, ROC curve performance metrics can be useful for

estimating sensitivity in breast cancer diagnosis, based on reasonably sound assumption of the PPV and

cancer incidence. The techniques discussed here are equally valid for determining specificity. The

estimation of sensitivity and specificity is useful for a variety of scientific evaluations, including the

comparison of screening techniques, analyses of cost effectiveness, and computer modeling of breast

cancer screening[40].
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Table 1: A, as a function of SNP, for any value of k.

SNR AýSNR A

0.0 0.5000
0.2 0.5792 2.2 0.9861

0.4 0.6554 2.4 0.9918

0.6 0.7257 2.5 0.9938
0.8 0.7881 2.6 0.9953

1.0 0.8413 2.8 0.9973
1.2 0.8849 3.0 0.9985
1.4 0.9192 3.5 0.9996
1.6 0.9452 4.0 0.9998
1.8 0.9640 4.5 0.9999
2.0 0.9772 5.0 0.9999
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Figure Captions

FIGURE IA:

The basic assumptions of signal detection theory are illustrated. A screening test is designed to

differentiate between two populations, the normal population N(4) and those patients with cancer C(4).

These populations are assumed to be normally distributed, with means of N and C, and standard

deviations GN and ac. The area of the distribution N(ý) is normalized to 1 -f and the area of C(Q) is

normalized tof wheref is the fraction of cancers observed in the screening population. A decision

parameter 4 is used as the basis of the diagnosis, and a threshold value x (solid vertical line) is chosen by

the diagnostician (a radiologist or other decision maker). In selecting r, all cases of ý to the right of the

threshold (ý > t) are considered by that diagnostician as having cancer, and all cases to the left oft (ý <

"t) are considered normal. For simplicity and to reduce the parameter count, the simplifications of N

0 and aN = 1 are made. The decision axis is then easily defined in units of GN.

FIGURE 1B:

ROC curves are illustrated for SNR = 1. A symmetrical ROC curve (symmetrical about the negative

diagonal axis running from the upper left to the lowpr right) results when the standard deviations of the

normal and cancer distributions are equal (i.e. when k = 1.0). Asymmetrical ROC curves result for non-

unity values of k. The area under each ROC curve, A•, at fixed SNR is seen to vary as a function of k.

FIGURE 2A:

The sensitivity is plotted as a function of the A, is illustrated for symmetrical ROC curves (where k=l)

and for a positive biopsy rate (PPV) of 20%, which is typical. The cancer incidence in the screening

population,f, affects sensitivity and curves corresponding to values off ranging fromf= 0.001 tof=

0.010 (in intervals of 0.001) are shown. The typical cancer detection rate (a surrogate for incidence) in

the United States is about 3 cancers per 1000 screens, orf= 0.003. At a given degree of diagnostic

performance (A, level), clearly sensitivity increases as the number of cancers in the screened population

increases.
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FIGURE 2B:

The sensitivity is plotted as a function of A,, for a range of positive predictive values (PPV) as indicated.

The value of PPV essentially determines the radiologist's operating point on his or her personal ROC

curve. A reduction in the positive biopsy rate (PPV), which corresponds to a reduced threshold and a

more aggressive diagnosis, results in better sensitivity (and worse specificity). A PPV of 20% (1 cancer

per 5 biopsies) is fairly typical.
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Abstract

Objectives: The purpose of this study was to quantify the effect that breast density has on the

detection performance of mammography, as measured by the area under the ROC curve (A,).

Methods: Each of 998 digitized normal mammograms were classified into 5 categories based on

a radiologist-determined breast density scale (BDI). Computer-generated spherical soft-tissue

cancer lesions (2 mm to 40 mm in diameter) were randomly positioned on each image using

mathematics which accurately reflect the physics of mammography imaging. Computer

simulations using a computer-based matched template ideal observer were used to determine A,

for each image and lesion size. Results: The results demonstrated that increased breast density

resulted in significantly reduced detection performance between each of the 5 pentiles. Using

the BDI classifier, women in the most dense pentile demonstrated a 22.2% reduction in absolute

detection performance compared to women in the least dense pentile. For a 10 mm soft-tissue

lesion, the estimated sensitivity (at 90% specificity) decreased from 74% for an average adipose

breast to 47% for a breast in the high breast density pentile. Conclusions: It was estimated that a

1.3 year delay in detection occurs for women in the densest category, compared to the least dense

category. Over lesion diameters from 6 to 20 mm, a reduction of sensitivity of 8% was realized

for each pentile as breast density increased. These results were computed for soft tissue lesions,

and cancers which present with microcalcifications would likely have higher sensitivities

associated with them.

KEYWORDS:

Mammography, Ideal Observer, Breast density, Receiver Operating Characteristic (ROC),

Computer Simulation
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Introduction

Mammography is the primary screening tool used for the early detection of breast cancer.

Despite this important role[I ;2], it is widely suspected that screen-film mammography is less

sensitive in the dense breast[3-5]. While some studies have equivocal findings with respect to

breast density alone[6;7], other recent clinical studies have demonstrated a reduction in

sensitivity attributed to breast density[8-10]. This dilemma of reduced screening sensitivity in

the dense breast is compounded by the fact that women with dense breasts are at higher risk for

breast cancer[11-14], with odds ratios thought to range from 4 to 6 compared to women with

adipose breasts. The development of digital mammography[15] and other techniques[ 16-18] are,

in part, predicated on improved imaging of the dense breast.

To our knowledge, a systematic approach for quantifying the reduction in detectability of

soft tissue lesions caused by breast density has not been reported. Whereas some clinical studies

have demonstrated correlation between high breast density and low sensitivity, this study was

designed to demonstrate causality, since mechanisms associated with breast cancer detection

were simulated. The detectability of simulated breast cancer lesions was studied using a data

base of 998 digitized screen-film mammograms. While human performance studies remain the

gold standard, expert human observers have limited available time and varying degrees of

concentration for the highly repetitive tasks required in this work. Consequently, an ideal

computer-based observer was used to evaluate the 8 million potential lesion sites required for

this study. Human observers are thought to perform comparably to an ideal computer observer,

differing only by an efficiency term[19]. Since relative performance was evaluated here, the

efficiency term is not important to the results.
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Methods

Case Selection

A series of 1053 normal craniocaudal (CC) mammograms from the breast screening

service at our institution was digitized using a laser digitizer capable of 50 imr x 50 jtm x 12 bit

resolution (Lumysis 150, Lumysis Corporation, Sunnyvale, CA), operating in varying resolution

modes, depending on film size (both 18 x 24 cm and 24 x 30 cm film images were digitized).

Normal mammography cases were selected randomly and serially (with some gaps due to

absence of the individual doing this), over a 2 month time period. A few of the digitized images

were lost to file corruption, and others were inadvertently overlooked during radiologist

classification, eliminating 55 of the cases, and thus 998 cases were available for this

investigation. The matrix size of the digitized images used for this study was reduced by

averaging to approximately 0.275 x 0.275 mm pixels. Reducing the matrix size of the images

was necessary for display on a 1280 x 1024 pixel monitor, and for rapid handling of the images.

The digitized images were used for ideal observer performance evaluations, using simulated soft

tissue lesions spanning diameters from 2 mm to 40 mm. The 275 jim pixel dimension resulted in

a 2 mm diameter lesion occupying about 41 pixels, and a 40 mm diameter lesion occupying

-16,000 pixels. The pixel size was therefore considered adequate to conduct simulated lesion

studies of the size range > 2 mm.

Only CC mammograms were used in this study, whereas two view mammography is the

more common practice for screening mammography in the United States. However, the focus of

this investigation is not on precisely quantifying the detection capabilities of screening

mammography per se, but rather to assess the role that breast density plays in modulating

detectability. In a previous study[20], breast density in the CC view was shown to be highly
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correlated to that in the mediolateral oblique (MLO) view. Thus, the focus here on the effects of
11~

breast density detection in the CC view should apply to the MLO projection as well.

Breast Density Assessment

A board-certified MQSA-qualified radiologist with 15 years of mammography

experience (KKL) evaluated the breast density of each image. Each digital image was displayed

on a monitor, and a density rating from 1 (being least dense) to 100 (most dense) was entered by

the mammographer. These values have been dubbed the breast density index (BDI). It has been

previously shown[20] that the radiologist's subjective density rating was quite reproducible. The

breast density scores were rank-ordered and the rank was used to assign the 998 images to 5

different categories (pentiles), with 200 images in each of the categories 1 to 4, and 198 images

in category 5. Pentile 1 corresponded to low density (mostly adipose) breasts, and pentile 5

contained the most dense (glandular) breasts.

Mammography Physics of Image Contrast

The presence of spherical breast cancer lesions was computer simulated. Lesion

diameters ranging from 2 mm to 40 mm with 2 mm intervals were studied. For each digitized

mammogram and each lesion diameter under study, 400 possible lesion locations were evaluated.

The placement of computer simulated lesions was necessary to quantify true positives and false

negatives, and identical analyses were conducted on areas of the image where no lesion was

placed, to quantify true negative and false positive events (the latter regions are referred to here

as "non-lesion" areas). For each image, 200 lesions and 200 non-lesions were studied.
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The contrast of each simulated lesion was computed based on the physical properties of

breast cancer and soft tissue, and realistic assumptions concerning the x-ray spectrum. A

detailed description of the techniques used to place lesion contrast on the digitized

mammographic images is given in the appendix. These techniques made use of the detailed but

well known physical properties involved in the acquisition of mammographic images.

Ideal Observer Methodology

Mammograms consist of the radiographic image of the breast, surrounded by the film

exposed to unattenuated radiation beyond the edge of the breast. In preparation for the ideal

observer study, the breast border was outlined by hand on all images, using mouse-and-cursor

software written for this purpose, and the edge coordinates of the breast were recorded. The

placement of each synthetic lesion was selected using randomly generated coordinates of the

lesion center. All lesions were positioned such that they fell completely within the breast

boundaries.

The detectability of the computer-generated spherical breast lesions was evaluated using

ideal computer observer methods[ 19;21 ], combined with receiver operator characteristic (ROC)

curve analysis[22-27]. The so-called ideal observer is an analytical device which is thought to

emulate human performance in terms of lesion detection[26;28-30]. In many instances involving

simple, well-defined tasks, ideal observers, which are computer algorithms, can outperform

human observers. The essential property of ideal observer techniques pertinent to this study is

not that ideal observers exactly mimic radiologist performance, but that the ideal observer's

perfonnance will be influenced by breast density with the same trends as those of human

detection performance.
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ROC methods require that the observer being tested be shown areas containing both

abnormalities (lesions) and normal areas (non-lesions). For each simulated lesion diameter, 200

lesions and 200 non-lesions were randomly placed on each of the 998 mammograms. Because

the computer explicitly determines whether a lesion is present or not, "truth" concerning the

presence and position of the lesion is known with complete certainty. ROC analysis using a

computer observer is not dependent upon the ratio of lesions to non-lesions used in the analysis,

because both sensitivity and specificity are independent of incidence. Whereas human observers

may alter their decision thresholds based on disease incidence, computers are unwavering in this

regard.

Because a variety of parenchyma patterns were the focus of this investigation, the ideal

observer method employed here used non-pre-whitening techniques, where the correlated noise

of the anatomical background was not corrected for. For the image patterns which correspond to

the light striking the radiologist's eyes, 'a matched filter was applied. A matched filter is one in

which the detection algorithm is tailored mathematically to suit the known shape of the suspected

lesion. Each pixel inside the boundaries of the suspected lesion was multiplied by a filter

coefficient corresponding to the projected thickness of the spherical lesion at that location. The

filter values over the area of the projected sphere (corresponding to the known location of the

suspected lesion) were normalized to unity. The sum of the weighted signal, ZLIesio., was

computed. An annular background template equal in area to the lesion area was placed just

outside the lesion boundary, and was used to filter the background region. The filter coefficients

were constant, and equal to l/n, where n was the number of pixels in the background region.

The sum of the weighted background region was.computed as YLbg. A detection parameter d

was computed as d =L 10 sio./XLbg, for each lesion and non-lesion. The 400 values of d
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computed on each image (200 lesions and 200 non-lesions) for each lesion diameter (and the

knowledge of "truth" associated with each value) provided the data set necessary to compute an

ROC curve for each image and each lesion diameter. The area under the ROC curve, A&, was

then calculated using numerical integration. A 333 MHz Pentium workstation was used for this

study, using C code written by one of the authors (Microsoft C/C++ 5.0, Redmond, WA).

Sensitivity Analysis

For symmetric ROC curves, the A. value defines the shape of the curve when the under

laying distributions are normal with independent means and standard deviations. Using this

assumption, the sensitivity values were computed for fixed values of specificity. To "map" Az

values to sensitivity, the sensitivity was computed (at fixed specificity) using analytically

generated ROC curves with A, values ranging from 0.50 to 1.00 by intervals of 0.01. The

resulting data was computer-fit using commercial software (TableCurve 2D, Jandel Scientific,

Corte Madera, CA), and this function was used to convert A, to sensitivity.

Overall Analysis

For each of the five categories of breast density, the mean A, value and standard

deviation was computed over the 200 images in each category (198 images in pentile 5).

Differences between the mean A, values of adjacent pentiles were evaluated for significance

using the unpaired t-test. Differences between themeans were determined to be significant if

p<0.001. The statistical analysis was performed using spreadsheet software (Microsoft Excel,

Redmond, WA), running on a 1.1 GHz Athlon-based workstation.
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Results

Figure 1 illustrates the mean A, (expressed as a percentage) for each density pentile as a

function of lesion diameter. An A. value of 100% is indicative of ideal detection performance,

and an A, of 50% corresponds to pure guessing. The difference between adjacent categories is

significant (p<0.001) for lesions diameters from 2 mm to 30 mm (pentiles 1-2, 2-3, and 3-4), and

for lesion diameters 2 mm to 16 mm for the pentile 4-5 comparisons. There is reduced detection

performance (lower A.) as breast density increases. For example, for a 10 mm diameter lesion,

A-, = 91.4% for the mean of the least dense category (pentile 1) and A- = 80.3% for the most

dense breasts (pentile 5). The difference in absolute detection performance between pentiles 5

and 1 is 11.1%, however given that the A. scale runs between 50% and 100%, the difference

expressed as a fraction of the entire scale (relative difference) is 22.2% (i.e. [91.4-80.3] x 2).

For the clinically relevant lesion diameters from 6 mm to 20 mm (inclusive), the average relative

difference in detection performance between adjacent breast density pentiles was 5.3%

(a=1.4%).

Another way to look at Figure 1 is to assess the difference in lesion diameter for a fixed

detection performance level. For example, assume that a threshold of A. >90% is required for

lesion detection. Women in pentile 1 (least dense) will have cancers detected at a diameter of 7

mm, whereas women in pentile 5 (most dense) will have their cancers detected at 21 mm in

diameter. A 7 mm diameter lesion contains less than 4% ([7/21]3) of the cancer cells as does a

21 mm lesion. Assuming a cell doubling time of 100 days[31], women in the most dense breast

category will have their cancers detected 1.3 years (4.75 doublings) later than women in the least

dense breast category.
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ROC curves are plots of sensitivity versus (1-specificity), and by setting a fixed value for

the specificity, the sensitivity can be calculated fromA,, for symmetric curves which are most

common[32;33]. Figure 2 illustrates 5 ROC curves with different A, values (indicated in figure).

At 95% sensitivity, corresponding to the vertical dotted line in Figure 2, the intersection of this

.dotted line and each ROC curve yields the sensitivity at 95% specificity.

Linver et al suggest that the specificity of mammography should be better than 90%[34].

Figure 3A and 3B illustrate the sensitivity as a function of lesion diameter, for two different

specificity levels. Figure 3A corresponds to a specificity of 95%, and Figure 3B corresponds to a

specificity of 90%. Of course sensitivity drops as specificity increases, and so the curves in

Figure 3A (95% specificity) are lower than the corresponding curves in Figure 3B (90%

specificity). At 95% specificity, in the clinically important lesion diameter region from 6 mm to

20 mm (inclusive), the sensitivity decreases on average by 7.9% (cG=2.6%) between each pentile

as the breast density increases. The difference in sensitivity for a 10 mm lesion between the

most (pentile 5) and least (pentile 1) dense categories was 28.2%, and the difference for a 20 mm

lesion was 36.8%.
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Discussion

Breast density has a profound influence on the detectability of breast cancer, and this has

been known for several decades. In this study, the drop in sensitivity due to breast density was

quantified and found to be about 8% per breast density pentile in the clinically relevant range

from 6 mm to 20 mm diameter lesions. Microcalcifications on a mammogram represent a high

contrast, high spatial frequency (small) signature that is uniquely different than the background

pattern of the normal anatomy of the breast. Cancers which manifest with microcalcifications are

usually more detectable than cancers which are soft tissue in nature only. The positive predictive

value of microcalcifications is intermediate (45%) between well-defined masses (4%) and

spiculated ones (94%)[35]. Tabar[36] has shown that microcalcifications are crucial to the

diagnosis in about 19% of breast cancers. The presence of microcalcifications was not simulated

in this research, but it is likely that their presence would increase the detection performance.

Thus, the sensitivity values reported here (Figures 3A and 3B) apply only to breast cancer

detection in the absence of microcalcifications. In the presence of microcalcifications, sensitivity

will be higher. The detection of breast cancer was simulated in this study using only one view,

whereas two views are acquired and interpreted for mammography as practiced in the United

States. The evaluation of two views will slightly increase the detection sensitivity for soft tissue

lesions.

The results of this study were achieved using computer simulation. While the simulation

methods were rigorous and thorough, it is important to keep in mind that there are limitations on

the ability of simulated data to mimic reality. Therefore, rather than emphasizing the importance

of the specific values for A, or sensitivity, it is the trends observed in this study that are most

important. The ideal observer techniques used in this study are far less sophisticated than the
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image processing performed by an actual human observer. However, just under 8 million

potential lesion locations were evaluated in this study in order to extract subtle but statistically

significant differences in detection performance. Clearly, a study of this scale using human

observers would not be possible.

The results of this study provide mechanistic and quantitative evidence concerning the

disparity in detection performance that breast density imposes on breast cancer screening using

mammography. Women in the most dense pentile were shown in this computer simulation to

suffer delayed breast cancer diagnosis by about 1.3 years, on average. In an annual screening

program, this means that women in the highest breast density pentile will have their cancers

detected one or two screens after women in the lowest breast density pentile.
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Appendix

The contrast of each simulated breast lesion was placed onto each image using methods

consistent with the physics of mammography. The characteristic curve (optical density versus x-

ray exposure) of the mammography film used in our clinic was measured, and it was

mathematically characterized using commercially-available curve fitting software (Table Curve

2D, Jandell Scientific, Corte Madera, CA). Its inverse function was characterized as well. The

characteristic curve (gray scale [GS] versus optical density [OD]) of the laser digitizer was also

measured, and was found to be linear with r2--0.999. The linear relationship and its inverse were

used to convert between OD and GS units.

The x-ray attenuation of a lesion of thickness t and linear attenuation coefficient. is

computed as e-". When the lesion is present in the breast, a change in thickness of the breast

does not occur, but rather a slight change in the linear attenuation coefficient results. If p'

corresponds to the linear attenuation of the breast cancer lesion, and a is the linear attenuation

coefficient of the surrounding normal breast tissue, then the additional attenuation of the lesion is

given by e-O•h1)t. Letting Azu = (1u'- 1u), the differential attenuation becomes e-dll. In clinical

mammography, the attenuation coefficients are dependent on the x-ray energies used to produce

the image. While the compressed thickness and glandularity of the 998 breasts used in the

mammography database varied, the most common x-ray technique used at our institution was a

26 kVp molybdenum anode-molybdenum filter (Mo-Mo) spectrum. A 26 kVp Mo-Mo x-ray

spectrum, O(E), was simulated using a spectral model[37], and the Azp value was computed using

the linear attenuation coefficients of breast cancer[38], /(E), and that of normal 50% glandular-

Page 12



50% adipose breast tissue, ,u(E). Because of beam hardening[39], the value of Ay is dependent

both on the overall thickness of the breast T and the thickness of the lesion t:

O(E) e-p(E)T e-i(E)-(E)]t dEl Eq.1
-t in=O(E) e-P(E)T dE

The values of Au were computed over breast thicknesses (T) ranging from 1 cm to 8 cm, for

lesion thicknesses (t) from 1 mm to 10 mm. While strong thickness-related dependencies in Au

were observed for breast thicknesses less than 2 cm, for the 90% range of breast thicknesses

undergoing mammography at our institution[40] (2.8 to 7.1 cm), the mean AA calculated over

this range was found to be 0.150 cm"1 (a = 0.0123 cmnf). Due to this small variation in AA and

in order to simplify the calculations, Au was set to 0.150 cm-1 for all simulated lesions. Non-

lesion areas were generated using the same techniques described here, but where A~u = 0.

Spherical breast cancer lesions were mathematically overlaid onto the digital images

using the following procedure: (1) gray scale images were converted to optical density and then

to relative x-ray exposure using the characteristic curve, (2) the projected thickness t of a

spherical lesion of the desired diameter was calculated for each pixel in which the lesion

overlays, (3) the perturbation (reduction) in x-ray exposure due to the lesion was calculated at'

each pixel using eAd,, (4) the modified exposure distribution was converted back to optical

density (OD) using the characteristic curve of the film, and (5) the relative image luminance, L,

-ODcorresponding to the OD at each pixel, where L.= 10- , was computed. The resulting image,

L(x,y), was representative of the spatial distribution of image luminance striking the radiologist's

eyes when viewing mammograms on a lightbox.
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Figure Captions

Figure 1:

The area under the ROC curve, A7, is shown as a function of simulated breast cancer lesion

diameter, for five breast density categories. The breast density index (a subjective rating

performed by an experienced mammographer) was used to classify images into the five

categories shown. Data between adjacent categories are significant (p<0.001) for lesion

diameters to the left of the vertical lines shown in the figure.

Figure 2:

A series of 5 receiver operating characteristic (ROC) curves are shown, each with a different area

under it (A.). Since ROC curves are a plot of sensitivity versus 1-specificity, sensitivity can be

computed from the curve (i.e. from Az) when the specificity value is set. The vertical dotted line

illustrates a fixed specificity of 95%, and the vertical location where this line interests the 5 ROC

curves corresponds to the sensitivity. This approach was used to calculate sensitivity from the

A, value measured in this study.

Fi2ure 3A:

The sensitivity is shown as a function of lesion diameter for 5 breast density categories. The

sensitivity was fixed at 95% for these data.

Figure 3B:

The sensitivity was fixed at 90% for these data..
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Advances in digital x-ray detector systems have led to a renewed interest in the performance of
x-ray phosphors and other detector materials. Indirect flat panel x-ray detector and charged coupled
device (CCD) systems require a more technologically challenging geometry, whereby the x-ray
beam is incident on the front side of the scintillator, and the light produced must diffuse to the back
surface of the screen to reach the photoreceptor. Direct detector systems based on selenium have
also enjoyed a growing interest, both commercially and academically. Monte Carlo simulation
techniques were used to study the x-ray scattering (Rayleigh and Compton) and the more prevalent
x-ray fluorescence properties of seven different x-ray detector materials, Gd 2W 2S, CsI, Se, BaFBr,
YTaO4, CaWO 4, and ThO 2. The redistribution of x-ray energy, back towards the x-ray source, in
a forward direction through the detector, and lateral reabsorption in the detector was computed
under monoenergetic conditions (I keV to 130 keV by 1 keV intervals) with five detector thick-
nesses, 30, 60, 90, 120, and 150 mg/cm 2 (Se was studied from 30 to 1000 mg/cm 2). The radial
distribution (related to the point spread function) of reabsorbed x-ray energy was also determined.
Representative results are as follows: At 55 keV, more (31.3%) of the incident x-ray energy
escaped from a 90 mg/cm 2Gd20 2S detector than was absorbed (27.9%). Approximately 1% of the
total absorbed energy was reabsorbed greater than 0.5 mm from the primary interaction, for 90
mg/cm2 CsI exposed at 100 kVp. The ratio of reabsorbed secondary (fluorescence+scatter) radia-
tion to the primary radiation absorbed in the detectors (90 mg/cm 2) (SIP) was determined as 10%,
16%, 2%, 12%, 3%, 3%, and 0.3% for a 100 kVp tungsten anode x-ray spectrum, for the Gd 20 2S,
CsI, Se, BaFBr, YTaO4, CaWO 4, and ThO 2 detectors, respectively. The results indicate significant
x-ray fluorescent escape and reabsorption in common x-ray detectors. These findings suggest that
x-ray fluorescent radiation redistribution should be considered in the design of digital x-ray imaging
systems. © 1999 American Association of Physicists in Medicine. [S0094-2405(99)01006-8]

Key words: X-ray fluorescence, K-edge, Monte Carlo, digital image detectors, imaging science

I. INTRODUCTION the front of the screen, must diffuse through the thickness of
the intensifying screen in this geometry. Because of this ima-

For general diagnostic radiology, screen film systems em- thetantedifyince in this geometry. the searhh im-

ploy dual-emulsion, dual-screen cassettes. In this design, the portant difference in x-ray detection geometry, the search for

x-ray phosphor is essentially sliced into two halves, with the x-ray phosphors for digital systems has led to more exotic

photoreceptor (the dual-emulsion film) sandwiched between detector materials for the digital radiographic application.

the two x-ray phosphor screens. This is possible because x Because of differences in applications between digital x-ray

rays pass efficiently through the film base and emulsion. Po- detectors and screen/film cassettes, the constraints of cost,

sitioning the photoreceptor in the middle of the intensifying durability, and high-end spatial resolution are quite different,

screen layers reduces the distance in the screen that light and this has also fueled a renewed investigation of x-ray

must diffuse through to reach the film emulsion, improving detectors for digital imaging.

spatial resolution. With digital radiographic systems based The K-edge of an x-ray detector material is an important

on amorphous silicon thin film transistor technology (a-Si consideration in the detector performance for a given diag-

TFT),1,2 charge coupled devices (CCDs), 3' 4 or complemen- nostic imaging task. While it is widely assumed that it is
tary metal oxide semiconductors (CMOS),5 however, only a desirable to have the majority of the x-ray photons incident
single x-ray screen can be used because these photodetectors upon the detector with energies above the K-edge, to im-
are radio-opaque. With such systems, the x rays are incident prove quantum detection efficiency, the re-emission of char-
upon the x-ray phosphor from the front, while the photore- acteristic radiation (x-ray fluorescence) will reduce the over-
ceptor collects the light behind the screen. Thus the light all absorption efficiency. Worse, when x-ray fluorescence is
emitted by the screen, which is produced preferentially near reabsorbed by the detector adjacent to the primary x-ray in-

905 Med. Phys. 26 (6), June 1999 0094-2405199126(6)1905/12/$15.00 © 1999 Am. Assoc. Phys. Med. 905
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teraction, a loss of spatial resolution and an increase in image - 0oomm

noise may occur. X-ray fluorescence and related energy ab-
sorption phenomena occurring in imaging detectors has been
investigated by others. 6- 9 Previous studies primarily focused
on screen-film radiography. In this study, Monte Carlo pro-
cedures were used in an analysis of several different possible
candidates for x-ray detectors: Gd2O2S, CsI, Se, YTaO4,
CaW 4 ,Primary X-ray Beam

This study focused solely on the Monte Carlo transport of Inci at Center
x-ray photons, however, the transport of optical photons in
an x-ray scintillation detector (intensifying screen) is also an
important consideration and certainly plays the predominant
role in broadening the point spread function of the screen.
Whereas x-ray intensifying screens are indirect detectors in
which optical energy ultimately stimulates the photoreceptor, A
direct detectors such as Se do not make use of intermediary
optical photons. Rather, the detector reads out the charge
(electrons) liberated in the detector by direct x-ray interac- 990 ram Backscatter Sensor

tion. This study was designed in part to compare the x-ray
scatter and photoelectric reabsorption contribution to the X-ray Source

point spread function in both direct (selenium) and indirect
x-ray detectors.

"Horizontal Scale Compressed

100 mm
II. METHODS AND MATERIALS X

Monte Carlo simulations were employed to study the r X-ray Detector

x-ray absorption, scatter, and x-ray fluorescent reabsorption 10mm rn understudy

in a direct x-ray detector material (selenium), a photostimu-
lable phosphor (BaFBr) used in "computed radiography"
(CR), and in various x-ray scintillators. The conventional Transmitted Primary Sensor ! Forward Scatter Sensor

x-ray phosphors studied were Gd 20 2S, YTaO 4, and CaWO 4. (0.100 mm dia) B
We have an interest in the potential of ThO2 as an x-ray FIn. 1. (A) The geometry of the Monte Carlo simulation is illustrated. The

phosphor, and therefore included it in this study. Many pro- x-ray beam was normally incident upon the x-ray detector under study. For

totype a-Si TFT systems currently make use of CsI as a the purposes of the Monte Carlo evaluation, "sensors" were positioned as

scintillator, and hence it is included here as well. illustrated in order to measure the backscattered energy, the transmitted

The TART 98 Monte Carlo simulation package was used to primary radiation, and the forward scatter generated in the x-ray detector.
(B) The x-ray detector was subdivided into a series of annular regions, each

study the x-ray transport dynamics in this study. TART is a differing in radius by 0.100 mm. The energy absorbed in the center circle

completely verified Monte Carlo set of programs which has a and in each annulus was tallied independently in the Monte Carlo simula-

development history spanning several decades. The current tions.
generation of this code was developed at Lawrence Liver-
more National Laboratory,' 0 and distributed on CD ROM by
Oakridge National Laboratory." The Monte Carlo code uses The first Monte Carlo run ("tracking ON mode") tracked all
a script language which allows the user to define relatively scattering (Raleigh and Compton) and x-ray characteristic
complex geometries, and to specify x-ray source properties, photons through the detector matrix and the surround. A sec-
emission characteristics, and arbitrary detector chemical ond Monte Carlo run ("tracking OFF mode") tracked all
compositions and densities. The newest version of TART, scatter interactions, however, with this mode the energy re-
TART 98-2, was provided by its developer' 2 and was used for sulting from x-ray fluorescence was considered completely
the Monte Carlo studies reported here. deposited at the spatial coordinates of the photoelectric inter-

The detector under study was partitioned into a series of action. The results of these two Monte Carlo runs were com-
annuli of increasing radius encompassing a center circle [Fig. pared to better understand the relative contributions of scat-
1 (A)]. X-ray photons were normally incident upon the center ter (Rayleigh and Compton) compared to x-ray fluorescence.
of the circle at a point. The spacing of the concentric annuli Densities used for each phosphor composition are given
was 0.100 mm extending out to 4.5 mm. For each detector in Table I. With the exception of the amorphous Se and CsI,
composition and thickness, 106 x-ray photons were input to all the other scintillators were considered to be combined
the detector at each x-ray energy. X-ray energies ranging with a 5% weight fraction of binder. The elemental compo-
from 1 keV to 130 keV by 1 keV increments were studied. sition (C, H, and 0) of Carboset 526 (BF Goodrich, Cleve-
For each composition, phosphor thickness, and x-ray energy, land, OH) was utilized as the binder, and was added to the
two Monte Carlo runs were initiated each with 106 photons. various intensifying screen compositions. The physical den-

Medical Physics, Vol. 26, No. 6, June 1999
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TABLE 1. Physical characteristics of the x-ray detector materials studied.

Detector Density' (g/cm 3) Element lb Element 2 b Binder?

Gd2O2S 7.34 Gd: Z = 64, K= 50.3 keV /
Csl 4.51 Cs: Z=55, K=36.OkeV I: Z= 53, K= 33.2 keV
Se 4.79 Se: Z=34, K= 12.6 keV ...

BaFBr 4.56 Ba: Z=56, K=37.5 keV Br: Z=56, K= 13.4 keV 4
YTaO 4  7.57 Y: Z= 39, K= 17.0 keV Ta: Z= 73, K= 67.6 keV /
CaWO 4  6.12 W: Z= 74, K= 69.7 keV ... /
ThO2  9.86 Th: Z=90, K= 110.1 keV "

'Densities vary depending on the source. The densities used here were developed by consensus from industrial

contacts.
bOnly the K-edges or atomic numbers of the principal x-ray absorbing elements in the detector material are
reported.

sities indicated in Table I were used to adjust the physical transport code for photons and neutrons, and is used at na-
thickness of the various x-ray phosphors appropriately. A tional weapons laboratories for simulating energy transport.
series of different mass thicknesses (mg/cm2) was studied, Additionally, the authors have recently performed extensive
ranging from 30 mg/cm 2 to 150 mg/cm2 by 30 mg/cm 2 in- comparisons between the TART 98 code and other sources of
tervals. The mass thicknesses reported here do not include medical physics related data, derived both experimentally
the contribution of the Carboset binder, as this is the conven- and by the Monte Carlo methods of others. While the com-
tion used in the x-ray screen industry. parison work is still in progress, comparisons pertinent to

The x-ray source for each Monte Carlo run consisted of radiation dose levels in mammography have been
monoenergetic photons normally incident on the x-ray screen published14 and demonstrate excellent agreement with two
[Fig. 1(B)]. The source to detector distance was 100 mm, and other sources of data.
a parallel pencil x-ray beam was simulated using a cone with The Monte Carlo simulations were performed on 333
an extremely small cone angle (0.001 deg or 17.5 Arad). In MHz and 400 MHz Pentium-based computers running NT
addition to the source and x-ray detector, a series of x-ray 4.0 (Microsoft Corporation, Redmond, WA). A significant
monitors referred to here [and on Fig. 1(B)] as "sensors" amount of custom software (Visual C/C++ 5.0, Microsoft
were used to monitor the x-ray energy redistribution away Corporation, Redmond, WA) was used for the generation of
from the detector itself. Two sensors forming a closed cylin- the input script files and' subsequent analysis of the output
der on top of the detector were positioned above and around results of the TART 98 Monte Carlo package. Some of the
the x-ray source. Together these sensors effectively mea- data presented in this study were produced by straightfor-
sured the x-ray fluorescent re-emission and x-ray scatter ward numerical calculations utilizing the mass attenuation
emanating from the front surface of the x-ray detector [la- coefficients.' 5

beled "backscatter sensor" in Fig. 1(B)]. Another sensor,
0.100 mm in diameter, was placed behind the x-ray detector III. RESULTS WITH DISCUSSION
(separated from the bottom of the detector plane by 10 mm) A. Stopping power comparisons
to measure the transmitted primary radiation. A sensor was
also placed parallel to and just outside the transmitted pri- In any comparison between various x-ray detectors, it is
mary sensor, and was used to measure the x-ray energy from useful to explore the relative stopping power of different
x-ray fluorescence and scatter mechanisms that were x-ray detector materials. Figure 2 illustrates both the 50%
forward-directed. The sensors referred to here and shown in stopping power [Fig. 2(A)] and the 90% stopping power
Fig. 1(B) are a fabrication of computer simulation, and in [Fig. 2(B)] for the seven detector materials under study. The
effect are ideal detector systems; they simply measure all the photon thickness required to attenuate a given fraction' (0.5
radiation energy striking them, and no scattering, x-ray fluo- or 0.9) of the incident x-ray photons is shown for each de-
rescence, or transmission occurs at these sensors. tector material as a function of x-ray energy. In general, de-

The Monte Carlo experiments led to the generation of a tector materials with greater density and higher atomic num-
lot of detailed information, however an attempt was made to ber attenuate efficiently. Selenium, with Z=34 and a
make the reported results concise. While the Monte Carlo relatively low density is the poorest x-ray absorber (Fig. 2),
runs themselves were performed using monoenergetic x-ray implying that selenium detectors need to be much thicker. In
beams, such beams are not available in radiology depart- conventional intensifying screens, increasing thickness is
ments in general. Therefore, the monoenergetic results were usually accompanied by a loss of spatial resolution due to the
spectrally weighted in some situations using typical polyen- spread of optical light photons. Selenium detectors, on the
ergetic tungsten-anode spectra in the 40-130 kVp range.13  other hand, are used to directly detect the charges released in

Validation of Monte Carlo studies is essential towards an the detector by x-ray ionization. Selenium detector systems
understanding of the limitations and accuracy of the method, currently being studied16"17 employ an electric field across
The TART 98 code package is a fully validated Monte Carlo the detector surface, which acts to limit (and almost elimi-
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1.0 Se has precluded its use in screen-film radiography. Since film
50% QuBr may in some cases sit next to the intensifying screen in the

0.8 cassette for hours or even weeks, depending on the cassette
cawo, .* usage, radiation-induced artifacts (black spots) would be a

0.6 serious problem. For use in digital radiography, however,
W YT8O,

ThO, where the total integration time of the photoreceptor signal is
S0.4.2 0 d-o0s very short (comparable to the x-ray exposure time, typically

- < 1.0 s), the radioactivity of ThO2 becomes much less of an
0.2 - issue. As seen from Figs. 2(A) and 2(B), based on its x-ray

energy absorption properties, ThO2 has excellent potential as
20 30 40 50 60 70 80 90 100 a radiographic detector. There are advantages of having the

Energy (keV) K-edge of the detector above (110 keV) and the L-edge be-

sc BaFi0 S low (20 keV) the x-ray energies used most commonly for

90 E" general radiography, since this eliminates x-ray characteristic

2.0 c emission.
,c~wo,..

E1.5 ~.Th0 2
YT804C / .. -

U Gd2O2S

1.0

B. The relative magnitude of energy redistribution
0.5

Figure 3 Illustrates the way in which incident x-ray en-
0.0 ergy is distributed phenomenologically for the seven x-ray20 30 40 50 60 70 80 90 100

Energy2 keV) detector materials studied. Monte Carlo experiments were

performed at thicknesses ranging from 30 to 150 mg/cm 2;
FIG. 2. (A) The thickness' of various x-ray detector materials needed to however only the 90 mg/cm 2 thickness data are presented in
attenuate 50% of the incident x-ray photons is illustrated. (B) The thickness'
of the detector materials required to achieve 90% quantum detection effi- Fig. 3 for brevity. The 90 mg/cm2 thickness is probably close

ciency, illustrated, to the practical thickness used clinically for single-screen,
general purpose digital radiography. In Fig. 3, the ordinate

axis is logarithmic in order to better present the wide range
nate)lat eral charge diffusion, meaning that the Se thickness of the results. For Fig. 3(A) (Gd 20 2S), at 55 keV (a little
can be increased substantially without a loss in spatial reso- above the Gd K-edge), the amount of x-ray energy redirected
lution. Because of this, the thicknesses of Se studied was back towards the x-ray tube by backscattering and x-ray
extended beyond the thickness range used for the other de- fluorescence was 16.5% [as measured by the "backscatter
tector materials, from 30 to 1000 mg/cm2 . While light spread sensor" in Fig. I(B)] whereas 14.8% of the x-ray energy
blurring is not a consideration with Se detectors, extremely incident on the detector was directed forward through the
thick flat detectors may suffer from parallax problems at the detector as secondary emissions [and measured by the "for-
periphery of the field of view and this effect is not consid- ward scatter sensor" in Fig. 1(B)]. Another 7.6% of the in-
ered here. cident energy was redistributed in the x-ray detector itself

The detector materials with better absorption properties [Fig. I(A)] as reabsorbed scatter and fluorescence. At 55
are the ones with curves near the bottom of Figs. 2(A) and keV, therefore, a total of 38.9% of the incident x-ray energy
2(B), indicating a smaller thickness of material is needed to
detect the same fraction of incident photons. The BaFBr isrdtibed ysctrngox-aflrsetevt,phosphor, the samost fcomon ompncident photof. C yThem s while only 27.9% of the energy is absorbed as primary. Fig-
phosphor, the most common component of CR systems, is 3A demon
seen in Fig. 2 to possess a fairly low x-ray detection effi- strates clearly that the backscatter fraction,
ciency, compared to the other intensifying screen materials forward scatter fraction, and secondary radiation reabsorbed

illustrated. The advantage that Gd 20 2S has over CaWO 4 in in the screen each experience a dramatic increase at the

terms of detection efficiency, and one of the several reasons K-edge, implying that the principal component of this redis-

why this "rare earth" phosphor became dominant in the in- tributed secondary radiation is actually photoelectric re-

tensifying screen business in the 1970s, is apparent from emission (x-ray fluorescence). There is also a small peak

Figs. 2(A) and 2(B). These two phosphors are roughly (-3%) in backscatter at 8 keV, corresponding to the L-edge

equivalent up to 50 keV, although Gd 20 2S clearly outper- fluorescence of gadolinium.
forms CaWO 4 between the Gd K-edge at 50.3 keV and the Figures 3(A)-3(G) illustrate the absorbed primary and
W K-edge at 69.7 keV. transmitted primary energy distributions. These curves can

Thorium oxide (ThO 2) is a phosphor that the authors have be calculated fairly accurately using simple Lambert-Beers
been interested in for some time.18,19 It is a known Law relationships, but were determined from the Monte
scintillator, 19 with a conversion efficiency of approximately Carlo simulations. They are included in Figs. 3(A)-3(G) for
5%-8%. However, Th0 2 has a radioactive aspect to it that reference. The other three curves on each graph were pro-
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duced using Monte Carlo techniques. For the seven detector 25

materials in Fig. 3 (A:Gd 20 2S, B:CsI, C:Se, D:BaFBr, Gd 2O2
,

E:YTaO 4 , F:CaWO 4 , and G:ThO 2) the graphs illustrate, 20 Back Scatter

more or less, the effects discussed in the last paragraph con- 0 1s°Ye.
cerning Gd 20 2S. At the K-edge of the detector materials "2 15
(and to a lesser extent at the L-edges), there is a precipitous Cg

jump in backward, forward, and lateral (reabsorbed) second- 11 10

ary emissions. On all seven of the detector materials, just
above the K-edge where x-ray fluorescence is the over- ti 5
whelming majority of the secondary radiation, it can be seen
that the forward scatter and the backscatter are approxi- 0
mately the same. For relatively thin detectors such as those 40 50 60 70 80 90 100

represented in Fig. 3 (90 mg/cm 2), since x-ray fluorescence is Energy IkeVI

isotropic, there is an approximately equal chance of forward 25
or backward emission at the photoelectric interaction site. Gd2 02S

However, because x-ray interactions occur predominantly 20 Forward Scatter
near the front surface of the detector, x-ray fluorescent pho- 1 15oMgM
tons which are forwardly directed may be absorbed in the , c

detector thickness. For detector materials with lower 05-.0 / acom

K-edges, such as CsI [Fig. 3(B)] and BaFBr [Fig. 3(D)], this 4) f///90,.91-
effect is amplified because the low energy of the x-ray fluo- 2
rescent photons reduce their probability of penetrating the
thickness of the detector. 5

Figure 4 illustrates the redistributed energy curves (as 0
shown in Fig. 3) for Gd2W 2 S, which is illustrative of the 40 50 60 70 80 90 100
other detector materials. Figure 4(A)sh ows backward emis- Energy (keV)
sions from the detector, Fig. 4(B) illustrates the forward 25
emissions, and Fig. 4(C) shows the secondary radiation re-
absorbed laterally in the detector. These data are shown on a Gd202sQ

linear axis, and the curves for all five detector thicknesses are 20 Reaborbe Scatter

illustrated to convey the trends of secondary re-emission that .2 IS0 mg/cmt

=a 15are detector-thickness related. First of all, an abrupt jump U 120 mO./cm
2

occurs in all curves [Figs. 4(A), 4(B), and 4(C)] at 51 keV, a / , 90 g/c.m
just above the 50.3 keV K-edge of Gd. Since Rayleigh and 10 9- /cm

2

Compton scattering cross sections do not experience dra- 30mg/cm2

matic changes in cross section, whereas the photoelectric in- ,, 5

teraction does, clearly most of the secondary energy redistri-
bution is due to x-ray fluorescence and very little is due to 040 50 60 70 80 90 100
Rayleigh or Compton scattering. For the case in which x-ray Energy (keW)
fluorescence is re-emitted back towards the x-ray source
[Fig. 4(A)], there is an increase in the percentage of energy FIG. 4. The energy deposition near the K-edge of Gd20 2S is illustrated for

the five detector thickness' indicated. In (A), the "backscatter" is illus-
being "backscattered" as the detector thickness increases. In trated, in (B) the energy escaping the x-ray detector in the forward direction

fact, there is no mechanism to suggest that this trend re- (opposite the x-ray source) is indicated, and in (C) the fraction of reabsorbed

verses, and one would therefore anticipate that with increas- scatter is illustrated. In this figure, the term "scatter" refers to both photo-

ing detector thickness (beyond 150 mg/cm2 ), the curves electric readmission as well as Rayleigh and Compton scatter.

would continue to increase in height, albeit slowly, and at
some point no change would be observed with increasing
thickness, metrical considerations that the presence of an antiscatter

How does the re-emission of x-ray fluorescence back to- grid between patient and detector would substantially reduce
wards the x-ray tube affect the imaging performance in digi- patient exposure, although above 88 keV, the backwards-
tal radiography? First, radiation that "bounces off' the front directed x-ray fluorescence of the lead in the grid slats would
surface of the x-ray detector is headed back (through the become a concern. Second, x-ray detector systems perform
antiscatter grid, if present) toward the patient, and much of best when each x-ray quantum absorbed in the detector con-
this energy will be absorbed in the patient as radiation dose. tributes the same size signal in the detector electronics. Take
In detector optimization scenarios where patient dose is the example of a 70 keV incident x-ray interacting by the
considered, 20' 21 the dose contribution due to x-ray fluores- photoelectric effect in a Gd 2O2S detector. In those interac-
cence may be significant and should be considered in opti- tions where the x-ray fluorescent energy is reabsorbed in the
mization calculations. However, it is expected from geo- detector, the signal generated corresponds to the deposition
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of 70 keV. However, when K escape occurs, the energy de- to 40 kV and above since x-ray spectra generated below 40
posited in the detector is 70-50=20 keV, generating a sig- kVp are rarely used in general radiography settings. The S/P
nal just 29% of the previous example. Therefore, the escape ratios for Csl [Fig. 5(B)] are quite high, reaching - 17% for
or lateral reabsorption of x-ray fluorescence results in a the 90 mg/cm 2 detector in the 65-90 kVp region. The S/P
broadening of the signal variance per incident x-ray photon, ratios for selenium [Fig. 5(C)] are quite low, in part due to
and this acts to reduce the detective quantum efficiency the low K-edge of selenium (12.6 keV). BaFBr demonstrates
(DQE)of the detector system.2'22- 26  a SIP ratio of - 12% above 70 kVp [Fig. 5(D)] for the 90

In Fig. 4(B), the curve corresponding to the thickest de- mg/cm 2 detector. The detectors comprised of YTaO 4 [Fig.
tector (150 mg/cm 2) "bends over," that is, the curves (in the 5(E)] and CaWO 4 [Fig. 5(F)] show marked increases in the
50-70 keV range, at least) appear to have reached a maxi- SIP ratio above their respective K-edges of 67.6 keV and
mum somewhere near the 120 mg/cm 2 thickness, and the 69.7 keV, respectively; however, the overall SIP ratio is
fractional energy allocation to forward scattering descreases lower with these detectors compared to Gd 20 2S and CsI. The
with increasing thickness past this point. The mechanisms ThO 2 detector, with SIP results shown in Fig. 5(G) shows
were alluded to previously, where most x-ray interactions very low SIP values (<1%) across the usable energy region.
occur at the entrant surface of the detector. Fluorescent x-ray The secondary component (the numerator of S/P) is prima-
photons emitted with a forward scatter trajectory tend to be rily x-ray fluorescence, and with a K-edge of 110 keV, fluo-
attenuated by increasing detector thickness. Indeed, in the rescence is not produced with most clinical x-ray spectra.
limit of infinite screen thickness, the amount of secondary There is another source of "secondary" radiation in a
energy passing through the screen in the forward direction thorium-based detector, that from radioactive emissions in
would drop to zero. This investigation is focused on evalu- the screen itself (thorium is a 4 MeV o ++ emitter with a
ating properties of x-ray detectors for digital radiography lAX 1010 year half-life). This consideration is beyond the
systems. For indirect systems such as a-Si TFTs, CCDs, or scope of this study.
CMOS systems, the amount of x-ray radiation reaching the
silicon electronics is a source of concern. X-rays reaching
and interacting with the silicon electronics can cause the ap- C aeran
pearance of "snow" on the image, and over prolonged pe-
riods may cause radiation damage. 27 Standard Lambert Beers The geometry of the Monte Carlo studies [Figs. I(A) and
calculations will underestimate the fraction of x-ray energy 1(B)] was designed to allow the assessment of the lateral
reaching the photoreceptor. At the energies just above the (radial) distribution of energy, away from the point where
detector K-edges, a significant fraction (e.g., - 10%-15% in the incident x-ray beam was incident upon the detector. Fig-
the 50-70 keV energy region for Gd20 2S) of the incident ure 6 illustrates the radial distribution of energy for the 90
x-ray energy is seen to be re-emitted as fluorescence directed mg/cm 2 Gd 20 2S detector under various simulation condi-
towards the photoreceptor. tions. This figure is provided to directly illustrate the role of

Figure 4(C) demonstrates that the fraction of energy reab- x-ray fluorescence relative to Rayleigh and Compton scatter-
sorbed in the detector (laterally) increases with detector ing. The results of three different Monte Carlo runs are illus-
thickness. This component of x-ray energy deposition is the trated, as indicated in the figure. The Monte Carlo routine
integrated energy deposited in all the concentric annuli ex- provides the option to turn on or off the tracking of charac-
cept for the innermost circle [see Fig. I(A)]. teristic x-ray emissions, and if routine was run in the "track-

Figures 2-4 illustrate energy allocation trends as a func- ing OFF" mode, the energy of the characteristic x-ray was
tion of monoenergetic x-ray energy, as opposed to "real deposited at the site of the photoelectric interaction. Two
world" polyenergetic x-ray sources. While x-ray fluorescent curves are shown in Fig. 6 at 51 keV, just above the K-edge
energy that escapes the detector in either direction has some of Gd; and the 51 keV "tracking ON" curve shows a radial
subtle adverse effects as discussed above, x-ray fluorescence distribution profile with much greater amplitude than the 51
that is reabsorbed in the detector may cause either a reduc- keV "tracking OFF" curve. The 51 keV "tracking OFF"
tion in the spatial resolution, an increase in noise, or both. curve shows the radial distribution of energy due to Rayleigh
Figure 5 illustrates the secondary radiation/primary radiation and Compton scattering only, while the 51 keV "tracking
fraction (S/P) absorbed in the detector, as a function of ON" curve also includes the effect of fluorescence. To fur-
polyenergetic x-ray beams ranging from 40 kVp to 130 kVp. ther illustrate the role of fluorescence, the results from a 50
The x-ray spectra were generated 28 assuming a standard keV "tracking ON" run are shown. While x-ray fluores-
tungsten anode x-ray system with 2.0 mm of added Al filtra- cence was tracked, the 50 keV simulation was just below the
tion and were calculated at 5 kVp intervals. The five detector 50.3 keV K-edge of Gd, and therefore K-shell fluorescence
thicknesses ranging from 30 mg/cm 2 to 150 mg/cm 2 are was not produced. Consequently, the 50 keV "Tracking
shown (200-1000 mg/cm 2 for Se). The thickness labels are ON" curve is comparable to the 51 keV "Tracking OFF"
omitted in Figs. 5(B) and 5(D), 5(G)for clarity, curve, with differences being due to L-edge fluorescence and

In Fig. 5(A), the S/P ratio increases rapidly as the kVp stochastic effects. The exponential tails of the 51 keV
exceeds the 50 keV K-edge of the Gd-based detector. In Fig. "Tracking ON" and "Tracking OFF" curves were com-
5(B), the curves rapidly increase from the 33 to 35 keV puter fit (r--0.98) over the radial distances between 0.10
K-edges of cesium and iodine; however, the graph is limited mm and 1.0 mm. The y-intercept ratio was calculated as
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FIG. 5. The ratio of secondary to primary radiation absorbed in the x-ray
15 .......ec satte ....... detector is illustrated for seven different x-ray detector materials; (A)

Gd2O2S, (B) Csl, (C) Se, (D) BaFBr, (E) YTaO 4, (F) CaWO 4, and (G)

tr 20. Tre the five curves on each graph correspond to the five detector thick-
t or10 tw d.ltasedf gnessi as illustrated in (A), The thicknesses for selenium were different, as

illustrated on the (C. The ordinate scale was adjusted from graph to graph

5 to accommodate differing magnitudes of SIP.

0
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Kilovoltage (kVp)

18.2, suggesting that the difference in amplitude between Figure 7 shows the effect of detector thickness for the
fluorescence+ scatter vs scatter alone is approximately a fac- Gd2O2S detector at 51 keV. The curves shown in Fig. 7
tor of 20. Clearly, x-ray fluorescence is the predominant con- illustrate the radial distribution of energy due (primarily) to
tributor toward the lateral spread of energy in the detector, x-ray fluorescence. Energy deposition was calculated by
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I1E+2 through the point spread function (PSF) of the detector, be-
Gd02S 051 kcV, Tracking ON cause the energy at each radial distance F is integrated5 1E+1 90 mgc• •51 keV, Tracking OFF

s) 50 keV, Tracking ON around the annulus of radius F [Fig. I (E)]. Therefore, the
curves illustrated in Fig. 8 must be multiplied by 1/F to yield
the PSF. Such a procedure would attenuate the profiles

C 1E-1 shown to even lower levels.
The curves in Fig. 8 are shown on semilogarithmic axes,

S1 E-2 .and certainly the amount of x-ray energy distributed radially
at some distance F (as shown on the figures) appears veryW I1E-3 - - .. .

.. .small. However, to compute the total amount of energy re-

1E-4 distributed radially, one has to integrate the individual
0.0 0.5 1.0 1.5 2.0 curves. This was computed, and the results are shown in Fig.

Radial Distance (mm) 9 for the three most practical thicknesses for radiographic

FIG. 6. The radial distribution of the energy deposition as determined in the applications. For example, in Fig. 9(A), the CsI curve (open
Monte Carlo simulations is shown for various Monte Carlo runs. The results circles) at a radial distance of 0.50 mm has an ordinate value
for a 90 mg/cm 2 thick Gd20 2S intensifying screen are shown. The two of 0.80%. This means that 0.80% of the absorbed energy for
"tracking ON" curves straddled the K-edge of Gd, and the difference be- the 60 mg/cm 2 CsI detector was deposited outside a circle
tween the curves illustrates the influence of x-ray fluorescence. The two 51
keV curves, one which followed x-ray fluorescence and one which did not, 0.5 mm in radius, and conversely 99.20% of the absorbed
also demonstrate that the influence of x-ray fluorescence is greater than an energy was deposited within a circle 1.0 mm in diameter.
order of magnitude greater than the combined influence of Rayleigh and
Compton scattering.

IV. FURTHER DISCUSSION

summing the energy over all radial distances. As shown in The redistribution of x-ray energy in an x-ray detector
Fig. 4(C), the magnitude of energy reabsorbed in the detector was the focus of this investigation. Other factors are also
increases with detector thickness. Figure 7 also shows this responsible for the redistribution of signal intensity in an
trend, with the thicker detectors experiencing markedly more image receptor. For example, the full-width at half-
energy deposited at a given distance than the thinner detec- maximum (FWHM) of the line spread function for a Lanex
tors. For example, at a radial distance of 0.50 mm, the ratio screen (120 mg/cm 2 Gd 20 2S) is approximately 1.9 mm, and
of energies deposited in 150 and 30 mg/cm 2 thick detectors the radial distribution profiles calculated here (Fig. 8)imply
is 28. that the FWHM of the line spread or point spread function

The radial distribution of fractional energy deposition is due to x-ray fluorescence and x-ray scattering is much nar-
illustrated in Figs. 8(A)-8(G). Curves are shown for each rower, on the order of 0.10 mm. Under most conditions,
detector thickness studied, with the 30 mg/cm2 curve consis- therefore, the spread function owing to the lateral diffusion
tently being the lowest and the 150 mg/cm 2 being the upper- of optical photons in an intensifying screen will completely
most [the Se thicknesses were different, and are indicated in dominate the point spread function of the system. In the case
Fig. 8(C)], with monotonic progression of curves between of a direct detector, however, where an electric field across
thicknesses. Each curve was produced by weighting 100 mo- the plane of the detector effectively eliminates the lateral
noenergetic curves (1 keV-100 keV) by a 100 kVp x-ray diffusion of electronic charge liberated in the detector, x-ray
spectrum, as described previously. The curves shown in Fig. fluorescence could degrade spatial resolution (i.e., broaden
8 must be interpreted carefully. These are not "cuts" the point spread function).

Does x-ray fluorescence contribute to a loss of spatial
resolution by broadening the PSF, or does it contribute to

1.OE+2- noise? The short answer is probably both. Take as an ex-
I. l GdOS [ample an imaginary x-ray intensifying screen that experi-

1.OE5 1 kcV ences no lateral diffusion of the light photons emitted; and
1 .0E+0 therefore has a near-perfect PSF. X-ray fluorescent photons

150 mgcm which are emitted at a point P and then are reabsorbed in thea 1.OE-1 screen a distance F away from that point, will be resolved as
0gseparate points. The signal generated by the reabsorbed fluo-

S1,OE-2 rescent x-ray will contribute to the noise in the detector.
30 mg/cm ... Because the distance between the site of initial photoelectric

W1.OE-3
-60 mg/cm

2  
---- -- .... , interaction and the site of the fluorescent photons interaction

1O0E-4 _ _--_is nonrandom (and has a well-defined probability density
0.0 0.5 1.0 1.5 2.0 function as shown in Fig. 8), the noise due to fluorescent

Radial Distance (mm) reabsorption will be correlated. 25 Continuing with the ex-

FIG. 7. This figure illustrates the influence of detector thickness on the radial ample, let the width of the optical diffusion PSF component
distribution. Not surprisingly, the thicker detectors result in a broadened of the intensifying screen be increased. Now when the fluo-
radial distribution. rescent x-ray photon is reabsorbed a distance F away from
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10.00 0 ...... tively small contribution.24,25 So, while optical photon broad-
" 5.0 -. mg/Vc. • G CdOS ening of the PSF of an intensifying screen obviously reduces

5.00 kp 0 CsI the spatial resolution of that detector, it also increases the
- Se

2.00 + BaFBr SNR somewhat.

1.00 * YTaO4  In a real x-ray intensifying screen with optical photon
CM-o 4  induced PSF widths in millimeters, it is likely given the very

0.50 ThO2  short range of radial redistribution (Fig. 8) for x-ray fluores-
cence (and scatter), that the majority of fluorescent interac-

2 0.20 tions occur within the point spread cone. Some small fraction

wt 0.10 •• ....... will occur outside the signal cone, and these will contribute a
source of a correlated noise to the image. To give real num-

0 .0  0.5 1.0 1.5 bers to this example, for 90 mg/cm2Cs I exposed at 100 kV

Radial Distance (mm) [Fig. 9(B)], 2% of the absorbed energy is deposited outside a
circle of diameter of 0.80 mm, and 0.5% of the absorbed

10.00 energy is deposited outside a circle 1.3 mm in diameter. In a
F go mw"'A * Gd2O2S pixelated digital detector system designed for general radi-:: 5.00 -okv o C_-

00 ,• Is i ov C C ography, which pixel dimensions in the 100-200 Am range,
I• • Se

S2.00 :-- "-.. .. . ... +BaFBr som e sm all but not negligible redistribution effects due to

YTaO x-ray fluorescence will be realized.
4 1.00 0 0 CaWO40
o- 0.50 Th-O-V. SUMMARY

M 0.20 The K-edge(s) of a detector material are traditionally

"w 0.10 . .. thought of as an opportunity to improve the energy absorp-
tion of the detector; however the results of this study indicate

B °'°"0.0 0.5 1.0 1.5 that this opportunity is fraught with compromise. The emis-
Radial Distance (mm) sion of characteristic x-rays after photoelectric interactions in

the detector results in a substantial loss in energy absorption
10.00 at the interaction site, and this transiently absorbed x-ray

x\ 120 mg/em' * Gd 2OC S energy is then dispersed backward, forward, and laterally in
"Se the detedtor. The radial distribution of x-ray fluorescence

S2.00 +--÷ BaFgr will have little consequence on the point spread function of

'YTaO scintillation detectors studied. In selenium direct detectors
1) " CaWO 4  with their near-perfect point spread functions, however, re-

0 0.50 7 x ThO, absorbed x-ray fluorescence may be more of a concern. Fi-
, -nally, the properties of a little studied phosphor, ThO 2, ap-
EP0.20 pear poingin the context of energyabopin

o .10 . ....... .. ..........
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An edge spread technique for measurement of the scatter-to-primary ratio
in mammography
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An experimental measurement technique that directly measures the magnitude and spatial distribu-
tion of scatter in relation to primary radiation is presented in this work. The technique involves the
acquisition of magnified edge spread function (ESF) images with and without scattering material
present. The ESFs are normalized and subtracted to yield scatter-to-primary ratios (SPRs), along
with the spatial distributions of scatter and primary radiation. Mammography is used as the modal-
ity to demonstrate the ESF method, which is applicable to all radiographic environments. Sets of
three images were acquired with a modified clinical mammography system employing a flat panel
detector for 2, 4, 6, and 8 cm thick breast tissue equivalent material phantoms composed of 0%,
43%, and 100% glandular tissue at four different kV settings. Beam stop measurements of scatter
were used to validate the ESF methodology. There was good agreement of the mean SPRs between
the beam stop and ESF methods. There was good precision in the ESF-determined SPRs with a
coefficient of variation on the order of 5%. SPRs ranged from 0.2 to 2.0 and were effectively
independent of energy for clinically realistic kVps. The measured SPRs for 2, 4, and 6 cm 0%
glandular phantoms imaged at 28 kV were 0.21±0.01, 0.39±0.01, and 0.57±0.02, respectively.
The measured SPRs for 2, 4, and 6 cm 43% glandular phantoms imaged at 28 kV were 0.20±0.01,
0.35_±0.02, and 0.53_±0.02, respectively. The measured SPRs for 2, 4, and 6 cm 100% glandular
phantoms imaged at 28 kV were 0.22±0.02, 0.42±0.03, and 0.88±0.08, respectively. © 2000
American Association of Physicists in Medicine. [S0094-2405(00)02705-X]

Key words: scatter, scatter-to-primary ratio (SPR), measurement technique, edge spread function
(ESF), mammography

I. INTRODUCTION diation. The principal advantages of this technique are that
the magnitude and spatial distribution of the scatter signal

It is well known that scattered x-rays reduce image contrast are measured directly and extrapolation techniques are not
and therefore lower lesion conspicuity, especially for low required as they are in using the beam stop method. The
contrast lesions. 1-5 This has important implications for breast latter is important because the shape of the extrapolation
imaging since, other than those containing microcalcifica- function requires an assumption concerning the shape of the
tions, lesions are generally of similar composition and den-
sity to surrounding breast tissue. Hence, degradation of in- guity. This ambiguous extrapolation function can have a
herently low lesion contrast has important clinical guity. isfambiguou exrapoltinrepercussions. As a result, scatter in mammography and strong influence on the results.

repecusion. A a rsul, sattr inmamogrphyand As a vehicle to demonstrate the experimental ESF meth-
methods of reducing its effects have been studied by several
authors.4,6_ 19  odology, experimental measurement of scatter in the mam-

The first step in reducing the effects of scatter is to un- mography setting is revisited 20 years after the early work of

derstand the nature of scatter and its resulting image signal. Barnes and Brezovich. 7 Many improvements in mammogra-

Heretofore, the classic beam stop technique was used to phy have occurred since then, including the development of

quantify the magnitude of scatter relative to primary radia- dedicated mammography systems employing molybdenum

tion, and various theoretical and semi-empirical methods and rhodium targets, digital detectors, and x-ray generators

were used to separate the distribution of scatter and primary with low kV ripple. The current availability of breast-

radiation signals.8'2 -23 In this work, an experimental tech- mimicking phantoms allows scatter assessment in tissue
nique that quantifies both the magnitude and spatial distribu- equivalent phantoms. Scatter is studied for a range of breast
tion of scatter is demonstrated. The technique involves the compositions and thicknesses imaged over a range of beam
acquisition of spatially registered primary and primary-plus- qualities. Breast equivalent material slabs were used as the
scatter radiation edge spread images. The resulting edge scattering media and a flat panel digital radiographic imaging
spread functions (ESFs) are normalized and subtracted re- system (Varian Imaging Products, Palo Alto, CA) was used
sulting in separate measurements of scatter and primary ra- for image acquisition.

845 Med. Phys. 27 (5), May 2000 0094-2405/2000/27(5)/845/9/$17.00 © 2000 Am. Assoc. Phys. Med. 845
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FIG. 1. The basic acquisition geometry: X-rays incident on a Pb edge placed tion signals. The shoulder is also composed of scatter and
on a scattering phantom. The edge is oriented parallel to the anode-cathode primary radiation signal. The presence of this shoulder is a

axis and bisects the x-ray field. A digital detector resides beneath the scat- manifestation of scattered radiation signal that "leaks"
tering medium. Below: the resulting signal profile. across the discontinuity of the edge and forms the toe. There-

fore, it follows that, by subtracting the different parts of the

II. MATERIALS AND METHODS edge profile, scatter and primary radiation may be separated
in a single edge profile.

A. Theory The signals arising from scatter and primary radiation

An experimental technique using edge spread functions, may be separated by the following argument. Referring to

(ESFs) to quantify the detected scattered radiation in relation Fig. 3, if the length, L, and width, W, of the open field are

to primary radiation is described in this section. This tech-
nique also gives a direct measurement of the spatial distribu-
tion of scatter, differentiating it from the beam stop tech-
nique. The direct measurement of the spatial distribution of
scatter may be useful for the development of scatter correc-
tion algorithms pertinent to quantitative digital mammogra-
phy (e.g., dual energy mammography or breast density
analysis). Anode cathode

A parallel beam of x-rays incident on an elevated thick Pb
sheet with the Pb edge oriented parallel to the anode-
cathode axis is illustrated in Fig. 1. A digital detector is
positioned beneath the Pb sheet and intercepts the entire
field. A slab of scattering material resides between the sheet A .'...L
and detector. Labels "A," "B," and "C," refer to the . .
points centrally located in the open field, located adjacent to
the edge in the open field, and located adjacent to the edge in
the closed field, respectively. The resulting image profile or
edge spread function (ESF) is also depicted in Fig. 1.

If the edge were re-oriented 180 degrees from its original
position, a mirror image profile would result. Figure 2 shows W
the resulting profiles, denoted by ESF L and ESFR, and

FIG. 3. This schematic illustration shows that an effectively infinite open
their sum. Qualitatively, the addition of those two profiles field in this work, is one that is at least twice as wide (width denoted by M)
results in a flat profile across the field (ignoring field edge as the radial range of scatter, r, and at least twice as long (length denoted by

effects) and this profile is equivalent to a profile measured L). In this case point B (adjacent to the edge but in the open field) will

for a fully open field. Since the ESF profiles are mirror im- receive one-half the scatter that point A (centrally located in the open field)
receives. The dotted line denotes a 10 pixel wide region of interest (ROI)

ages of one another, the toe of one ESF curve compensates perpendicular to the anode-cathode axis from which the edge spread func-

for the shoulder of the other curve. Physically, the toe of the tion (ESF) is derived.
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each greater than twice the effective radial range of scatter, r 700

(found to be between 4 and 6 cm in this work), then the 600.
scatter component of the signal at point B is one-half the 50
scatter component at point A. This is because point A re- 500
ceives scatter from the scattering medium over 2,7 geometry, D 400

0. - P+S ESF
while point B receives scatter from the scattering medium < 300 P ESF
over 7r geometry since 7r radians adjacent to point B are
covered by the Pb sheet and therefore do not generate first V 200

w
order scatter. Points A and B receive essentially the same 100
amount of primary radiation. Hence, the scatter-to-primary 0
ratio (SPR) at point B is one-half the SPR at point A.

Given the composition of the signals at pixel positions A
and B, the scatter-to-primary ratio may be calculated. The 0 100 200 300 400 500 600

signals at A and B may be, respectively, written as pixel position

ESFA=P+S, (1) 80
60

ESFB = P + Sf2, 
(2) 40/

where P is the signal due to primary radiation and S is the • 20
maximum signal due to scatter radiation (corresponding to 0 0
the center of the open field, point A) and ESFm is the signal LL
value at the mth pixel position due to scatter and primary W -20
radiation. Therefore, scatter, primary, and the scatter-to- -40 /
primary ratio at point A (SPR) may be computed from the -60
digital signal values (among other ways) as:

-80,... .. .

S=2X(ESFA-ESFB), (3) 0 100 200 300 400 500 600
pixel position

P=ESFA-S, (4)
FIG. 4. (a) Matched primary-only and primary plus scatter ESFs and (b) the

SPR= SIP. (5) resulting profile if the primary ESF is subtracted from the primary plus
scatter ESF. The magnitude of the discontinuity in this profile is equal to the

Since the imaging system under consideration does not scatter signal at the center of the open field (previously denoted by point A).

exhibit perfect resolution, nor does it use parallel rays, these
effects must be considered. If the scattering material in the
experimental setup is removed without disturbing the rest of While there are several ways of quantifying the maximum
the system, then image acquisition results in a primary pro- scatter signal, a difference profile may be computed from
file that is spatially aligned with the primary-plus-scatter Fig. 4(a) as
(P+S) profile. However, with the removal of the scattering
material, the shape of the primary profile will be slightly DES~ m=ESFm-PESFm, (6)
different than that with the scattering material present be-
cause the primary photons traveling at different angles will re ESFm is the signal dfene at the mth pixel posi -
traverse different pathlengths through the phantom. For the tion, ESFm is the signal value at the mth pixel position due to
field sizes, source-to-object distance, energies, and scattering atte and primary radiation,
materials involved, the maximum parallax error was found to at the t x i uetary d ia tion.be on the order of 0.5%, and therefore was considered neg- Figure 4(b) shows the resultant DESF. The positive and
ligible, negative peaks, respectively, correspond to the maximumIn the acquisition of the primary-only image, the x-ray scatter gain in the covered field and maximum scatter loss inInthen mayqubeitnormalizhed suchithaty-thmaxiu open x-ra the open field. Thus, the signal due to scatter at the center ofintensity m ay be norm alized such that the m axim um open t e o e i l n E .( ) m y b e rte s
field signal matches the open field signal acquired with the
scattering material present. Figure 4(a) shows the matched S=2X IDESFBF, (7)
primary and primary plus scatter (P+S) profiles. The non- where DESFB corresponds to the difference profile value at
zero signal of the P+S profile under the radiopaque sheet point B in Fig. 1. Since there is symmetry in the scatter
arises from the detection of scatter originating from x-ray losses from the open field and scatter gains in the covered
interactions with the phantom in the open field. The presence field about the discontinuity of the edge, scatter signal may
of the shoulder in the P+S profile, positioned near the edge also be calculated as
of the open field, is due to the scatter lost to the covered field
region. S=DESFc+IDESFBI, (8)
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where DESFC corresponds to the difference profile value at TABLE I. Beam quality parameters.

point C in Fig. 1. Since the scatter signal at the center of the
open field, point A, is isolated by Eq. (8), the primary signal
component and the SPR may be calculated, respectively, 24 0.30

from Eqs. (4) and (5). 28 0.32
32 0.37

Since the primary signal at point A, given by P, and the 36 0.38

functional form of primary signal are known, the primary-
only ESF may be renormalized such that the value at point A
is equivalent to P. Thus the entire primary ESF would be
correctly scaled and give the signal due to primary radiation again acquired, representing primary-only images. It was
along the center of the field. Given the renormalized primary found that there was no appreciable difference in the spatial

ESF, the scatter ESF, SESF, is computed by subtracting the distribution of the primary-only images of the edge as a

renormalized primary ESF, NPESF, from the total signal function of kVp.

profile and is given as: C. Image correction

SESF= ESFm, - NPESFm. (9) All images were gain and offset-corrected using gain and

SESF is then differentiated to yield the scatter line spread offset maps constructed from five image acquisitions each of
function. white (x-rays on) and dark (x-rays off) fields. The gain map

was constructed such that the radiation exposure levels to the

B. Experimental conditions incident surface of the detector were very similar to those
exposure levels during the ESF acquisitions.

Breast equivalent material phantoms representing 0%, Careful examination of the images showed a non-
43%, and 100% glandular tissue (Computerized Imaging negligible amount of low-frequency signal in the images
Reference Systems, Inc., Norfolk, VA) were imaged with a similar to that that would be expected from veiling glare.
clinical mammography system employing a molybdenum (This low-frequency signal variation is hereafter referred to
target and 30 Am thick molybdenum filter (Senographe 600T as "glare" in this manuscript.) Lead beam stop experiments
Senix H.F., General Electric Medical Systems). The images (with no phantom present) were subsequently performed to
were acquired with a flat panel imaging system employing quantify this glare using the methodology of Seibert et al.24

thin film transistor circuitry, 127 /Am pixels, and a 60 The glare point spread function, h(r), was found to have the
mg/cm 2 Gd2 02S intensifying screen (Varian Imaging Prod- form given by:
ucts, Palo Alto, CA). As calculated by simple attenuation 5(r) p -r/k
methods, the detection system represented greater than 90% h(r) (1 - p) X - + Xe -ri
interaction efficiency for all spectra employed. The flat panel r 2kr (1

detector resided under a custom fabricated stand which al- where r is radial distance, 5(r) is the Dirac delta function, p
lowed placement of the breast equivalent material with a 1.5 is the fraction of strongly scattered light, and k is the mean
cm air gap on the incident surface of the detector and be- propagation distance of that light. For the detector used in
neath the top surface of the stand. The focal spot to image this work, p and k were found to have values of 0.069 and
receptor distance was 122 cm. The top surface of the stand 7.33 mm, respectively.
was located 111 cm from the focal spot and was covered by The images were cropped to 1024X 1024 and
lead except for a square cutout representing a projected 10 deconvolved 25 with the inverse filter given by
cmX10 cm "open" field of view. Lead (1.5 mm thick) with
finely cut straight edges was used to confine this field. An H(f) -x 1 +(2irkf) 2

edge was oriented parallel to the anode-cathode axis and p + (1 - p) Xý + (2irkf)2'
bisecting the x-ray field and was used for computing the where f is the spatial frequency. For the two dimensional
ESFs. Since scatter is a known low-frequency phenomenon ges, f was ta
and occurs well below the Nyquist frequency of the flat ima ken to be given by
panel imaging system, there was no need to angle the edge f-= U2 +v 2 , (12)
for oversampling. Phantoms ranging from 2 to 8 cm in thick- where u and v are the spatial frequencies across rows and
ness in 2 cm increments were imaged from 24 to 36 kVp inZý columns.
4 kVp increments. Each data set was acquired three times for
repeated measures estimation of error. Table I lists the half-
value layers for the incident spectra used in this study.

The breast equivalent phantoms were imaged at very After the images were deconvolved for glare, a rectangu-
similar radiation exposures incident to the detector. The re- lar region of interest (ROI) was positioned on the images and
sultant signal data due to scattered and primary radiation an ESF was calculated for each image. The ROI was chosen
measured in the open field were consequently very similar in such that it was sufficiently wide to allow reasonable aver-
amplitude. After imaging the breast phantoms, they were aging (10 pixels or 1.27 mm), while narrow enough such that
carefully removed so as not to disturb the setup. Images were there was no appreciable difference between the profiles of
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the lateralmost extents of the ROI (i.e., no rotation). The 1.0
length of the ROI was 600 pixels (76 mm), sufficiently long r 2 ea, 1st %, 24 kVp ScenBer: stoplegt:A 4cm, 100%, 24 kWp L -51

to encompass the ESF from the center of the field of view to 0.8 B: 4 cm, 43%, 28 kVp
C: 6 cm, 43%, 32 kVp

well beyond the collimated edge of the field. The ESF was D: 6 cm, 100%, 32 kVp T

calculated as: 0.6 E: 8cm, 0% 36 kVp-

N

ESFmNX ADnU,,, (13) 0.4

where n is the column index, N is the number of columns in 0.2 L

the ROI, and the summation is along the anode-cathode axis
(i.e., across the short-axis dimension of the ROI). ADU,,, is 0.0 - i
the digital signal value at the mth by nth pixel. The same (a) A B C D E
ROI/averaging protocol was done for the primary-only ESF
as well. The magnitudes of scatter signal, primary signal, and 0.8
their spatial distributions were calculated from the measured 07
data using Eqs. (4)-(6), (8), and (9).

The resulting scatter ESFs were functionally fitted using 0.6 Y 0 0805× + 0 0239

commercially available software (Table Curve 2D, Jandel -. = 0.9654

Scientific, Corta Madera, CA) and numerically differentiated 0.5
Eto yield line spread functions (LSFs). These LSFs were sub- 0.4 Z

sequently Fourier transformed and normalized to yield scat- m
ter MTFs. 0.3

0.2

E. Beam stop measurements 0.1

To validate the ESF methodology, images were acquired 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

and SPRs were calculated using the conventional beam stop (b)
method. A linear extrapolation function, 26 and six beam FIG. 5. Comparison of the edge spread and beam stop methods. There is

stops having 0.3, 0.4, 0.5, 1.0, 2.0, and 3.0 cm diameters, good agreement between the two methods.

were used in the beam stop experiments. The same field size
and a priori selected exposure scenarios covering the entire
range of realistic clinical conditions were utilized. As with constraints and limited detector dynamic range. Therefore
the ESF measurements, all images were acquired for each these SPRs are artificially elevated and should be looked
beam stop in sets of three for repeated-measures estimation upon with great suspicion. Furthermore, the imaging sce-
of error. The ROIs used in the centers of the beam stop narios (kVp, thickness, and glandularity) that produced these
shadows were 3-pixel-wide squares. Each image was decon- SPRs are probably clinically unrealistic. Nevertheless, they
volved for glare using the same inverse filter as in the ESF are included for completeness.
methodology. Linear regression analysis was performed on It is difficult to compare this work with the work of Bar-
the mean SPRs measured with both methodologies. nes and Brezovich, as they used a tungsten target and (pre-

sumably) a single-phase generator, a 0 cm air gap, and mark-
111. RESULTS AND DISCUSSION edly different kVps. In addition, Lucite was used as the

scattering phantom in the Barnes and Brezovich research.
Figure 5(a) and (b) shows the comparison of the mean Lucite has a higher density (1.19 g/cm 3) and different el-

SPRs calculated via the ESF and beam stop methods. There emental composition than breast tissue, and is not consistent
is good agreement (r 2 =0.97, slope=0.98, intercept=0.02) with the scattering media used in this work. For the purposes

between the beam stop method and ESF method. of comparison, however, SPRs for the exposure scenarios
Figure 6(a)-(c) gives the resultant SPR plots as functions most closely resembling those used by Barnes and Brezovich

of kVp for each thickness under consideration. Figure 6(d) are presented in Table 111(a). Poor agreement between the
shows the SPRs as a function of thickness and glandularity at two data sets is observed.
28 kVp. Table II lists the SPRs in tabular form. The SPRs for Table 111(b) presents a comparison with the work of
the different compositions and thicknesses are effectively en- Dance and Day. The SPRs listed do not include the extrane-
ergy independent above certain energy thresholds. At the ous sources of scatter as described in their work. Since they
lower energies for the thicker breast phantoms the SPRs simulated a 50% glandular breast at monochromatic energies
were markedly elevated (e.g., the 6 cm, 43% glandular phan- and since the effective energies of the beams used in this
tom imaged at 24 kVp, the 8 cm, 43% glandular phantom work ranged between 14.22 and 15.24 keV, the SPRs con-
imaged at 28 kVp, the 6 cm, 100% glandular breasts imaged tained in this work for the 43% glandular breast were aver-
at 28 kVp, etc.). This phenomenon could represent inad- aged across energy and are presented for comparison. The
equate penetration of the phantoms due to generator power SPR listed in Table 111(b) for the 6 cm breast does not in-
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FIG. 6. Scatter-to-primary ratios (SPRs) for (a) 0% glandular breast phantoms, (b) 43% glandular breast, (c) 100% glandular breast phantoms, and (d) 0%,
43%, and 100% glandular breast phantoms imaged at 28 kVp.

clude the 24 kVp data point due to inadequate penetration/ degrees, this finding is also consistent with the work of Bar-
limited detector dynamic range. Inclusion of this point el- nes and Brezovich, as there was little change in their re-
evates the SPR to 0.63. The SPR shown for the 8 cm breast ported SPRs for circular field sizes with radii greater than 5
for the work of Dance and Day is for an energy of 25 keV. cm.
Overall, there is very good agreement (within 7%) between For breast thicknesses less than the effective range of
the two data sets (r 2 = 0.991, slope= 1.066±0.020). scatter, increasing thickness yields widening scatter spatial

Scatter MTFs for selected exposure scenarios were mea- distributions. For thinner phantoms, scatter originating from
sured. Figure 7(a) illustrates a representative example of the the entrance layers (sub-volumes) of the scattering medium
fit ESFs (r 2>0.992 for all fits) (2 cm, 100% glandularity, 24 has the penetrability and geometry to reach the detector and
kVp). Figure 7(b) illustrates a representative LSF (2 cm, be recorded. Increasing the thickness beyond some effective
100% glandularity, 24 kVp). Figure 8(a)-(c) shows repre- range of scatter results in self-attenuation of the scatter origi-
sentative scatter-only MTFs as functions of thickness, kVp, nating near the entrance surface of the phantom. After this
and glandularity, respectively. The spatial distribution of point, increasing thickness has little effect on the scatter dis-
scatter was not strongly influenced by kVp or glandularity tribution. Theoretically, with a priori knowledge of the
based on these data. However, there was a clear trend with above MTFs, inverse filters could be constructed to counter-
thickness. The overall scatter MTF decreased for increasing act the effects of scatter degradation of low contrast detect-
breast thickness between 2 and 6 cm, after which there was ablity.
essentially no effect, as witnessed by the 6 and 8 cm breast
data plotted in Fig. 8(a). This effect is consistent with the
effective range of the scatter being between 4 and 6 cm. The
scatter generated in the incident 2 cm of the 8 cm breast There are several advantages to the ESF methodology.
probably did not reach the detector plane in any detectable The ESF method directly gives the spatial distribution of
quantity. If it did, it would have widened the scatter PSF scatter, including small angle scatter effects. Although the
purely due to geometry. Although the geometry differs by 90 spatial distribution of scatter may be inferred from the
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TABLE I1. SPRs for a 10 cmX10 cm field size.

2 4 6 8

kVp SPR st. dev. SPR st. dev. SPR st. dev. SPR st. dev.

Thickness (cm) (0% glandular)

(a) 24 0.27±0.08 0.41±0.01 0.75±0.03 1.93±0.17

28 0.21±0.01 0.39±0.01 0.57±0.02 0.90±0.07
32 0.22±0.01 0.40±0.01 0.53±0.01 0.72±0.03
36 0.24±0.00 0.41±0.01 0.57±0.02 0.75±0.08

Thickness (cm) (43% glandular)

(b) 24 0.22±0.07 0.43±0.01 0.87±0.08
28 0.20±0.01 0.35±0.02 0.53±0.02 -
32 0.21±0.01 0.36±0.00 0.54±0.01 0.71±0.01
36 0.22±0.03 0.38±0.01 0.57±0.08 0.73±0.02

Thickness (cm) (100% glandular)

(c) 24 0.22±0.02 0.53±0.03
28 0.22±0.02 0.42±0.03 0.88±0.08 -
32 0.21±0.01 0.37±0.01 0.66±0.02 1.05±0.03
36 0.23±0.01 0.41±0.01 0.61±0.09 0.89±0.02

method of Seibert et al. using the beam stop method, this is ment of SPRs for scattering media involving image structure
not a direct measurement 26 as an assumption about the func- (e.g., a bone embedded in soft tissue, breasts with "lumpy
tional form of the scatter spatial distribution is required. Fur- image texture," etc.). However, the SPRs and scatter spatial
thermore, the ESF method does not require extrapolation in distributions did not vary widely for the studied 0%, 43%,
order to quantify SPR. The beam stop method does, and the and 100% glandular tissues when imaged under clinically
extrapolation function, which is generally not well known, realistic conditions. This suggests that regardless of the tex-
can have a significant impact on the calculated SPR. The ture of the breast (i.e., lumpy, dense, fatty, etc.) the tissues
ESF method has another advantage in that only two image contained therein may be thought of as a single homoge-
acquisitions are needed for each SPR measurement. The neous scattering medium.
beam stop method requires multiple acquisitions so that an Finally, the ESF method of measuring scatter radiation
adequate regression/extrapolation may be performed. and its distribution has a potential clinical use in digital

There are some disadvantages to the ESF method com- mammography. One of the advantages of digital mammog-
pared to the beam stop method. The ESF method requires raphy is the ability to process the digital image data such that
that the resolution and primary plus scatter images be ac- the displayed images coincide with a specific visual percep-
quired under identical conditions with respect to the location tion task. In this scenario, the direct measurement of the
and alignment of the edge. This is easily achieved, however, spatial distribution of detected scatter resulting from the use
with a simple stand that allows immobilization of the edge of edge spread functions promotes the construction of filters
with easy removal of the scattering material. The ESF that would enhance low frequencies thereby increasing im-
method assumes the use of a spatially uniform scattering age contrast and hence, increasing low-contrast detectability.
medium and in its current form does not allow for measure- Moreover, quantitative techniques such as dual energy main-

TABLE III. SPR comparison with Barnes and Brezovich (a) and Dance and Day (b).

Barnes and Brezovich This work

Lucite thickness (cm) 100% glandular thickness

(a) Field size (cm) 3 6 2 4 6

10.0 0.39 0.80 - -

10.0 square - - 0.21±0.01 0.37±0.01 0.66±0.02
14.0 0.40 0.86

(b) Thickness (cm) Dance and Day This work

2 0.25 0.21
4 0.42 0.38
6 0.59 0.55
8 0.75 0.72
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mography may be improved if the low-frequency bias from
scatter is removed. Since lesions of the breast are inherently 0.2 N

low contrast in nature, this has substantial clinical implica-
tions. Furthermore, the data suggest a weak kVp dependence 0.0
and a weak glandularity dependence for scatter, thus a family 0.00 0.01 0.02 0.03 0.04 0.05 0,06
of filters constructed for different breast thicknesses should (c) f ([p/mm)
be reasonably robust for a range of clinical conditions. This FIG. 8. Scatter MTFs demonstrating (a) thickness dependence, (b1) kVp de-

family of filters could be derived from measurements such as pendence, and (c) glandularity dependence.

these described in this manuscript. The field size and shape
dependence of the filter could be readily solved numerically
by way of convolving the measured scatter point spread V. CONCLUSIONS
function (measured all the way to 0 in the tails) with the
breast image. In this scenario, one could use the image to An experimental method of directly measuring the mag-
estimate the object and hence, the SPR and spatial distribu- nitude and spatial distribution of scattered radiation in rela-
tion of scatter, similar to that estimation used where the im- tion to primary radiation has been presented. The method
age power spectrum is used to estimate the object power involves subtracting spatially aligned primary radiation and
spectrum for other filtering techniques such as Wiener filter- primary-plus-scatter radiation edge spread functions. The
ing. The inverse filter that would be derived from this ap- method shows good agreement with the more conventional
proach could then be applied to the image. Whether this beam stop technique of measuring scatter in relation to pri-
approach is feasible or not is a subject that may require fu- mary radiation. Demonstration of the method in measuring
ture research. scatter-to-primary ratios under the conditions using current
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Monte Carlo procedures using the SIERRA code (validated in a companion article) were used to
investigate the scatter properties in mammography. The scatter to primary ratio (SPR) was used for
quantifying scatter levels as a function of beam spectrum, position in the field, air gap, breast
thickness, tissue composition, and the area of the field of view (FOV). The geometry of slot scan
mammography was also simulated, and SPR values were calculated as a function of slot width. The
influence of large air gaps (to 30 cm) was also studied in the context of magnification mammog-
raphy. X-ray energy and tissue composition from 100% adipose to 100% glandular demonstrated
little effect on the SPR. Air gaps over a range from 0 to 30 mm showed only slight effects. The SPR
increased with increased breast thickness and with larger fields of view. Measurements from 82
mammograms provided estimates of the range of compressed breast thickness (median: 5.2 cm,
95% range: 2.4 cm to 7.9 cm) and projected breast area onto the film (left craniocaudal view,
median: 146 cm 2, 95% range: 58 cm 2 to 298 cm2). SPR values for semicircular breast shapes,
Mo/Mo spectra, and a 15 mm air gap were parametrized as a function of breast thickness and
(semicircular) breast diameter. With the coefficients a= -2.35452817439093, b
=22.3960980055927, and c=8.85064260299289, the equation SPR=[a+bX(diameterincm)
"^(- 1.5) +cX (thickness in cm) (- 0.5)] ^- I produces SPR data from 2 to 8 cm and from 3 to 30
cm breast diameters with an average error of about 1%. © 2000 American Association of Physi-
cists in Medicine. [S0094-2405(00)02610-9]

Key words: scatter, mammography, breast imaging, Monte Carlo, computer simulation

I. INTRODUCTION II. METHODS

The scatter to primary ratio (SPR) in mammographty appli- A complete description of the methods used to evaluate
cations has been studied by several investigators. 1-6 How- the scatter to primary ratio is given in the companion paper. 7

ever, a comprehensive analysis of scattering properties coy- Here, a brief summary will be given for continuity. Monte

ering a wide range of mammographically pertinent Carlo simulation routines were used to evaluate the point

parameters has not been reported. In a companion paper,7 the spread function (PSF) of scattered radiation. Monoenergetic

SIERRA (simple investigational environment for radiology re- x-ray beams were normally incident upon the top surface of

search applications) Monte Carlo routines were compared the scattering phantom, and the distribution of the energy
searth aphyically-measured) a Monte Carlo -derived ompvard deposition in an ideal detector under the phantom was talliedwith physically-measured and Monte Carlo-derived SPR val- at3difrndsace(irgp)ro thextufcef

ues ithgoo reslts Inthi invstiatin, he vlidtedsi- at 31 different distances (air gaps) from the exit surface of
ues with good results. In this investigation, the validated s- the phantom, from 0 to 30 mm in 1 mm increments. Mo-
ERRA Monte Carlo routines were used to compute the SPR noenergetic x-ray beams ranging from 5 keV to 120 keV
under a wide variety of parameters relevant to mammogra- were evaluated, in 1 keV increments. For polyenergetic x-ray
phy. Scatter conditions were evaluated for conventional beams, the monoenergetic PSFs were appropriately weighted
x-ray mammography beams, and for substantially higher en- using polyenergetic x-ray spectra. The x-ray spectra were
ergy x-ray beams that may be used for digital mammography computed from previously described spectral models.1 1' 12

or dual energy mammography applications. The scatter prop- Mathematical scattering phantoms with thicknesses ranging
erties of slot-scan geometry systems and of magnification from 2 cm to 8 cm consisting of 0% glandular tissue (i.e.,
mammography were also investigated. 100% adipose), 50% glandular, and 100% glandular tissues

Our purpose in this investigation was to quantify the pres- were investigated.

ence of scattered radiation in mammography, in the absence The monoenergetic scatter PSFs were computed as a

of anti-scatter grids. Investigations by others 8,9 have evalu- function of the radial distance from the input x-ray path,
ranging from 0 to 200 mm, in 1 mm intervals. This samplingated the role that grids play in the reduction of scatter and in was sufficient to compute the scatter distribution for up to a

the improvement of contrast in screen-film mammography. wa" ufcett opt h catrdsrbto o pt
40 cm diameter circular field of view, far larger than that

The role of grids is currently being reexamined in the context experienced in clinical mammography. Once the PSF was
of digital mammography, 4i° with unique considerations for computed for a specific set of conditions including the x-ray
this modality such as signal to noise ratio improvement and spectrum, air gap, phantom thickness, and tissue composition
the potential of aliasing artifacts. (glandular fraction), the scatter distribution was computed
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over the field of view of interest by convolving the PSF with and breast thickness were correlated in most circumstances
the shape and dimensions of the field of view. The technique to reflect realistic techniques used in our mammography
is general and any shape of the x-ray beam distribution can clinic. The technique chart (kV versus thickness and glandu-
be evaluated. However, in this investigation x-ray beam ge- lar fraction) was developed scientifically by exposing differ-
ometries including rectangular, circular, and semi-circular ent thicknesses (2, 4, 6, and 8 cm)of breast phantoms (adi-
fields of view were studied. The mathematical details of the pose, glandular and BR12, Computerized Imaging Reference
convolution were presented in the companion paper. They Systems, Inc., Norfolk, VA) in a clinical screen-film mam-
are straightforward and their application should be intuitive mography system (Lorad Mark IV, Trex Medical, Danbury,
to those familiar with convolution techniques. CT) using phototiming in the "autotime" mode (where only

One aspect of this investigation focused on quantifying exposure time is automatically modulated). Exposures over
the SPR in magnification mammography. To do this, the the widest possible range of kVs (given tube loading and
SIERRA Monte Carlo code was modified to compute the SPR back-up timer constraints) with both molybdenum anode/
at air gaps from 0 to 30 cm (instead of mm as mentioned molybdenum filter (Mo/Mo) and molybdenum anode/
above). The large air gaps led to poor photon collection ef- rhodium filter (Mo/Rh) spectra were made at each breast
ficiency and therefore larger numbers (108) of input photons phantom thickness and composition. The kV corresponding
were tracked per x-ray energy. Despite this, the extremely to an exposure time of 2 seconds (200 mAs on the 100 mA
low scattered photon collection efficiency near the center of system used)w as selected as an optimum trade-off between
the annular ring collection geometry (where the area of each good subject contrast (low kVp) and reduced potential for
annulus was smaller)led to unacceptable noise levels in the motion artifact (short exposure times). For the 50% glandular
PSFs. At these larger air gaps (>5 cm), the shape of the tissue composition used predominantly in this study, the
PSFs was found to be nearly exponential (with r 2 averaging kVps for a breast thickness of 2, 3, 4, 5, 6, 7, and 8 cm were
0.989 in a log-linear regression fit). Accordingly, to estimate 24, 24, 24, 25, 28, 30 and 32 kVp, respectively. Clinically,
the PSF at smaller radii r (<40 mm), the PSF from r the Mo/Rh combination was used for the 8 cm breast at 32
= 40 mm to r = 180 mm was fit using log-linear regression kVp, however, a Mo/Mo combination was used for all thick-
and the fit coefficients were used to extrapolate the data to nesses for consistency. Based on our computations, this had
the r= 1 mm to r=40 mm region of the PSF. This was only a negligible effect on the reported SPR results.
done for air gaps -_20 cm. The SPR depends on the spatial location where it is mea-

It should be noted that the PSFs used in this investigation sured. Single-value SPR values reported below were mea-
were produced using mathematical phantoms of infinite lat- sured at the center of the field of view, unless indicated oth-
eral extent, analogous to the situation where the x-ray beam erwise. Most of the previously reported data are for circular
is collimated to well within the physical edges of the scatter- fields of view, as the inherent symmetry of the circle makes
ing medium. However, in mammography, the physical edges it an easy choice as a phantom shape. Circular phantoms
of the breast reside well within the x-ray field. These differ- have had historical significance in the physical assessment of
ences were studied in the companion article, and found to scattered radiation in mammography. 1,5 Nevertheless, the
have little influence in the calculated SPR. The typical influ- breast is nearly semi-circular. In this study, the scatter prop-
ence of this difference in the geometry was seen to be a few erties for both semi-circular and circular phantom shapes
percent, and only influenced SPR values within about 2 mm were assessed and a conversion between the two shapes was
of the edge of the breast. This effect was considered negli- devised.
gible for most purposes.

In an effort to reduce the number of permutations of pa- III. RESULTS
rameters being investigated, a small study was performed on A. Scatter dependence on x-ray energy
82 serial patients undergoing screen-film mammography at
our institution. It was our original assumption that thicker Figure 1(a) illustrates the SPR as a function of kVp for
compressed breasts corresponded to larger breast areas on Mo/Mo and rhodium anode/rhodium filter (Rh/Rh) x-ray
the film, and thus the field of view and thicknesses would be spectra from 22 to 40 kVp. There is little x-ray spectral de-
correlated. The compressed breast thickness was tallied, and pendence on the SPR. For example, differences between the
the width of the breast silhouette at the chest wall, and the SPR at 40 kVp and 22 kVp are 1.0% for the 2 cm breast and
chest wall-to-nipple distance were measured with a ruler and 7.0% for the 4 cm breast (Mo/Mo spectra). A 12.7% differ-
recorded as well. Virtually no correlation (r 2= 0.02) be- ence was observed for the 6 cm breast and a 2.0% difference
tween breast area and compressed breast thickness was was observed for the 8 cm breast. Figure l(b)ill ustrates the
found, surprisingly. Nevertheless, useful estimates of breast SPR as a function of the tungsten anode/aluminum filter (W/
thicknesses and area distributions were obtained and results Al) spectra from 30 kVp to 120 kVp. These data were stud-
are provided in the appendix. ied for those interested in dual energy mammography or the

Most of the data presented were evaluated for parameters potential of using higher energy beams in digital mammog-
which are typically used in clinical mammography (screen- raphy. A slight increase in the SPR was observed for the 6
film and digital). For example, a 15 mm air gap was used in and 8 cm breast thicknesses in going from 30 kVp to 45 kVp.
most comparisons because this is close to that used on most However a slight decrease of the SPR with the kVp was
mammography systems. The parameters of beam spectrum observed at higher kVps. The magnitude of the differences
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FIG. 1. (a) The scatter to primary ratio for 4 different breast thicknesses is
shown as a function of kVp over the mammographic energy range. The data 0.4
for both Mo/Mo and Rh/Rh x-ray spectra are illustrated. (b) The scatter to

primary ratio is illustrated as a function of kVp over the much broader 0.3 -- ------ -- -

diagnostic energy range. Tungsten anode (W/AI)spe ctra were used.
0.2

-80 -60 -40 -20 0 20 40 60 80

between the 120 kVp and 30 kVp SPRs were 13.8%, 7.3%, (C) position (mam)

4.1%, and 2.9% for the 2, 4, 6, and 8 cm results, respec- FIG. 2. (a) The geometry of the breast in a craniocaudal view is illustrated.

tively, where the SPRs at 120 kVp were lower than those at The 4 horizontal lines running through the breast labeled a, b, c and d,

30 kVp. correspond to the locations of the data plotted in (b)an d (c). The center of
mass (COM) for a semi-circle is also indicated. (b) The scatter to primary

ratio is illustrated as a function of position for a 2 cm breast (left pane) and
B. Scatter dependence on position in field for a 4 cm breast (right pane). Each line on the right pane is labeled corre-

sponding to the horizontal positions indicated in (a). (c)The scatter to pri-
The SPR is not a constant value for a given breast but it mary ratio is shown as a function of field position for a 6 cm breast (left

fluctuates significantly over the field of view (FOV). The pane) and for an 8 cm breast (right pane).

geometry of a craniocaudal projection illustrated in Fig. 2(a)
was used to study the positional dependence of the SPR.
Figure 2(b) illustrates profiles of SPR data through the phan-
tom for a 2 cm and 4 cm breast thickness. The dotted line
corresponds to the profile a, as illustrated in Fig. 2(a). Figure ingly, the SPR is highest towards the center of the field and

2(c) illustrates profiles for the 6 and 8 cm breast thicknesses, tapers off towards the edges of the field. The SPR was set to

Appropriate kVps were used for each breast thickness, as zero outside the FOV. The variation of the SPR across the

indicated in the figures. The profiles were symmetric about FOV is dramatic. For example, for the 4 cm breast the SPR
the centerline of the breast, and therefore only half of each at the edge of the FOV is -0.20, but it increases to -0.42
profile for each breast thickness was plotted. Not surpris- near the center of the field.
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FIG. 4. (a)The scatter to primary ratio is illustrated as a function of thick-

.1A Gap ness for 4 different air gaps (as indicated). The kVp increased with increas-

S20 mm 0 mm ing breast thickness as indicated in the inset. These data are for a 5 cm

- 30 mm 10 ram diameter circular field of view. (b) The SPR versus breast thickness is illus-

0.0 
trated for a 10 cm diameter circular field of view. (c) The SPR is illustrated

-80 -60 -40 -20 0 20 40 60 80 as a function of breast thickness for a 15 cm diameter circular field of view.

(C) position (nun)

C. Scatter dependence on air gap

The air gap distance in clinical mammography systems is

FIG. 3. (a) The point spread function amplitude (normalized such that the approximately 1.5 cm, but this varies slightly depending on

primary amplitude is equal to unity) is illustrated as a function of radial the manufacturer. Components of the system that contribute
distance for PSFs corresponding to 4 different air gaps (as indicated). (b)

The scatter to primary ratio is plotted as a function of the air gap for 4 to the air gap include the cassette tunnel support, the anti-

different breast thicknesses. Data are plotted for two different circular fields scatter grid, and its Bucky mechanism. Point spread func-

of view. The kVps used were 24, 24, 28, and 32 for the 2, 4, 6, and 8 cm tions (PSFs) of scattered radiation for a standard clinical
breast thicknesses. (c) The scatter profile across a 10 cm diameter circular x-ray beam (26 kVp MoiMo) for a 4 cm thick 50% glandular
field of view is illustrated for 4 different air gaps. The primary component

inside the field of view is unity, and this value was used outside the field of breast are shown in Fig. 3(a). Four PSFs are illustrated, at 0,

view as well (where actually SPR--). 10, 20, and 30 mm air gaps. The 0 mm air gap PSF demon-
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FIG. 5. The scatter to primary ratio is plotted as a function of the diameter of
the circular field of view for four different breast thicknesses. The data for 4 a

different tissue compositions are illustrated for each breast thickness. The
kVps were 24, 24, 28, and 32 kVp, for the 2, 4, 6, and 8 cm breast thick-
nesses, respectively.

0.22

()30 cm air gap

strates the highest frequency attributes (most rapid fall-off ,
with distance), and the PSFs tend to become lower frequency b[_• /
(more gradual fall-off) with an increasing air gap distance. I [ -J-l10 raair ga
The SPR is shown plotted as a function of air gap in Fig. ",f,
3(b), for four breast thicknesses and two common fields of

view. For the larger FOV (15 cm diameter circle), the SPR (b) SPRmeasurement

demonstrates little variation with air gap over the range from
0 mm to 30 mm. For the smaller FOV (10 cm diameter 04[2 Y •M

circle), more variation is seen as the SPR falls Qff with in-tO/G urcreasing air gaps for the two larger breast thicknesses. In the
limit of a very small FOV, one would expect near inverse 0.3

square law fall-off, and thus it is consistent to observe in-creased air gap dependendent SPR fall-off at smaller FOVs. The 0.2
spatial distribution of the SPR across a circular FOV with ar

10 cm diameter is shown in Fig. 3(c) for four different air
gaps. As seen ihn te as in Fig. 3(b) as well, towards 0.1n 15g

the center of the FOV the SPR initially increases for small
air gaps. This i s because scatter from the exit surface of the 1i cm 0cm

0.0

0 5 10 15 20 25 30
(C) Air Gap (cm)

0.8.
• 40 kVp W/At FFS 6cm. FrG. 7. (a) The scatter to primary ratio as a function of air gaps correspond-

0e 7 air 15gmarps.ing to magnification views is illustrated for a 4 cm breast thickness. The

0.6s10......arendra SPR for 7 different FOVs is shown. The magnification factors, calculated at
cesmid-breast, corresponding to the air and the 65 cm SID are illustrated

lat the top of the figure. The counterintuitive increase in the SPR with an
0increasing air gap is discussed in the text. (b) The geometry of the magni-fication mammography calculations is illustrated. (c) The S1D was set to 10

" 4cm meters, reducing the influence of the inverse square law in increasing the

FFS~2cmprimary fluence incident upon the phantom. Bty reducing inverse square law
i2r effects to a negligible level (4%), the SPR is seen to fall off with increasing

air gap as expected.

00 10 20 301 40 50

Slot Width (mm)
breast adjacent to the center of the FOV contributes to the

FiG. 6. The scatter to primary ratio is illustrated as a function of slot width SPR at the center. As the air gap gets larger, more of the
for 4 different breast thicknesses. Data for both 10 cm and 15 cm slot
lengths are shown. The full field S6R (FFS) is illustrated for the 2, 4, and 6 scatter is capable of escaping the area directly under the

cm breast thicknesses as horizontal dashed lines, breast and hence the SPR then decreases.
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FIG. 8. (a) The scatter to primary ratio (calculated at the center of the field of view) is illustrated as a function of the diameter of a circular field of view (solid
lines) or of the side length of a square field of view (dotted lines) for 4 different breast thicknesses. (b) The scatter to primary ratio is shown for circular and
semicircular FOVs. The SPRs for the circular FOVs were calculated at the center of the circle. For the semi-circle, the SPRs were computed at the center of
mass which coincides with the peak SPR in the FOV. These data are for a 0 mm air gap. (c) The SPR as a function of the diameter of circular and semicircular
FOVs is shown for an air gap of 15 mm. A transform relating the diameters of circular FOVs to the diameter of a semi-circular FOV with the same SPR is
illustrated as the vertical lines. For an 8 cm breast and a circular diameter of 10 cm, the line is read up to the circular SPR curve, reflected horizontally to the
semi-circular SPR curve, and the line is then reflected downward to read the corresponding diameter. (d) The transform relating equivalent diameters (those
that result in identical SPRs) between circular and semi-circular FOVs was computed and the data points illustrate these data. The linear fit to the data is
shown.

D. Scatter dependence on breast thickness and area were obtained for the three tissue compositions over the en-

The SPR as a function of breast thickness is well known tire range of thicknesses and FOVs. For example, the coef-

to be nearly linear, 5 and Fig. 4 illustrates this trend as well. ficient of variation (o-I//) calculated amongst the three tissue

Figures 4(a), 4(b), and 4(c) demonstrate the SPR versus compositions (0%, 50%, and 100% glandular tissue), aver-

thickness for three circular FOVs of diameters 5, 10, and 15 aged over all FOVs was 4.0% for the 2 cm breast thickness,

cm. For the 10 mm air gap data, the linear regression coef- 5.3% for 4 cm, 4.7% for 6 cm, and 0.8% for the 8 cm breast

ficients (r 2) are 0.986, 0.996, and 0.988 for the 5, 10, and 15 thickness. The SPRs associated with water are noticeably

cm diameter FOVs, with respective slopes of 0.070, 0.110, higher than for breast tissue. The SPRs for water were ana-
and 0.126 cm-l. As before, the kVp of the x-ray beam was lyzed using linear regression against the mean SPR for the
increased with breast thickness as typically done in clinical three breast tissue types, and the slopes (and standard devia-
situations. tions of the slopes) of these analyses were 1.05 (0.01), 1.03

Of the parameters which influence the SPR in mammog- (0.02), 1.10 (0.01), and 1.07 (0.00) for the 2, 4, 6, and 8 cm
raphy, the FOV and breast thickness demonstrated the great- data, respectively. With the exception of the 4 cm data, the
est influence on the SPR values. Figure 5 shows the SPR as SPR of water was larger than that of the mean breast tissue
a function of the diameter of the circular FOV for four dif- with statistical significance at the p < 0.05 level, with differ-
ferent breast thicknesses. In addition, at each thickness and ences of 5%, 3%, 10%, and 7% observed for the 2, 4, 6, and
FOV, SPRs are illustrated for three different glandular tissue 8 cm breast thicknesses.
ratios: (0%, 50%, and 100%), and water. Very similar results Barnes devised a scanning multiple slit assembly13, 14
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1.2 ditions does not change the amount of primary radiation
.1 Mo/Mo Spectra 1 cm striking the center of the detector. However, positioning the

0 50% Glandular_

0.u9 15 mm - SP data phantom from the 10 cm air gap to the 30 cm air gap in-
0. , "Fit Results creases the intensity of primary radiation striking the surface

0.7 -6cm of the phantom by a factor of 2.7 due to the inverse square
0-law. Since the scatter fluence scales with the incident pri-

0.5 mary fluence to the phantom (in the absence of divergence

0.4 ............ .... effects), the amount of scattered radiation is also -2.7 times
0.3- . .......... greater. Even though solid angle effects reduce the amount

0.2 2cm of scatter reaching the SPR measurement site, these are more
0.1 . ................. than compensated for (in the case of the larger diameter
0.00 5 10 15 20 25 30 phantoms) by the increase in the number of scattered pho-

Diameter ofSemicircle(cm) tons. Hence, the SPR increases with increasing air gap. To
further clarify this observation, the calculations were re-

FIG. 9. This plot shows the SPRs for a semi-circular field and 15 mm air peated using a 10 meter SID [Fig. 7(c)]. With this much
gap. The Monte Carlo calculated data (solid lines) and the computer fit data larger SID, the increase in the primary fluence striking the
(symbols) are illustrated. The equation and coefficients are given in the text. ge of the inces in the pm c tr thesurface of the phantom in moving from the 10 cm to 30 cm

air gap was only a factor of 1.04; however the solid angle-

(SMSA) for reducing the SPR in mammography some years dependence of scatter collection efficiency was nearly iden-

ago, and currently a digital mammography system15 derived tical to that for the 65 cm SID. The SPRs in Fig. 7(c), after

from Yaffe's original design concept16 also makes use of a an initial rise, fall off with air gap as expected.

slot scat geometry. The SPR was integrated along the narrow
dimension of a slot-scan aperture, since the scatter reaching a
point on each pixel of the image is integrated along the di- F. Scatter dependence on shape of field of view
rection of motion of the scanning slot. The SPR is shown as
a function of the slot width in Fig. 6, for four different breast The shape of a real breast is rarely circular or square.

thicknesses and for two different slot lengths. The SPRs However, these shapes lend themselves to easier measure-

were determined at the center of the long axis of the slot. ment and have been used in the literature for characterizing
Compared to the SPRs for a circular field with a 15 cm the SPR. For a comparison between circular and square

diameter, the scatter reduction factors (ratio of SPRs) for a 2 FOVs, [Fig. 8(a)] illustrates the SPR versus thickness as a

mm slot width are 9.7, 11.7, 13.3, and 14.5 for breast thick- function of both the diameter of a circular FOV and as a
nesses of 2, 4, 6, and 8 cm, respectively. For a 10 mm slot function of the side length of a square FOV. At smaller field
width, the scatter reduction factors drop to 3.1, 3.7, 4.0, and sizes, the SPRs for the square FOVs are slightly higher than

4.4 for the same respective thicknesses. At 20 mm, these for circular FOVs, reflecting the 21% increase in area of a

respective factors become 2.0, 2.3, 2.5, and 2.6. square versus a circle (when the side length of the square
equals the diameter of the circle). At larger FOVs, the re-
gions which define the difference between the circle and the

E. Scatter dependence in magnification square are sufficiently far away from the center where the
mammography SPRs were calculated that the SPR is no longer influenced.

Magnification mammography is used frequently, and at For a phantom shape with no concavities (virtually all real
most institutions no grid is used. The SPRs for a 4 cm breast breast silhouettes), it can be shown that the highest SPR for
and with a 26 kVp Mo/Mo spectrum and a fixed 65 cm a monotonically decreasing PSF occurs at or near the two
source to image distance (SID) are shown as a function of dimensional center of mass of the breast shape. The center of
the air gap in Fig. 7(a). For typical breast fields (15 cm mass (COM) for circular and square phantoms are at their
diameter and lower), the SPRs fall-off with air gap distance, centers, where the center of mass for a semicircle occurs
There is less fall-off with the larger breast areas. Surpris- along the bilateral center line a distance 4r/3ir from the
ingly, the simulations also predict an actual increase in the centroid (r=radius) of the semi-circle [see "COM" in Fig.
SPR with an increasing air gap distance for very large area 2(a)]. The SPRs were calculated at the center of mass for
breasts. Breasts with areas larger than a 20 cm diameter (314 both circles and semi-circles and these values are plotted in
cm 2 ) are quite rare (see the Appendix). Nevertheless, the Fig. 8(b) (0 mm air gap) and 8(c) (15 mm air gap). Of
larger diameters (25 and 30 cm) are included in Fig. 7(a) for course, the SPR at the center of mass for a semi-circle of
completeness. For a relatively short SID, positioning the radius r will be less than for a circle of radius r, since the
phantom from a 10 cm air gap to a 30 cm air gap increases area is halved, and this is appreciated in Figs. 8(b) and 8(c).
the SPR by almost 50%. Why would the SPR increase as the To allow a conversion from circular diameters to semi-
air gap gets larger? The explanation is illustrated in Fig. 7(b). circular diameters, the diameter of a semi-circle correspond-
Changing the position of the phantom from a 10 cm air gap ing to the diameter of a circle at equal SPR levels was com-
(where the mid-breast magnification factor is 1.2) to a 30 cm puted from the data in Figs. 8(b)and 8(c). These results are
air gap (magnification= 2.0) under fixed kV and mAs con- illustrated in Fig. 8(d). The data at both air gaps (0 and 15
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mm) and all four phantom thicknesses fell generally along a linearly with breast thicknesses, and asymptotic behavior is
line described by observed when the SPR is plotted as a function of the FOV

diameter.
Dsemi-eircle-(- 0

.518)+ 1.672 Dcircle, For the average semicircular breast area of 157 cm 2 (with

where Dcircie is the diameter of the circle and Dsemi circle is the an effective semi-circular diameter of 10 cm corresponding
to the SPR levels of a 6.3 cm diameter circular field), the

diameter of the semi-circle. This calibration can be used to

convert the diameter reported for SPR results using circular SPRs for a 15 mm air gap and appropriate thickness-

fields to an equivalent diameter for semi-circular fields. The dependent kVps were 0.20, 0.36, 0.49, and 0.64, for the 2, 4,fiels t anequvalnt dameer or emicirclarfieds.The 6, and 8 cm breast thicknesses, respectively.

equation can be rearranged and used for the inverse correc-

tions as well. This equation was produced using data span- ACKNOWLEDGMENTS
ning air gaps from 0 to 15 mm and phantom thicknesses
from 2 to 8 cm. It should be robust over the mammography This investigation was funded in part by grants from the
energy range and for different phantom compositions, given California Breast Cancer Research Program (1RB 0192), the
the observations presented previously with respect to these Department of Defense Breast Cancer Research Program
parameters. (DAMD17-98-1-8176), and the National Cancer Institute

Given that there is little energy dependence of the SPR (R21 CA82077).
and that most clinical mammography systems use air gaps in
the vicinity of 1.5 cm, the SPR data as a function of thick- APPENDIX: TYPICAL BREAST AREAS
ness and field diameter were parametrized. The SPR was A mammographer (KKL) tallied the compressed breast
computed at the center of mass for a semi-circular breast thickness for a small sample of 82 consecutive left cranio-
shape for diameters ranging from 1 cm to 30 cm, and for caudal mammograms. In addition, the width of the breast at
breast thicknesses from 2 cm to 8 cm with 1 cm increments. the edge of the film corresponding to the chest wall was
The data calculated using Monte Carlo techniques are shown measured with a ruler, and the distance from the edge of the
in Fig. 9 as the solid lines (the data for odd thicknesses were film at the chest wall to the nipple was measured as well. A
not shown for clarity). These data were fitted to a polynomial histogram of the distribution of breast thicknesses from this
using commercially available software (TableCurve 3D, Jan- sample is illustrated in Fig. 10. The mean compressed breast
dell Scientific, Corte Madera, CA). For simplicity, the com- thickness was 5.2 cm(o- 1.3 cm). The median thickness was
puter fit using only three coefficients (r 2 = 0.998, 210 points 5.2 cm, and the range from 5% to 95% encompassed breast

used in fit) was used. The fit data are shown as the square thicknesses from 2.8 cm to 7.1 cm. Half of the women had
symbols in Fig. 9. The fit equation was compressed breast thicknesses between 4.3 cm and 6.2 cm.

SPR= [a + b X (dia) --. 5 + c X (thickness) -0.5]- , The measurements made on the mammograms were used
to calculate the area of the breast on the image, assuming an

where a= -2.35452817439093, b=22.3960980055927, c ellipsoid. If the width at the chest wall is given by A, and the
= 8.85064260299289, and where the units of dia and of chest wall to nipple dimension is B, then the area was calcu-
thickness are centimeters. Using the fit equation given above, lated as ¼7rAB. Figure 11 illustrates a histogram of the areas
the average error from the Monte Carlo SPRs was of the 82 breast images measured. The mean area was 157.3
- 3.1% (o-= 10.5%), where negative errors are due to the fit cm2 which corresponds to a semi-circular diameter of 10 cm
value being lower than the measured value. For breast diam- and a circular diameter [from Fig. 8(d)] of 6.2 cm. The me-
eters 3 cm and greater, the average error was - 1.3%(o- dian breast area was 145.7 cm 2. Half of the breasts spanned
= 4.8%) and the median difference was -0.2% with a 95%
range from -13.8% to 3.0%. This equation is valid for all 25
diameters (not just integers) between 3 cm and 30 cm and all
thicknesses from 2 cm to 8 cm.

The results of this investigation indicate that the scatter 2 / -

properties remain essentially constant over the practical
range of x-ray beam energies used in diagnostic mammogra- • 15 . .

phy. Indeed, only a slight change in the SPR is observed at
beam energies ranging all the way up to 120 kVp. Over the 910
air gaps associated with standard (nonmagnification) mam-
mography, the SPR was found to be relatively independent 5
of the breast tissue composition. For tissue composition in
the range from 0% to 100% glandular, the SPR is also rela- 0
tively constant. Using water as a breast phantom material 1 2 3 4 5 6 7 8 9 10
does however produce higher SPRs. The SPR is highly de- Compressed Breast Thickness (cm)
pendent upon where in the field it is measured, and the maxi- FIG. 10. The compressed breast thickness was read from 82 consecutive

mum SPR generally occurs at the center of mass for typical mammograms and the frequency distribution is illustrated. The median

compressed breast shapes. The SPR increases approximately breast thickness was 5.2 cm.
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A lesion detectability simulation method for digital x-ray imaginga)
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A simulation method is described in this work that aids in quantifying the upper limits of lesion
detectability as a function of lesion size, lesion contrast, pixel size, and x-ray exposure for digital
x-ray imaging systems. The method entails random lesion placement with subsequent simulated
imaging on idealized x-ray detectors with no additive noise and 100% quantum detective efficiency.
Lesions of different size and thickness were simulated. Mean (expectation) lesion signal-to-noise
ratios (LSNRs) were calculated and receiver operating characteristic (ROQ) curves were con-
structed based on LSNR ensembles. Mean (expectation) values of the areas under the ROC curves
were calculated for lesions of varying size on pixel arrays of varying size at different exposures.
Analyses were performed across several parameters, including lesion size, pixel size, and exposure
levels representative of various areas of radiography. As expected, lesion detectability increased
with lesion size, contrast, pixel size, and exposure. The model suggests that lesion detectability is
strongly dependent on the relative alignment (phase) of the lesion with the pixel matrix for lesions
on the order of the pixel size. © 2000 American Association of Physicists in Medicine.
[S0094-2405(00)01801-0]

Key words: simulations, digital radiography, lesion detectability, signal-to-noise ratio (SNR),
receiver operating characteristic curve (ROe)

I. INTRODUCTION the position of the lesion with respect to the pixel matrix can

Since the infancy of digital x-ray imaging, there has been have a significant impact on lesion detectability. Lesion sig-

much interest in pixel size requirements for adequate detec- nals at discrete phases of the pixel array were calculated for

tion of lesions. Observational an'd experimental studies on an ideal digital stationary12
,1

3 detection system employing

lesion detectability as a function of pixel size abound in the varying pixel sizes with 100% active area. The system was

literature. 1-9 Typically, these studies involve human detec- modeled with no additive noise, 100% quantum detection

tion of a specific type of lesion from images acquired with efficiency, with an ideal point spread function (i.e.,
different pixel sizes. These studies then utilize some form of &-function), and under scatter-free conditions. The number of
receiver operating characteristic curve (ROC)10 analysis to quanta incident on a pixel is large in diagnostic radiology,
demonstrate lesion detectability as a function of pixel size. and for large values of N, the Gaussian distribution is a good
The data in the literature are somewhat limited, however, approximation to the Poisson distribution.1 5 Thus the Gauss-
concerning theoretical studies" that describe the mechanism ian distribution with the standard deviation, o-, equal to the
of lesion detectability as a function of pixel size. square root of the mean, /u, was used to simulate x-ray ex-

This paper demonstrates a simple simulation model that posure to the detector. A Gaussian random number generator
may be used to gain insight into the maximum possible le- (GRNG)w as used.14-16

sion detectability as a function of several variables, in par- Square lesions differing in size, composition, and thick-
ticular pixel size. The mean lesion signal-to-noise ratio ness were considered. The lesions were assumed to be super-
(LSNR), integrated over the entire lesion, was calculated as a imposed on homogeneous background tissue (i.e., see Fig.
function of lesion size, lesion transmission, x-ray exposure 1). The lesion under consideration was assumed to have the
level, and pixel size. Standardized receiver operating charac- upper left-hand comer of its x-ray shadow fall on a reference
teristic (ROe) curves were constructed for lesion-present and pixel with pixel phase determined randomly with a uniform
lesion-absent LSNRs. The areas under the generated ROC probability density function (PDF) for both detector plane (x
curves, the Az's, corresponded to the detectability of the le- andy) dimensions. The outputs of a uniform random number
sions in their entirety and were used as the measures of le- generator (URNG), on the interval {0,1} were multiplied by
sion detectability. the linear pixel dimensions and these values were used to

define the translational phases, fl., and Oy (Fig. 2). This

II. METHODS physically corresponded to the upper left-hand comer of the
lesion having an equally likely chance of occurring at any

A. Phase-dependent signal location in the reference pixel. The locations of the other
It is well understood that discrete detectors inherently are three comers of the lesion were determined by its dimen-

shift-variant. As a consequence of this shift-variant nature, sions.

66 Med. Phys. 27 (1), January 2000 0094-240512000127(1)166191$17.00 02000 Am. Assoc. Phys. Med. 66
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o= ýFa (3)

and where 0 is the x-ray photon fluence per unit exposure at
50 keV (260 718 mm- 2 mR-); 7 a2 is the pixel area (a is the

'' 'I/ •' '/ '/ ~'i length of the pixel sides); ka 2 is the mean number of x-ray
photons incident on that pixel per unit exposure; and o" is the
Poisson noise associated with that number. q(ba2,o')m is the

Lesion m th pixel realization of the unit-exposure x-ray quanta. The
Background Tissue transmission associated with the lesion is given by t, and the

Image Receptor fraction of the mth pixel covered by the lesion is represented
by fm.

FIG. 1. The basic x-ray imaging geometry. Likewise, the background quanta, qb, were summed over
the total number of background pixels, MB, to yield the total
number of exposure dependent background quanta, QB:

Following the placement of the lesion, x-ray exposure us- MB
ing a 50-keV monoenergetic beam was simulated and the Q(X)B=XX I qb. (4)
total quanta at each pixel location were tallied. This was b=l

done for both lesion pixels and background pixels. The 50- In general, MB was significantly larger than ML (typically by
keV monoenergetic beam is effectively equivalent to an 80- a factor of 100). Physically, this represents visualization and
kVp beam with 2-mm Al filtration passing through 20 cm of detection of a relatively small lesion in a relatively large
tissue.l 7 The exposure-dependent total number of quanta background.
captured by the pixels corresponding to the lesion shadow, QL was divided by ML to yield the mean lesion signal per
Q(X)L, were summed over the total number of lesion pixels, pixel, N(X)L,

ML

ML N Q(X)..=._ML (5)

Q(X)L=XX E qm, (1) ML
m=I

and likewise for the mean background signal per pixel,
where X is the radiation exposure expressed in mR. q. is the N(X)B,
number of quanta per mR captured by the mth pixel corre-
sponding to the lesion shadow and is expressed as N BQ(X)B (6)

q.=q(Oa2,cr)m×(tfm+(1 -f.)), (2) MB

where B. Lesion SNR (LSNR)

The mean lesion signal per pixel, N(X)L, was subtracted
from the mean background signal per pixel, N(X)B,

O 7 lesion - a N(X)L=N(X)B-N(X)L, (7)L L,

where N(X)L is the background-corrected lesion signal. This

a o __ signal, N(X)L, described on a per pixel basis, is summed
f.•. - -over all ML pixels corresponding to the lesion shadow.

; --- Physically, this represents the integration of signal over the

entire lesion. The total lesion signal, S(X)L, is given by:

S(X) = ML X N(X)L. (8)

-% - - The variance in the integrated signal is physically repre-
-- - - sented as image noise and was quantified using standard er-

ror propagation techniques' 8 for Eqs. (7) and (8), and was
given as:

S•r,(X) = M2 × ( U(X)ZNX) + o-(X)•N(x),), (9)

pixel matrix

FIG. 2. A square lesion of side length a is shifted fl, and fil from the origin where o(X)A,(B is the background noise per pixel, and
of a square pixel of side length a. In the lower right corner is a lesion o'(X)N(X)L, is the lesion noise per pixel. The background
starting in-phase with a pixel of the array. The dots represent calculation noise per pixel was calculated as the standard deviation of
points for demonstrating the shift-dependent nature of the LSNR. For the
expectation LSNR, the phase was randomly selected and LSNR calculated the background pixel quanta and was found not to depend on
multiple times effectively averaging over the entire pixel. MB, which is consistent with the ergodicity12,13 principle
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TABLE I. Lesion size, pixel size, and exposure parameter values. 5% contast lesions, 100 poi pixels, 1 mR
2_50

Lesion size (/im) Pixel size (/Lm) Exposure (mR) 225

25 25 0.0010 lesion size

50 50 0.0025 17 7,,,
1.5• -0- Isome

75 75 0.0050 W - 3 w
100 100 0.0075 US.

150 150 0.010 I.Do

200 200 0.025 0.75
250 250 0.050 (a) .
300 300 0.075 0.25

350 400 0.10 n 00

400 500 0.25 0 10 20 40 50 so 70 80 s 100

450 0.50 phase (0n)

500 0.75
600 1.0 5% contrast lesions, 250 pm pixels, 1 mR

700 2.5
800 5.0
900 7.5 6

1000 10 5lesion size

1250 25 .5
1500 50 7.. . - 500 Wa

2000 3 .

often invoked in noise quantification in x-ray imaging. The 0 -= 7

lesion variance per pixel, o T(X)v, was calculated as2
0 25 50 75 100 12,5 1;0 175 2ýO 225 250

ML _fo)]) 2  phase (pm)

0-(X)N(2ML ( (ML - 1 ) ' FIG. 3. The resulting shift-dependent (x and y simultaneous shifts) LSNR for(10) a 95% transmitting lesion (constant) with (a) 1-mR exposure incident on an
array with 100-,gm pixels and (b) 1-mR exposure on 250-/um pixels. The

where the numerator is the summed variance in the x-ray error bars represent ±-'.

quanta corrected for partial pixel coverage by the lesion. Le-
sion SNR (LSNR)w as then calculated as K

S(X) (Azh= Ek (AZ)k' (13)

LSNR= O- (11) Kk=I

where (Az)k is the kth realization in a K-length ensemble of

C. (LSNR) Az's. (Az) was used as the ultimate measure of lesion de-

Random lesion placement and subsequent SNR calcula- tectability.

tion were performed 100 times to yield an ensemble of E. Parameter values

LSNRs. The expectation (mean) lesion SNR, (LSNR), was (Az) and (LSNR) were calculated for several different
calculated as the mean of the lesion SNRs in the ensemble: combinations of lesion size, pixel size, and exposure level.

I K Table I gives the values of all three parameters that were

-LSNRý= I LSNR,' (12) used in this study. Every permutation of the three parameters
Kk=I was simulated.

where LSNRk is the kth realization of LSNR and K is the
number of realizations in the ensemble. Ill. RESULTS

A. Phase-dependent SNR
D. (Az) To demonstrate the effects of pixel phase on LSNR, le-

Ensembles of 100 LSNRs were computed both for the sions of varying sizes were placed at discrete phases with
cases of lesion present and lesion absent. The lesion absent fl = fl=y -- xy- LSNR as a function of pixel phase was cal-
ensemble was constructed by setting transmission, t, equal to culated 100 times at each phase and the results were aver-
1.0. Both ensemble LSNR arrays were ordered and ROC aged to yield a mean LSNR at a given phase. This process
analysis was performed. The area under the ROC curve, Az, was repeated ten different times at each phase to yield the
was calculated via Reimann trapezoidal integration.16 Az mean LSNRs with smaller uncertainty (i.e., the mean of the
was calculated ten different times, each time from different sample means). Figure 2 illustrates the discrete phases used
LSNR data to yield an expectation (mean) value, (Az), and for this demonstration. Figure 3(a) shows the phase-
an error estimate dependent LSNR of 75-, 150-, 300-, and 750-/Lm lesions
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FIG. 4. (LSNR) for (a) 5% constant contrast lesions and 100-#Im pixels, (b) (c)

cubic soft-tissue lesions and 100-/ m pixels, and (c) cubic calcific lesions FIG. 5. (LSNR) at I mR for different pixel sizes for (a) 5% contrast lesions,
and 100-/xm pixels. (b) cubic soft tissue lesions, and (c)cu bic calcific lesions.

with constant 5% contrast (95% transmission), 100-Itm pix- The 750-gm lesion had a less-pronounced LSNR drop at
els, and 1-mR exposure. As the lesion size increased beyond £bxy= 50/cm. The smaller drop was due to the fact that this
the pixel size, the phase effects on the LSNR decreased, large lesion had a greater proportion of pixels that were en-
Notice that the 75-gum lesion, starting in-phase, had constant tirely covered by the lesion, somewhat mitigating the varia-

LSNR until the 25-/gm shift value. The SNR plummeted at tional effects of edge pixels. Figure 3(b) shows the shift-
this point as the lesion was shifted into four different pixels dependent LSNR of 75-, 150-, 300-, and 750-gm lesions
with each pixel having lowered signal and greater coeffi- with constant 5% contrast, 1 mR, and 250-/gm pixels. Simi-
cients of variation (relative noise). Physically, in these par- lar phase-related behavior is exhibited. The effects of the
tially covered pixels, this represents a degradation of contrast . larger pixel size are discussed in Sec. IV.
and hence signal, due to a partial area effect, similar to the
degradation of contrast due to the partial volume effect in
computed tomography. B. (LSNR)

The 150-gim lesion had constant SNR until (y ýLSNR) was calculated for various pixel sizes, lesion
= 50g/m, after which it covered nine pixels instead of four. sizes, and exposures with 100 realizations of LSNR com-
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FIG. 6. 5% constant contrast lesion detectability, (A Z), for (a) 50-/.tm lesions, (b) 100-jim lesions, (c) 250-jemn lesions, (d) 500-,um lesions, (e) 1-mmn lesions,
and (t0 2-mmn lesions. The error bars represent ±or. Note: In parts (d),( e), and (f), the data are obscured with (A z) equal to 1.0 at all pixel sizes for the highest
exposurea.

puted for each combination of pixel size, lesion size, and pixel sizes, for 5% contrast lesions, soft tissue lesions, and
exposure. Both constant contrast (transmission) lesions and calcific lesions, respectively. Error bars were not included in
cubic lesions (thickness= length:=width) were considered, these figures for clarity.
Transmission was given by e- 0 0 for the cubic lesions where
a is the thickness and A is the linear attenuation coefficient
at 50 keV and is equal to 0.57 cm- 1 for bone and 0.23 cm'1 C. (AZ)
for soft tissue.t 9 Figure 4(a) shows the surface plot of (AZ) was calculated from an ensemble of 10 Azreal iza-
(LSNR) of a lesion with constant 5% contrast for l00-Azm tions each based on 100 realizations each of lesion and no-
pixels. Figure 4(b) shows the surface plot of (LSNR) for lesion LSNRs. Figure 6(a)-(f) shows (Az) for 5% contrast
cubic soft tissue lesions for l00-,um pixels. Figure 4(c) lesions; Fig. 7(a)-(f) shows (Az) for cubic soft tissue le-
shows the surface plot of (LSNR) for cubic calcific lesions sions, and Fig. 8(a)-(f) shows (A z) for cubic calcific lesions.
for 100-,um pixels. Figure 5(a), (b), and (c) illustrates To clarify the interesting behavior of (Az) for lesion sizes on
(LSNR) at 1 mR as a function of lesion size for a series of the order of pixel sizes, (LSNR) data at different exposures
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FIG. 7. Soft tissue lesion detectability, (Az), for (a) 50-/gm cubic lesions, (b) 100-/um cubic lesions, (c) 250-gum cubic lesions, (d) 500-grm cubic lesions, (e)
I-mm cubic lesions, and (f) 2-mm cubic lesions. The error bars represent to,. Note: In parts (e) and (f), the data are obscured with (Az) equal to 1.0 at all
pixel sizes for the highest exposures.

for given lesion sizes with 5% contrast were replotted against fluenced by this pixel phase parameter as seen in Fig. 3.
pixel size. Figure 9(a)-(g) shows (LSNR) for 5% contrast Consequently, the phase parameter can cause decreases in
lesions. the (LSNR) due to the partial area effect (i.e., a degradation

of contrast and hence, signal). Thus the error bars in the

IV. DISCUSSION graphs of (LSNR) [Fig. 9(a)-(g)] are not entirely a function

A probabilistic model was presented whereby lesion SNR of x-ray quantum statistics, but include phase variability
from partially covered pixels as well. The extent of this vani-

was calculated as a function of phase, lesion size, exposure, ' f p

and pixel size. ROC methodology was utilized to quantify ability is strongly dependent on lesion size relative to pixel

lesion detectability. As expected, lesion detectability mostly size. For large lesions covering many pixels, the abundance

increased with increasing exposure, lesion size, and pixel of pixels entirely covered by the lesion somewhat mitigates

size as a consequence of increased x-ray quanta involved in this phase effect. Conversely, for lesions covering a few pix-

image formation. However, due to phase effects, there were els, the partially covered pixels make up a larger fraction of

some departures from expected behavior, the total number of lesion pixels, hence, there is more LSNR

How a lesion aligns with the pixel matrix is a purely variability, and (Az) is reduced accordingly. Consider Figs.

random phenomenon; however, detectability is strongly in- 6(c) and 9(c) and 9(g). A 5% contrast 250-/1 m lesion imaged
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FIG. 8. Calcific lesion detectability, (Az), for (a) 50-jim cubic lesions, (b) 100-jim cubic lesions, (c) 250-jim cubic lesions, (d) 500-/jm cubic lesions, (e)
1-mm cubic lesions, and (f) 2-mm cubic lesions. The error bars represent to-. Note: In parts (d), (e), and (f), the data are obscured with (Az) equal to 1.0 at
all pixel sizes for the highest exposures.

at 100 /gR shows small error bars at 50-gm pixel size and ing lesion detectability. In Fig. 9(c), that same 5% contrast
progressively larger ones as pixel size is increased. For the 250-gum lesion imaged at 10 mR yields even larger variabil-
50-gm pixel size, the 250-/gm lesion involves at least 25 ity as witnessed by the size of the error bars, yet (Az) re-
pixels, and the majority of those pixels are inner or totally mains at 1 when pixel size is increased. In this case, the
covered pixels. This large number of inner pixels mitigates LSNR variability increases compared to the 100-/R data due
the effects that the edge pixels have on the LSNR variability, to the increased number of quanta used in the 10-mR data.
On the other hand, the larger pixel sizes image the lesion The higher photon fluence magnifies the variability due to
with fewer pixels. Thus these edge pixels play larger roles in phase or edge pixel effects in an absolute sense. However,
determining LSNR variability. Hence, the variability in- this higher fluence reduces this variability relative to the
creases with pixel size, due to phase effects. Since (Az) is mean LSNR, (LSNR), by proportionately elevating (LSNR)
based on these LSNR realizations, and these LSNR realiza- more. That is, variability increases with increasing exposure
tions are not very different from the no-lesion case of zero in an absolute sense, but variability decreases in a relative
SNR plus or minus some standard deviation, the LSNR vari- sense to the mean signal. So, variability alone does not de-
ability plays a crucial role in determining (Az). The increas- termine (Az); variability relative to the mean LSNR,
ing LSNR variability at increasing pixel sizes yields decreas- (LSNR), must be considered. In this case, although the in-
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creased quanta of the 1 0-mR image yielded increased LSNR ied pixel size. Hence, (A z) remains at 1 for each studied
variability, the LSNR estimates are elevated due to the in- pixel size. Consider Figs. 6(f) and 9(0) and the 2-mm. lesions.
creased quanta, and are far above the no-lesion case of zero (LSNR) increases as expected with increasing pixel size and
SNR plus or minus some standard deviation for every stud- has little variability. The very low LSNR variability in this
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Abbreviations: PURPOSE: To extend the utility of normalized glandular dose (D9N) calculations to
DgN = normalized glandular dose higher x-ray energies (up to 120 keV) and to provide the tools for investigators to
HVL = half-value layer calculate DgN values for arbitrary mammographic and x-ray spectra.
f (E) = fractional energy absorption
Mo-Mo = molybdenum MATERIALS AND METHODS: Validated Monte Carlo methods were used to assess

anode-molybdenum filter DgN values. One million x-ray photons (1 -120 keY, in 1 -keV increments) were input
Mo-Rh = molybdenum to a semicircular breast geometry of thicknesses from 2 to 12 cm and breastanode-rhodium filter
Rh-Rh = rhodium anode-rhodium compositions from 0% to 100% glandular. D9N values for monoenergetic (1-120

filter keV) x-ray beams, polyenergetic (40-120 kV, tungsten anode) x-ray spectra, and
W-Ag = tungsten anode-silver filter polyenergetic mammographic spectra were computed. Skin thicknesses of 4-5 mm
W-Pd = tungsten anode-palladium were used.

filter
W-Rh = tungsten anode-rhodium RESULTS: The calculated DgN values were in agreement within approximately

filter 1%-6% with previously published data, depending on breast composition. DgN

tables were constructed for a variety of x-ray tube anode-filter combinations,
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See also the editorial by Kimme-Smith The assessment of radiation dose to the breast during mammography has been of interest
(pp 7-10) in this issue, to many investigators (1-19). Over the years, the normalized glandular dose (DgN) has come

to serve as the benchmark parameter, useful for calculating the glandular dose in clinical
mammography. The DgN values are essentially the roentgen-to-rad conversion values,
calculated for the "at-risk" glandular component of the breast. Recent efforts to calculate
DgN tables for the mammography community have primarily been focused on clinically
relevant spectra (4,5,7) with molybdenum anode-molybdenum filter (Mo-Mo), molybde-
num anode-rhodium filter (Mo-Rh), or rhodium anode-rhodium filter (Rh-Rh) combina-
tions in the 20-35-kV range.

In this work, DN tables were computed for much thicker breasts than for those in
previous reports, with values reported here for breast thicknesses from 2 to 12 cm in 1-cm
increments. While the typical compressed breast thickness in the United States is
approximately 4,2 cm, there are many women with a compressed breast thickness that
ranges to 12 cm or thicker. The tables provided in this article may be useful for these

Author contribution: patients.

Guarantor of integrity of entire study, The motivation to extend DN tables to encompass higher energy levels was based on an
I.M.B interest in dual-energy mammography, where the optimal high-energy beam is likely to be

very high (> 100 keV), well beyond current clinical mammographic x-ray beam energies. In

23



addition, with the recent introduction of Monoenergetic x-ray photons at 1-keV in substances where the density changed
full-field digital mammography systems intervals were input into a mathematic with the composition, the calculation of
into the clinical environment, it is likely phantom in each of the simulation runs. proportions is a little more complicated,
that slightly higher energy x-ray beams Each photon run made use of 1 million and the techniques described in the fol-
may become useful in some instances, photons at each monoenergetic energy lowing paragraphs were used.
This study was intended to extend the level, and these data were used to con- For a tissue containing a weight frac-
utility of DN calculations to higher x-ray struct monoenergetic DgN tables in a pro- tion f, of glandular tissue (and, corre-
energies (up to 120 keV) and to provide cedure described later in this article. The spondingly, a weight fraction of 1 - f, for
the tools for investigators to calculate DgN lowest energy simulated was 1 keV, and adipose tissue), it can be shown that the
values for arbitrary x-ray spectra, includ- the highest was 120 keV. For the polyener- glandular volume fraction vg is given by
ing monoenergetic x-ray beams (for ex- getic spectra reported, weighted sums of
ample, produced by synchrotron sources the monoenergetic DgN data were com- ( -- P
[20], free-electron lasers [21], or other puted. The x-ray spectra used for this -fg , (1)
exotic x-ray sources). To this end, tables study were generated by using math- i Pa
of DgN values have been provided for the ematic spectral models described previ-
x-ray tube anode-filter combinations of ously (25,26). The x-ray attenuation coef- where pg is the density of 100% glandular

Mo-Mo, Mo-Rh, Rh-Rh, tungsten anode- ficients for the filters also were reported tissue (pg = 1.04 g/cm 3, from Hammer-

rhodium filter (W-Rh), tungsten anode- previously (27). stein et al [28]) and Pa is the density of

palladium filter (W-Pd), and tungsten 100% adipose tissue (Pa = 0.93 g/cm 3).
anode-silver filter (W-Ag). Graphical data Let the total volume be set to unit volume
also are provided to demonstrate DgN Geometry and Composition Issues (1 cm3) for simplicity, such that vg+Va=
values for monoenergetic and polyener- 1 cm 3, and the compound density is
getic x-ray beams. The geometry simulated in this study is

shown in Figure 1. Instead of a D-shaped Pcompound = pgVg + Pava. (2)

semicircular breast shape, as others (4,5)
have used, a cylindric breast shape was The mass m of each component in the

MATERIALS AND METHODS simulated (Fig la). The cone-shaped radia- unit volume is simply m, = pgVg and Ma =
Details of the Monte Carlo Study tion field emitted from the source was PaVa, where the "g" subscripts refer to glandu-

collimated to irradiate half of the breast lar tissue and the "a" subscripts refer to
Monte Carlo procedures were used to (a semicircle). The semicircular field geom- adipose tissue. For completeness, the elemen-

compute the glandular dose to the breast. etry was particularly simple to simulate tal compositions and densities for a variety
Although I have developed independent with the TART97 code and was efficient to ofglandular fractions are given in the Appen-
computer code for Monte Carlo studies run. The semicircle of breast tissue that dix. By using the above procedure, the linear
(22,23), the TART97 Monte Carlo code was was not in the radiation field was in- attenuation coefficients for 0%, 50%, and
purchased from the Radiation Safety Infor- tended to simulate the presence of the 100% glandular tissues were compared with
mation Computational Center, Oak Ridge torso of the patient (the chest wall). For those reported by Hammerstein et al (28).
National Laboratory (Oak Ridge, Tenn) their geometries, Wu et al (4) and Dance These data are shown in Figure 2.
for use in this study. The TART97 code was (5) assumed a D-shaped breast (no chest The breast tissue (glandular and adi-
developed primarily at Lawrence Liver- wall). The presence of tissue outside of pose compound) is enclosed in a layer of
more National Laboratory (24) in Liver- the radiation field may have a minor skin, as illustrated in Figure 1. The skin
more, Calif, and is a thoroughly verified influence in terms of backscatter, and this thickness was varied in this study. For
and mature Monte Carlo program. A full is of particular concern in this study due comparison with the results of Dance (5),
description of the TART97 Monte Carlo to the much higher x-ray energies studied a skin thickness of 5 mm was used. For
program is available in the literature (24); here. While the nonirradiated semicircle comparison with the results ofWu et al (4), a
however, a brief description is appropri- is not the exact geometry of the chest skin thickness of 4 mm was used. For a
ate here. wall, it was thought that the presence of single geometry and breast composition,

In a Monte Carlo simulation, each of some tissue behind the breast was slightly the influence of skin thickness from 2 to 6
the millions of photons traced in compu- more representative of the geometry en- mm was studied. The density and elemental
tations undergoes absorption or scatter- countered in mammography, rather than composition of skin, taken from Hammer-
ing, depending on the outcome of a no tissue outside of the radiation field, stein et al (28), are reported in the Appendix.
random number generator. The probabili- Various breast compositions were stud-
ties of the multiple scattering calcula- ied, from 0% glandular-100% adipose to
tions are weighted by the probability of 100% glandular-O% adipose, by mass. Conversion of Monte Carlo Results
that event at each x-ray energy studied. DgN values were computed for the propor- to DgN Values
The TART97 Monte Carlo routine uses tion of glandular tissue mass to total For a given breast composition, photon
multiple scattering calculations, follows breast tissue mass. For concise reference energy, and geometry, the output produced
the history of all photons, and includes henceforward, the breast composition is by theTART97 Monte Carlo package that was
the photoelectric, Raleigh, and Compton referred to in terms of the glandular per- of interest in this study was the energy
scatter interaction mechanisms in the centage alone. The compositional data deposited (normalized per input photon) in
energy region reported. All photons were from Hammerstein et al (28) were used. the breast tissue compartment (Fig 1). The
followed until they either left the volume X-ray coefficients for compound (multi- average energy to the breast tissue compart-
of interest, were completely absorbed, or elemental) substances such as breast tis- ment, per incident x-ray photon to the
reached an arbitrarily small energy level sue were prorated on the basis of the breast, was normalized by means of the
(0.10 keV). weight fraction of the element; however, energy of the incident photons (all Monte
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Figure 1. Diagram shows the geometry used for the Monte Carlo Figure 2. Graph shows comparison of the linear attenuation coeffi-
simulations. RI = radius of breast (including skin layer) in millimeters, cients computed in the present study with those reported by Hammer-
R2 = radius of breast (excluding skin layer) in millimeters, SID = stein et al (28) for 0%, 50%, and 100% glandular tissue. The data from
source-to-image distance, T = breast thickness, Tski, = skin thickness Hammerstein et al are shown as the symbols, and the coefficients used
in millimeters. in the present study are shown as lines. Excellent agreement in terms

of attenuation coefficients was observed over the energy range
compared.

Carlo runs used monoenergetic spectra),
such that the fractional energy absorption,
f(E), was calculated as follows: glandular breast. For a semicircular breast volts per photon, (D(E) is expressed as pho-

tissue compartment of radius R2 (Fig 1), a tons per square millimeter per roentgen, G

energy absorbed per breast density p, a compressed breast thick- has no unit, area is in square millimeters,

-incident photon ness T, and a skin layer thickness Tsin, the and mass is in grams. The constant 1.6021 x

photonenergy h (3) mass term in Equation 4 is given by 10-8 was derived as follows:

The value of E is expressed in kiloelectron mass = fg1"rrR 2(T - 2Tsd,)p. (5) (1.6021 x 10-s) (mrad g)
volts, and the x-ray photon spectra (D(E) is (keV)

normalized to the number of photons corre- The G term in Equation (4) corrects the ergs
sponding to 1 R (0.258 mC/kg) (for the normalized dose calculation specifically to (1.6021 X 10-) -
entire spectrum). This type of normalization the glandular component of the breast tis-

is typical (26) for investigators working with sue (DgN) in a heterogeneous tissue matrix. 1000 mrad g rad
x-ray spectra. DgN values were calculated by Values for breasts with a 0% glandular frac- X X (7)
using tion are computed by extrapolation from Rad 100 ergs

DgN calculations of glandular fractions in
E- the 20/o-5% range: RESULTS

DgN =, f(E)
D 8 N=Em E,,f)Monte Carlo Results for f (E) Values

area f9 iIp )g The Monte Carlo results for 0% and

X E(1.6021 x 10- 8)FD(E)G (4) G =f ( (6) 100% glandular breasts are illustrated in
mass Pen (1 Figure 3. If the breast tissue were not

gP/8  fd J encapsulated in a layer of skin, these
where the value of f(E) was defined in Equa- curves would be pseudoexponential, f(E)
tion (3), the constant corrects for various where the mass energy absorption coeffi- being unity at very low energy levels and
unit conversions, G is defined later in Equa- cients (pn/p) are specified with an "a" sub- decreasing almost exponentially with in-
tion (6), area is the surface area at the top of script for adipose tissue and with a "g" creasing energy level. However, x-ray pho-
the breast (in the entrance plane) exposed to subscript for glandular tissue. D8 N and G tons of the lowest energy are unable to
x-rays, and mass is that of the purely glandu- were derived from first principles and by penetrate the relatively thin skin layer to
lar portion of the breast tissue. Let fr be the consulting previous publications (4,5). Units contribute a fraction of their energy to
glandular fraction, by weight, of the breast for D8 N (Eq [4]) were derived as follows: D5 N the breast tissues; rather, the energy is
tissue. For example, fr 1.0 for a 100% is expressed in millirad per roentgen, f(E) deposited in the skin layer. The value of
glandular breast, and fg 0.5 for a 50% has no unit, E is expressed in kiloelectron f(E) is, therefore, substantially dampened
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Figure 3. Graphs show f(E) as a function of incident x-ray energy for (a) 0% glandular tissue and (b) 100% glandular tissue. The curves are shown for
11 tissue thicknesses ranging from 2 to 12 cm in 1-cm increments. The bottom curve represents the data for the 2-cm breast thickness, and the top
curve represents the data for the 12-cm-thick breast; intermediate curves are not marked for clarity, but are in order from 3 to 11 cm. Dotted lines =
curves for odd-numbered tissue thicknesses (3, 5, 7, 9, and 11 cm), solid lines = curves for even-numbered thicknesses (2, 4, 6, 8, 10, and 12 cm).

at the low energy levels because of the 0.7
effect of skin filtration. As the glandular 0.7
fraction increases, the f(E) value of the [.50% Glandular 20 keV
incident x-rays increases slightly, as would 0.6 V.....e
be expected due to the changing compo-.o .... ..
sition and increasing density. 0.5 30 key

It is suspected that subject contrast will o- " 5 .

be near the maximum when imaging at ".435 keV

the kiloelectron voltage corresponding to 4 e
the peak f(E) value for each breast thick- "

ness and composition. If one plots the 0.3 ..... .-..-. 5".V

data illustrated in Figure 3 differently,
one can see the nonlinear effects of breast 60 _e_
thickness on f(E) (Fig 4). In Figure 4, the 0.2
absorption of 10-keV photons was con-
stant across breast thicknesses, which sug- -.1_.
gested that the absorption dynamics of
these low-energy photons occurred in the 0.0,
first 2 cm of tissue. At higher incident 2 4 6 8 10 12 14
photon energy levels, the f(E) value in- Breast Thickness (cm)
creased with increasing breast thickness,
as would be expected. Figure 4. Graph shows data for a 50% glandular breast, with f(E) as a

Figure 5 demonstrates yet a different functionofbreastthickness.Thef(E)valueisalmostconstantasafunction
perspective on these data: The f(E) value of breast thicknesses. The fact that the 10-keV photon absorption fraction

is nonzero implies that 10-keV photons penetrate the skin layer, but the
is shown as a function of glandular frac- constant behavior as a function of breast thicknesses implies that the
tion for different incident photon energy absorption kinetics take place principally in the first 2 cm of the breast.
levels in a 4-cm-thick breast. Monte Carlo Higher energy photons show increased penetration of the skin layer ( f [E]
runs were performed with several interme- values are higher for the 2-cm breast thickness) and also demonstrate that
diate glandular fractions (0%, 20%, 40%, increased tissue absorption occurs with thicker breasts, as would be

50%, 60%, 80%, and 100%) for the data expected. Different symbols (10 and 0) and solid and dotted lines do not

shown in Figure S. The curves shown in represent differences in data but were used for ease of reading.

Figure 4-f(E) versus breast thickness-
are nonlinear, whereas the curves in Fig- ear interpolation between glandular frac- interpolation between breast thicknesses.
ure 5-f(E) versus glandular fraction-are tion data, for the f(E) values, was reason- As a result, only 0% glandular (100%
linear. This observation suggests that lin- able and preferable in comparison with adipose) and 100% glandular results need
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Figure 5. Graph shows f(E) as a function of glandular fraction for Figure 6. Graph shows DgN values computed by Dance (5) (0) in
various x-ray energies and a 4-cm breast thickness. The f(E) curve is a comparison with those computed in the present study (E) for breast
nearly linear function of glandular fraction, as evidenced by the linearity thicknesses of 2, 4, 6, and 8 cm. Dance reported D5N values as a
of the curves. Different symbols (N and 0) and solid and dotted lines do function of the HVL of the x-ray beam, and that approach was
not represent differences in data but were used for ease of reading. adopted here as well. A good qualitative comparison is shown.

to be reported because other proportions data from present study: r
2 =0.99 75), and values calculated in the present study

can easily be calculated, comparison was then made between the did make use of a different spectral model
computer-fit DgN values (between data (25) than that (29) used by Wu et al, and

Comparison with DgN Values sets) over the HVL range of 0.25-mm ths may explain the slight differences be-
in the Literature aluminum to 1.3-mm aluminum. The tween the DgN values derived in the

I4-cm-thickness data from the present present study and those derived in the study
The DN values computed in the pres- study were found to differ from those of by Wu et al.

ent study were compared with the results Dance, on average, by - 1. 12% (SD, 2.66). For the 0% glandular data, the mean
of Dance (5), as illustrated in Figure 6. In terms of absolute DgN values, the diff er- differences (and SDs) averaged over the
Dance presented conversion factors in ence was -3.34 mrad/R (SD, 10.6). seven spectra (23, 25, 27, 29, 31, 33, and
different units (mean glandular dose per The data of Wu et al (4) are the most 35 kV) were -5.5% (SD, 1.3), -6.3% (SD,
incident air kerma, mGy -mGy-1), which commonly used DgN values in the United 1.7), and -6.8% (SD, 1.5) for the 4-, 6-,
were recomputed to the units of millirad States. The DgN values reported in the and 8-cm breast thicknesses, respectively.
per roentgen for this comparison. The present study were calculated at exactly For the 50% glandular breast, the mean
skin thickness was set to 5 mm, and a the same HVLs as those of Wu et al; thus, differences were -1.5% (SD, 1.4), -1.9%
50% glandular breast was modeled, con- a direct comparison was possible. These (SD, 1.5), and -2.3% (SD, 1.6) for the 4-,
sistent with Dance's method. Four breast comparative data are shown in Figure 7. 6-, and 8-cm, breast thicknesses, respectively.
thicknesses, 2, 4, 6, and 8 cm, were stud- D5N values calculated at three breast thick- For the 100%/ glandular breast, the mean
led for this comparison. When the differ- nesses (4, 6, and 8 cm) and at seven differences were 0.6% (SD, 1.5), 1.0%/ (SD,
ent Monte Carlo routines, and particu- kilovoltages (23-35 kV in increments of 2 1.4), and 1.1% (SD, 1.7) for the 4-, 6-, and
larly the different x-ray spectra, used to kV) are shown for each breast composi- 8-cm breast thicknesses, respectively.
produce these data are considered, the tion. The DgN values observed in this
qualitative agreement seen in Figure 6 study were consistent with, but slightly Influence of Skin Thickness
between Dance's data and the data from lower than, those of Wu et al for a 0%
this study is good. The 4-cm-thickness glandular breast but were seen to be in The calculation of glandular dose for a
data were subjected to quantitative com- excellent agreement with the values of patient has many uncertainties associ-
parison. Because the half-value layers Wu et al for 500/o and 1O00/% glandular breast ated with it, and estimation of cancer risk
(HVLs) corresponding to both data sets compositions. The slight qualitative differ- on the basis of the glandular dose has
differed on a point-by-point basis, direct ences (5O/-7%) in the data for a 00/ glandu- even more uncertainties. The uncertain-
comparisons between the data sets were lar breast may be a consequence of different ties in calculating glandular dose include
not possible. Therefore, both data sets extrapolation techniques for a 0% glandular uncertainties not only in the tabulated
were computer fit by using commercially breast. The spectra computed for this study D9N values but also practical uncertainties
available software (TABLECURVE 3.0; Jandel were hardened by adding an acrylic plastic in assessing the thickness of the breast,
Scientific, Corta Madera, Calif), with ex- sheet, such that the HVBs exactly matched the breast composition, the precise milli-
cellent precision (4-cm-thickness data those reported by Wu et al. While the kilo- ampere-second value used, the differ-
from Dance: r2 =0.9999; 4-cm-thickness voltages and HVLs were identical, the DgN ences between the actual mammographic
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Figure 7. Graph shows DgN values reported by Wu et al (4) along the Fn

y axis in comparison with DgN values from the present study (along Figure 8. Graph illustrates the influence of skin thickness on the
the x axis). Individual points represent the data obtained with an DgN value. In comparison with the 4-mm skin thickness data from

energy range of 23-35 kV (in 2-kV increments). The D9N values the study by Wu et a! (4) (6), the DgN values increased, on average, by
reported here, averaged over all energy levels and breast thicknesses, 7% for a 3-mm skin thickness and by 15% for a 2-mm skin thickness.

differed from those of Wu et al by -6.2% for the 0% glandular breast, The DgN values decreased by 6% for a 5-mm skin thickness and by

-1.9% for the 50% glandular breast, and +0.9% for the 100% 12% for a 6-mm skin thickness. These simulations used a Mo-Mo

glandular breast, spectrum.

geometry and that used in Monte Carlo 0.7) for a 5-mm-thick skin layer, and - 11.8% for the y axis in Figure 9 would be DgN X

simulations, and so on. (SD, 1.3) for a 6-mm-thick skin layer. 10-6 per photon, or D5 N(E). Therefore, by
Figure 3 illustrates that the highest f(E) The observation that skin thickness has a multiplying the data in Figure 9 by 10-6

of incident x-ray photons occurred in the large influence on the D8 N value is not and then integrating the product of an
energy region from about 15 to 25 keV, surprising given the shape of the absorption incident x-ray spectrum (QD[E]) and the
where the f(E) curves peaked. Not coinci- curves (Fig 3). The purpose of presenting appropriate curve in Figure 9 (D8 N[E]), the
dentally, this is the energy region where these data is to demonstrate that, among DgN value for an arbitrary spectrum can be
the vast majority of the x-ray photons in the uncertainties involved in dose calcula- calculated as shown below:
conventional x-ray spectra (eg, Mo-Mo tions, it is likely that the slight differences
combination at 26 kVp) exist. The fact (<6%) in tabulated D8 N values produced by
that there was high absorption in the different investigators are small, as com- DeN =E DgN(E) X 10-6 x rF(E), (8)

breast in this energy region also suggests pared with the large errors that can occur in E=Emln

that photons in this energy range are making the wrong assumptions or general- where it is understood that the total
useful for the production of high-contrast izations about an individual patient's breast number of photons in (D(E) in Equation
images. As mentioned earlier, the left characteristics. (8) is normalized to 1 R (0.258 mC/kg).
edges of the peaks of the f(E) curves seen The curves shown in Figure 9 coupled
in Figure 3 are a consequence of the absorp- Monoenergetic Beams with the formula given in Equation (8)
tion of incident x-rays by the skin layer. are most useful when one is dealing with
The steep slope of the left edges of the f(E) Figure 9 illustrates the monoenergetic DN an arbitrary x-ray spectrum, which is

peaks suggests that a small difference in values expressed in millirad per 106 photons typically computed in units of photons

the assumption of skin thickness may per energy interval. Although the general per square millimeter per energy interval.

have a large influence on the overall shapes of these curves are similar to those Photons at different energy levels con-

accuracy of the dose calculation, of the f(E) curves in Figure 3, the influ- tribute differently to exposure in air, ow-
To examine this in the case of the typical ence of tissue thickness is inverted. DgN ing to the energy dependence of the mass

breast, Monte Carlo simulations were per- values for the same x-ray energy and energy attenuation coefficient of air. As a
formed by using different skin thicknesses. breast composition increased with de- consequence, DgN values expressed in the
Figure 8 illustrates the calculated DN values creasing breast thickness, because there is traditional units of millirad per roentgen
for a 50% glandular, 4-cm-thick breast. Aver- less self shielding in the thinner breast. (vs x-ray energy) (Fig 10) have a different
aged over the different x-ray spectra (23-35 Although the DgN values are high for shape than those of the D8 N per photon
kV), the change in DgN values (relative to a thinner breasts, the entrance exposure dur- curves in Figure 9. Figure 10 illustrates the
4-mm skin thickness) that resulted from ing a mammogram is markedly lower in millirad per roentgen DgN values for 0%
different skin thicknesses was 15.2% (SD, thin breasts; therefore, thin breasts typically (Fig 10a) and 100% (Fig 10b) glandular
2.1) for a 2-mm-thick skin layer, 7.1% (SD, receive substantially lower glandular doses tissue. Figure 10 is directly useful if one is
0.9) for a 3-mm-thick skin layer, -6.4% (SD, than do thicker breasts. An alternate label interested in the DgN value for a monoen-
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Figure 9. Graphs show DgN values normalized per entrant photon instead of per roentgen (as is more typical) for (a) 0% glandular breasts and
(b) 100% glandular breasts. Curves are shown for breast thicknesses ranging from 2 to 12 cm in 1-cm increments. The DgN values shown here are
higher for thin breasts and lower for thicker breasts, which is the reverse of the trend seen for f(E) in Figure 3. This graph illustrates that, on a per
photon basis, photons in the energy region between approximately 12 and 30 keV contribute the most to the DgN value. This is the energy region
where most conventional mammographic x-ray spectra are centered.
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Figure 10. Graphs show DgN. values for monoenergetic x-ray energies for (a) 0% glandular breasts and (b) 100% glandular breasts. Breast thickness
ranged from 2 to 12 cm in 2-cm increments. The DeN values shown in these graphs are plotted in the conventional unit of millirad per roentgen, as
opposed to millirad per photon as in Figure 9. The curves in this graph can be read directly when assessing DgN4 for monoenergetic beams.

ergetic beam of 1-R (0.258-mG/kg) inci- mammographic spectra. Tables 1, 3, 5, 7, The data in Tables 1-12 were computed
dent exposure to the breast. 9, and 11 give DgN values for the 0% from simulations in which a 4-mam skin

glandular breast; Tables 2, 4, 6, 8, 10, and thickness was used. X-ray spectra were
Mammographic Spectra 12 give these values for the 100% glandu- computed by using previously reported

lar breast. For other glandular fractions, techniques (25). Tables 1-6 present D5 N
Tables 1-12 show the DeN values for DgN values may be linearly interpolated values for conventional mammographic

several conventional and unconventional from the 0% and 100% glandular tables, spectra, including Mo-Mo, Mo-Rh, and
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TABLE 1
DIN Values for Mo-Mo (30-tim-thick) Anode-Filter Combination and a 0% Glandular Breast

Breast Thickness (cm)Energy

(kV) HVL 2 3 4 5 6 7 8 9 10 11 12

20 0.220 225 161 122 97 80 68 59 52 46 42 38
21 0.238 249 182 140 112 93 79 68 60 54 48 44
22 0.254 269 199 154 125 103 88 76 67 60 54 49
23 0.269 286 213 166 135 112 96 83 73 65 59 54
24 0.283 300 226 177 144 120 102 89 79 70 63 58
25 0.295 313 237 187 152 127 109 94 83 74 67 61
26 0.307 325 247 195 160 134 114 99 88 78 71 65
27 0.318 335 256 203 167 140 119 104 92 82 74 68
28 0.328 344 265 211 173 145 124 108 96 86 77 70
29 0.338 353 273 218 179 151 129 112 99 89 80 73
30 0.347 361 280 224 185 155 133 116 103 92 83 76
31 0.356 369 287 230 190 160 137 120 106 95 86 78
32 0.364 375 293 235 195 164 141 124 109 98 89 81
33 0.372 382 299 241 200 169 145 127 113 101 91 83
34 0.379 388 304 245 204 173 149 130 115 104 94 86
35 0.386 393 309 250 208 176 152 133 118 106 96 88
36 0.392 398 314 254 212 180 155 136 121 109 98 90
37 0.398 403 318 258 216 183 158 139 124 111 101 92
38 0.403 407 322 262 219 186 161 142 126 113 103 94
39 0.409 411 326 266 222 189 164 144 128 115 105 96
40 0.413 415 330 269 225 192 166 146 130 117 106 97

Note.-DgN values are expressed in millirad per roentgen. To convert to SI units (mGy- mGy-
1
), multiply by 873-1.

TABLE 2
DIN Values for Mo-Mo (30-tim-thick) Anode-Filter Combination and a 100% Glandular Breast

Energy Breast Thickness (cm)

(kV) HVL 2 3 4 5 6 7 8 9 10 11 12

20 0.220 169 108 78 60 49 41 35 31 28 25 23
21 0.238 191 125 90 70 57 48 41 36 32 29 26
22 0.254 209 138 101 78 64 54 46 41 36 33 30
23 0.269 224 150 110 85 70 59 50 44 39 36 32
24 0.283 237 160 117 92 75 63 54 48 42 38 35
25 0.295 249 169 125 97 79 67 58 51 45 41 37
26 0.307 259 177 131 103 84 71 61 54 48 43 39
27 0.318 269 184 137 107 88 74 64 56 50 45 41
28 0.328 278 191 142 112 92 77 67 59 52 47 43
29 0.338 286 198 148 116 95 80 70 61 54 49 45
30 0.347 293 204 153 121 99 84 72 63 57 51 46
31 0.356 300 210 157 124 102 86 75 66 59 53 48
32 0.364 307 215 162 128 105 89 77 68 61 55 50
33 0.372 313 220 166 132 109 92 80 70 63 57 51
34 0.379 318 225 170 135 112 95 82 72 65 58 53
35 0.386 324 229 174 139 115 97 84 74 66 60 55
36 0.392 328 233 178 142 117 100 87 76 68 62 56
37 0.398 333 237 181 145 120 102 89 78 70 63 58
38 0.403 337 241 184 148 122 104 91 80 72 65 59
39 0.409 341 244 187 150 125 106 93 82 73 66 60
40 0.413 344 248 190 153 127 108 94 84 75 68 62

Note.-DIN values are expressed in millirad per roentgen. To convert to SI units (mGy - mGy-
1
), multiply by 873-1.

Rh-Rh combinations. Tables 7-12 present 50-pm thickness of filter material is imaged at 26 kV with a Mo-Rh x-ray spec-
DgN values for unconventional mammo- needed to effectively eliminate these x- trum and an HVL of 0.37 mm aluminum:
graphic spectra that are being considered rays from the entrance beam. From Table 3 (0% glandular, Mo-Rh), the

as substitutes for use in women with Tables 1-12 allow interpolation across DgN value at 4.2cm and an HVL of 0.37 is
thicker breasts and for digital mammogra- energy level (by using the HVL), thick- interpolated from the four data points
phy systems; these include W-Rh, W-Pd, ness, and glandular fraction of the breast corresponding to 4- and 5-cm-thick
and W-Ag combinations. Because of the composition. For example, consider the breasts at HVLs of 0.363 mm aluminum

strong L-characteristic x-ray emission of case of a 4.2-cm-thick breast composed of (at 26 kV) and 0.375 mm aluminum (at

the tungsten anode around 12 keY, a 30% glandular and 70% adipose tissue 27 kV). In this case, DgN = [236(0.8) +
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TABLE 3
D9N Values for Mo-Rh (25-gm-thick) Anode-Filter Combination and a 0% Glandular Breast

Breast Thickness (cm)
Energy

(kV) HVL 2 3 4 5 6 7 8 9 10 11 12

20 0.241 247 178 136 109 90 76 66 58 51 46 42
21 0.265 276 204 158 128 106 90 78 69 62 55 51
22 0.288 303 228 179 146 121 103 90 79 71 64 58
23 0,310 326 249 197 162 135 116 101 89 80 72 65
24 0.331 346 267 213 175 147 126 110 97 87 79 72
25 0.348 362 281 225 186 157 135 118 104 93 84 77
26 0,363 374 293 236 195 165 141 124 109 98 89 81
27 0.375 385 302 244 202 171 147 129 114 102 92 84
28 0.387 394 310 251 209 177 152 133 118 105 95 87
29 0.397 402 317 257 214 181 156 137 121 109 98 90
30 0.406 409 324 263 219 186 160 140 124 112 101 92
31 0.415 415 329 268 224 190 164 143 127 114 103 94
32 0.422 420 335 273 228 194 167 146 130 117 106 96
33 0.429 425 339 277 232 197 170 149 133 119 108 98
34 0.436 430 344 281 235 200 173 152 135 121 110 100
35 0,442 434 348 285 239 203 176 154 137 123 112 102
36 0.447 438 351 288 242 206 178 157 139 125 114 104
37 0.453 442 355 291 245 209 181 159 142 127 115 105
38 0.457 445 358 294 247 211 183 161 143 129 117 107
39 0.462 448 361 297 250 214 185 163 145 131 119 108
40 0.466 451 364 299 252 216 187 165 147 132 120 110

Note.--DN values are expressed in millirad per roentgen. To convert to SI units (mGy. mGy-
1
), multiply by 873-1.

TABLE 4
DN Values for Mo-Rh (25-ttm-thick) Anode-Filter Combination and a 100% Glandular Breast

Breast Thickness (cm)Energy

(kV) HVL 2 3 4 5 6 7 8 9 10 11 12

20 0.241 187 121 87 67 54• 46 39 35 31 28 25
21 0.265 215 142 103 80 65 55 47 42 37 33 30
22 0.288 239 161 119 93 76 64 55 48 43 39 35
23 0.310 261 178 133 104 85 72 62 54 48 44 40
24 0.331 279 193 145 114 93 79 68 60 53 48 44
25 0.348 294 205 154 122 100 84 73 64 57 51 47
26 0.363 306 215 162 128 105 89 77 68 60 54 49
27 0.375 315 223 168 133 110 93 80 70 63 57 52
28 0.387 324 230 174 138 114 96 83 73 65 59 53
29 0.397 331 236 179 142 117 99 86 75 67 61 55
30 0.406 338 241 183 146 120 102 88 78 69 62 57
31 0.415 344 246 187 149 123 104 90 79 71 64 58
32 0.422 349 250 191 152 126 107 92 81 73 66 60
33 0.429 354 255 195 155 128 109 95 83 74 67 61
34 0.436 358 258 198 158 131 111 96 85 76 69 62
35 0.442 362 262 201 161 133 113 98 87 77 70 64
36 0.447 366 265 204 164 136 115 100 88 79 71 65
37 0.453 370 269 207 166 138 117 102 90 81 73 66
38 0.457 373 271 209 168 140 119 104 92 82 74 67
39 0.462 376 274 212 170 142 121 105 93 83 75 69
40 0.466 379 277 214 173 144 123 107 94 85 76 70

Note.-DN values are expressed in millirad per roentgen. To convert to SI units (mGy- mGy-1), multiply by 873-1.

195(0.2)] X (0.417) + [244(0.8) + ues in Table 4, which yielded DgN = 0%, and 100% glandular breasts, respec-
202(0.2)] x (0.583) =232.35 mrad/R. The [162(0.8) + 128(0.2)] x (0.417) + tively.

values in parentheses are the interpola- [168(0.8) + 133(0.2)] x (0.583) = 158.43
tion weights, and the values in square mrad/R. By interpolating these two val- High-Energy Polyenergetic Beams

brackets are the thickness-interpolation ues to the 30% glandular fraction of the
values. The corresponding calculation example, the result is DgN_30 = DgN-o(0. 7 ) + Figure 11 illustrates the DgN values for

was used to compute the DgN value for a DgN-loo(0.
3

) = 232.35(0.7) + 158.43(0.3) = polyenergetic x-ray beams in the general

100% glandular breast by using the same 210 mrad/R, where DgN-3o, DeN±, and diagnostic energy region. Figure 11a

interpolation coefficients and the DgN val- DeN.-1O are the D5 N values for 30%, shows results for the 0% glandular breast,
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TABLE 5
DgN Values for Rh-Rh (25-pm-thick) Anode-Filter Combination and a 0% Glandular Breast

Energy Breast Thickness (cm)

(kV) HVL 2 3 4 5 6 7 8 9 10 11 12

20 0.245 252 182 140 112 93 79 68 60 53 48 44
21 0.265 278 206 160 130 108 92 80 70 63 57 52
22 0.278 293 219 171 139 116 99 86 76 68 61 56
23 0.294 311 236 187 153 128 110 95 84 75 68 62
24 0.312 330 254 203 167 141 121 105 93 83 75 69
25 0.329 348 270 218 180 152 131 114 101 91 82 75
26 0.345 363 285 231 192 163 140 123 109 97 88 80
27 0.361 377 299 243 203 172 149 130 116 104 94 86
28 0.376 390 311 254 213 181 157 137 122 110 99 91
29 0.391 402 322 264 222 189 164 144 128 115 104 95
30 0.405 412 332 274 231 197 171 150 134 120 109 99
31 0.418 422 342 283 239 204 177 156 139 125 113 103
32 0.431 431 351 291 246 211 183 161 144 129 117 107
33 0.443 440 359 299 253 217 189 167 148 133 121 111
34 0.454 447 367 306 259 223 194 171 153 137 125 114
35 0.465 455 374 312 265 229 199 176 157 141 128 117
36 0.476 461 380 318 271 234 204 180 161 145 131 120
37 0.486 467 386 324 276 238 208 184 164 148 135 123
38 0.495 473 392 329 281 243 212 188 168 151 138 126
39 0.504 479 397 335 286 247 216 192 171 154 140 129
40 0.513 484 402 339 290 251 220 195 174 157 143 131

Note.-DgN values are expressed in millirad per roentgen. To convert to SI units (mGy. mGy-
1
), multiply by 873-1.

TABLE 6
DN Values for Rh-Rh (25-ixm-thick) Anode-Filter Combination and a 100% Glandular Breast

Energy Breast Thickness (cm)

(kV) HVL 2 3 4 5 6 7 8 9 10 11 12

20 0.245 192 124 90 70 56 47 41 36 32 29 26
21 0.265 216 144 105 82 67 56 48 42 38 34 31
22 0.278 230 154 114 89 72 61 53 46 41 37 34
23 0.294 248 169 126 99 81 68 59 52 46 41 38
24 0.312 266 184 138 109 89 76 65 57 51 46 42
25 0.329 282 198 150 119 98 83 71 63 56 50 46
26 0.345 297 211 160 127 105 89 77 68 60 54 50
27 0.361 311 223 170 136 112 95 82 72 65 58 53
28 0.376 323 233 179 143 118 100 87 77 68 62 56
29 0.391 334 243 187 150 124 106 92 81 72 65 59
30 0.405 345 252 195 157 130 111 96 84 75 68 62
31 0.418 354 261 202 163 135 115 100 88 79 71 65
32 0.431 363 269 209 169 140 120 104 91 82 74 67
33 0.443 372 276 216 174 145 124 107 95 85 76 70
34 0.454 379 283 222 179 150 128 111 98 87 79 72
35 0.465 387 289 227 184 154 131 114 101 90 81 74
36 0.476 393 295 232 189 158 135 117 104 93 84 76
37 0.486 399 301 237 193 162 138 120 106 95 86 78
38 0.495 405 306 242 197 165 141 123 109 97 88 80
39 0.504 411 311 246 201 169 145 126 111 100 90 82
40 0.513 416 316 251 205 172 147 129 114 102 92 84

Note.-D.N values are expressed in millirad per roentgen. To convert to SI units (mGy • mGy-
1
), multiply by 873-1.

and Figure 1lb shows results for the 100% of added aluminum filtration. The HVL The DgN values for these high-energy
glandular breast. The x-ray spectra used ranged from 1.6 mm aluminum at 40 kV x-ray beams may be useful for calculating
for these calculations were generated by to 5.0 mm aluminum at 120 kV, with glandular breast dose in some general
using a spectral model developed by the an approximately linear relationship (r2 = diagnostic radiographic studies (lateral
author (26). General radiographic (tung- 0.998) between HVL. and kilovolt level, views) or in computed tomographic stud-
sten anode) x-ray spectra were computed where kV = 23.318 X HVL - 0.237. ies, if certain assumptions are made. One
from 40 to 120 k, with the assumption This relationship can be used to convert of the higher energy beams may be useful
of a 5% kilovoltage ripple (approximating HVL values to the kilovolt values in Fig- as the high-energy component of a dual-
an inverter generator), and with 2.5 mm ure 11. energy mammography system.
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Figure 11. Graphs show DgN values for conventional polyenergetic x-ray beams in which a tungsten anode and 2.5 mm of added aluminum

filtration are used. D•. values are shown for (a) 0% glandular breasts and (b) 1000/ glandular breasts.

TABLE 7

D9 N Values for W-Rh (50-gtm-thick) Anode-Filter Combination and a 0% Glandular Breast

EnergyBreast Thickness (cm)

(kV) HVL 2 3 4 5 6 7 8 9 10 11 12

20 0.338 342 258 202 164 136 116 1h01 89 79 71 65
21 0.365 368 282 224 183 153 131 114 100 90 81 74
22 0.392 392 306 245 202 170 146 127 112 101 91 83
23 0.420 415 328 266 221 187 161 140 124 111 101 92
24 0.444 434 347 284 237 201 174 152 135 121 109 100
25 0.462 447 360 296 248 211 183 160 142 128 116 106

26 0.477 457 370 305 257 219 190 167 148 133 120 110
27 0.489 465 378 313 264 226 195 172 153 137 124 113
28 0.500 472 385 320 270 231 200 176 157 141 128 116
29 0.509 478 391 326 275 236 205 180 160 144 131 119
30 0.518 484 397 331 280 241 209 184 164 147 134 122
31 0.527 489 403 336 285 245 213 188 168 151 137 125
32 0.535 494 408 342 290 250 218 192 171 154 140 128
33 0.544 499 413 347 295 254 222 196 175 158 143 131
34 0.552 504 418 352 300 259 226 200 179 161 146 134

35 0.560 509 424 357 306 264 231 205 183 165 150 137
36 0.569 514 429 363 311 269 236 209 187 169 154 141
37 0.577 519 434 368 316 275 241 214 192 173 158 144
38 0.585 524 440 373 321 280 246 218 196 177 161 148
39 0.593 528 444 379 327 285 251 223 200 181 165 152
40 0.601 532 449 383 331 289 255 227 204 185 169 .155

Note.-.DN values are expressed in millirad per roentgen. To convert to SI units (mGy mGy
1
), multiply by 873-1.

DISCUSSION and Wu et al (4). The comparison with mm in skin thickness (eg, 3-mm instead
Dance's results showed agreement within of 4-mm skin thickness) had an influence

In this study, Monte Carlo techniques about 1%, and comparisons with the of approximately 7% on the DgN values
were used to calculate DgN values. As data of Wu et al showed agreement and that a difference of 2 mm (eg, 2-mm
validation of the procedures used here, within a range of about 1%/-6%, depend- instead of 4-mam skin thickness) had an
D•N values for conventional mammo- ing upon breast glandularity. The influ- influence of 15%. As a consequence, the
graphic spectra were compared with the ence of skin thickness was evaluated (Fig difference between the DgN values of Wu
results of the seminal work of Dance (5) 8), and it was seen that a difference of 1 et al and those in the present study is
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TABLE 8
DN Values for W-Rh (50-ttm-thick) Anode-Filter Combination and a 100% Glandular Breast

Energy Breast Thickness (cm)

(kV) HVL 2 3 .4 5 6 7 8 9 10 11 12

20 0.338 271 182 133 104 84 71 61 54 48 43 39
21 0.365 296 203 150 118 96 81 70 61 55 49 45
22 0.392 320 223 167 132 108 91 79 69 61 55 50
23 0.420 342 243 184 146 120 101 88 77 69 62 56
24 0.444 361 260 199 158 131 111 96 84 75 68 62
25 0.462 374 272 209 167 138 117 101 89 80 72 65
26 0.477 384 281 217 174 144 122 106 93 83 75 68
27 0.489 392 289 223 179 149 126 109 96 86 77 70
28 0.500 399 295 229 184 153 130 112 99 88 80 73
29 0.509 405 301 234 188 156 133 115 102 91 82 75
30 0.518 411 306 239 193 160 136 118 104 93 84 76
31 0.527 417 311 244 197 164 140 121 107 95 86 78
32 0.535 422 317 248 201 168 143 124 110 98 88 80
33 0.544 427 322 253 206 172 147 127 112 100 91 83
34 0.552 433 327 258 210 176 150 131 115 103 93 85
35 0.560 438 333 263 215 180 154 134 119 106 96 88
36 0.569 443 338 269 220 185 158 138 122 109 99 90
37 0.577 449 344 274 225 190 163 142 126 113 102 93
38 0.585 454 350 280 230 194 167 146 130 117 105 96
39 0.593 459 355 285 235 199 172 151 134 120 109 99
40 0.601 464 360 290 240 204 176 155 137 124 112 102

Note.-DgN values are expressed in millirad per roentgen. To convert to SI units (mGy. mGy-
1
), multiply by 873-1.

TABLE 9
DgN Values for W-Pd (50-.rm-thick) Anode-Filter Combination and a 0% Glandular Breast

Energy Breast Thickness (cm)

(kV) HVL 2 3 4 5 6 7 8 9 10 11 12

20 0.341 345 260 204 166 138 117 102 90 80 72 66
21 0.369 371 285 226 185 155 132 115 102 91 82 75
22 0.396 396 309 247 204 172 147 128 114 102 92 84
23 0.424 418 331 268 223 189 162 142 126 113 102 93
24 0.452 439 352 288 241 205 177 155 138 124 112 102
25 0.478 458 371 306 258 220 191 167 149 134 121 110
26 0.497 471 384 319 270 231 200 176 157 141 128 117
27 0.514 482 395 329 279 239 208 183 163 147 133 121
28 0.527 490 403 337 286 246 214 189 168 151 137 125
29 0.539 497 410 344 293 252 219 193 173 155 141 129
30 0.550 503 417 350 298 257 224 198 177 159 144 132
31 0.560 509 423 356 304 262 229 202 181 163 148 135
32 0.570 514 428 362 309 267 233 206 184 166 151 138
33 0.579 520 434 367 314 272 238 211 188 170 154 141
34 0.588 525 439 372 319 277 242 215 192 173 158 144
35 0.597 530 444 378 325 282 247 219 196 177 161 148
36 0.606 534 449 383 330 287 252 223 200 181 165 151
37 0.615 539 455 388 335 292 257 228 205 185 169 155
38 0.624 543 460 393 340 297 261 233 209 189 172 158
39 0.632 548 464 398 345 301 266 237 213 193 176 161
40 0.640 552 469 403 350 306 270 241 217 197 179 165

Note.-DgN values are expressed in millirad per roentgen. To convert to SI units (mGy - mGy-
1
), multiply by 873-1.

smaller than typical differences in skin calculations of breast dose. Monoener- several digital mammography systems
thickness. getic results also were computed and are nearing the marketplace. Digital images

Once the results of the present study presented in Figure 10. These data may be allow the ability to retrospectively ma-
had been verified against existing results useful for computing the DgN values for nipulate the displayed contrast. While it
for conventional x-ray spectra, the meth- arbitrary x-ray spectra, including those is impossible to recover subject contrast
ods were used to extend DgN Monte Carlo that may be useful for dual-energy mam- that is not recorded by the detector, it is
calculations to 120 keV. A series of tables mography in the high-energy region. thought that the ability to enhance dis-
for possible mammographic spectral can- Mammography as a modality contin- played contrast retrospectively will be
didates has been provided to allow direct ues to mature, and, at present, there are useful in improving image contrast in the
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TABLE 10
DN Values for W-Pd (50-ttm-thick) Anode-Filter Combination and a 100% Glandular Breast

Energy Breast Thickness (cm)

(kV) HVL 2 3 4 5 6 7 8 9 10 11 12

20 0.341 274 184 135 105 85 72 62 54 48 44 40
21 0.369 299 205 152 119 97 82 70 62 55 50 45
22 0.396 323 225 169 133 109 92 79 70 62 56 51
23 0.424 345 245 186 147 121 102 89 78 69 63 57
24 0.452 366 265 203 162 133 113 98 86 77 69 63
25 0.478 385 282 218 175 145 123 106 94 84 75 69
26 0.497 398 294 229 184 153 130 113 99 89 80 73
27 0.514 409 304 237 191 159 135 117 104 92 83 76
28 0.527 417 312 244 197 164 140 121 107 96 86 79
29 0.539 424 319 250 203 169 144 125 110 98 89 81
30 0.550 431 325 256 208 173 148 128 113 101 91 83
31 0.560 437 331 261 212 177 151 132 116 104 94 85
32 0.570 442 336 266 217 181 155 135 119 106 96 87
33 0.579 448 342 271 221 185 159 138 122 109 98 90
34 0.588 453 347 276 226 189 162 141 125 112 101 92
35 0.597 459 353 281 231 194 166 145 128 115 104 95
36 0.606 464 358 286 235 198 170 149 132 118 107 97
37 0.615 469 364 292 241 203 175 153 135 121 110 100
38 0.624 474 369 297 245 208 179 157 139 125 113 103
39 0.632 479 374 302 250 212 183 161 143 128 116 106
40 0.640 483 379 307 255 217 187 164 146 131 119 109

Note.-DgN values are expressed in millirad per roentgen. To convert to SI units (mGy. mGy- 1), multiply by 873-1.

TABLE 11
DgN Values for W-Ag (50-t•m-thick) Anode-Filter Combination and a 0% Glandular Breast

Breast Thickness (cm)
Energy

(kV) HVL 2 3 4 5 6 7 8 9 10 11 12

20 0.330 336 253 197 160 133 113 98 87 77 70 64
21 0.357 362 277 219 179 150 128 111 98 88 79 72
22 0.383 386 300 240 198 166 143 124 110 98 89 81
23 0.410 408 322 261 216 183 157 137 122 109 99 90
24 0.436 429 343 280 234 199 172 150 133 120 108 99
25 0.463 449 363 299 252 215 186 164 145 131 118 108
26 0.489 467 381 317 268 229 199 176 156 141 127 116
27 0.509 480 394 330 280 240 209 185 165 148 134 123
28 0.526 491 405 340 289 249 217 192 171 154 140 128
29 0.541 499 414 349 298 257 224 198 177 159 145 132
30 0.554 507 422 356 305 263 230 204 182 164 149 136
31 0.566 514 429 363 311 269 236 209 187 168 153 140
32 0.578 520 435 369 317 275 241 213 191 172 157 143
33 0.588 526 441 375 323 280 246 218 195 176 160 147
34 0.599 531 447 381 328 285 251 223 200 180 164 150
35 0.609 536 453 387 334 291 256 227 204 184 168 154
36 0.619 541 458 392 339 296 261 232 208 188 171 157
37 0.629 546 464 398 345 301 266 236 213 192 175 161
38 0.638 551 468 403 350 306 270 241 217 196 179 164
39 0.647 555 473 408 355 311 275 245 221 200 183 168
40 0.655 559 477 412 359 315 279 249 225 204 186 .171

Note.-DgN values are expressed in millirad per roentgen. To convert to SI units (mGy - mGy-
1
), multiply by 873-1.

clinical setting. If this assumption proves number filtration are under investigation tungsten may become more common in
to be true after experience, it is likely that (and why the relevant DgN values are some digital mammography systems. To
some compromises in subject contrast reported here). At least one design under be fully evaluated, new spectra with un-
may be appropriate under some circum- commercial investigation involves a scan- conventional anode and filter materials
stances. For example, in women with ning slot beam of x rays; such a design will be studied for their influence on both
larger breasts, where dose levels are much places high heat-loading demands on the image quality and patient dose. The D5 N
higher, a shift to harder x-ray spectra may x-ray tube. Tungsten is a remarkable an- values reported here may be useful to-
be effective, and this is one reason why ode material because of its high melting ward that end.
tungsten anodes with higher-atomic- point, and this is another reason why It is likely that alternate spectra will
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TABLE 12
DN Values for W-Ag (50-1 im-thick) Anode-Filter Combination and a 100% Glandular Breast

Energy Breast Thickness (cm)

(kV) HVL 2 3 4 5 6 7 8 9 10 11 12

20 0.330 266 178 130 101 82 69 60 52 47 42 38
21 0.357 291 198 147 115 94 79 68 60 53 48 44
22 0.383 314 218 163 129 105 89 77 67 60 54 49
23 0.410 336 238 180 143 117 99 86 75 67 61 55
24 0.436 357 257 196 157 129 109 95 83 74 67 61
25 0.463 377 276 213 171 141 120 104 92 82 74 67
26 0.489 395 292 228 184 153 130 113 99 89 80 73
27 0.509 408 305 239 193 161 137 119 105 94 85 77
28 0.526 419 315 248 201 168 143 125 110 98 89 81
29 0.541 428 324 255 208 174 148 129 114 102 92 84
30 0.554 436 331 262 214 179 153 133 117 105 95 86
31 0.566 443 338 268 219 184 157 137 121 108 98 89
32 0.578 449 344 274 224 188 161 141 124 111 100 91
33 0.588 455 350 280 230 193 166 144 128 114 103 94
34 0.599 461 356 285 235 197 170 148 131 117 106 96
35 0.609 467 362 291 240 202 174 152 134 120 109 99
36 0.619 472 368 296 245 207 178 156 138 123 112 102
37 0.629 478 373 302 250 211 182 160 141 127 115 105
38 0.638 483 379 307 255 216 187 163 145 130 118 108
39 0.647 488 384 312 259 220 191 167 149 133 121 110
40 0.655 492 388 316 264 225 195 171 152 137 124 113

Note.-DgN values are expressed in millirad per roentgen. To convert to SI units (mGy- mGy- 1), multiply by 873-1.

continue to be studied to determine whether TABLE Al
further optimization of the mammo- Weight Fractions of Elements and Total Tissue Density as a Function of Glandular
graphic examination can be achieved, Weight Fraction
given various new technologic develop-
ments. Furthermore, there is a small group Glandular
of women who have a compressed breast Weight

Fraction Total Tissue
thickness ekceeding 8 cm; in these cases, (%) Density Hydrogen Carbon Nitrogen Oxygen Phosphorus
DgN tables were not available, and, for

0 0.9301 0.112 0.619 0.017 0.251 0.001such cases, x-ray spectra have not been 10 0.9399 0.111 0.576 0.019 0.294 0.001
optimized. 20 0.9501 0.110 0.532 0.020 0.336 0.002

This study was intended to provide 30 0.9605 0.109 0.488 0.022 0.379 0.002
clinical medical physicists, as well as re- 40 0.9711 0.108 0.445 0.023 0.421 0.003
searchers, with the tools needed to calcu- 50 0.9819 0.107 0.401 0.025 0.464 0.00360 0.9930 0.106 0.358 0.026 0.507 0.003
late glandular breast dose for any arbi- 70 1.0044 0.105 0.315 0.028 0.549 0.004
trary x-ray spectra in a simple but accurate 80 1.0160 0.104 0.271 0.029 0.592 0.004
manner. Efforts to computer fit these 90 1.0278 0.103 0.227 0.030 0.634 0.005
curves with adequate precision proved to 100 1.0400 0.102 0.184 0.032 0.677 0.005
be unsuccessful; therefore, the raw data Skin 1.0900 0.098 0.178 0.050 0.667 0.007

in Figures 9 and 10 and in Tables 1-12 will Source.-Reference 28.
be made available to all interested parties
via e-mail request.
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ABSTRACT

Purpose: The purpose of this investigation was to evaluate the feasibility of breast
CT in terms of radiation dose and image quality. Methods: Validated Monte Carlo
simulation techniques were used to estimate the average glandular dose. The
mammograms of 82 women were analyzed for average compressed breast thickness
and breast width near the chest wall, which allowed estimation of the corresponding
breast diameters for breast CT. The calculated photon fluence at the detector for high
quality abdominal CT (120 kVp, 300 mAs, 5 mm slice thickness) served as the
benchmark for assessing the necessary mAs and corresponding dose for breast CT.
Physical measurements of image noise were made using a 10 cm diameter Lucite
cylinder imaged in a clinical CT scanner from 10 to 300 mAs for 80, 100, and 120
kVp. CT contrast for breast cancer was evaluated from published data, and contrast
to noise (CNR) values were assessed as a function of breast dose. A cadaver breast
was imaged in coronal section, approximating the acquisition geometry of a proposed
breast CT scanner. Results: The average glandular dose (AGD) for 80 kVp breast
CT was comparable to that of two-view mammography for 5 cm breasts (compressed
breast thickness). For thicker breasts, breast CT dose was about one third less than
two view mammography. Maximum dose in mammography assessed in 1 mm3

voxels was far higher (20 mGy) than for breast CT (5.4 mGy) for a typical 5 cm, 50%
glandular breast. CT images for an 8 cm cadaver breast (AGD=6.3 mGy) were
subjectively superior to a digital marmmogram (AGD=10.1 mGy) of the same
specimen. Conclusions: The potential of high signal to noise ratio images with low
anatomical noise, obtainable at dose levels comparable with mammography, suggests
that dedicated breast CT should be studied further for its potential in breast cancer
screening and diagnosis.



INTRODUCTION Despite the conventional wisdom that
Mammography is used for breast cancer computed tomography would not be effective for

screening throughout the world, and the recent breast cancer screening, it is nevertheless
reduction in breast cancer mortality is largely generally accepted that CT is far better than
attributed to earlier detection[I-3]. Despite this projection radiographic techniques in terms of
success, many investigators have proposed non contrast resolution, indeed by about a factor of
x-ray screening approaches in the hopes of ten[23]. When the complex normal anatomy
achieving even earlier breast cancer detection. (structured noise) of the dense breast is factored

Imaging technologies explored for breast cancer into the analysis of contrast resolution, the
detection include scintimammography[4;5], tomographic nature of CT provides the powerful
positron emission tomography (PET)[6;7], ability of eliminating overlapping structures,
magnetic resonance imaging (MRI) [8;9], optical which are problematic in conventional
imaging[10], microwave imaging[ll], and mammography.
ultrasound imaging[12]. Each approach has its The purpose of this investigation was to
advantages and disadvantages, but so far no evaluate the feasibility of breast CT in terms of
other modality has been able to compete with radiation dose and image quality. Whereas a
mammography on the basis of detection host of other considerations such as diagnostic
performance, non-invasiveness, imaging time, accuracy, cost, and interpretation time remain to
and cost effectiveness. Consequently, many of be evaluated, dose and image quality are
these additional imaging tests are used in the fundamental to the potential of dedicated breast
clinical setting, after a screening mammogram or CT. Thus, we believe our investigation
a clinical breast examination has revealed a represents a necessary first step in the assessment
possible abnormality, of the potential of breast CT.

Despite its utility, mammography is not
without its limitations[13]. The most widely METHODS
cited downfall of mammography relates to its GEOMETRY
reduction in sensitivity for women with dense

breasts[14-16]. Imaging the dense breast with
good sensitivity has taken on more importance as
younger women are now screened routinely, as
the use of hormone replacement therapy has
expanded, and as genetic testing identifies •ii•:!•

younger women at high risk. Digital
mammography systems[17;18] have been
developed which have wider dynamic range than
screen-film mammography, in part to address the ••"•, .•'•
increased challenges of imaging the dense breast.
Results indicate that digital mammography may
lead to important incremental improvement in Ilat• •," ] I
cancer detection in the dense breast. . panel • r

x-ray tube
Computed tomography (CT) was detector NF"

studied in passing some years ago[19-22] for its
utility in breast cancer screening, however CT Figure 1: This figure shows the geometry of a CT

scanner customized for breast imaging, where thehas largely been dismissed from a practical role breast would be imaged in the pendulant position.
in breast cancer screening due to concerns about The inset is a side view close up, which demonstrates
radiation dose and cost effectiveness. Most that a swale in the table may allow imaging closer to
earlier studies used conventional CT scanner the chest wall.technology, where the images were acquired A plausible design for a CT scanner
axially and thus the x-ray beam had to penetrate tailored specifically for breast cancer screening
the thoracic cavity. Not only is a large amount is shown in Figure 1. The scanner should avoid
of non-breast tissue exposed in this geometry, exposing tissues in the thoracic cavity, which
leading to significant dose inefficiency, but necessitates that CT acquisition be performed in
cardiac and respiratory motion have the potential the coronal plane. Each breast would be scanned
to reduce image quality as well. individually, with the women laying prone on a



table and the breast to be imaged hanging thickness, which was printed onto the film, was
through a hole in the table, similar to the also recorded.
geometry of presently-available digital breast
biopsy systems. With the breast hanging in the MONTE CARLO SIMULATIONS
pendulant position, the x-ray tube and detector
arrays would rotate around the breast in the Previously validated[27;28] Monte
horizontal plane. In order to assure that breast Carlo techniques were used to assess the
tissues close to the chest wall and into the axilla radiation dose levels for dedicated breast CT.
are imaged, the x-ray tube and detectors would The SIERRA[27;28] (simple investigational
have to be positioned just below the bottom of environment for radiology research applications)
the shielded table. The table surface surrounding code was modified to emulate the acquisition
the cut-out for the breast would be engineered geometry of a dedicated breast CT scanner. The
with a swale to allow a portion of the chest wall influence of the x-ray spectrum was explicitly
to extend into the scanner field of view, to evaluated as part of the simulation process. In
provide adequate coverage of the breast (see order to estimate the appropriate amount of
inset of Figure 1). While gentle pressure beyond filtration for breast CT, x-ray spectral properties
gravity may be used to immobilize the breast and were measured on a commercial CT scanner at
to pull breast tissue away from the chest wall, our institution (General Electric Lightspeed,
breast compression as is used in mammography Milwaukee, WI). With the CT gantry in the
would not be necessary. parked position (with assistance from service

The coronal acquisition geometry of the personnel), the half value layer (HVL) was
dedicated breast CT scanner will allow the determined using type 1100 aluminum and an
reconstructed CT images to be sized to the ionization chamber (Keithley Triad, Cleveland,
dimensions of the breast. For example, for a 15 OH ) for 80, 120, and 140 kVp. The output of
cm diameter field of view, a 512 x 512 CT the CT x-ray tube (air kerma per mAs @
image would have pixel dimensions of -300 gm. isocenter) was also measured. Using a spectral
There is a trade-off in CT between image noise model appropriate for CT[29], the amount of
and voxel volume, and there is probably little added Al filtration was varied mathematically
clinical motivation for acquiring slice until the modeled spectra matched both the HVL
thicknesses less than 1 mm when standard 2D and output measurements of the commercial
viewing is used, since this would increase image scanner. The filtered spectral model was then
noise and generate more images to interpret, used for producing x-ray spectra from 30 to 140
Isotropic resolution (e.g. 300 Jtm x 300 gm x kVp in the Monte Carlo simulations.
300 ýim voxels) may however be useful in In CT, the dose for an axial CT slice at
concert with 3D viewing techniques, and could a given kVp is linearly related to the product of
be achieved using cone beam techniques[24] the x-ray beam current (mA) and acquisition
with flat panel detectors[25;26]. For routine time (s), commonly referred to as the mAs.
breast CT scanning, the slice thickness would Because the mAs is a part of the technique
likely be on the order of 1 to 2 mm. protocol on any CT scanner, the mAs was used

The pendulant breast would be in this study as a descriptor of x-ray beam
approximately cylindrical in shape, with slight quantity. The relationship between the output of
tapering in diameter anteriorly. The dimensions the x-ray tube (mGy or mR) and photon fluence
of the cylindrical breast were estimated based on at the isocenter of the commercial CT scanner
assumptions illustrated in Figure 2. The breast was determined as a function of the mAs at each
dimensions of a small cohort of 82 women were kVp (JAS, JMB), using physical exposure
evaluated in our breast clinic, based on measurements combined with spectral modeling
measurements taken from the film images. techniques.
Human use authority (exemption under category Radiation dose was computed using a
#4) was obtained for this activity. During cylindrical breast geometry with diameters
normal mammographic interpretation, a ranging from 6 cm to 16 cm, which span the
mammographer (KKL) measured the width of range of breast sizes which would likely be
the left breast image at the edge of the film encountered clinically. Breast composition of
corresponding to the width of the compressed 50% glandular and 50% adipose (a 50/50 breast)
breast near the chest wall, and recorded this was simulated using the data of
dimension on a form. The compressed breast Hammerstein[30]. The isocenter is the position

in space around which the x-ray tube and



detector arrays rotate, and was assumed to be To compute dose for a breast CT study,
coincident with the center of the breast cylinder, an estimate of the mAs necessary (at each kVp)
The x-ray source to isocenter distance was for providing clinically useful images was
assumed to be 54 cm, similar to a clinical CT required. Since the typical photon fluence levels
scanner at our institution. A fan beam of x-rays at the CT detector (which largely determines the
was incident on the right cylinder, with a 1 mm signal to noise ratio in the image) were unknown
thick fan beam positioned orthogonal to the to us, we used the example of a typical CT
central axis of the cylinder. The x-ray source was technique that is known to produce CT images
rotated in the simulation 3600 around the breast with high signal to noise ratio. A (non-helical)
cylinder, in 30 increments for a total of 120 CT technique for abdominal CT of 120 kVp, 300
different source positions. For each simulated x- mAs, 5 mm slice thickness, and a 32 cm
ray spectrum (i.e. kVp) and breast diameter, a diameter cylindrical water-equivalent phantom
total of 107 x-ray photons were tracked, and the was simulated. This technique was used in a
energy deposition in a grid of 1 cm x 1 cm x 20 computer simulation to determine the photon
cm voxels was tallied. The mean and standard fluence striking the center of the CT detector
deviation in breast dose was computed from 10 array, integrated over a 3600 rotation of the
Monte Carlo runs of 106 photons each, and these scanner. To maintain the same signal to noise
data were used to compute the coefficient of ratio (SNR) in breast CT as in the abdominal CT
variation (the ratio of the standard deviation to benchmark, the same photon fluence should be
the mean). For the evaluation of dose incident on the detector arrays. A simulation
homogeneity, the dose distribution was measured was performed for cylinders of 50% glandular
using 1 mm x 1 mm x 20 cm voxels. The out- tissue composition of various diameters (6 to 16
of-plane scattered radiation dose was tallied cm). The mAs necessary to deliver the same
regardless of its distance from the collimated CT photon fluence to the detector behind the breast
slice, along with the primary dose deposition. for a 1 mm thick CT image was evaluated for x-
This acquisition geometry is equivalent to the ray spectra between 40 and 140 kVp.
measurement of the multiple slice average dose The heterogeneity in dose for
(MSAD), which the computed tomography dose mammography and breast CT was evaluated
index (CTDI) seeks to approximate[3 1]. The (JMB) using 1 mm3  voxels, and for.1

CTDI measurement is the standard measurement mammography a rectangular cross-sectioned
protocol used by the CT industry (by Federal breast was simulated. The Monte Carlo
statute) and by medical physicists (by techniques described previously were used to
convention) in the assessment of CT dose. assess the dose distribution in CT, however in

The energy deposition of ionizing mammography the task is slightly more difficult
radiation due to photoelectric interaction and due to the orthogonal compression used in two
Compton scattering events was tallied in each view mammography. To simplify this
tissue voxel (JMB). Rayleigh interactions were computation, mammographic exposure to a
also tracked but these do not result in energy rectangular shaped breast (in coronal cross
deposition in the medium. The dose delivered in section) was simulated. The rectangular shape
the medium under study was corrected to the simplified the application of mathematical
glandular tissue dose using the energy dependent compression, as described below.
ratio of the mass energy attenuation coefficient A 50% glandular 5 cm compressed
of glandular tissue to that of the medium. This breast thickness was used, and the median breast
correction was performed on an interaction-by- width determined from the breast size analyses
interaction basis. The tallied energy (J) in each was assumed for the width dimension. A 4 mm
voxel was normalized by the mass of each voxel skin layer was also assumed[32]. Under
(kg) to determine the average glandular dose compression, the cross section of the breast was
(Gy). The dose was then normalized to modeled as a 5 cm x 19.4 cm rectangle, and
correspond to that delivered using 100 mAs, when uncompressed the breast cross section was
using the established relationship between warped using bilinear interpolation to a 9.85 cm
photon fluence and mAs at each kVp. The x 9.85 cm square, which is equal in area to the
resulting dose values are essentially CTDI rectangle. Monte Carlo techniques were used to
determinations, in mGy per 100 mAs. Average determine the dose deposition to the rectangular
glandular dose at other mAs settings could then cross-sectioned breast, and the resulting Monte
easily be computed from these data. Carlo depth-dose curve was computer-fit using

commercial software (Table Curve 2D, Jandel



Scientific, Corte Madera, CA). After breast denominator of the contrast to noise ratio to be
exposure in one direction (e.g. craniocaudal) was evaluated as a function of kVp and mAs.
performed, the rectangular breast was warped to Johns and Yaffe[35] measured the
a square, and then warped to a rectangle in the linear attenuation coefficients for fibrous
orthogonal direction (19.4 cm x 5 cm) for a (glandular) tissue, fat from the breast (adipose
second (e.g. mediolateral oblique) exposure. For tissue), and infiltrating ductal carcinoma
analysis of dose distribution, the breast was (cancer), for monoenergetic x-rays ranging from
warped back to the square orientation. A 26 kVp 18 keV to 110 keV at 8 different energies. In
molybdenum anode x-ray spectrum[33] filtered addition to this attenuation coefficient data, the
with 0.030 mm molybdenum and 3 mm Lucite elemental composition of the three tissues
(the compression paddle) was used. The (glandular, adipose, and cancer) were taken from
entrance skin exposure used in this computation Hammerstein[30], and mass attenuation
(17.5 mGy air kerma or 2000 mR) was coefficients were computed using the mixture
determined by interpolation from technique data rule[36] coupled with published attenuation
measured at our institution using 50% glandular coefficient data[37]. The mass attenuation
phantoms. For dose comparisons, an 11 cm coefficients of each of the tissue types were
diameter breast (equal area) was simulated for multiplied by the physical density (p) to compute
exposure using the breast CT geometry as the linear attenuation coefficient (LAC). The
described above, computer generated LACs for breast

tissue[30;35] were used to computer-fit the
EXPERIMENTAL STUDIES measured LACs reported by Johns and Yaffe,

A 10 cm diameter Lucite cylinder, 10 using least squares techniques and letting the
cm in length, was fabricated for this project. The physical density and the relative glandular
cylinder had two 12.7 mm diameter holes fraction vary as free parameters. Once the LAC
machined into it to accommodate a CT ionization versus monoenergetic x-ray energy was
pencil chamber, one at the center and one parameterized for each of the three tissue types,
centered 19 mm from the edge of the cylinder, x-ray spectra[29] from 30 kVp to 140 kVp were
The cylinder was positioned at the isocenter of a used to weight the LAC, resulting in the
commercial multislice CT scanner (GE effective LAC for each polyenergetic spectrum.
Lightspeed, Milwaukee, WI) with a CT chamber This was done for adipose, glandular, and cancer
(MDH 1015, 3 cc CT chamber, Monrovia, CA) tissues, as well as for water. Using the LACs for
placed in the center hole for measuring air each tissue type and for water, the corresponding
kerma. At 80, 100, and 120 kVp, CT scans were CT# was computed using the formula[23]:
made at a series of 14 exposure levels ranging
from 10 mAs to 300 mAs. Images were acquired
on the scanner using the detail reconstruction CT# = 1000 / -
filter[34], with a 10 cm field of view, /1w

corresponding to pixel dimensions of 195 jim x where the CT# (also called Hounsfield Unit) is
195 jim. The slice thickness was 1.25 mm at for the tissue with LAC /, and A, is the LAC of
isocenter of the scanner. water.

For each image acquired, three regions Contrast to noise ratios (CNR) were
of interest (ROls) were evaluated (JMB, JAS) computed using differences in CT# as contrast,
using commercially available image analysis and the noise measurements parameterized from
software (EFILM, University of Toronto). The experimental measurements as noise. The CNR
root mean square (RMS) standard deviation values were converted to the signal to noise ratio
(noise) in each of the ROIs was recorded, and the (SNR) for different size objects using the well-
average noise value (aCT#) of the three ROIs was known Rose relationship [38]:
computed for each image. The noise was fit as a
function of mAs (cy = a (mAs)b) using SNR = CNR x N
commercially available software (Freelance 97,
Lotus Corporation, Cambridge, MA), and these
data allowed ncr# to be computed as a function
of mAs or of dose for each kVp. These
measurements of CYCT# (noise) allowed the



where N is the number of pixels corresponding to Mark IV). The system used a technique of 32
the breast cancer lesion. For lesion diameter d kVp, 226 mAs, with a molybdenum anode and

2 rhodium filter. The relationship between mAs
and pedimension A, N [1 and air kerma entrance exposure to the breast

4pixel d A was determined, and this value was used to

LA] calculate the entrance kerma to the breast.
Published tables[32] were used to estimate the

CADAVER BREAST IMAGING average glandular dose for the cadaver breast.
A cadaver breast was acquired under

proper authority at our institution. The breast RESULTS AND DISCUSSION
was removed from the cadaver with the
pectoralis major and minor attached, and was
immediately fixed in 5% fomalin. The pectoralis Compressed Breast Pendulant Breast
muscle with the accompanying skin flap was in Mammography in Breast CT
sutured onto stiff cardboard using plastic ties, in
order to position the breast in a more natural
position during CT scanning. The breast was
placed in the head holder of a clinical multi-slice T
CT scanner (General Electric Corporation,
Lightspeed, Milwaukee, WI), with the long axis
of the cylinder of the breast parallel to the table
motion. The breast was scanned at 80 kVp, with
one acquisition taken at 50 mAs and without Dia

repositioning, another acquisition was acquired Figure 2: The geometry of the breast in
at 80 mAs. Non-helical images were acquired mammography (top left) and in breast CT (top
using a 1.25 mm slice thickness, and a 15.5 cm x right) is illustrated. T is the thickness of the
15.5 cm field of view was reconstructed. This compressed breast, and S is the width of the
resulted in pixel dimensions of 303 pm x 303 breast at the edge of the mammogram. The area
pm. Images were reconstructed using both of the hatched region on both diagrams is the
standard and detail reconstruction filters. same. These shapes were used to convert

The images were transferred to a compressed breast thickness (in mammography)
imaging workstation for display and analysis. to breast diameter (for CT).
Software was written which loaded the CT
images into a volume data set, and coronal, axial,
and sagittal views were generated. The viewing BREAST MEASUREMENT RESULTS

software could average any number of adjacent The average breast width was 19.4 cm
images at any location in the volume, to create (a = 2.82 cm), and was only poorly correlated
thicker slices. with breast thickness (r2  0.159). The

For comparison images and dosimetry, magnification factor was not taken into
the cadaver breast was placed under compression consideration here, and so our estimates of the
in a clinical mammography system and imaged physical breast dimensions are slightly high
using a prototype Fuji Computed Radiography (-5%). This will serve to error towards more
(CR) system designed for digital mammography. conservative, higher dose estimates. The area of
The dedicated mammography imaging plate was the approximately rectangular cross section of
read out using a clinical CR reader (Fuji CR the breast in mammographic compression was
5000, Fuji Medical, Tokyo) with prototype assumed to be equivalent to the area of the
software customized for digital mammography cylindrical pendulant breast (Figure 2), and the
and used 100 pm pixels. The compressed breast resulting diameter of the breasts were related to
thickness averaged 8.0 cm in two placements in breast thickness T using:
the compression device. The mamrmographic /19.4 x T
radiation dose to the breast was estimated using Diameter = 2 1. = 4.97 T
an 8 cm thick phantom designed to emulate a 7C
50% glandular and 50% adipose breast (CIRS,
Norfolk, VA). This phantom was imaged using
the auto-kV/auto-filter mode on a MQSA
certified clinical mammography system (Lorad



MONTE CARLO RESULTS simulations. For the typical breast diameter of
10 to 12 cm, at 80 kVp the mAs required to

•25 1 produce a high quality breast CT image ranges
E Huda 16 cm/, from72 to 110 mAs.
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Figure 3: The average glandular dose per 100 20 40 60 80 100 120 140
mAs was determined using Monte Carlo kVp
techniques, and is shown as a function of kVp Figure 4: The mAs required to produce constant
for different breast diameters (lines). Good SNR images for 50% glandular/50% adipose
correspondence is seen in comparison with the breasts of various diameters is shown as a
published dataofHuda, function of kVp. The mAs values shown

produce the same photon fluence at the CT
Figure 3 illustrates the mean glandular detector as a typical clinical CT examination

breast dose per 100 mAs as a function of kVp. where image quality is known to be excellent.

The data in this figure include the inherent

inefficiencies in x-ray production at lower kVps
(in terms of air kerma per mAs), which are
compounded by the fact that 8 mm of added 216
aluminum filtration was used at all kVps. The 14
glandular dose per 100 mAs, which is essentially • 12
a Monte Carlo determination of the CTDI values e 10

for breast CT, is not strongly dependent upon the
diameter of the breast. Data for breast diameters 8
of 8 cm and 14 cm are shown. Data for 64 6cm
intermediate breast diameters were computed *.. 4 . 12cm

and fall between the two curves, but are not CZ 10cm

plotted in Figure 3 for clarity. The CTDI values > 2 8cm

reported by Huda[39] for a 16 cm head phantom 0
are shown for comparison as the solid circles in 20 40 60 80 100 120 140

Figure 3. Huda's values were converted from kVp

dose to Lucite to dose to glandular tissue, using Figure 5: The average glandular dose is shown
the ratio of mass energy attenuation coefficients. as a function of kVp, for 4 breast diameters. The
There is excellent agreement with Huda's CTDI data in this figure is the product of the data
values considering that the x-ray beam filtration, shown in Figures 3 and 4, with proper
f-factor, and diameter were slightly different, normalization. The typical dose for two view

Figure 4 illustrates the mAs necessary mammography for a 4 cm compressed breast
to achieve good image quality in breast CT as a (which corresponds to the 10 cm diameter breast
function of kVp. The necessary mAs (at each in CT) is illustrated as the dashed line. CT dose
kVp) was computed, matching the photon is seen to be comparable to that of two view
fluence at the CT detector array to that of a high mammography.
dose clinical examination known to produce
excellent image quality. Since these data were Figure 5 shows the average glandular
produced using computer simulation, no dose dose necessary to produce a 1 mm breast CT
inefficiencies due to post patient collimation or slice with good image quality. The data in
multi-slice[40] detector/beam geometry were Figure 5 are the product of the curves (at the
included in either the abdominal or breast CT same breast diameters) shown in Figures 3 and 4,



with proper normalization. Breast CT requires computed using clinical techniques appropriate
only one acquisition, whereas screening for each breast thickness at our institution. The
mammography performed in the United States published values from Wu[41] for 25 kVp and
makes use of two nearly orthogonal projections. 30 kVp mammography are also shown, and
Whereas the dose in breast CT at low kVps was compare well with the UCD results when the
extremely high, at 80 or 100 kVp the dose for differences in kVp are considered. The
breast CT is comparable to that of two-view calculated breast CT doses are shown with 95%
mammography. For example, a 4.5 cm thick confidence intervals (±2aY). For breasts greater
compressed breast may receive an average than about 5 crn, breast CT at 80 kVp is seen to
glandular dose in mammography of -2.0 mGy deliver less breast dose than mammography.
per view, for a total of 4.0 mGy. The The median breast thickness determined from the
corresponding breast diameter is 10.5 cm, and at analysis of 82 women was 5.2 cm, and so about
80 kVp the average glandular dose for breast CT 50% of women have breasts larger than 5 cm.
is also about 4.0 mGy. Figure 5 illustrates that The dose benefit of breast CT increases for
women with larger breasts will experience larger women with even thicker breasts, for example
doses in breast CT, and this assumes that the the breast CT dose at 80 kVp for a 6 cm thick,
mAs is increased as the breast diameter increases 50% glandular breast (5.8 mGy) was 26% less
in order to maintain constant image SNR. The than that of two-view mammography (7.8 mGy).
automatic exposure control systems on For a 8 cm thick breast, the CT dose (8.3 mGy)
mammography machines increase the entrance was 29% lower than mammography (11.6 mGy).
kerma for larger breasts as well, and therefore Dose levels for CT at 100 and 120 kVp are even
women with larger breasts experience larger x- lower. The coefficient of variation of the breast
ray doses in mammography. For both CT doses (averaged across the breast diameters)
mammography and breast CT therefore, dose were 0.44%, 0.5 1%, and 0.39%, for the 80 kVp,
increases with breast size. 100 kVp, and 120 kVp data, respectively.
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Figure 7: The distribution of glandular dose isFigure 6: The average glandular dose is shown shown as a function of position for both

as a function of compressed breast thickness for m mograp a n breast C.T brtC

two view mammography and breast CT. Dose dose apri de nrat a Tually

computed by Wu et al[41] at 25 kVp and 30 kVp homogeneous distribution of dose to each voxel

are shown for comparison. The "UCD mammo"

data reflect realistic clinical mammography doses in the breast, and this is a consequence of the
source rotating around the breast during CT

measured at our institution. Breast CT doses acquisition. The combination of the nearly

(shown with 95% confidence limits) are lower orth ona CC andbMLatiew r t the

than two-view mammography for breasts larger orthogonal CC and MLO views results in the

than 5 cm, and are only slightly higher for markedly heterogeneous dose distribution in

smaller breasts. mammography. The dotted lines labeled a, b,
and c on the graph correspond to the

Figure 6 shows a comparison of average The average glandular dose has become
glandular dose versus breast thickness between the standard metric for assessment of dose in
two-view mammography and breast CT. The mammography, however this parameter masks
curve marked "UCD mammo" illustrates doses



the large spatial differences in radiation dose in CT image noise for a 10 cm Lucite
the breast that occur in mammography. Monte phantom is illustrated in Figure 8. The inset
Carlo techniques were used to evaluate the dose shows a CT image of the phantom, and the
distribution in both breast CT and two-view position of the three region of interests that were
mammography. The CT dose profiles shown in used to compute the noise. The CT# noise (aTCT#)

Figure 7 illustrate that dose to the breast during is greater at low mAs, as expected, and at the
breast CT was very homogeneous. The 80 kVp same mAs (YCT# is higher for lower kVps,
breast CT doses were slightly higher than those indicating a reduced number of x-ray photons
at 100 and 120 kVp, which was expected since reaching the detector at lower kVps. The power
the mAs at 80 kVp was increased to maintain regression lines (Y=aXb) using least squares
SNR. The dose distribution for mammography criterion for fittingdemonstrated excellent
is also shown in Figure 7. The comer of the correlation to the measured data points, with r2

breast that was near the entrance x-ray beams for values of 0.998, 0.998, and 0.999, for the 80
both the CC and MLO views received the kVp, 100 kVp, and 120 kVp curves,
highest dose, while the opposite comer received respectively. The slopes of these log-log curves
the lowest. While the average glandular dose for were determined to be essentially -'2 (mean = -
a 5 cm breast is very similar between breast CT 0.508, c = 0.0055), which is consistent with
and mammography, there is a huge amount of quantum limited behavior of the CT scanner,
spatial variation in the dose received to the breast where:
in mammography. Quantitative analysis of the
dose histograms for two-view mammography k
indicated that 5% of the breast received an O'cT# -

average of 14.2 mGy (1.4 rads), and 20% of the mAs
breast received a mean glandular dose greater
than 10 mGy (1 rad). This is not surprising, and where k is a constant of proportionality. The
given the low x-ray energies (and high data shown in Figure 8 allowed the
attenuation) used in mammography. parameterization of noise versus mAs and noise

versus dose, which was useful for subsequent
EXPERIMENTAL RESULTS computation of CNR and SNR versus dose.
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Figure 8: The standard deviation (noise) in the 20 40 60 80 100 120 140

CT number of a 10-cm diameter Lucite cylinder kVp

are shown as a function of mAs for three kVps. Figure 9
The standard deviations were determined from 3 The CT numbers for breast cancer, glandular
elliptical regions of interest on the CT images, as tissue, adipose tissue, and water are shown
indicated on the inset. This graph is shown with weighted for different kVp.
logarithmic axes, and the slope of each best-fit
line is -½/2, which is consistent with dose limited Relevant linear attenuation coefficients
performance of the scanner. These data were for polyenergetic CT spectra are illustrated as a

used to characterize the noise in the image as a function of kVp in Figure 9. The contrast of
function of mAs and kVp. cancer on a CT image is the numerical difference

between the CT number of cancer and that of the
background tissue (adipose or glandular tissue).
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Figure 10: (A) The contrast to noise ratio of the Lesion Diameter (mm)
breast cancer lesion against an adipose tissue Figure 11: The SNR of a breast cancer lesion
background is shown as a function of dose for positioned in a glandular breast tissue background is
breast CT. At a dose of 4 mGy, the contrast to shown as a function of lesion diameter. This data
noise ratio is about 14 at 80 kVp. was calculated assuming 300 ýim x 300 [rm pixels, a

detail reconstruction filter, and an average glandular
dose of 4 mGy delivered to a 10 cm diameter breast.

Cancer over Glandular Tissue The SNRs shown here confirm, based on the Rose
3 criterion, that high SNR CT images can be acquired

at clinically acceptable doses.

The SNR of breast lesions against a
U 2glandular tissue background was calculated from

. 80. k the CNR and pixel count per lesion, and is
S1 1shown in Figure 11. This calculation assumes a

homogeneous breast background, where the
anatomical (structure) noise resulting from

0 . . . .................. normal breast parenchyma was considered
0 1 2 3 4 5 6 7 8 9 10 negligible. The actual SNR would be reduced

Dose (mGy) due to the presence of anatomical noise.

Figure 10: (B): The contrast to noise ratio is shown
as a function of dose for breast cancer legion CADAVER BREAST CT RESULTS

against a glandular tissue background. At a dose After scanning the breast at 50 mAs and

of 4 mGy, the contrast to noise ratio (per pixel) is 80 mAs, it was realized that this breast was
approximately 2.5. larger than the median breast and a higher mAs

should have been used. Since the 50 mAs and
80 mAs acquisitions were performed without

The contrast to noise ratio (CNR) was repositioning, it was possible to simply add both
calculated as a function of average glandular image sets together, image by image, to
dose to the breast, for 80, 100, and 120 kVp, and synthesize CT images equivalent to 130 mAs
is shown in Figure 10. The CNR for breast acquisition at 80 kVp. Figure 12 illustrates a
cancer against an adipose background is shown selection of four coronal CT images of the
in Figure 10A, and the CNR for breast cancer cadaver breast. The estimated average glandular
against a glandular tissue background is shown dose from CT was 6.32 mGy for this relatively
in Figure lOB. At a dose of 4 mGy (i.e. two large breast. As the scan plane approached the
view mammography for a typical breast), the posterior region of the cadaver breast specimen,
CNR at 80 kVp is 14.5 for cancer over adipose dark regions on the image were visible which
tissue (Figure 10A), and is 1.85 for cancer correspond to air pockets. These artifacts are
against a glandular tissue background (Figure clearly a consequence of using a cadaver breast,
10B). and would not be a factor in imaging live



women. The mammography dose for this 8 cm similar in overall appearance. For comparison, a
thick breast was estimated as 5.06 mGy for the breast CT image reformatted to the axial
CC view, and thus for standard two view projection is shown in Figure 13C. The ductal
mammography, the total average glandular dose structures that are clearly visible in Figure 13C
would be 10.1 mGy. In comparison, the breast are impossible to discern in the other two
CT dose to this breast was estimated at 6.32 images. These images demonstrate the
mGy. Therefore, the CT images shown in Figure exceptional detail that tomographic images can
12 were acquired with 37% less mean glandular provide of the breast. The CT images, when
dose than routine two-view mammography. overlaid on each other to produce a projection

A digital mammogram of the cadaver image, suffer from the same tissue-overlay
breast is illustrated in Figure 13A. The CT problems as the mammogram. This suggests that
volume data set was used to generate a digital the problems frequently mentioned in the
mammogram, albeit of low resolution, and this literature concerning mammography of dense
image is illustrated in Figure 13B. Other than breasts[14-16] are mainly due to the complicated
the difference in spatial resolution and lack of overlapping structures, and are secondarily
compression in the CT data, the calculated related to the mode of detection.
projection image through the CT data set is

Figure 12: Four coronal CT images of a cadaver breast are shown. These images were acquired on a
clinical CT scanner using 80 kVp and the equivalent of 130 mAs, with a slice thickness of 1.25 mm and
pixel dimensions of 303 [tm x 303 [im. The detail reconstruction filter was used. These images
demonstrate far greater detail than that seen in mammograms. Air artifacts are a results of breast fixation
and storage. Images A through D illustrate different coronal planes in the breast, from anterior (A) to
posterior (D).



Figure 13: The cadaver breast was imaged using digital mammography (A), and the CT data set was used
to compute a projection "mammogram" (B). The coronoal CT slices were reformatted to the axial plane,
and (C) is a mid-breast axial slice. In comparing these images, it is apparent that the depiction of detail in
the breast is related less to the mode of detection than to the fact that overlaying tissue (as in images A and
B) significantly obscures the visualization of anatomical structure (and probably breast cancer) in the
breast. The fixation fluid produced a line artifact when the breast was compressed for mammography
(arrow in Image A).

from the breast in mammography, compared

DISCUSSION with 96 keV in breast CT (a factor of 5.8 better

Radiation dose to the breast is a crucial x-ray energy penetration). CT is a high SNR

issue in the context of breast CT feasibility, imaging technique requiring relatively high

Figure 6 shows a comparison of breast CT dose photon fluence to the detectors, however the

versus the average glandular dose due to two higher beam energy and commensurate increase

view mammography, and breast CT in penetrability of the proposed breast CT

demonstrates lower doses than mammography spectrum more than compensates for this. The

for breasts greater than 5 cm. While the data results of this research clearly demonstrates that

shown are experimental, the mammography high quality breast CT can be performed at dose

doses are well established and the CT dose levels that are equivalent to, or lower than,

computations are completely consistent with present daymammography.
The dose homogeneity in breast CT is

published CTDI values. Compare the tpical far greater than in mammography. For nearly
mammography setting of a 5 cm compressed identical average glandular doses, the peak dose

breast with a 26 kVp Mo/Mo x-ray beam, with levels for an appreciable portion of the breast are

the corresponding 11 cm breast diameter and an far higher in mammography than the peak levels
80 kVp x-ray beam as proposed for breast frhge nmmorpyta h eklvl
CT[33;37]. For 1000 input photons to the breast, in breast CT. If radiation risk truly is a linear no-
CT[134 Foimary 1000 t photons te te boreast, threshold phenomenon as assumed by regulatory
14 primary photons emerge in mammography, bdete h ik ewe amgah

compared with 90 in breast CT (a 6.3-fold bodies, then the risks between mammography
increase in photon penetration). In term-s of and breast CT are equivalent. However, if
increaseinphoton aspenetration). In eterm t oradiation risk is non-linear as some
energy fluence, for a spectrim with an entrant radiobiological data suggests[42], then the
energy fluence of 1000 keV (integral of entire radiation risk of breast CT would be lower than
spectrum), 17 keV of primary radiation emerges



that of mammography, due to the greater dose resolution for mammography in the dense breast.
homogeneity. What the optimum tradeoff is between these

In addition to the use of well- parameters for clinical cancer detection remains
validated[27;28] Monte Carlo studies, to be studied.
experimental measurements were made of the Breast compression is a necessity in
noise properties in breast CT, and published data mammography, however, many women have
were used to evaluate the contrast properties of substantial apprehension of compression, and
breast CT. Combining the contrast and noise hence of mammography[49-51]. Breast CT
data, the contrast to noise ratios and would not require compression, as it is not
corresponding signal to noise ratios for small needed to produce high quality images, nor can
breast cancer lesions are impressive. The Rose traditional compression be used for advantage
Criterion states[43] that an object will be almost given the rotational acquisition requirements of
certainly be detected if the SNR exceeds 5, and CT. Since compression is not required in breast
using this criterion, lesions down to 2 or 3 mm in CT, it may be better tolerated than
diameter may be easily detectable in breast CT. mammography by some women.
By comparison, the median lesion diameter Microcalcifications are the sole basis
detected using screen-film mammography has for diagnosis in a significant minority (-19%) of
been reported to be between 11 mm and 16 breast cancers[52], and it remains to be seen how
mm[44-46]. These calculations are of course for well breast cancers with microcalcifications can
the simple case where the background image be detected using CT. It would be possible with
behind the lesion is homogeneous, clearly not the flat panel cone beam acquisition techniques to
case in most breast imaging. This is where the produce high resolution images during the CT
power of tomography comes to play: By scan, which could provide better spatial
reducing overlapping normal anatomy, the image resolution for microcalcification detection than
background in breast CT (Figure 13) is far more the reconstructed CT images. The fundamental
homogeneous than in mammography, where importance of microcalcification detection in
overlapping breast parenchyma produces a very cancer screening may be overestimated because
complicated normal breast background. The this is what mammography happens to excel at.
problem is worse for dense breasts. For an 11 More research is warranted, but it is certainly
cm diameter (median) breast and axially possible that improvements in contrast resolution
formatted slices, 1 mm thick CT slices would with slight compromises in spatial resolution
reduce the volume of underlying and overlying may yield better overall cancer detection rates.
tissue by a factor of 110. While the amount of Rose's criterion[53] states that objects
structured noise that the 109 out-of-plane slices will be seen with high confidence when their
contribute to the projection image (but not to the SNR is greater than about 5. Figure 11
CT slice) depends upon the distribution of breast demonstrates that a 1 mm breast cancer lesion,
density, the combination of the improved SNR laying against glandular tissue background,
and the approximately ten-fold reduction in would have a SNR of about 5. When the added
structured noise (-100 fold reduction in anatomical noise is included, it is likely that
variance) suggest that the early breast cancer SNR levels will decrease and slightly larger
detection performance of breast CT may be lesions will be required to reach a SNR of 5 - the
impressive, point where they would easily be detectable. If

breast CT were to demonstrate with median
OTHER ISSUES detection of 5 mm lesions, for example, this

Digital tomosynthesis is a limited angle would advance early detection by 0.93 years
tomography technique that has been studied for compared to 11 mm lesions (as in
use in breast screening[47;48]. While extremely mammography), assuming a doubling time of
promising, the potential of tomosynthesis in 100 days[54]. Median detection of 3 mm lesions
mammography has yet to be fully understood. It would result in a 1.5 year advantage in earlier
is likely that dedicated breast CT will result in detection. The potential for much earlier
significantly less structured noise than detection has important ramifications for
tomosynthesis, due to the much thinner reducing morbidity and mortality of breast
tomographic slices that CT produces. cancer. For example, a 5 mm diameter lesion
Tomosynthesis will likely provide better spatial has just 9.4% of the cell count of an 11 mm
resolution but worse contrast resolution than CT, lesion, and a 3 mm diameter lesion represents
and less spatial resolution but better contrast just 2% of the cells in an 11 mm tumor.



In summary, it has been a general scintimammography and its relationship
perception for over two decades that breast CT to other detection methods for breast
would be radiation dose prohibitive for breast cancer. Cancer Biother Radiopharm
screening. In this investigation, the radiation 1999; 14:435-442.
dose resulting from a proposed breast CT (5) Yutani K, Shiba E, Kusuoka H, Tatsumi
scanner design was found to be comparable or M, Uehara T, Taguchi T, Takai SI,
less than the doses experienced in routine Nishimura T. Comparison of FDG-PET
mammography. Analysis on phantom CT with MIBI-SPECT in the detection of
images also showed that the CNR and SNR of breast cancer and axillary lymph node
breast cancer would be high at reasonable dose metastasis. J Comput Assist Tomogr
levels. CT images of a cadaver specimen, 2000; 24:274-280.
acquired in the coronal plane at dose levels less (6) Rostom AY, Powe J, Kandil A, Ezzat
than mammography, show promise by subjective A, Bakheet S, el Khwsky F, el Hussainy
inspection, however clinical studies are clearly G, Sorbris R, Sjoklint 0. Positron
needed to scientifically evaluate the potential of emission tomography in breast cancer: a
breast CT for breast cancer screening. In our clinicopathological correlation of
opinion, the development of breast CT results. Br J Radiol 1999; 72:1064-
technology using modem detector systems is 1068.
needed so that such studies can be initiated. (7) Flanagan FL, Dehdashti F, Siegel BA.

PET in breast cancer. Semin Nucl Med
1998; 28:290-302.
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