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ABSTRACT

This report updates several high-frequency acoustic models used in simulations and
system design by Navy torpedo and mine countermeasure programs. The models
presented augment and supersede those given previously in APL-UW technical note 7-79
(August 1979) and its successors, APL-UW technical reports 8407 and 8907. The report
addresses the interaction of high-frequency acoustic energy with the ocean’s volume, sur-
face, bottom, and ice. It also addresses ambient noise generated by physical processes at
the ocean surface and by biological organisms. The results are given in a form that can be
exploited in simulations. The relevant fundamental experimental and theoretical
research by APL and others upon which these models are based is available in the refer-

ences.
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A. BACKGROUND AND HISTORY

This report is a revision of APL-UW TR 8907 and provides an up-to-date record of
the environmental acoustic models used in simulation studies at the Applied Physics
Laboratory, University of Washington. The report addresses the interaction of sound
with the ocean’s volume, surface, bottom, and ice and discusses ambient noise generated

by processes at the ocean surface and by biological organisms.

The document is divided into five sections:

Volume (sound speed, attenuation, backscattering),
Surface (sea state, backscatter, forward loss, ambient noise),

Biological Ambient Noise (general frequency distributions, noise levels of snap-

ping shrimp, other invertebrate noise sources),
Bottom (model inputs, forward loss, backscatter, bistatic scatter),

Arctic (sound speed and attenuation [in ice], scattering and energy loss from

unridged ice, ice keels, ice keel reflections).

As an aid to the users of previous versions of this document, a synopsis of changes found

in each section is given below.

Volume: The order of preference for sound-speed models has changed. Argu-
ments for the order are given; however, several models are still listed as possibilities, and
the final decision is left to the user. The backscatter model gives more detailed regional

recommendations.

Surface: The backscatter model has undergone significant revision, including
notational changes. The general form now consists of two terms: Gy, or the scattering
due to bubbles, and G,, or the scattering due to interface roughness. Both of these terms
are estimated by submodels which have also been revised. The forward loss model has

been revised to include a wind-speed dependent threshold for wave breaking and

TR 9407 1
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subsequent production of bubbles, and different wind-speed and frequency dependencies.
This model assumes isovelocity conditions in the upper 10 m of water. An alternate ver-
sion is also available for general sound-speed profiles and accommodates ray vertexing
near the surface. Minor changes have been made in the model for the time spread in for-
ward scattering. There have been changes in the coefficients in the ambient noise model
that depend on wind speed and rain rate. The model assumes the same form as the previ-

ous version, however, and therefore can be easily adapted.

Biological Ambient Noise: This is a completely new section. Its primary
emphasis is on the distribution, levels, and spectra of ambient noise caused by snapping
shrimp. This ambient noise source can dominate all others in some shallow water

environments.

Bottom: The forward loss and backscattering models are unchanged. The bistatic
model is new; however, many of the parameters used to drive the model are the same as
those for the forward loss and backscattering models. The bistatic model is capable of
treating all scattering geometries, including forward and backscattering. Thus, if desired,
the user can replace the forward loss and backscattering models by this one bistatic
scattering model. It is important to note that the results obtained using the bistatic model
in the forward and backward directions are consistent with the forward loss and back-

scattering models.

Arctic: New equations are given for sound speed and attenuation in ice. A for-
ward scattering model is given that uses the same high-frequency approximation used in
the ‘‘Surface’’ section. This allows calculation of the pulse elongation seen when an

acoustic signal is forward scattered off nonridged ice.

B. GUIDE FOR QUICK ENGINEERING ASSESSMENT
CALCULATIONS

This guide is intended to allow quick access to equations useful in preliminary assess-
ment calculations so that the engineer/scientist can perform overview calculations (e.g., the

sonar equation) without undue delay. In this guide, the reader is directed, by page number,

2 TR 9407
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to specific equations and figures that can be used in such calculations. Some users may find

it useful to compile the appropriate pages in a quick reference document.

1. Volume

Speed of Sound in Water

Use the Mackenzie equation on page I-3.

Absorption Coefficient in Water

Use Table 2 beginning on page I-8. This table is for zero depth. It can be used to
100-m depth with negligible error. It gives attenuation values at temperatures and

salinities most often seen in the ocean.

Backscattering

Deep Ocean
Use values given in the first two paragraphs on page 1-16.

Shallow Water (less than 200 m deep)

Use values as described on page 1-19 in the first paragraph and in the following

paragraphs that continue on page I-21.

Ice Covered Regions

Use value given on page I-21.

2. Surface

Backscattering

For frequencies between 15 and 35 kHz, Figure 2a on page II-11 gives useful backscat-
tering strengths as a function of angle for wind speeds from 3 to 15 m/s. Likewise, Fig-
ure 2b (page II-11) can be used to determine backscattering from 50 to 70 kHz. As
indicated by Figure 1 on page II-5, over 80% of oceanic winds fall within this 3 to
15 m/s wind-speed window. For other conditions, Egs. 1-16 on pages II-5 to II-10

must be used.

TR 9407 3
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Spectral Spread in Backscattering

Use Figure 9 on page II-18 to estimate the normalized spread (Eq. 19 on page II-16) as
a function of rms wave height. Wave height is related to wind speed by Eq. 22 on page
II-17. Figure 9 is for a grazing angle of 60° and an up/down wave direction. For other

conditions, use Eqs. 19-24 on pages II-16 and II-17.
Forward Loss
Use Eq. 27 on page II-20 along with the definition of SBL(dB) in Eq. 28 on page II-21

to calculate forward loss as a function of wind speed and grazing angle.

Time Dependence of Forward Scattered Energy

This is for cases where the pulse elongation seen in the forward scattered signal is
important (in addition to the forward loss). Use Eqs. 40-42 on pages I1-29 and II-30.
Compare results with Figure 14 on page 11-32.

Frequency Spreading Associated with Forward Scattering

Use Eq. 43a on page II-33.

Ambient Noise in Isovelocity Deep Water— Without Rain

Use curves of Figure 17a on page II-43 that are associated with Eq. 53. That figure
shows the pressure received at an omnidirectional hydrophone as a function of fre-

quency for sea states 0 to 6. Use Table 2 on page 1I-4 to relate wind speed to sea state.

Ambient Noise in Isovelocity Deep Water — With Rain

Use Figure 18a on page II-46 to bound ambient noise levels for sea states between 0

and 5 and rain rates from O to 10 mm/hour.

Ambient Noise in Shallow Water

Unfortunately, simple Wenz-type curves do not suffice to obtain useful estimates in this

case. The equations of the Ambient Noise section will have to be coded in detail.

4 TR 9407
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3. Biological Ambient Noise

Snapping shrimp are the principal source of biological ambient noise. Use text on page
III-7 to determine their associated noise spectrum level. Table I on page ITI-2 gives signal
characteristics of some significant sources of high frequency biological ambient noise

(other than snapping shrimp).

4. Bottom

Forward Loss vs Grazing Angle
Use Figure 1 on page IV-19. Sediment descriptors on the figure come from Table 2 on

page IV-6. The bulk grain size given in Table 2 is defined in Eq. 1 on page IV-7.

Backscattering Strength vs Grazing Angle
Use Table 3 on pages IV-23 to IV-25. Sediment descriptors given in Table 3 come from

Table 2 on page IV-6. The bulk grain size given in Table 2 is defined in Eq. 1 on page
Iv-7.

Sound Speed in Ice

Use Egs. 1 and 2 on pages V-2 and V-3.

Attenuation in Ice

Use Eq. 4 on page V-6.

Forward L.oss—Away from Normal Incidence

Use Figure 3 and the text on page V-7.

Forward Loss - Near Normal Incidence

Use Figure 5 on page V-11.

TR 9407 5
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Time Dependence of Forward Scattered Energy

This 1s for cases where the pulse elongation seen in the forward scattered signal is
important (in addition to the forward loss). Use Egs. 6 and 7 on page V-9. Refer to
Egs. 4042 on pages 11-29 and II-30 for parameter definitions.

Low Angle Backscatter from Unridged Ice

Use Figure 7 and Eq. 10 on page V-14.

Average Target Strength of Ice Keels

Use Figure 11 on page V-22.

C. IMPLEMENTATION SOFTWARE

1. Introduction

Listed below are models from APL-UW TR 9407 that were selected for implementa-
tion in FORTRAN. Each model is implemented in a separate subroutine that is suitable for
inclusion into a larger simulation. For each model, a test driver that has two functions is
provided. The main function provides the user with the capability of making test runs and
examining the model results. The secondary function, in many cases, provides a table suit-
able for inclusion in a Generic Sonar Model (GSM) input file. The test drivers may also
provide a starting point for development of software to support other simulations. Names
of test drivers and outputs are provided below.

The software conforms to commonly accepted software engineering standards such
as those described in Software Engineering by Roger Pressman, McGraw-Hill, 1987. Com-
plete descriptions of software functions are provided in the subfunctions that implement the
acoustic models. Input arguments are checked to assure they are within acceptable inter-
vals. Where possible, the subroutines key variable names to the names used in the text of
APL-UW TR 9407 and link FORTRAN expressions with equations in the report’s text.
This is intended to ease cross referencing between the text and the software.

The first argument in most functions is a logical variable, debug. If debug is true, vol-

umes of intermediate variables will be printed for debugging purposes and will allow the

6 TR 9407




UNIVERSITY OF WASHINGTON « APPLIED PHYSICS LABORATORY

user to determine the origin of model characteristics. In the drivers, test inputs for each
model are listed, along with the results of the model computation. This will allow the user
to compare results of his or her computations with ours to identify compiler and machine-
dependent problems.

Department of Defense (DoD) agencies and DoD contractors can receive further infor-
mation regarding this software by contacting Chris Eggen (206-543-9804) or Kevin Will-
iams (206-543-3949) at APL-UW, or by contacting the APL front desk (206-543-1300) to
page either Kevin or Chris. Alternatively, email may be sent to chris@apl.washington.edu
or williams@apl.washington.edu. A distribution of the software will be made after obtain-
ing verification of requester’s status (preferably via a DoD contract number, if requester is
not a DoD agency) and a sponsor request. Requester must provide APL-UW with a blank
copy of the preferred means of data transfer. We are equipped to send data on a SUN car-
tridge tape, a 9-track tape, or an 8-mm tape. Agencies that are not DoD or DoD contractors
should coordinate requests for information and software through the Chief of Naval
Research, Code 322TE, Ballston Tower One, 800 North Quincy Street, Arlington, VA
22217-5660.

2. Software Descriptions

A description of software is provided for each model encoded. The function imple-
menting the model in this report is named and a description is provided, if necessary. This
is followed by specifications of the arguments, the returned quantity, and the subfunctions
(if any) used by the main model function. Finally, the test driver supplied to run the model
function is described.

Sound Speed

Function: ssp94.f
Arguments: depth  =depth (m)

temp = temperature (degrees C)
sal = salinity (ppt)
Returns: Sound speed in m/s

TR 9407 7
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None

sspat94.f

Reads input file of depth, temperature, and salinity and computes
sound speed and attenuation vs depth. Alternatively, reads input file
of depth and sound speed, inverts sound speed to obtain temperature
and salinity, and computes attenuation vs depth. Output files are suit-

able for inclusion into GSM input files.

line 1 Name of input file

line 2 Name of output sound speed file

line 3 Name of output attenuation file

line 4 Frequency (kHz), pH

line 5 Temperature units in input file

line 6 Depth and sound speed units in input file

line 7 Depth and sound speed units desired in output file

Other subroutines used by the driver:

Attenuation

fit Fits a regression line to loss (dB) vs grazing angle

gsmtab Writes a table to a file in standard GSM format

Function: attn94.f

Arguments:

Returns:

Subfunctions:

8 TR 9407

freq = signal frequency (kHz)

ph = ph measure of acid-base (0-14)
depth = depth (m)

temp = temperature (degrees C)

sal = salinity (ppt)

sonspd = sound speed (m/s) (inverted to obtain temperature and
salinity if these are 0)
Attenuation in dB/km

None
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Driver: sspat94.f
This program serves as a driver for both sound speed and attenuation. See

description of driver for sound speed.

Surface Reflection Loss

There are three separate functions implementing this model.

Function: sb194.f
This function implements the most direct form of the model, the equations of
which are derived assuming all loss is due to an attenuating layer of bubbles
and isovelocity propagation.
Arguments: debug =logical flag set to true if debug printouts desired
thetad = grazing angle (degrees)
ws = wind speed (m/s)
freq= signal frequency (kHz)
Returns: Surface reflection power loss
Subfunctions: None
Driver 1: tsloss.f
Operation: Computes surface reflection loss vs grazing angle at 0.1 degree
intervals below 1 degree and at 1.0 degree intervals between 1 and 90
degrees, and converts to dB. It then examines the results and retains
only sufficient vectors in the final matrix to support linear interpola-
tion. It outputs the matrix in a table suitable for GSM
Inputs: line1  Wind speed in m/s and frequency in kHz
line2  Name of output file
Other subroutines used by driver:
fit Fits a regression line to loss (dB) vs grazing angle
gsmtab Writes a table to a file in standard GSM format
Driver 2: tslos2.f

Operation:  Computes surface reflection loss vs wind speed from O m/s to 15 m/s
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at 0.15 m/s intervals for a fixed grazing angle. Outputs the results in
an ascii file
Inputs: line1  Wind speed in m/s and grazing angle in degrees

line2  Name of output file

Function: batn94.f

This function computes bubble attenuation in the 10 m below the surface for a simu-
lation that can use such information to predict loss for rays that intersect or
come close to the surface. For an isovelocity sound speed profile, rays transiting
such a bubble attenuation layer and hitting the surface at a grazing angle of 6
would suffer a loss equal to that computed by the sbl94.f

Arguments: debug = logical flag set to true if debug printouts desired

depth = depth below surface (m)

ws = wind speed (m/s)
freq = signal frequency (kHz)
Returns: Attenuation (dB/m)

Subfunctions: None
Driver: tbatn.f
Qperation: Computes bubble attenuation vs depth for the 10 m below the surface
at 0.5 m intervals. Outputs table vs depth in table suitable for GSM
Inputs: line1  Wind speed in m/s and frequency in kHz
line2  Name of output file
Other subroutines used by driver:

gsmtab Writes a table to a file in standard GSM format

Function: sbl94i.f
This function computes the loss for a ray transiting the bubble attenuation layer and
either vertexing or reflecting off the surface. It performs an integration of loss
over the ray path assuming a piecewise linear sound speed profile in the

upper 10 m of the water column. For a ray intersecting the surface, the results
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can be interpreted as a surface reflection loss. For an isovelocity sound speed
profile, the results will be the same as the loss computed by sb194.f
Arguments: debug = logical flag set to true if debug printouts desired

depths = reference depth (m)

elevs = elevation angle at reference depth (degrees)
WS = wind speed (m/s)
freq = signal frequency (kHz)

Returns: loss for ray transiting layer within 10 m of surface (dB)

Subfunctions:
Internal: integrnd Integrand for depth integral
erf Error function
External: dqags, dqagse, dqpsrt, dgk21, dqelg, xerror, xerrwv, xerprt,
xerabt, xerctl, xgetua, xersav, fdump, j4save, s88fmt, d1mach,
ilmach: Performs double precision numerical integration
Driver 1:  tslosi.f
Operation: Computes surface reflection loss vs grazing angle for a given sound
speed profile by calling sbl94i with depths = O and elevs = grazing
angle. As for sbl94, it does this at 0.1 degree intervals below 1 degree
and at 1.0 degree intervals between 1 and 90 degrees, and converts to
dB. It then examines the results and retains only sufficient vectors in
the final matrix to support linear interpolation. It outputs the matrix in
a table suitable for GSM
Inputs: line 1 Wind speed in m/s and frequency in kHz
line2  Name of file containing sound speed profile (m m/s)
line3  Name of output file
Other subroutines used by driver:
fit Fits a regression line to loss (dB) vs grazing angle

| gsmtab Writes a table to a file in standard GSM format

TR 9407 11




Driver 2:

Operation:

Inputs:
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tslosj.f

Computes the loss for rays transiting the bubble attenuation
layer and either vertexing or reflecting off the surface using the
algorithm in sb194i.f. Gets information defining series of rays
from the user and for each ray, writes the loss to standard output

and to an ascii file

line 1 Wind speed in m/s and grazing angle in degrees
line 2 Name of file containing sound speed profile (m/s)
line 3 Name of output file

line 4-end Reference depth (m) and elevation at reference depth

(degrees)

Surface Scattering Strength

Function: srfs94.f

Arguments:

Returns:
Subfunctions:

Internal:

External:

12 TR 9407

debug = logical flag set to true if debug printouts desired
thetad = grazing angle (degrees)

ws = wind speed (m/s)
freq = signal frequency (kHz)
ierr = equals error code (if nonzero)

Surface scattering strength in dB

fcet94 Computes the scattering cross-section due to the large-
scale wave facets

sscro4 Computes scattering cross-section due to small-scale
roughness according to composite roughness theory

dB15_of_fc Computes the angle at which facet scattering falls to
15 dB below the maximum at 6 = 90°

bubl94 Computes the scattering cross-section due to bubbles
according to resonant bubble scattering theory

sbl94  Called to compute attenuation of energy by the bubble field

on rays contributing to roughness scattering
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Driver: tsscat.f
Operation: Computes surface scattering strength vs grazing angle at one degree
intervals and writes it in table suitable for GSM
Inputs: line1  Wind speed in m/s
line2  Frequency in kHz
line3  Name of output file
Other subroutines used by driver:

gsmtab Writes a table to a file in standard GSM format

Bottom Reflection Loss
Function: blos94.f
Arguments: debug = logical flag set to true if debug printouts desired

thetad = grazing angle (degrees)

rho = density ratio at bottom interface (dimensionless)
nu = sound speed ratio at bottom interface (dimensionless)
delta  =loss parameter of bottom (dimensionless)

Returns: Bottom reflection power loss

Subfunctions: None
Driver: tbscat.f
Operation: Develops physical bottom parameters from several types of bottom
inputs. Computes bottom reflection power loss vs grazing angle at 5.0
degree intervals and converts to dB. Increases resolution if reflection
loss changes by more than 0.5 dB between angles. Computes bottom
scattering strength vs grazing angle at 1.0 degree intervals. Outputs
both sets of results in single file as tables suitable for input to GSM
Inputs: line1  Method of bottom characterization
line2  For method 1, six bottom parameters
For method 2, bottom type from APL-UW TR 9407
For method 3, bulk grain size
For method 4, porosity of the upper few centimeters of the

bottom
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For method 5, six bottom parameters that are known; then

next card includes miscellaneous information about the

bottom to compute parameters that are not known

For method 6, bulk mass ratio, bulk sound speed ratio, or

bulk porosity (i.e., values below the top few centimeters

of the bottom) where known

Next line Frequency (kHz) and sound speed in water at bottom (m/s)

Next line Name of output file

Other subroutines used by driver:

bnam?2des
gsiz2des
por2des
rho2gsiz
nu2gsiz
des2des
alph2delt
meas2relp
bulk2gsiz
rquadr

rcubic

gsmtab

14 TR 9407

Returns six bottom parameters for a given bottom type

Returns six bottom parameters for a given bulk grain size

Returns six bottom parameters for a given porosity

Returns bulk grain size for a given mass ratio

Returns bulk grain size for a given sound speed ratio

Inputs six bottom parameters and returns zeros if not
valid

Returns loss parameter from attenuation in the surficial
sediment and from density ratio.

Returns the relief bottom descriptors from measured
1-dimensional bottom characteristics

Returns bulk grain size from bulk mass ratio, bulk sound
speed ratio, or bulk porosity

Returns real roots for a quadratic polynomial with real
coefficients

Returns real roots for a cubic polynomial with real
coefficients

Writes a table to a file in standard GSM format
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Bottom Backscattering Strength

Function: btms94.f
Arguments: debug = logical flag set to true if debug printouts desired
thetad = grazing angle (degrees)

freq = signal frequency (kHz)

cs = sound speed in water at bottom (m/s)

rho = density ratio at bottom interface (dimensionless)

nu = sound speed ratio at bottom interface (dimensionless)
delta = loss parameter of bottom (dimensionless)

w2 = spectral strength (cm*)

gamma = spectral exponent (dimensionless)
sigma2 = volume parameter (dimensionless)
ierr = equals error code (if nonzero)
Returns: Bottom backscattering strength in dB
Subfunctions:
Internal: gammaf Computes the gamma function
erf Computes the error function
sigmpr  Computes the bottom backscattering cross-section in the
small roughness perturbation approximation
sigmpv ~ Computes sediment volume backscattering cross-section
External: None
Driver: tbscat.f
This program serves as the driver for both bottom reflection loss and bottom scatter-

ing strength. See the description of driver for bottom reflection loss.

Bottom Bistatic Scattering Strength

Function: bibs94.f

Arguments: debug =logical flag set to true if debug printouts desired
thetai = incident grazing angle (degrees)
thetas = scattered grazing angle (degrees)
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phis = scattered out-of-plane angle (degrees)

freq = signal frequency (kHz)

cs = sound speed in water at bottom (m/s)

rho = density ratio at bottom interface (dimensionless)

nu = sound speed ratio at bottom interface (dimensionless)
delta = loss parameter of bottom (dimensionless)

w2 = spectral strength (cm®)

gamma = spectral exponent (dimensionless)

w3 = sediment inhomogeneity spectral strength (cm?)

gamma3 = sediment inhomogeneity spectrum exponent

(dimensionless)
mu = ratio of normalized compressibility to density fluctuations
(dimensionless)
Returns: Bottom bistatic scattering strength in dB
Subfunctions:
Internal: gammaf Computes the gamma functions

smbfrl  Simple model for bottom forward reflection loss
External: None
Driver: tbbsct.f
Operation: Develops physical bottom parameters from several types of bottom
inputs. Computes bottom bistatic scattering strength for a given inci-
dent grazing angle vs a predefined set of scattered grazing out-of-plane

angles. Outputs results on standard output and in an ascii file.

Inputs: line 1 Frequency (kHz) and sound speed in water at bottom (m/s)
line 2 Method of bottom characterization
line 3 For method 1, eight bottom parameters

For method 2, bottom type from APL-UW TR 9407
For method 3, bulk grain size
For method 4, porosity of the upper few centimeters of the

bottom
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For method 5, eight bottom parameters that are known.
Then next card includes miscellaneous information
about the bottom to compute those that are not known.
For method 6, bulk mass ratio, bulk sound speed ratio, or
bulk porosity (i.e., values below the top few centime-
ters of the bottom) where known
Next line Single or first, last, and increment in incident grazing
angles (degrees)
Next line Single or first, last, and increment in scattered grazing
angles (degrees)
Next line Single or first, last, and increment in scattered out-of-plane
angles (degrees)
Next line Name of output file
Other subroutines used by driver:
bnam2des Returns six bottom parameters for a given bottom type

gsiz2des Returns six bottom parameters for a given bulk grain size

I por2des Returns six bottom parameters for a given porosity

| rho2gsiz Returns bulk grain size for a given mass ratio

I nu2gsiz Returns bulk grain size for a given sound speed ratio

‘ des2des Inputs six bottom parameters and returns zeros if not
valid

alph2delt  Returns loss parameter from attenuation in the surficial
sediments and from density ratio.

meas2relp Returns the relief bottom descriptors from measured
1-dimensional bottom characteristics

bulk2gsiz  Returns bulk grain size from bulk mass ratio, bulk sound
speed ratio, or bulk porosity

mon2bist  Returns three bistatic volume parameters given the six

monostatic bottom descriptors
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18

rquadr Returns real roots for a quadratic polynomial with real
coefficients

rcubic Returns real roots for a cubic polynomial with real
coefficients

gsmtab Writes a table to a file in standard GSM format
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A. SPEED OF SOUND IN SEAWATER

The speed of sound in seawater can be measured directly with a velocimeter, but high
precision is possible only if sophisticated velocimeters, rather than expendable velocime-
ters, are used. Therefore, sound speed is customarily calculated using temperature, salinity,
and pressure (T,S,P) data from a conductivity-temperature-depth (CTD) cast together with
an equation for sound speed. This technique is an accurate and economical means of deter-
mining a sound-speed profile.

There are many equations for calculating sound speed from temperature, salinity, and
pressure measurements.!!® APL-UW recommends the Chen-Millero-Li equation®!®!!
because it is the most accurate and because it is valid over the broadest range of environ-

mental conditions. A simpler but less accurate equation is Mackenzie’s nine-term equa-

tion.”

1. Chen-Millero-Li Equation

APL-UW recommends the Chen-Millero-Li equation®!%!!(shown on the following
page) because the uncertainty in this equation is #0.05 m/s and because it is valid for tem-
peratures from O to 40°C, salinities from O to 40%o0 (%0 = ppt), and pressures from O to
1000 bars. Sound-speed equations are accurate only over the specified range of tempera-
ture, salinity, and pressure from which they were derived and should not be relied upon out-

side this range. The original Chen-Millero equation was recently modified to correct for

pressure-dependent biases of 0.6 m/s.>1%12 See Table 1 for conversion factors.

Table 1. Pressure conversions.

1 kg/em? = 0.980665 bar
11b/in2 = 0.0689476 bar
1 atm = 1.01325 bar

TR 9407 I-1
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Chen-Millero-Li Equation, Refs. 6, 10, and 11

Csp: Sound speed (m/s)
T : Temperature (°C), 0< T <40
S : Salinity (%), 0< S <40
P : Pressure (bars), 0 < P <1600
C,, (T,P) : Represents the sound speed of pure water, Ref. 11
C. (T,P) : Represents the correction to the original equation, Ref. 10
A(T,P)S
B(T,P) ¥ | . Salinity-related terms, Ref. 6
D(P) §?
C sp =1745.0954 for P = 1000 bars, T = 40°C, S = 40%.

Cisp = Cy (P)— C.(T,P) + A(T,P) S + B(T,P) $** + D(P) 82

Cw (T,P) = 1402.388 + 5.03711 T - 5.80852x1072 T% + 3.3420x10™* T* - 1.4780x107 T* + 3.1464x107° T*
+ (0.153563 + 6.8982x10™ T — 8.1788x107° T? + 1.3621x107" T* — 6.1185x107'° T#) P
+ (3.1260x10™° — 1.7107x1078 T + 2.5974x1078 T? — 2.5335x107'° T3 + 1.0405x107'2 T#)P?
+ (—9.7729x107° + 3.8504x107'0 T — 2.3643x107'2 T?) P?

(0.0029 — 2.19x107* T + 1.4x107° T2 P
+ (— 4.76x107% + 3.47x107 T — 2.59x107% T?) P?
+ 2.68x107° P3

C.(T,P)

A(T,P) = 1.389 — 1.262x1072 T + 7.164x10™> T% + 2.006x107¢ T> — 3.21x1078 T4
+ (9.4742x107°— 1.2580x107 T— x 6.4885x10™° T? + 1.0507x1078 T — 2.0122x107° T* P
+ (—3.9064x107 + 9.1041x10™° T — 1.6002x107'% T? + 7.988x10712 T3) P2
+ (1.100x107'0 + 6.649x107'2 T — 3.389x107° T?) P*

B(T,P) = — 1.922x1072 — 4.42x107> T + (7.3637x107° + 1.7945x10™" T) P

D(P) = 1.727x1073 — 7.9836x10~° P

2. Mackenzie Equation

Mackenzie’s equation’ is simpler but less accurate than the Chen-Millero-Li equation.
This equation is a function of temperature, salinity, and depth (instead of pressure). The
Mackenzie equation is valid for a range of temperatures from -2 to 30°C, salinities from 30

to 40%o, and depths to 8000 m. Within this more limited range of temperature, salinity, and
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depth, the uncertainty of this equation is £0.07 m/s, while the difference between the Mack-
enzie and Chen-Millero-Li equations is 0.5 m/s over the entire validity range of the Chen-
Millero-Li equation. Pressure can be converted to depth by the approximation P X 0.99 =
D, where P is pressure in decibars (10 dbars = 1 bar) and D is depth in meters. Using this
approximation in the Mackenzie equation yields a sound-speed estimate that agrees with the
Chen-Millero-Li equation (over its entire range) to within +0.5 m/s. (See Table 1 for con-

version factors).

Mackenzie Equation, Ref.7

C tsd : Sound speed (m/s)
T : Temperature (°C), -2< T<30
S : Salinity (%0), 30< S<40
D : Depth (meters), 0< D < 8000

Ca = 144896 + 4591 T — 5.304x107% T2 + 2.374x107* T*

+ 1.340 (S—35) + 1.630x1072 D + 1.675x10” D?
— 1.025x1072 T(S—35 ) — 7.139x10” " TD?

3. Characteristics

Sound speed increases with increasing temperature, salinity, or pressure. Figure 1
shows an example of corresponding temperature, salinity; and sound-speed profiles from
the Sargasso Sea. In general, an increase in temperature of 1°C at 10°C increases the sound

speed by 3.6 m/s, and an increase in salinity of 1%o increases the sound speed by 1.3 m/s.

4. Comparisons

Although 99.95% of the world’s oceans have temperatures that range from -2 to 30°C,
salinities from 33 to 37%o, and pressures from 0 to =1000 bars,!? recent tactical interest in
littoral environments requires accurate estimates of sound speed in low-salinity conditions,
such as those occurring near river outlets. The Chen-Millero-Li equation, with a range that
extends to pure water, addresses the low-salinity regime. On the other hand, some regions
of tactical interest may require accurate estimates of sound speed in high-temperature/high-

salinity conditions. Unfortunately, none of the current sound-speed equations are reliable at
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Depth (km)
o

0o 10 20 35 3 37 1500 1520
Temperature (°C) Salinity (%o0) Sound Speed (m/s)

Figure 1. Corresponding temperature, salinity, and sound speed profiles from a CTD cast
obtained in the Sargasso Sea. Sound speed increases toward the surface because of
increasing temperature and toward the bottom because of increasing pressure.

temperatures greater than 40°C or salinities greater than 40%.. Although rare, such condi-
tions do occur, e.g., in portions of the Persian Gulf and the Mediterranean Sea, and, there-
fore, sound-speed equations may be inadequate in these regions.

Two equations in common use by the Navy are the Wilson equation' and the more
recent Del Grosso equation®, also known as NRLII. The Chen-Millero-Li equation is supe-
rior to both these equations. The Del Grosso equation agrees with the Chen-Millero-Li
equation to within 0.15 m/s over the (T,S,P) range of the original Del Grosso and Mader
measurements'# (temperatures from O to 15°C, salinities from 33 to 38%., and pressures
from 0 to =1000 bars), but, despite original claims,’ it is grossly in error for salinities less
than about 30%o (see Figure 2).

While the 1960 Wilson sound-speed equation is still in common use, researchers have
demonstrated several problems with this equation. First, there are a number of inconsisten-
cies in the data set used to derive the Wilson equation, some of which were caused by non-
uniform pressure dependence.*!2 Second, the Wilson equation has an overall bias on the
order of 0.5 m/s*!! and a pressure-dependent bias on the order of 0.6 m/s.!%12 For these rea-
sons APL-UW does not recommend the Wilson equation, although for many applications

the errors are inconsequential.
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Figure 2. The difference between the Chen-Millero-Li equation and the Del Grosso equation for
10°C temperature. Del Grosso’s equation is not valid for low-salinity seawater under
pressure. An accurate interpretation of this figure requires consideration of (T.S,P)
values that actually occur in oceans (see Ref. 2). Sound speed has not been
accurately measured above a salinity of about 40%.. Contour units are meters/

second. Modified from Ref. 12.

B. ABSORPTION COEFFICIENT

The sound absorption coefficient, o, is computed using the Francois-Garrison
equation'> shown in Figure 3, in which the absorption coefficient is computed as the sum of
three contributions: boric acid, magnesium sulfate, and pure water. The absorption encoun-
tered in a particular area may vary by *10% from the given equation, and such bounds
should be used when evaluating acoustic system performance.

The form of the Francois-Garrison equation uses relaxation theory and has been veri-

fied by laboratory measurements (e.g., Ref. 16). The constants for the equation, however,
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TOTAL SOUND ABSORPTION IN SEAWATER

Boric Pure
Abso:‘:fil = Acid  + CHgtSO't;b +  \ater
p Contrib. ontrib. Contrib.
2 2
AP f f AP f,f
. = 121 12 . 222 22 . A3P3f2 48 k!
fo+ fl £5+f5

for frequency f in kilohertz.

Borie Acid Contribution

R
b - 8.C86 < 16(0-78 pH - 5) dB km | KHz
P =1

£, = 2.8(s/35)%3 1ok - 1245/8) kHz,

where ¢ is the sound speed (m/s), given approximately by
c=1412+3,21T+1.195+0.01670D,
T is the temperature (°C), 6 = 273+ 7T, S is the salinity

(%), and D is the depth (m).

MgS04 Contribution

Ay = 21.4b -z- (1+0.0257T) 8 km| khz !
P, = 1-1.37x10 ¥ p+6.2 x1079 p2
ALY (8 - 1990/6) "

. 2 T 1+ 0.0018 (S~ 35)

Pure Water Contribution

For T = 20°C,

Ay = 4.937 107" -2.59 10751
+9.01x107 712 - 1.50 107813 dB km | kHz 2.
For T > 20°C,
Ay = 3,964 x 107" - 1,146 %1070 T
+ 145107772 -6.5x107'0 73 B km! KMz 2,
P = |-3_83x10-50+b.9x10-]002.

3

Figure 3. Francois-Garrison equation for sound absorption in seawater.
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were selected to fit numerous and widely distributed oceanic measurements made by APL-
UW and others.

The boric acid contribution to the equation was determined from reported measure-
ments in several oceans with salinities of 34—41%, temperatures of —2° to 22°C, and depths
to 1500 m. The contribution may not be accurate below 200 Hz because of scattering and
bottom leakage losses. Above 20 kHz the boric acid contribution becomes insignificant.

The magnesium sulfate contribution was determined from field measurements for
salinities of 30-35%, temperatures of 2 to 22°C, and depths to 3500 m. The contribution
has been verified for frequencies up to 600 kHz.

The pure water contribution produces over 90% of the total absorption at frequencies
above 600 kHz. It was determined from laboratory measurements at temperatures from 0—
30°C and for pressures equivalent to depths to 10,000 m.

Table 2 provides absorption coefficient values (from Figure 3) for temperatures and
salinities most often encountered, for zero depth, and for a typical near-surface ocean pH of
8. For depths less than 100 m, the table can be used with negligible error. For waters with
extreme pH values (i.e., <7.7 or >8.2), using the table will prodﬁce appreciable discrepan-
cies below 10 kHz and discrepancies as high as 40% below 1 kHz. (See Refs. 17 and 18 for

the variation of pH with depth and geographic location.) Figure 4 gives guidelines for
ocean pH values estimated at the depth of the SOFAR channel axis. Lovett!” took pH val-

ues from atlases edited by Gorshkov,!® corrected for pressure, interpolated to the SOFAR

axis depth, and displayed contours of the boric acid absorption term (A), using
A = 00237 x 10FPH-60 (1)

Here we have used Eq. 1 to back out the pressure-corrected pH values for the contours orig-
inally shown by Lovett.

The temperature dependence is illustrated in Figure 5 for several frequencies and for
typical ocean conditions (S = 35%o, D = 100 m). For other conditions, Table 2 or the equa-

tions in Figure 3 should be used.
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Figure 5. Temperature dependence of the logarithmic absorption coefficient O.

C. BACKSCATTERING

1. Introduction

The energy backscattered from the ocean volume is determined primarily by the marine
biota in the water column, although important contributions may also be made by tempera-
ture inhomogeneities, bubbles, and particulate matter. In the frequency range defined as
“high” (10-60 kHz), the backscatter through the water column is dominated by smaller fish,
both with and without resonant gas-filled swim bladders, and dense aggregations of zoop-
lankton. Volume backscatter is highly variable throughout the ocean, and there are signifi-
cant changes both in backscatter intensity and in depth distribution with changes in

geographical location, depth, season, frequency, and time of day. Prediction of these
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changes is complicated by environmental factors that play a major role in the spatial distri-
bution and migration of fish and zooplankton; these factors include nutrient availability,
light level, temperature distribution, and bottom topography. All these factors create condi-
tions that attract biota to an area, but also influence the role predation will play in control-
ling the abundance and distribution of fish.

Because of the extensive dimensions of the ocean and our limited facilities to sample it,
our ability to predict volume backscatter in a particular region is limited, and all predictions
have a high variance associated with them. An extensive database and the acoustic survey
data supporting it (termed a databank) have been compiled by the U.S. Naval Oceano-
graphic Office (NAVOCEANO) as part of the Oceanographic and Atmospheric Master
Library (OAML). The database covers a frequency range of 2-50 kHz, four seasons, and
day and night conditions for most of the northern hemisphere, including the Arctic. The
data that support this database are based on extensive surveys at frequencies between 25
and 50 kHz in many important areas; these surveys were conducted by both NAVOCEANO
and marine research institutes of various nations. Because acoustic backscatter is highly
variable over space and time, operational measurements are always preferred. In their
absence, we recommend that, where available, the volume scattering data in the databank
be used for volume scattering predictions.

In the absence of data from a particular area of interest, we recommend using the
OAML database with the following caveat. Except for areas where there are data to support
the OAML volume scattering database, the predictions offered are uncertain. This is partic-
ularly true in shallow areas near continental shelves, especially areas of high upwelling or
of major fishing activity. As an alternative in these areas, we suggest the following regional
abstractions, based in part on a review of worldwide mesopelagic fish abundance,!® meso-
pelagics being the main volume backscatterers in deep ocean areas, and in part on a review
of worldwide fisheries catch and fish stock abundance data,?® primarily for shallow coastal
areas.

Significant advances are currently being made in explicitly linking fish and zoo-plank-

ton spatial distributions, both horizontally and vertically, to environmental factors that can
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be measured more regularly and synoptically than the backscatter itself. However, it is pre-
mature to include this information in this report because the regional extent of this work is
so limited.

Japanese researchers??? have successfully correlated pelagic fish production to sea
surface temperature in the North Central Pacific Ocean. Swartzman et al.2? found that the
horizontal distribution of Alaska pollock in the Bering Sea during summer was strongly
influenced by bottom depths and ocean fronts along the continental shelf break, while verti-
cal distribution also depended on the thermocline depth. Marchal et al.?* found that the
depth of the scattering layer off the coast of West Africa at night was directly proportional to
the thermocline depth, with mesopelagics that migrated to the surface staying above the
thermocline. These studies suggest the eventual successful use of satellite and other
remotely sensed environmental data as a supplement to acoustic surveys for predicting

acoustic volume scattering.

2. Deep Open Ocean

Table 3 summarizes the volume backscattering in various regions of the Atlantic,
Pacific, Indian, and Arctic oceans (see Figure 6 for map). For each region, Table 3 gives a
column scattering strength (CSS) or its estimated range. In this document, CSS is defined
as the decibél equivalent to the backscattering cross section per unit volume integrated
through the water column, which itself is dimensionless. Also provided are commonly
observed scattering layers and additional comments on volume backscatter in a region,
where relevant. In open ocean areas and some coastal regions (e.g., the Arabian Sea), back-
scatter is dominated by mesopelagic fish in the Myctophidae and Gonostomatidae families.
These fish tend to aggregate in dense layers, often deep in the water column. The mesope-
lagic aggregates in intertropical and tropical waters can be distinguished from those in tem-
perate waters.?> The first group consists of mostly active swimmers that undergo diel (day
to night) vertical migration; the second group is more passive and does not undergo diel
migration. The lack of diel migration of the deep scattering layer(s) in temperate waters has

been observed frequently in acoustic surveys.?6%’
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Table 3. Volume backscatter regions of the world’s oceans. Map ID numbers refer to regions of
similar backscattering shown in Figure 6. Geographically split regions (e.g., 1a and 1b)
are combined.

Column
Scattering
Map Strength
ID Region (dB range) Scattering Layers Comments
1 North and South Atlantic (-43,-45)dB  (0-100 m day and night
(> 45°N and > 45°S)
2 Central and Equatorial (-47,-50)dB  300-700 m day Lower backscatter nearer
Atlantic (< 45°N and 0-100 m night equator
<45°S)
3 Coastal North and South (-43,-47)dB  0-50m Higher dB range in upwelling
3’ Atlantic (-37,-40)dB  0-100m and mixing areas, e.g.,
. Namibian and N. African
day and night upwelling, George’s bank
4 West Mediterranean (40,-45)dB  0-50 m; 375-1000 m day
(0-100 m; 400-500 m night
5 East Mediterranean -50dB as in W. Med. Higher backscatter within
200 m isobath
6 Mid-Pacific Ocean (-46,-50)dB  450-700 m day Higher backscatter nearer
0-50 m night equator
7 North Pacific (-44,-45) dB 200 or 400-600 m day.
0-50 m or 200 m and
800-1000 m night.
Pacific temperate coastal -45 dB 110400 m day and night
Pacific coastal upwelling -38 dB 0-100 m; 400-700 m day
and night
10 Pacific southeast Asia rim -44 dB 0-200 m night
500-800 m day and night
11 Pacific subantarctic (-44,-45)dB  400-600 m day and night
12 Indian Ocean north rim (-37,40)dB  0-50 m night World’s highest mesopelagic
100-200 m; 250-300 m day ~fish production
13 Indian Ocean south rim -44 dB 150-350 m day
0-100 m night
14 Central Indian Ocean -54 dB 150-350 m day
0-100 m night
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If the operating area is uncertain or a more generic input is desired, we suggest using a
nighttime profile with a strong scattering layer from the surface to 300-m depth and a back-
ground level that is 13 dB less. For a daytime profile assume a deep scattering layer
between 300 and 600 m and a background level that is 13 dB less. The volume scattering
strength within the scattering layer can be assumed to depend on the level of production in
the region. Suggested values (for 10-60 kHz) are:

Dense marine life (upwelling and mixing areas shown in Figure 7):
S, =-66dB re m!

Intermediate marine life (most other temperate coastal areas):
S,=-74dBrem!

Sparse marine life (nonupwelling and mixing tropic areas):

S,=—81dBre m L.

An index of marine production, based on the Coastal Zone Color Scanner satellite
images for primary production, is given in Figure 7.

From the information provided in Table 3, we can calculate other parameters of inter-
est, including the volume scattering strength in the scattering layer (in decibels/meter) and
the cumulative scattering strength through the scattering layer (in decibels). To do this, we
must assume a relationship between the volume scattering strength of the scattering layer
and the scattering strength of the background volume. In the computations below, we
assume a background level 13 dB below the scattering layer level. Given the water column

volume scattering strength, CSS, the scattering layer volume scattering strength, S,, is given

by

S, = CSS—10log[107*(D=d ) +d ] . 2)
where D is the water column depth in meters and d, is the thickness of the scattering layer

in meters. All logarithms are to the base 10. Similarly, CSS can be calculated from S,, .
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World Backscatter Regions (Deep Water)

g

Figure 6. Deep-water backscattering regions in the Atlantic, Pacific, and Indian oceans.
Numbered regions are defined in Table 3. Background map shows ocean bathymetry.
Depth ranges from yellow (shallow) through green and blue to purple (very deep).
When regions defined in Table 3 are not contiguous the separate parts are
distinguished by a, b, or c.

3. Shallow Waters

Areas of high pelagic fish density exist along the continental shelves in many coastal
regions, but the distribution of such areas is determined by the environment, depending fre-
quently on wind-driven upwelling or other forms of nutrient mixing leading to high primary
and secondary production. Fisheries exist in these coastal regions for many pelagic species,
including sardine, anchovy, herring, pilchard, hake, menhaden, pollock, and cod. Volume
backscattering in these regions can be high near the surface but is extremely variable owing
to the schooling nature of these species. Also zooplankton abundance, especially euphausi-
ids, may be high enough in highly productive shallow areas to significantly affect volume

scattering.
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World Average Annual Primary Production

Upwelling

areas

Figure 7. World annual average ocean primary productivity obtained from Coastal Zone Color
Scanner satellite images. Major upwelling and front mixing areas are shown.

Primary production ranges from orange (low) through yellow and green to blue
(high).

In waters less than 200 m deep, volume scattering may be considered frequency inde-

pendent (at frequencies between 10 and 60 kHz). Volume scattering, to a first approxima-

tion, can be assumed to be uniform in depth. The following rule of thumb can be applied:
Dense marine life (upwelling and mixing areas in Figure 7):
S,=-62dBre m™!

Intermediate marine life (most other temperate coastal areas):

S,==72dBre m™!
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Sparse marine life (nonupwelling and mixing tropics areas):
S,=-85dBre m™.
As marine life becomes more dense, there is a tendency, especially during the spring in
shallow temperate waters, to have a shallow scattering layer (0-20 m) composed largely of

zooplankters, which will have a higher backscatter than given above for frequencies

between 25 and 60 kHz.

4. Ice-Covered Regions

The Arctic Ocean and adjacent waters are ice covered for most of the year. Measure-
ments of volume scattering under the solid ice cap and in the marginal ice zone show nearly
constant backscatter from 100-600 m.2%2° Scattering at high frequencies (10-60 kHz) is
more variable in the top 100 m, with no day to night variation. Frequency independence

over the frequency range of interest is substantiated by available data. We suggest using an

average level of =75 dB re m!.

5. Spectral Spreading

Volume-induced spectral spreading is determined by volume scatterers whose speed
distribution in deep water is assumed to be Gaussian with a standard deviation of 0.13 m/s
(0.25 knot). Data available in the literature have not been completely analyzed to substanti-
ate this assumption, but it is reasonable for most conditions. Data taken on the shallow
water Quinault acoustic test range,® however, show wider spectral widths because of scat-
tering from bubbles and marine organisms near the surface that undergo orbital motion
owing to large surface waves with long periods. Because these spectral widths are compa-
rable to those for the surface backscatter, it is recommended that the spectral widths for vol-
ume scattering near the surface be calculated using the spectral widths appropriate for the

surface backscatter (see Eq. 18 in Section II, this report) modified by a depth dependence

equal to e 7, where K is the wave number corresponding to the peak of the surface-wave

spectrum, and z is the depth. In particular, the equation for the half-power spectral width is
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Frequency Spread (Hz)

2.35(91'%)‘ U<1m/s
Afsqp = <{(n f KZ) + [2.35(%%)]15}1/5 U>21m/s, v

where K = (0.88)° gU -2, 1 = Eq. 20 of Section II, g is the gravitational constant (m/s?), U
is the wind speed (m/s), f is the frequency (kHz), and z is depth below the surface (m). Fig-
ure 8 shows results from Eq. 3 for f= 25 kHz, ¢ (Eq. 23 of Section II) = 0, and several wind

speeds.

80 T a * a Y T T T T T ™ = M Y

70 F

=25 kHz
degrees

60 |

50

Depth (m)

Figure 8. The half-power spectral width from Eq. 3 plotted for several wind speeds.
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Introduction

All models concerning ambient noise radiation and scattering from the sea surface,
and scattering and attenuation from near-surface bubbles, are contained in this section.
The models are applicable over the frequency interval 10-100 kHz, although we caution
that much of the data used in model development and verification lies within a narrower
frequency interval of 20-50 kHz. The exception to this is the ambient noise model
which predicts wind- and rain-generated ambient noise over the frequency interval
1-100 kHz. (Shipping and other noise sources are not considered; for biological noise,

see Section [II.)

Most of the models in this section require frequency fin kilohertz and wind speed U
in meters/second (measured at a height of 10 m) as model inputs; other model inputs will
be introduced as necessary. Wind speed is used as a model input because it is the param-
eter most easily and reliably measured in operational and test areas, and it is the best
known environmental correlate to sea surface conditions and near-surface bubble con-

centration.

Included within Section IL.A is a discussion of sea state, which can be used as a
single-parameter description of sea surface conditions combining both wind speed and
wave height. This section is included primarily to distinguish the three sea state codes
currently in use and to provide a conversion to wind speed and wave height when sea
state is the only environmental descriptor available. (The sea state parameter is not used

explicitly in any of the models given in this section.)

The effects of near-surface bubbles enter into nearly all of the models. At low to
moderate grazing angles, surface backscatter is dominated by returns from the near-
surface layer. At moderate to high angles, the bubble layer acts as an absorber. This
absorption (or, more precisely, extinction) effect is the reason for the loss of acoustic
energy. This loss is also an important element in the ambient noise model because noise
generated at the air/sea interface must propagate through the bubble layer to reach the

receiver (it is assumed that the receiver is below the bubble layer).
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A. WIND SPEED AND SEA STATE

The 10 m measurement height for wind speed is the standard reference height for
wind speed measurements at sea. In general, wind speed measurements made at heights
above 10 m will be greater than those made at 10 m, and measurements made at heights
below 10 m will be less. The exact change in wind speed with measurement height
depends on the stability of the air/sea interface, which is largely dependent on the air/sea
temperature difference AC. Knowing AC, one may use tables given in Smith! to convert
measurements made at heights other than 10 m to the standard reference height. Note
that wind speed measurements taken at heights within the range 5-20 m differ from those

taken at the standard 10 m by less than 10%.

A far more important source of error in wind speed estimates is the averaging
period during which measurements were made. This period should be at least 20 min,
but no greater than 1 hour, for wind speed to correlate with sea surface conditions® and

near-surface bubble concentration. The averaging period should ideally be just prior to

the time of the acoustic measurements. Wind speed measurements taken over very short

averaging periods will introduce error into model predictions because such measure-
ments will be unduly influenced by gusts or quiescent periods and therefore will be less

correlated with sea surface conditions and bubble concentration.

The term sea state, with its long history in the field of naval oceanography, has
become a useful code for describing the surface conditions of the open ocean and is
widely used today. Unfortunately for scientific purposes, sea state is a loosely defined
quantity at best, with several definitions available.?~’ A brief description of three of the
more commonly found definitions is given in Table 1. In addition to the problems associ-
ated with conflicting definitions, it is also apparent that these definitions are based on
fully developed wind-driven seas and do not encompass the full range of surface condi-

tions.

Three conditions can cause the general wind-speed/wave-height relationship to

deviate significantly from that for the fully developed sea: limited fetch, limited
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duration, and swell from distant sources. The first two generally result in wave heights
considerably less than those for a fully developed sea, whereas the third usually produces
larger wave heights for the same wind speed. All three can play a significant role in

modifying the general surface conditions described by the sea state.

Of the three sea state codes presented in Table 1, the WMO code is the one recom-
mended, for two reasons. First, it is the most widely used, both worldwide and in the
United States. Second, this code conforms more closely to the Pierson-Moskowitz® rela-
tionship between wave height and wind speed for fully developed seas. Table 2 summar-
izes the specific wind speeds and wave heights to use in accordance with the WMO sea

state code.

Wind speed is the key environmental correlate used as input for the acoustic models
that predict surface backscattering strength, surface forward loss, and ambient noise
level. The probability of encountering a given wind speed is plotted in Figure 1, which

shows that 80% of oceanic winds typically range between ~3 and 11 m/s. The median

Table 2.  Recommended wind speeds and wave heights for WMO sea states.

Significant rms
WMO Wind Speed,® Wave Height,? Wave Height,
Sea State kn (m/s) ft (m) ft (m)
0 1.5 (0.8) 0.0 (0.0) 0.0 0.0)
1 5.0 2.6) 0.5 (0.15) 0.13 (0.04)
2 8.5 (4.4) 1.5 (0.46) 0.38 (0.12)
3 13.5 (6.9) 3.0 (091 0.75 (0.23)
4 19.0 (9.8) 6.0 (1.8) 1.5 (0.46)
5 24.5 (12.6) 10.5 (3.2) 2.6 (0.79)
6 37.5 (19.3) 16.5 (5.0 4.1 (1.25)
7 51.5 (26.5) 25.0 (7.6) 6.3 (1.9)
8 59.5 (30.6) 37.5 (11.4) 94 (2.9)
9 >64.0 (>329) >450 (>13.7) >11.3 (>3.4)

%Median values of wind speed and wave height have been used in lieu of the ranges shown in Table 1.
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CUMULATIVE PROBABILITY (%)

Figure 1.

SEA STATE

0 1 6

100 — T T
751+
50+
25+

0 1 1 1
0 5 10 15 20

WIND SPEED (m/s)

Examples of cumulative probability distribution of measured oceanic winds with
corresponding sea states for these latitudes.’ These data were obtained using the
Seasat radar altimeter and averaged over the 3 months that Seasat was in operation
(7 July to 10 October 1978).

wind speed for the three cases shown ranges from 5 m/s to 9 m/s; winds corresponding to

sea state O or sea state 6 and beyond have a very low probability of occurrence. The

figure shows representative cumulative probability curves; wind probability data for

specific

geographical locations and seasons can be found in marine climatic atlases.

B. BACKSCATTER

Sufficient experimental and theoretical work has been done in the past few years to

show that scattering from near-surface bubbles dominates at low to moderate grazing

angles and that scattering from the air/sea interface dominates at high grazing angles.

The resultant surface scattering strength (in decibels) is expressed as

S = 10log[0,(8)+0,(0)] , (D
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where
0, = dimensionless backscattering cross section per unit solid angle per unit
surface area due to volumetric bubble scattering
o, = dimensionless backscattering cross section per unit solid angle per unit

surface area due to sea surface roughness scattering.
The roughness contribution &, is divided into two components:
Oy, due to large-scale wave facets based on specular point theory

O,., due to small-scale roughness.

The term o, treats both scattering (reradiation) and absorption from bubbles in a con-
sistent manner. The components in G, contain an additional factor that takes into account
bubble extinction (reradiation plus absorption) because the acoustic signal must traverse

the bubbly layer to reach the air/sea interface.

1. Scattering from Bubbles

Crowther,10 and later McDaniel and Gorman,11 developed the expression for the
backscattering cross section of a horizontally homogeneous layer of near-surface bub-

112

bles. The expression, recently modified by McDaniel “ to include coherent addition of

two of the four paths involved, is

Bv 8r 1+ SB€_2B - 6_4[3

Op =" o ,
" am s 2B @
where
B = B,/4in0 (8 = grazing angle) (3)
and
8, = reradiation damping coefficient at resonance = 0.0136 . 4)
-6 TR 9407
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The quantity B, is related to the depth-integrated bubble density of resonant sized bub-
bles. Tt has been estimated as a function of wind speed U (in meters/second) and fre-
quency £ (in kilohert2) by inverting Eq. 2 to vield B, using the large backscattering data-
base described in Ref. 5. The result is

ﬁ\' = 10("5.2577#047(” L;l(,'/zs)‘)x.ﬁ. U<lilms (5)
By = Bl = 11 m/s)UN 1) v21lms .

The remaining variable is the total damping coefficient (reradiation plus thermal) at reso-

nance §, which is a function of frequency:
§=255% 107214, (6)

Equation 6 is from McConnell and Dahi’® and represents a fit to measurements by

Devin.!*

date have not shown the scattering cross section to depend on this angle. Also, at high
bubble densities. Eq. 2 reduces to
sinB 8r
o,=—— n
8z &
and the scattering cross section becomes independent of bubble density (and wind
speed). This saturation condition has been verified by several experiments.'>!” The low
bubble density limit when < < 1 is also of interest, in which case o, becomes
B. &
Op=15——— . (8)
b n 8

2. Scattering from Sea Surface Roughness

~. Scattering from small-scale roughness

Like 6;. 0. is based on data but guided by theary. in this case coniposiie foughiness

- Bragg scattering from surface ripples satisfving the condition L, = A /2c0s8, where

TR 9407 1I-7
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Lz is the ripple wavelength and A the acoustic wavelength. These ripples ride upon the
larce-scale waves. and their composite describe< the surface roughness. The main effect
of the Jarge-scale waves is to modulate the focal grazing angle 6. The large-scale waves
also shadow portions of the wave profile. but this effect on backscattering strength is res-
tricted to angles less than 5 where bubble scattering is predominant.'® As 2 result, the

Rayleigh-Rice formulation for the scattering cross section can be applied. giving

O.. = Atl)tan*0, 0<85° 9)

g, =0, 0> 85 .

with an adjustable coefficient A fitted to data in the grazing angle interval 30°-70°. The
interpolation formula described below will take care of the sharp transition at 85°.

The grazing angle dependence. 1an*8 is supported by data reported by Monti et al.!®

and Waltzman and Thorsos.'® These data (taken at 10-60 kHz) indicated no obvious
trend with frequency. According to the Ruyleigh-Rice formulation, this frequency
independence is consistent with a tan*® grazing angle dependence because the two
dependencics are linked together by the shupe of t
Wk). The grazing ungle and frequency dependencies imply that Wik) ~ k7%, where k is
the wavenumber for surface roughness. The wind speed dependence of @, was found
from acoustic data by Waltzman and Thorsos'® and McConnell.™" giving the coefficient
A as a function of wind speed:

AU)y=13x107°07 . (10)

,

Note that since 0, is dimensionfess, 1.3 x 10  must have impiicit dimensions s-/m".

b. Scattering from facets

The term O in the expression for the surface scattering strength i< applicable for the

near-specular scattering that occurs at steep grazing angles. Like 0, and o,.. the form of

the equation for Gy 1s guided by thcory.:': but the dependence on environmental condi-

tions is found in the acoustic data. Fur very high grazing angles. 83707, the theony
reduces to the high-frequency limit of th> Kirchhoff' approximation and. assuming a

Gaussian. isotropic distribution of surface slopes. the cattering cross section is

II-8 TR 9407
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of=é£‘_._1cxp (:m_u] ()

4.
where y= 90 -0 is the facet reflection angle and s< is the mean square surface slope.
The mean square surface slope is estimated using

s1=4610"0g, 2107 U21mk ()
s = 0.0034 U<lnvs

The origins of the submods] for s and its comparison with data arc discussed in Section
NNB.2c. The phvsxcaj basis for this L..O"Y i< that the ulrnnupsl returns near vertica l
incidence will come from properly oriented facets on the sea surface that specularly

reflect energy back to the receiver,

c. Interpolation between the o, and o cross sections

The surface roughness component @, (o the total surface scittering strength is found

N . . . . ~ . hd
by interpolating between o, and 6. using the interpolation function?

i
(x)=——— 13
flx) = I+e" U4
and first .compuu'ng G,, such that
O, (8) = f (x)6{6) + (I = [ (x)]o,.(6) (4

with the argument of the interpolation function defined as

x =0.524(6,-6) . (15

where angles 0 and 8, are expressed in degrees. This transition occuis in the vicinity of
6. defincd as the angle at which 6 is 15 dB below its peak value at 8 = 90°. Finding 6,
depends on the angular quantization (we use 1° in the sample plots given next). For an
arbitrary  quantization, 6, is defined as the smaflest angle 6 that satisfies

101og{6,(90°1/640)] < 15dB. The interpolation function provides for a smooth transi-

tion between the two cross sections, each of which is based on approximations v

TR 9407 11-9
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within a certain range of grazing angles. Finally, o, is computed from G, by correcting

for the extinction loss due 10 penetration through the near-surface bubble layer, giving
6,(6) = 0,,(8) 1075BLOV:0 (16)

The equation for SBL (surfuce bubble los¢) is given in the next section (Eq. 281.

3. Total Surface Backscattering Strength 6, +0),

Model predictions of total surface hackscattering strength as a function of grazing
angle at frequencies of 25 kHz and 60 kHz and wind spceds between 3 and 15 m/s are
shown in Figures 2a and 2b. The model is clearly much more seisitive o wind §
when it is less than about 8 m/s. The reason is that surfacc wave breaking shuts down
within this Jower wind speed range. and therefore the production of near-surface bubhles

. N "
i« much reduced. -

4. Model/Data Comparisons

Representative model/data comparisons are presented in this section. The data ori-
ginate from three experinienis representing both deep water and shalio water condi-
tions: FLIP77.'S 4 1977 deep ocean experiment conducted off the California coast:
NOREXS5.'" a 19835 shallow water experiment conducted 40 nm west of the German
and Danish coastline in waters 30 m deep: SAXON-FPN.** a 1992 shallow water

experiment conducted at the NOREXRS site.

Figures 3-5 compare model predictions with FLIP77 data. In Figures 3 and 4. the
mode] inputs for wind speed are the measured wind speed 1 m/s. In Figure 3, for exam-
ple, the measured wind speed is 4.5 m/s. and the model is run at 5.5 m/s (dashed linc) and
3.5 mvs (solid line). In Figure 5. the wind speed is 12.8 m/s and wind speed changes of
b

Rlmdsmen A

I nvs make little differcnce in the model's predictions. Agreeimient between e model

and the data is quite satisfactory.

Figures 6-8 compare model predictions with data from ithe NOREXSX and
SAXON-FPN shallow water data sets. In Figure 6. SAXON-FPN data taken at various

1-10 TR 9407
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Figure 6. Comparison of backscattering model with data from SAXON FPN. Model inputs
are f= 70kH: and U = 1 m/s (dotted line). 4 m/s (solid line), and 7 nv/s (dashed

linej. The number beside each data point is the wind speed.
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low wind speeds (noted in the figure) arc compared with mode! predictions for I = 1 m/s
(dotted line), 4 m/s (solid line). and 7 m/s (dashed line). In Figure 7, wind specd data
between ¥ and 16 nv/s, also taken during SAXON-FPN, are shown grouped together. The
circles represent data tuken at wind speeds of 12-16 m/s: asterisks represent the interval
8-12m/s. The mode] results are for U = 8 m/s (solid line) and I’ = 16 nvs (dashed
line): the results for the two wind speeds are distinguishablc, but their difference is less
than the overall spread of the data. Data from NOREXS&S are shown in Figure 8.

5. Model Implementation Notes and Model Accuracy

a. Implementation

f ¢ Additional care must be taken to compute the backscattering strength at grazing

angles approaching O° to avoid numerical problems. We recommend that the
scattering strength values for grazing angles <0.5° be arhitrarily

linear extrapolation of the values at 17 and 0.5°.

b. Accuracy

e For wind sp2eds greater than about 8 m/s, and at all grazing angles. a nominal esti-
mate of model uncertainty is *4 dB: that is. most data will fall within this range of

f’ the model.

e For wind speeds fess than about 8 nvs, mode! uncertainty necessarily incredses
because the precise threshold for wave breaking (and bubble production) may vary.
Furthermore, in approximately half the data runs we examined that were taken in
the wind speed range 4 to 8 m/s, scattering strength in the grazing angle range
0 = 5°=20" decreased with 8 more strongly than what the mode} predicts. The rea-

son for this remains unclear. However, within the wind speed range of 4 to 8 ms.
the air~-sca interface is typically more sensitive to small changes in wind speed.

Thercfore, model predictions based on wind speed alone are more difficult. An
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estimate of model uncentainty for wind speed less thun 8 mis is 5 dB. We recom-
mend. however, that simulations be made using a =1 m/s wind speed spread about
the actual measured wind speed. This provides the simulator with a realistic guide

as to the range of expected reverberation levels.

o The model hius been compared with data taken at frequencies between 12 and

70 kHz. and a frequency dependence in model zecuracy has pot heen ohserved.

6. Spectral Spread

The power spectrum of a signal scattered from the sea surface at high frequencies
has heen found to have a Gaussiun shape and a width principally dependent on wave
. < . .
height.!* The spectrum is expressed simply as

P(f)=Ae IR (17)

Where A is the spectral amplitude (normalized to unity in this discussion). f; is the spec-
tral shift, and ¢ is the standard deviation. which is related 10 the half-power spectral

width by

Afap =235 | (18)

The spectral shift for a free-swimmung vehicle is usually negligi
associated with the vehicle's velocity. For a fixed sonar (e.g., bottom-mounted) the shift
is typically determined by the radial component of the tidal current. In the following dis-
cussion. expressions are given for the normalized spectral width

Af 4B (Hz)

7 (kH2) (19)
and the spectral shift is ignored.
The expression for 1} can be factored as follows:
n = 235F,(f)F-(0.9)5;, . 204

I[1-16 TR 9407




UNIVERSITY OF WASHINGTON « APPLIED PHYSICS LABORATORY

v here @y is associated with the orbital motion of the sea surface in the upidown wave

direction. From the data given by McConnell et al.,'* this is

6, = 0.894494 | 2n

where K is the rms wave height in meters. The rms wave height (in meters) can be

for the sea surface giving

- .23
h=533x10707 . (22)
Nete that the commonly used significant wave height H 5 isegqual e 4 times L.

12 en

low grazing angles. Both open ocean and fetch liniit
factor in Eq. 20 can be fitted by the expression
11.0—0.0034 191 cos® _ 1¢1 <90
F:0.8) =
[1.0-00034 1 101 - 1801 cosB  90°< lol < 180°

The azimuthal angle ¢ is defined as 0° in the up-wave heading {the direction of acoustic
propagation is opposite to the wave front velocity vector). 290° in the cross-wave head-
ing. and 180° in the down-wave heading.

The factor Fy(f) in the orbital motion term of Eq. 20 describes the variation of the

quency as

Fy(f)=1.0~-0.0084(f - 25; . (24
Figure 9 shows the final resuit for 1) in the up-idown-wave direction for three selecied
frequercies and a grazing angle of 60°. The frequency dependence given by Eq. 24 is
shown in this figure, as is the varistion with wave height specified hy Eq. 21,

The model is well supported by dita for the grazing angle range 0°-30° and the fre-
h

2}
-

quency range 15-60 kHz. The spectral width data also ag

ularly at C band (6.7 cim wavelength: see Valenzucla and Laing
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The frequency dependence given by Fq. 24 between 60 kllz and 106 Hz is simply an
extrapolation based on data taken in the 15-60 kHz range. No acoustic data were avail-
ablc at grazing angles heyond 607 the suggested modcl is based o1 theoretical arguments
and radar data. Finally, it is possible to have additiona! spectral spreading due 16 Doppler
motion caused by the small-scale waves. This condition would exist only if backscatter-
ing were dominated by small-scale, or capillary, waves, as describea by 6, (Eq. 9). The
effect on total spectral spread is not significant. and data presented in kefs. 15, 20, and 23
are well described using Eq. 20 without an additional term associated with capillary

Waves.
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C. FORWARD LOSS

I. Introduction

Models for high-frequency surface forward scattering and reflection are briefly
summarized here. Supporting discussion and additional references to the literature are
given in Ref. 26. At high frequencies, incoherent scattering near the specular direction

(forward scattering) almost always dominates over coherent reflection because of the

large roughness of the sea surface. Therefore. modeling of forward sca

tant for predicting the reduction in level and time spreading of acoustic signals. The pro-

pertics to be modeled include the scattered intensity, frequency spreading, and statistics.

For the high frequencies of interest here, the angular distribution of the scattered

such a modeling approach are reported by McConnell*® and by Dahl and McConnell.**

If relatively wide vertical and horizontal beam widths are involved, a detailed scattering

model describing the angular distribution of scat

e
1

¢
W

cL
e
=+
(0]

tion is not necessary to simulate typical propagation and reverberation conditions. In
such cases. the single bounce, forv-ard scattered signal can be adequately represented by
an effective reflection loss. Invoking this approximation requires .1at vertical beam
widths be >20° and horizontal beamn widths be >5° In the following wé assume these

beam pattern criteria are approximately satisfied.

2. Preliminary Discussion

The time-dependent received intensity after a surface bounce, excluding the direct

path contribution, can be written as

Leeceivea (1) = Lioa (D) ap 25

where
Iga1 (1) = total intensity (coherent plus incoherent) following the surface interac-

tion, neglecting absorption
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ay, = absorption factor due to bubbles.

The frequency spreading effects will be described later in Section 1L.C.8. The facior
Iiera (1) can be written (sec Section II of Ref. 26)
Diowa: (1) = L oon () + Li(1) (26)

where

I.on (1) = coherent (reflected) intensity

I,(1) = incoherent (scattered) intensity.

The coherent intensity shows no pulse elongation; the incoherent, or scattered,
intensity does. Thus, in general. both [, (¢} and L{r) contribute
the received signal with a duration equal to the transmitted pulse length. wherecas subse-

quently only I(r) is present.

3. Effective Reflection Loss for Forward Scattering in Reverberation Simulations

In reverberation, or total hackscattering. ray paths involving surface bounces contri-
bute to the reverberation level. particularly in shallow water or surface ducts. These sur-
face bounces involve surface forward scattering, possibly reflection, and absorption due
to near-surface bubbles. In reverberation simulations involving a few bounces and usiig
wide vertical beams, it should be 2 good approximation®® 10 mode! the surface bounce as
a reflection with the reflection loss given entirely by the **surface bubble loss™* (SBL).

Thus. the surface reflection loss RL is given by

RL (dB) = SBL (dB) = -10log g a; , 27)

where the surface bubble loss is given by Eq. 28.

In this approximation. no loss is associated with scattering from the air/sea inter-
face. so in the absence of bubble attenuation this scattering is treated as a O dB reflection

loss. This approximate treatment of surface scaitering is justificd when the beams a
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sufficiently wide (Ref. 26, Section V.A) and when the pu
scattering can be ignored. The latter condition is met when the elongation time L is small
compared with the time scales over which the total reverberation changes (sce Section
11.C.6).

In general, the 0 dB loss model for surface scattering should be adeguate for simu-
lating volume and boundary reverberation involving wide beams and few surface
bounces. However, in applications such as the simulation of target returns involving
pulses with high temporal resolution, it may be necessary to account for the pulse elongi-
tion caused by the surface interaction (Ref. 26, Section V.C) and the concomitant reduc-
tion in peak amplitude.

If more than ahout thrce surface bounces contribute significantly to the reverbera-
tion or target return, then the loss owing to angular spreading in the vertical can
important. This loss arises because the cumulative angular spreading associated with
rough interface interactions causcs energy to arrive outside the main part of the receiver
beam pattern or to be lost in the bottom above the critical angle. For surface ducting
situations, angular spreading appears as an effective duct leakage because energy is
directed . > grozing angles greater than the critical ray angle for the duct, Unfor-
tunately, very - “~rmation is available on the loss due to angular spreading in

multiple bounces.

4. Absorption Due to Near-Surface Bubbles

The u..upiiu. €hict of bubbles near the surface can be described by 4 surface bub-
ble loss, which is related to a;, via Eq. 27. A mode! for SBL is™*’

_3 )
SBL (dB) = i%ié—‘-’—-—u ISTO8 1> 6 ms (282)
SBL (dB) = SBL(U =6m/s)e V-8 U< 6mss (285)

where U is wind speed measured 10 m above the sea surface, fis acoustic frequency in
kilohertz. and © is the nominal grazing angle of the surface bounce path (8 > 0°). The
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model includes a wind speed threshold of 6 m/s to account for the threshold of bre. . ing
waves (also known as the Beaufort velocity) and subscquent production of bubbles.

Figures 10-12 show representative model/data comparisons
between 20 and 40 kHz in the open occan® off California and in coastal waters'* off
Whidbey Island in Puget Sound. Becausc the data were collected at different grazing
angles, all data have been normalized to 16°. The modei provides a reasonabie represe
tation of both open ocean and coastal data, with nearly all data points falling withli,
+3 dB of the predicted curves.

Scattering from bubbles will prevent SBL from becoming arbitrarily large. A nomi-
nal limit for SBL is 30 dB, based on scattering from the underside of a uniform layer of
near-surface bubbles. However, such a limiting valuc for SBL has not been observed in

x = Wh.obey island Expenment

0 = FLiP Experiment
10~

SBL (dB)

WIND SPEED (m's)

Figure 10. Comparison of SBL model predictions (solid line) with measured 2G-kHz data from
the FLIP and Whidbey Island experiments. Data from various grazing angles have
been normalized 1o 10° grazing angle. Upper and lower dotred lines represent a
+3 dB interval about the predicted cunve.
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x =« Whicbey isiand Expenment '
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i
o= FLIP Experment o* i

SBL {(dR)

c \{d 1%
WIND SPEED {ms)

(<)
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L

Figure 1. Comparison of SBL. mode! predictions (solid linej with measured 30-kH: data from
the FLIP and Whidbey Island experiments. Data from various grazing angles have
been normalized to 10° grazing angle. Upper and lower dotted lines represent a
23 dB interval about the predicted curve,

15 Y —~y- .
R
x = Wridbey Islard Experment ;
o'.' )
0= FLIP Expenment '
101
g
=2
G
5+ .
..,5'.
° o-
% % o 1 15

WIND SPEED (m's)

Fizure 12. Comparison of SBL model predictions (solid linej with measured 40-kH= data from
the FLIP and Whidbey Island experimenss. Data from various grazing angles have
becn normalized 1o 10° grazing angle. Upper and lower dotted lines represent a
13 dB inten al about the predicted curve.
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data, because the patchiness of the bubble layer will nearly always admit some surface-
scattered energy to pass. Thus we suggest a nominal upper limit of SBL,, equal to
15 dB. This value is based on the SBL measurements reported by Thorsos.”? McConneli
and Dah!."* and Dah1.¥

a. Depth-dependent formulation of the SBL model

The formulation in Eq. 28 represents the two-way depth integrate
tion for a surface-reflecting ray under isovelocity conditions. Since isovclocity is
assumed, however, the model cannot account for refraction effects, and in the case of ray
vertexing {(68—0) the model becomes invalid. By ray vertexing, we mean the ray goes
through a turning point at depth 2, because of refraction. This case is onl,\ important for
o1
>

L.-

n acc 1N e
CH> tliail 1v hil.

estimating SBL if the ray vertexes within 10 m of tie suiface, ie..
because bubble attenuation will be extremely weak bevond this dcpth.

Below we provide an alternate depth-dependent formulation™® of Eq.28 that

accommodates rays vertexing within 10 m of the surface. Two versions are given: the

Pd

he cornn (B 4) @
fiv v dane \ s ]

first (Eq. 29) applies to an arbitrary sound speed profile, and
to a linearized sound speed profile. We recommend use of the Eq. 34 by linearizing the

sound speed profile in the top 10 m of water.

The version that applies to an arbitrary sound speed profile is

10

SBL (dB) = j Lt

[9< N«

29

where afz) is the depth-dependent bubble attenuation coefficient, z; is the venexing
depth of the ray. and 6(z) is the local grazing angle at depth 2. which is a function of the

sound speed profile. The attenuation coefficient is
ofz) = ope (30)

where Ly (in meters) is the decay constant. or e-folding depth, for the exponential decay

and
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0 =063x 10307081, U26ms (31a)
=op(U=6m/s)e’ =% U<éms . (31b)

A simple model describing Lg vs wind speed (in meters/second) for bubbles within

the resonant size range most relevant to torpedo frequencies is

Lp=007xU . (32)

Refs. 34 and 35.

The attenuation coefficient (z) is integrated between a depth of 10 m and z,. and
multiplicd by 2 to estimate the two-way depth-integrated bubble attepnation, which is
equivalent to SBL. For example, if the ray reflects from the sea surface, g, equals 0; if
the ray vertexes within 10 m of the sea surface, then z, is the vertex depth. The user is

TP S SRV S

cawioned that Eq. 29 has a singular point when 6{z)—0 which will cause numerical

problems if not handled correctly.

b. Recommended version based on a linear sound speed profile
To estimate SBL for rays that vertex within 10 m of the sea surface, we recommend
linearizing the sound speed profile in the upper 10 m such that it satisfies the form

c@@)=co+gr 33

where ¢ is the sound speed at the surface, g is the sound speed gradient in invers
seconds with g <0 representing downward refraction, and z is depth measured from the

sea surface. The result is

SBL = Zm,Rce""/L’-,l;'\/% (X 6,0) . (34)

In Eq. 34, @ is the tabulated probability integral, or error function, and is defined as

TR 9407 II-25




UNIVERSITY OF WASHINGTON « APPLIED PHYSICS LABORATORY

2

P(x) = ——
\nt

x -~
je" dr . (35)
0

The remaining variables in Eq. 34 are

R. = the ray's radius of curvature, which is equal to ¢, /lg |
¢, = thesound speed at the vertex depth =,
8. = local grazing angle (in radians) of the ray at 10 m depth
k& = RJA2Lp).

The argument Vk 0, of ® will in many cases be >2. making @ ncarly unity, and it is

sufficient 1o write
SBL (dB) = 204 \R.Lgr/2 ¢ ~*""* (36)

as the surface bubble loss for a ray that has veriexed within 2, m of the sea surface.
8. Model Usage Notes and Accuracy

a. Model usage notes

o The cocfficients in the model are based on acoustic measurements made in the fre-
quency range 20-50 kHz. The model is thereforc a high-frequency model; as a
broad guideline, the model's applicable frequency range is 10-100 kHz. We note
that the SBL model has recently been shown to give results that are very consistent
with results from a model developed at the Naval Undersea Warlare Cenier for
ship sonar frequencies.*®

¢ The effect of near-surface buhbles on the real part of the sound speed (known as
the sound speed anomaly) is ignored. since within the model’s applicable freguency
range the main eftect of bubbles is attenuation, equivalent to the imaginary part of

sound speed.
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e The mode! is based on measurements from a single surface bounce path. To com-
pute SBL for propagation channels involving multiple surface (and bottom) interac -
tions. the total SBL is the sum of the individual SS3L values computed for each
surface interaction. We caution that model performance for these conditions has

not been evaluated.

e The model does not address geographical dependencies. We ¢ eci that. in gen-
eral. littoral waters and more pristine oceanic waters will differ in terms of bubble
properties. With few exceptions, however, bubble measurements reported in the
literature show within-region variability that tends to obscure any hetween-region
variability, e.g., cf. Refs. 13 and 33. This fact. taken together with the data shown
in Figures 10-12 (showing both coastal and oceanic data). support use of a singie

model at the present time.

e Equation 28, rather than the alternate depth-dependent version in Eq. 29, should be
used when SBL is used as a submodel for surface backscattering (Section 1L.B) and

ambient noise (Section I1.D}.

b. Model accuracy

e The model’s uncertainty in comparisons with the current SBL daiabase 15 approxi-
mately £3 dB. As a predictive model, however, we assign more conservative error
bounds of +4 dB.

e Ping-to-ping fluctuations in SBL will be approximately bounded by -3 and +5dB
about the predicted mean SBI value. These fluctuations are dominated by sea sur-

face scintillation. or the phase randomization that occurs in forward scatteri~g.

e The SBI. model predicts the mean energy loss in surface bounce paths due to
extinction from near-surface bubbles, where the ei.ergy. or {ime-iniegraied inten-
sity, can be modeled with a 0 dB loss in the absence of bubbles. Model perfor-
mance will be degraded in conditions under which the 0 dB loss case cannot be

assumed. Some examiples where this could occur are as follows:
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- The model is used to simulate datu gathered with narrow transmit and receive
beam patterns (see Section Il, Introduction). I this casc, the measured SBL
will be greater than the simulated SBL because the data undersample the

angular distribution of the scattered intensity'.

- The model is used to simulate the loss in the peak value of short-pulse data.
A short pulse is defined as one with a duration time T much less than the
characteristic pulse elongation time L for surface-scattered arrivals. For
short pulses, the energy loss and the peak intensity loss no longer track ecach
other. The total cnergy will be underestimated when based on estimates of
peak intensity, resulting in data losses that are greate- than the simulated
losses. A rough guide is L < 4R, where L is in millisecords and range R is in

kilometers. A more precise mode] for L is given in the Section 11.C.7.

6. Coherent Reflection Loss

The combined effect of coherent reflection and incoherent surfuce forward scatter-
ing can often be modeled for wide beams by uging no loss; the effective reflection loss is
then determined entirely by losses due to bubbles. In a particular model application, the
coherent reflection loss (the loss due to the surface interaction and associated with the

coherent part alone) in Eq. 26 may be of interest.

The coherent intensity can be described with a reflection coefficient™®-"

R= c-x: [} (37)

where % is the surface roughness parameter given by

., _ Anh sing

2 ,

(38)

where

h = rms surface wave height (m) (see Eq. 22)
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" A = acoustic wavelength (m)
0 = specular grazing angle.
The coherent intensity is significant only when the wind speed and corresponding wave
height are low enough that 3 < 2. For these conditions, bubble losses can be neglected,

The coherent reflection loss, RL, which is =10 log) R. is given by

RL 1, (dB) = 305f2 h%sin’ @ , (39)

where fis in kilohenz, A is in meters, and a sound speed of 1500 m/s has been assumed.

At high acoustic frequencies, the coherent intensity is significant only w
surface is nearly calm; for typical ocean conditions, I, (2) is negligible compared with
I,(t). We have includcd the expression for coherent reflection loss (Eq. 39) for complete-

ness. Its accuracy is good except at very low grazing angles (see Ref. 26. Section IV).

7. Time-Dependent Intensity and Frequency Coherence in Forward Scattering

a. Time-dependent intensity
The surface roughness will again be assumed to be large (y >2), since this limit
covers most cases of practical interest at high frequencies. We can neglect I (1), so
llo!al(’) = ,.t(l) .

Consider a single surface bounce and, again, wide beam patterns. The energy, Jl,(r)dt,

can be modeled with a 0 dB loss, but (1) itself will exhibit pulse elongation. (Bubble
attenuation must also be included (see Eqgs. 25 and 27). It is assumed here that such

atrenuation does not change the form of the time dependence of the received intensiy.) A
characteristic elongation time, L, for /.(r) can be estimated from (Ref. 26, Section V.C)
2ryra 2 -
L= 1=y, (40)
ry+ry ¢
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where

incident and scattered slant ranges along the specular path (m)

ryandr,
¢ = speed of sound (m/s)

9 = specular grazing angle

*»

s° = (large-scale) mean square surface slope
Yo = tan”' ().

. 2., . .
The mean square surface slope s* is estimated using

s2=0.0046l0g,(2.1U°) U 21ms (4la)
52 = 0.0034 U<l . (41b)

Equation 41 represents a logarithmic fit by Phillips™ to the optical glitter measurements

v 1t sctienryinamts wenes mmnda fonmi a cllalr Ancimna cam piiam
of Cox and Munk.™ The ght.cr measireinents were made from a slick-covered sea sir-
face which effectively removed surface wavenumber eompoanents shorter than about

30 cm: hence they represent measurement of the ““Jarge-scale™ sea surface slope.

Figure 13 shows the square root of Eq. 41, equal to large-scale slope s. compared
with acoustic estimates of s made in open ccean conditions.®” The estimates were
derived by first measuring L and then inverting Eq. 40 to obiain an estimate of 5. The
model for L. based on Eqgs. 40 and 41 described the data in Figure 13 to within an average
relative error of 230%. Note that the spread in the data 18 quile typical of sea surfuce
slope measurements.

If we use the expression for L given by Eq. 40, the time dependence of the scattered

intensity is

{

0 t<0
lpAg T
1 () = ——— {®d(NL) 01T 42)
(r| +r) ’

(D(\’%)Z) - ®[\z-1/L) T2,

3
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where

T = 1=

t. = travel time for the specular ray path referenced to the time

of transmit (1 = 0)

Ty transmit pulse length (rectanguolar pulse)

1, = transmit pulse intensity

Ay = unitarca

and where @(x) is the probability integral given in Eq. 35. Equation 42 provides the
form for I (1) for a single surface interaction: the generalization te multiple bounces is
given in Ref. 26. Section V.C. An jllustration of the combined effect of increasing elon-
gation time and increasing surface bubble loss is given in Figure 14, where the scattered
intensity  has  beei normalized by the multiplicative factor in Eq. 42, ie.,

-

loAog/r) + ra)-.
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For very short pulses, it is clear from Eq. 42 and

sity will not reach its final asymptotic (or peak) value. For modeling target returns. sav a
single highlight, this reduction in intensity may be important when using puls
time resolution: the associated loss can be estimated as lOlogd)(\"’t—JZ). Finally. it
should be pointed out that this loss and the elongation time L depend on the assumption
of an isovelacity occan. Sirong deviaiions from this assumipiion {e.g.. a ray that is ciose

to vertexing at the sea surtace) will invalidate the formulation for /¢t given by Eq. 42.

i S.raze
; Drent bounce
i gath patr
0 | im’s “
g
=
z
> 0k
=
o
[
2
g .20+
o
W
]
2.3
g |
&
O i
<
-4)r
I . ]
4] 2 4 3 8 10 12 14 1€ 1€ 2C

TIME (ms)

tigure 14 Mode! of the swtace forward bowice signaf illustrating the cffects of time eionga-
tion of the transmitted pubse (2 ms pulse lengthi and surface bubble loss. Elorga-
tion timey and wind speed are noted. The grazing angle is 7.6°, the frequency is
25 kHz. the source and receiver depths are both 50 m, and the range is 750 m. The
noise fevel has been arbitrarily set a1 —15 dB.

b. Frequency coherence
The inverse L™" (in hertz) is a measure of the coherence bandwidth of the chan-
20 . . . . . Yy - .. . .
nel™ and therefore important both in designing waveforms and in determining signai-

processing strategies. Application of Fgs. 40 and 41 1o estimate L™ provides a means to
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obtain realistic estimates of the coherence bandwidth for the channe! as @ function of

both acquisition geometry and environment. When coherence bandwidth L' s

estimated. the relative error translates to approximatelv +406 and -20¢;,

8. Frequency Spreading

el wreey eha Fnmviined nstaead ivent
S WIS UMW UL aidIcu MRt

For an incident high-frequency monochromatic wa

-
")

can be approximated as a Gaussian spectral distribution about an unshifted center fre-
quency when ¥ >} (Ref. 26, Section VII; Ref. 411 1f we assume a Pierson-Maskowitz
surface wave spectrum.® the 3 dB spectral width of the forward-scattered signal is
given“z by

Afyyp (H2) = 0128 U fsin® (43a)

with [ in metersisecond and f1in kiloherte, or

Afwn tH2)= 176 h 7 fsin8 | (43b)

with & in meters (Fg. 22). At low grazing angles. the spectral spread of forward scatter is
generally negligible, especially in comparison to spectral widths associated with the long
pulse lengths tvpically used in practice (c.g.. the spread is 3 Hz at a frequency of 20 kHz,
an rms wave height of 1 m, and a gruzing angle of 5°).

Measurements by Roderick®! suppont Eq. 43. and its accuracy is considered satis-
factory. Some differences can be expected when the surface wave spectrum deviates

from the Pierson-Moskowitz speciral form.

9, Statistics

After a surface bounce. the ampfitude statistics over un ensemble of pings are ade-

43-38

quattely described by the Ravleigh distributiont- whenever the roughness parameter

":-
£
783
4
<
<

% given by Eq. 38 exceeds 2. Deviations from the Rayleigh d
observed in backscattering measurements involving small patch sizes. For example, data
taken in Dabob Bay appear to deviate from the Rayleigh distribution for patch sizes
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< 2 . o - A8

<30 m~, although this deviation was not observed for open ocean measurements.> These

obscrvations should be viewed as a cautionary note for high-resolution systems that
aeee - H

employ narrow beams. Given a Rayleigh distribution, the relative probability of obtuin-

ing a pressure amplitude (or envelope value), A, is given by

PA)= ‘4;—* cxp(j—A3/2 <p:>) . (44
<p->

where p is the instantaneous pressure and the angle brackets denote the ensembie aver-

age at a given time in the ping cycle. The mean squarc instantancous pressure is related
. 9 2 .

to the mean square amphitude, or envelope value, by < p=> = i/2 <A*>. The equivalent

intensity distribution is

Pl = exp(=1/<1>) | (45)

<l>

where 1 is proportiona! to A”. The models in Sections 11.C.3 and T1.C.6 pertain to the
mean <7>.

For low roughness (% < 2). a constant reflection coefficient plus a random scattered
component has been modeled wirth the Rician distribution.** ¥ Since low roughness con-
ditions seldom occur at high frequencies, and since the Rician disirtbuiion is more con-
centrated about the mean than the Rayleigh distribution, we recommend use of the Ray-

leigh distribution.

D. AMBIENT NOISE

I. Ambient Noise Multipath Expressions

At frequencies above 1 kHz. the most ubiquitous source of ambient noise in the
occan arises from the action of wind on the water surface. Above 50 kHz, thermal noise
may predominate when the levels of wind or other sources of surface-generated sound
(c.g.. precipitation and shipping) are very low. Of these other surface sources, only rain
noise will be treated here. Biological sources of ambient noise, such as snapping shrinyp.

are examined in Section IIIL
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.
Al o

The resultant ambient noise model, then, consists of two types of noise originating
at the sea surface, namely wind and rain, plus thermal noise due to molecular agitation.

The total noisc level detected atf the receiver is

P.=Ps+ Py | (46)

where
. . . S 2 N
P, = total received noise power spectral density (pPa“/Hz)

Ps = surface noise power spectral density (uPa/Hz)

Py = thermal noise power spectral density (uPa®/Hz).
and the decibel equivalents are defined as

NSL=101og P,

NLg = 10 log Pg

NL7 =10 log P].
The thermal noise term is given by

NLy=-15+20logf-DI~L , 7

where fis frequency in Kkilohertz and DI and E, respectively, are the directivity index and
efliciency in decibels.*®

The surface-generated noisc contribution is found by integrating over a uniform dis-
tribution of surface radiators, taking inte account propagation from the surface to the
receiver und the receiver beam pattern. To obtain realistic results in shallow water and at

lower frequencies, the propagation model must include multipath contributions to the
total noise level, particularly for sites having hard boitoms.
Two equivalent expressions have been developed for implementation on a computer

to determine the noise level for directional reccivers. The first expression is taifored to
computer codes that calculate transmission loss as a function of horizontal range; i.c.. the

primary integration variable is range.
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Rn.)- T ‘
Ps=A | 13 |] 6,0 'oI RN(@)a(RRY| dR | (48)
0 Jpaths |-%

l -
where

A = scale factor (function of wind speed. rain rate, and
frequency) or noise source level at the air/sea interface at

vertical incidence (uPa*/Hz/steradian)

N = surface radiation pattern including loss owing to a ncar-

surface bubble laver

a(Ry = a term that accounts for prepagation and interface

(reflection) loss

h{R) **spreading’" loss, from surface generator to receiver

b,(8,.9) = receiver beam pattern (intensity ratio)

R = horizontal range to surface generator
Ry:x = maximumrange for integration over surfacc arca
8, = surfacc grazing angle for ray between receiver and surface

6, = ray angle at the receiver (positive angles being above

horizontal)

azimuthal angle.

o

Multipaths are implicitly taken into account by summing over all relevant paths

To determine the number of requisite paths and Ry, for a given environment. several
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trial runs are usually made in which these parameters are increased until Py converges to
a stable upper limit.

The second expression for Pg, illustrated in Figure 15b, is best suited (o computer
models that propagate a fan of ray tubes (indexed by elevation angle rather than horizon-
tal range) emanating from the receiver. In this case, the integration is over elevation
angle and is given by %

oA

Ps=2m4 | BN o8, d6, | (49)
-2
where
l 1
BO,) = 5= | b.(6,.01d0 (503
and
HO,) = N@) 2 3 100 1)

.16,k0

where 9, is a function of 8,.

Equation 49 conveniently factors the noise into B(8,), a received noise beam pat-
tern, ind H(6,). a propagaiion term weighted by the surface radiation pattern, N(8,).
The summation term in Eq. 51 represcuts the absorption loss along each ray (tube) plus
the boundary bounce loss for cach boundary interaction. The quantity M is the total
number of boundary interactions required for A(8,) to converge and is assumed (o be
determined automatically in computcr implementation of Eqs. 49-51. For example, if
two boundary bounces (M = 2) are sufficicnt for H(8,) to converge 10 95% of the value
that would be obtained for M = oo, then the transmission loss for the path from radiator R

shown in Figure 15b is

TL: = (s + 81 +.\’3')+RL(9,'7)+SBL(9\) . {52)
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Figure 15.

Two-dimensional
uniform distribution

(a) Surface teflection of surface radiairs

Bottom reflection

Two-dimensional
uniform distribution

(b) o Surtace refiection ~__. of surface radiators

g / ¢ Radiated noise energy
X s is nondivergent within
/ S solidangle (there is no

s g spreading loss)

Bottom refiection

Diagrams illustrating rwo methods of calcalating the surface-generated noise level
Jor a hydrophone located at depth D, corresponding 1o Egs. 48 and 49. The method
shown in 15a uses range to index rayvs from the surface to the receiver: the method
in 15b uses the received elevation angle.
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where 0 is the bottom grazing angle and sy, s, and 53 are the iengihs shown in
Fig. 15h. Expressions for the absorption coefficient o, bottom loss RL, and surface bub-

ble loss SBL are given in Sections 1, V, and TL.C, respectively,

2. Simplified Expressions for Isovelocity, Deep Water Condit’ons
For isovelocity conditions and omnidirectional or highly directional hydrophones.
Eqs. 4% and 49 can be simplified to provide analvtical expressions useful under a wide
range of conditions. An omnidirectional hydrophone is defined by 6,(6,.¢) = 1. Per-
forming the double integration (using numbers given in Section D.3) in Egs. 48 and 49
yields
Ps = 2rAE4(0.23aD + B,) (53)

where D is the hydrophone depth in meters and B, is the depth-integrated total extinction
cross section for a near-surface bubble lave:. (An expression for B, in terms of the
depth-integrated bubble density is given by Eq. §.) The quantity E4 is the third-order

exponential integral function and is defined as

- -
Exxy=[ Sc-dr . (54)
I

If both chemical absorption (o) and bubble absorption (B, ) effects are negligible, Eq. 53

reduces to

Psg=mA . (55)

If. for example, the argument of F3 in Eq. 33 is less than 0.06, then the error in using
Eq. 55 instcad of Eq. 53 is less than 0.5 dB. Equations 53 and §5 are based an only direc
path contributions to the noise and therefore @5 not include multipaths. Thus these
expressions are most accurate for either the deep occan or environments in which the
bottom is quite soft and has an associated high bounce loss.

For narrow beams and relatively high grazing angles, the received noise level can

be approximated by
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Ps = A sing, 107+ L&A 5 (56)

where 0, is the beam axis elevation angle, r, is the slant range to the surface for the
beam axis ray. and AQ is the equivalent solid angle of the receiver beam. This approxi-

9,20

: . - : ~SRL®
mation relies on w small range of variation of sin@ 107" over the beam pattern.

Tests using this approximation compared with evaluations of Eq. 48 have shown that, for
0, >25% (where 6, is the elevation angle of the sonar: see Figure 132) and A8< 1O
(where A9 is the beamwidth in elevation angle). the results given by Eq. 56 are within
0.5 dB of thosc given by Eq. 48. This holds true even for nonisovelocity conditions and
realistic sound speed profiles because at high grazing angles the effects of the sound

speed profilc arc minimized.

3. Surface Radiation Pattern (N)

The primary environmental quantities of interest in Eqs. 48 and 49 are A and N'(8,).
Most studies of the surface radiation pattern N have shown good agreement with a dipole
radiation pattern for ambient roise generated at the sex strface *“**3! At higher wind
speeds and frequencies. however. this radiation pattern is modified by a near-surfuce
layer of bubbles through which the noise generated at the airsea interfuce must pro-
pagate. The resultant effective noise radiation patiern below this bubble layer™ is

- ' '.,':f .. . .
SBLOCSY Gin @, 57

N,) =10

where the surfuce bubble loss is given by Eqs. 28a and 28b. Since SBL is inversely pro-
portional to sinf;. radiation at the lowest grazing angles is the most strongly affected by
the presence of an absorptive bubble layer. Figure 16 shows tha
tion pattern (V) varies most rapndly with wind speed at the lowest grazing angles: the

variation at vertical incidence is small even at the highest wind speeds shown.

4. Noise Level at the Air/Sea Interfacc at Normal Incidence (A), Wind Effects

-Mcasurements ot wind-generated noise have shown that wind speed is the main

environmental parameter governing the noise scale factor A. When the sea surface
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EFFECTIVE SURFACE RADIATION PATTERN (dB)

,61 e e —— 2-: - m 60 [ 39
GRAZING ANGLE (deg)

Figure 16.  The efective surface radiation pattern showing the dipole patiern at low wind
speeds, when near-surfuce bubble absorption is negligible. and the increasing
attenuvation of the noise level, especially ar low grazing angles. as bubhle absorp-
tion increases with wind speed (f = 20 kH:).

becomes colder than the air above. however. the component of A duc to wind (A,,) also
becomes a function of the air/sed wemperature ditfercnce.”™ At a reference
20 kHz. this dependence on wind speed and air/sea temperature difterence is cxp*caxcd

as

20.5 + 224 Jogl’ AT < I°C U 21 mis
10ogd, ~ = (58)
20.5 + 224 logl’ - 0.26(AT -~ 1.0, AT21°C U21mh |

where AT = Ty, = Ty, and U is the wind speed in meters per second at a 10 m reference
. ) K5 . . .

height.*?*3-% The temperature ditference term is usually not imponanc: ty

becomes significant for coastal locales with offshere winds or for enclosed seas during

the summertime.
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The frequency dependence of the noise level at the sea surface is

1010gA, = 1010gd, 20 + 20.7- 15910gf.  U21mss (59)

This is the noise source level ar the air/sea interface (the effects of a near-surface bubble
layer have been incarporated into the expression for the radiation pattern, Eq. 57).

The amb. 'ut noise levels predicted for an omnidirectiona
velocity, decp water situation can be compared to the Wenz curves through the use of
either Eq. 55 (ignoring bubble efects) or Eq. 53 (which includes bubble effccts through
the inclusion of the depth-integrated total extinction cross section f,.). The result of this
comparison is shown ir Figure 17a for frequencics from 1-100kHz for severai sea
states. (The wind speeds in metersfsecond appropriate for each sea siaie were taken from
Table 2 in Section 11LA.) There are three notable features: (1) the effect of bubbles is
predicted to be negligible at low sca states: (2) at sea state 0 (ssO), Egs. 53 and 55 predict
lower noise levels than the Wenz curves: (3) at sea states other than $:0, Egs. 53 and §§
predict higher noise levels than the Wenz curves. These last two features can be exam-
ined relative to a set of data acquired by Farmier and Lemon™ at 4.3 kHz for wind pecds
of 0.5=-25nvs. Figure 17b shows those data along with the predictions of Wenz and
Eq. 53, indicating that Eq. 5315 a better predictor for these dati: i.e.. the data chow lower
noise levels than the Wenz predictions at low wind speeds and higher noise levels at high

wind speeds.

5. Noise Level at the Air/Sea Interface at Normal Incidence (A),
Combined Wind and Rain Effects

Recent measurements of rain noise in the open ocean have shown that the noise
level depends on both ruin rate and wind speed.” M= The scale factor 2t 20KHz, A, . i8
maodeled simply by

10logAd, 3, = b(U) +a(i/VlogRR ~ RR 2107 mmvb . (601
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10 log (Eq. 55)
~— — — 101log (Eq. 53, with a = Q)
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(a) Pressure received at an omnidirectional hydrophone calculated via the Wenz
equation, via 10 log (Eq. 55), which does not include bubble effects, and via 10 log
(Eq. 53, with 0.2 0), which does include bubble effects. (5) Wenz equation and [
log (Eq. 53, with & = 0) compared with data taken by Farmer and Lemon.™*
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where RR is the rain rate in millimetersfiotr and ihe dependence on wind speed comes in

through the coefficients a and b,

25.0, L .<. 1.5.
5.0 +5.7(50-U), 5<U<30, (61)
5.0. L 5.0,
and
41.6, U<1.8,
b 500-24(30-U). 15<U<50, (621
150.0. U250 .

As with the wind noise spectrum, the model for the frequency spectrum of rain noise was
obtained by making power law fits to measured schtra. To maintain simplicity in the

1vouared enoad, 7 Tl o
v ' ll\‘ s’k/\ AV § o AV 3) Al

modeled spectra, rain neise data taken at very lov

highly peaked spectra are not used in the fitting procedure (Refs. 58 and 59 show esam-

ples of these highly peaked spectra measured in a lake). The resultant rain noise spectra

are
10 logA, 2 - 10.0 logf, 1£/< 10, RR 210 - mm’h
oot = |101084:2 +49.0l0g/ =590, 10°Sf <16 RR2 107 mmm, .
0loed = N1010g4, 2, 16 $£$24. RR2107 mmp,

1010gA, s, = 23.0logf + 31.7. 24 <f<100, RR 2107 mmb

As with the wind noise spectra, a reference frequency of 20 AHz was chosen. The princi-
pal difference between the recommended spectra gwcn in Eq 63 and the highly peuked
spectra mentiored earlier cocurs enly in the vicinity of this pla
that data on rain rate are primarily for rain rates less than 10 mm/h. There are sparse data
which indicate that for rain rates greater than 10 mm/h Eq. 63 may overpredict the noise
level by at Jeast several decivels. Therefore we reconitiiend thai 10 nunvh be used us the
made! input for RR > 10 mm/h.

To find the scaling factor A when both wind and rain are present, simply add the two

contributions as follows:

10logd = 10loglA, +A4,) . (64
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From Fqs. 58 and 60, it can be secn that neither contribution goes 1o zero at zero wind
speed or no rain. In accordance with availuble data, we set A, = 0 when U < 1 m/s and
A, =0 when RR < 1072 mmvh. Under these circumstances, either the hydrophone
svstemn's self-noise or thermal naise is the limiting noise: thermal noise tends o be dom-
inant at higher frequencies (above ~30 kliz). The ambient noise levels predicted for an
omnidirectiona! hydrophone in an isovelocity, deep water cnvironment for varions com-
binations of sea state (where the appropriate wind speed in meters/second for each sea
state was determined from Table 2 in Section 11.A) and rain rate are shown in Figure 18.
A comparison betweer the predictions of the ambient noise model and one set of data

from Ref. 55 is shown in Figure 18b.

6. Summary

We helieve the mode! presented in Fg. 59 for wind-gencrated ambient noise is rea-
sonably accurate. particularly for sca surface temperatures that are nearly the same as or
warmer than the air above: in this case. the model is consistent with a large body of data
extending back to WW II. The onlyv signiticant deviation is when it is snowing or When
the air temperature is below freezing or both™ (in which case the nuise level is con-
sistently S dB less than that given by Eq. §9). The guantity with the greatest degree of
uncertainty is the surface bubble foss effect (Eq. 87). As discussed in Section I1.C, SBL
displays a4 wide range of variability for a given wind speed.

The rain noise model, on the other hand, has much less data to support it. Also. it is
based on the occurrence of **normal™ rain, i.c.. rain containing droplets greater than
2 mm in diameter. Reference 60 has shown that for **misty"’ rain the noise levels cun be
30 dB higher than the model predictions for frequencies above 10 kHz. A< an aid to the
user. Figures 19a and 19b show the received noise field (Eq. 48 or 49) ax a function of
elevation angle for frequencies of S. 15. and 40 kHz and a soft mud bottom. The bottom
loss is large and increases with frequency. so that the cffect of ambient noise energy
heing scattered off the bottom is minimal at 40 kHz (Figure 19¢). Comparison of Figures
19b and 19d, which is the same as Figure 19b but for a hard bottam, indicates the
significance of bottom type on the angular dependence of the ambient noise received.
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Thermal noise at frequencies below 100 kHz is usuelly of little consequence and

has received hiule experimental attention. Recent measurements, however. confirm the

thermal noise model presented here for omnidirectional hydrophones.™

Z (2)

-]
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=
c .
)
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.
10 855 \\\\ i
O rain rate in mm/h Sl :
\\i
:o e e cmneh g e el 8 B s et e :
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log(frequency, Hz)
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10log(Py), IR

30 +— —— 552 - 10log (Eq. 3, with a=0)
P 352 - data from Ref, 55
O rain rate in mm/h

ottt Doy w
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log(frequency, Hz)

Figure 18, 1ay 10 loe (Eq S3. with a= 0y plonted for five rain rates and mo seq stares.
(h) Compurisen between 10 log (Eg. 53, with o= 0) and some of the data from
Ref. 55
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Figure 19.
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Polar diagrams of Hi®,) from Eq. §3, showing elevation angle dependence of the
received noise field for a receiver ar 120 m depth, a wind speed of 2.5 m/s, and a
water depth of 400 m. (a)-(c¢) For a botrom of soft mud with a porosity of 0.7, both
bottont {oss and absorption increase rapidiv as the frequency is increased from
Skl 10 40 kH:: the effect is most evident for the down-looking angles. (dj For a
hard rock or gravel bottom ar 15 kHz, the leveis for bortom-reflected energy are
significantly higher.
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A. BACKGROUND

Invertebrates, fish, and marine mammals have long been known to be ambient noise
sources. Many of these organisms produce sound levels that are well in excess of those
produced by purely physical phenomena (wind, wave activity, rain, etc.) and are often as
intense as those produced by many electronic systems (e.g., >200dB at 1 mre 1 pPa). In
many cases. this noise may interfere with or otherwise disrupt our ability to utilize high-
frequency acoustic signals for detecting objects or for determining environmental noise
sources. Biological noise sources are of particular significane
is a need to develop a set of parameters that will allow estimation of the potential for,

and/or the levels of, such interference,

A principal source of ambicnt noise is snapping shrimp, though other invertebrates
can contribute as well. Marine mammals, especially porpoises and dolphins, are a highly
variable and unpredictable source of ambient noise. Many species of fish are also known
to produce persistent levels of ambient noise in many, especially tropical, environments.
Some data exist on these sources of ambient noisc production. but much of the data is
probahly dated and may be seriously dcficient at frequencies above 20kHz. Some
sources will be more difficult to predict than others, especially the more migratory
marine mammals. However, benthic or less migratory sources (e.g., fish) can be predict-
able if mcasurements are available to establish a pattern of distribution, frequency of

=3

occurrence, and other abundance-relited information.

B. GENERALIZED FREQUENCY DISTRIBUTION

Some generalization of these sources of biological ambicnt noise is possible:

(1) Frequencies less than S kHz will be strongly influenced by fish distribu-

tions.

(2) Impulse noise producing a steady background level is dominated by

invertebrates and can be severe at frequencies of 10 to 20 kHz and higher.
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(3) Intermittent pulses or pericds of high ambicnt noise dominated by echolo-
cation and vocalization by marine mammals at frequencies greater than
20kHz will be a significant factor in some localities and extremely

difficuit to predict.

A summary of some of these sources is given in Table 1.

Tablc 1. Siend! characteristics of some sigrificant sources of high-frequeney biological
ambient noise.

Frequency of
Frequency Range Peak Encrgy Pressure Level
Organism (kHe¢) (kH2) (dBat I mre 1 yPa)
Spiny Lobster 0.04-1.2 0.006-0.8 97
(Palinuris spp.) 2.5-4.7
Harbor Porpoise * 20-150 112
Common Dolphin * 20-100 140
Snapping Shrimp 2-200 4-8 155
Beluga Whalke * - 40, 80,120 160-180
Sperm Whale 0.2-32 5-6 173-184
Killer Whale 0.1-30 14 178
Bottlenose Dolphin 15-130 100~130 >2X)

e e em—————

*Unknown

C. GENERALIZED MARINE MAMMAL AMBIENT NOISE

No mcthod is available to predict the occurrence of marine mammals ir. any
environment, although the distribution of some mammals is known for broad arcas. The
frequency spectra for some of the whales and porpoiscs listed in Tahle | ure shown in
Figurc 1. If marine mammal activity coincides with operations at a particular locality. it
may be necessary 10 suspend measurement efforts until these animals depant. Otherwise,

there will be periods of high-level aperiodic interference (hiological ambient noisei
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Figure 1. Time signature and spectral composition of sounds from selected whales and
porpoises. ‘after Busne! and Fish')

which will have 10 be accounted for or climinated. Table 2 lists the species names of
additional whales und porpoises that are known to produce such sounds: however, the

exact spectral composition and levels of these sounds are unknown.

D. GENERALIZED SNAPPING SHRIMP LEVELS

The Jevel of ambient noise produced by snapping shrimp will depend on three con-
dition<: (1) the presence of suitable habitat, (2) the proximity of the listener to that
habitat, and (3) the operating frequency. The general location of snapping shrimp is
roughly bounded by 40°N to J0°S, approxiniately the boundury of the 11°C isotherm in
winter (see Figure 2). In addition. water depths of less than 60 m within this general

region ure more likely to contain snapping shrimp populations. Shrimp populations will
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Table 2. Other whale or dolphin species known to preduce echelecarion pulses.

© em———— e o

Organism

Comments

Cephalortanchus spp.
{Heavy Sided Dolphin)
Grampus griseus

(Risso’s Lolphiny
Globwephala melaena
(1.ong-Finned i’%ilot Whale)
Kogia breviceps

(Pigmy Sperm Whale)
Kogia simus

(Dwarf Spermi Whale)
Lagenorhyncitus acuins
(Atlantic White-Sided Dolphin)
Lagenorhynchus albirosiris
{White-Beaked Bolphim
Lagenorhynchus australis
(Pcale’s Dolphin)
Lagenorhivnclius obscurus
(Dusky Dolphin)
Lagenorhynctins obliguidens
(Pacitic White-Sided Dolphin)
Procoenoides dalli

(Dall’s Porpois¢)

Stenella coenileoalba
(Striped Dolphin)
Stenella longirostris
(Spinner Dolphin)
Stenella plagiodon
{Spotied Dolphin)

Steno bredanensis
(Rough-Toothed Dolphin)

Tursiops aduncus
{Arablan Dolphinm

Coastal: southern hemisphe.e

Occanic: all oceans in temperate seas,
including the Mediterrancan.

Oceanic but some coastal: most of
North Atantic and southern hemisphere,
Frequently coastal;

most of the temperate oceans.

Similar to K. breviceps.

Continental shelf and shelf edge:

North Atluntic.

Continental shelf and shelf edge:

North Atlantic '

Coastal and shelf: tip of South America

Southern hemisphere
Oceanic. but some coastal distribation.

Shelf stope but some coastal;

North Pacific.

Occanic: all N. Pacific,

all N. Atlantic and Mediterr.aican.

Oceanic predominantly but some proximity
1o coastal waters.

Oceanic: Atlantic south of Cape Cod

and in Caribbean,

Coastal; castern Japan. castern and wesiern
Atlantic, occasional in central Atlantic.

Indian Ocecan and Red Sea subspecies of
T. truncatus

-3 TR 9407
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Figure 2. Worldwide distribunion of snapping shrimp accarding ro Johnson et al.* Snapping
shrimp are found in the shaded area wherever the bottom depth is less than 60 m and
the bottom sediment is suitable. tufter Cato and Bell’ ).

be most abundant where there are pumercus hiding places, as will he found on hottom
sediments consisting of rough boulders, cobbles, or coral rubble. Shale or other loose
rock structures are also favorable environments whereas sand or mud are not. Paiches of
suitable bottom (ypes cun be isolated or widely separated and may not be well dacu-
mented on bottom scdiment maps: in such cases. accurate survey data will be critical to
identify the locations of possible snapping shrimp sites,

In close proximity to individual shrimp, the peak sound pressure leve! of an indivi-
dual snap can be 140 to 160 dB re 1 pPa’; the noise spectral fevel is generally 60 to

80 dB (re 1 pPa*/Hz) (see Figure 3). The rate at which the spectral level decreases with
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Figure 3. Comparisor: of time-averaged snapping shrimp noise spectra at different localities.
The measurements labeled *Widener' were off Florida with: a microphone resting on
the bottem.® Spectra of surface-generated noise and rain noise are also shown. The
precipitation rate was 1.2 mm/h for the lower cune and 260 mm/h for the upper

X
curve. tafter Cazo and Bell”)

distance from the center of a concentration of shrimp will depend on the frequency of

operation (for an cxample of the onc-way loss due to distance and attenuation at frequen-

cies of 10-20 kH7. see Figure 4). Given the presence of snapping shrimp. then. in gen-
eral. shrimp snaps will alw: vs be greater than wind-generated noise and approsimately
bounded by rain noise for frequencies between 10 and 200 kHz. There is no ohserved
fluctuation hy scason for shrimp noise; however, there is a nighttime increase of up to

& dB. This may reflect the activity of either the shrimp themselves or of other henthic
animals, which then disturb the snapping shrimp.

The generalized falloff of noise spectral level with frequency is 0.13 dB/KHz from
S kHz 10 175 kHz, or approximately 20 dB from 25 kHz to 175 kHz (Figure §). There is
some direct evidence that shrimip snaps do not accur randoimnly but railier are frequently

correlated with each other in bursts of pulses.
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Figure 4. Variation of shrimp noise level off California during traverses over differing bortom
sediments and depth. Levels shown use the average of 10, 15, and 20 kll: levels.
cafter Johnson et al.’, from Cato and Bell*)

If cenditions are such that populations of snapping shrimp are potentially present.
assume a level of 70 dB (for 5 kHz to 20 kHz) for the noise spectral level and make
adjustments for frequency (for frequencies >20 kiz) and disance from the position of
the shrimp concentration (0.13 dB/kHz and 20 log range plus 2o range, respectively). If
itis nighttime, add 8 dB. The estimate will be approximate and will most like
low side. Actual values of the noise spectral level may deviate from this estimate by
more than 10 dB. hut determining these values will require direct meusurements in the

environment of interest.
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Figure 5. Overplot of multiple single shrimp sraps from Svdnex Harbor showing the decline in
spectral level with frequency. (after Cato and Bell* )

E. OTHER INVERTEBRATE NOISE SOURCES

A number of other specics of shrimp. crabs. sea urchins, and barmnacles are known to
prowluce clicks at various frequencies. These are itemized in Table 3. These sources of

biological ambient noise are poorly studied, but may be of importance in some environ- |
ments,
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Table 3. Other invertebrates known to prodiice ambicnt naise.

— e -

Organism

Comments

Shrimp in the genera Pontonia,
Tvpton, and Coralliocaris
Various species of fiddler crabs,
especially in the genus Uca
The box crab Calappa flammea
The black mussel Myrilus edulis
Some sea urchins:
Evechinus chloroticus
Strongvlocentrotus drobachiensis
Diadema setosum
North Atlatitic barnacles
Balanus eburneus

Balanus balanoides

Balanues tintinnal ulum
Balanus perforatus

Little is known about noise mechanisms

and levels
Little is known about noise mechanisms
and Jevels

Occurs in the Bahamas.

Produces pulse sounds at 1-4 kHz.

May produce sounds at 30 Hz - § kHz.

Produces sounds similar to snapping shrimp
Produces sounds similar to snapping shrimp;
occurs in wurm seas.
Produces sharp clicks: oceanic, in warm scas
Produces rythmic rubbing sounds:
occurs in the Mediterranean.
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Introduction

This section contains the models for bottom forward loss, backscattering strength.
and bistatic scattering strength applicable over the frequency interval 10-100 kHz. The
forward loss and backscattering models are identical to those defined in the previous ver-
sion of this document.! The bistatic model is new. The models employ a mixture of
theory and data fitting and all use the same set of bottom parameters.

This section is divided into four parts: Section IV.A discusses the physics and
mode! inputs. IV.B treats the forward loss model, and IV.C and IV.D treat the back-
scattering and bistatic scattering models.

For those who want to make quick estimates of forward loss or backscattering
strength based on minimal knowledge of hottom type, we offer here a guide to relevant

tables and curves:

Bottom loss vs grazing angle

Use curves of Figure 1 (page IV-19).
The loss is independent of frequency.

Backscattering strength vs grazing angle

Use curves of Figure 2 (page IV-26), which are comiputed for a frequency of 30 kHz.

More generally, consult Table 3 (page 1V-23) and interpolate if necessary.

No similar plots or tables are available for the bistatic scattering model. To use the
mathematical expressions that constitute the separate models, model input parameters
must he determined. Section IV.A on model inputs provides the necessary information.
Once model inputs are available, they can be inserted in the equations for forward loss
(Scction 1V.B), backscattering strength (Section IV.C;. ar bistatic scaticring strength
(Section IV.D) without further reading. The text explains the models and indicates the
accuracy that can be expected. The equations given for the three models are straightfor-
ward, analytic expressions; however, the forward loss model involves considerably fewer
cquations than the backscattering and bistatic models.
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It is important to understand a technical issue that arises in applying the models to
scattering near the specular direction. The loss mode] treats the interface as perfectly flat
and gives the energy loss for perfect, mirror-like reflection. The two scattering models.
however. vield predictions for the angular spread of this energy due to interface rough-
ness. If onc integrates over this angular spread, the tota! energy will be approxima
equal to the reilected energy predicted by the loss model. There is a duanger of double
counting if the scattering and loss models are emplayed without an understanding of this
relationship. Rough bottoms such as rock and gravel present an especially difficult prob-
lem in this regard. The forward loss model yields very low loss because it neglects
scattering due to roughness. Such effects are the province of the bisiatic model. but the
present version is not applicable to rough bottoms. The scattering model subsections

(IV.C and 1V.D) contain brief discussions of this issue,

A. MODEL INPUT PARAMETERS

This section can be viewed as a *‘front end™” designed to allow users o cheain rea-
sonable estimates of the model input parameters given various sorts of information about
the bottom. Some users may have only minimal information, ¢ ¢.. a sediment name such
as “silty sand.”" Others may have a detailed geoacoustic characlerization in terms of
physical parameters such as sediment sound speed and density. To accommodate a wide
range of such possibilities. this section is broken intc a number of parts. Following isa
brief outline of each part intended to guide users to the material essential to the applica-
tion at hand.

1. Comments on Geoacoustic Modeling
(This section is optional, but recommended, reading.)

2. Definition of Model Input Parameters
(This is required reading for users intending to use the mathematical

expressions that constitute the models).

3. Table for Mode! Parameters in Terms of Sediment Name
(This is the least ambitious and lcast accurate approach to madel input
parameters. This section is self-contained.)
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4. Model Input Parameters Using Grain Size
(This provides a useful, but not always accurate parameterization in terms
of a single. commonly encountered sediment parameter, grain size. This
section is self-contained.)

5. Model Input Parameters Using Geoacoustic Data
(This section depends on material in Section IV.A 4.)

6. Refinement of Model Input Parameters Using Backscatter Data
(This supplements the methods discussed in Sections 1V.A.3, IV.A 4, and

l\’.A-S-)

7. Use of Bottom Roughness Data
(This supplements the methods discussed in Sections IV.A.3, IV.A 4, and
IV.AS)

1. Comments on Geoacoustic Modeling

Our modeling of the ocean bottom is confined to the top tens of centimeters because
of the high attenuation of sound in sediments at high frequenc:es The upper few cen-
timeters of sediment are more waterlike than the sediment in deeper layers, cspcc:a!!; for
soft sediments such as silts and clays. Unfortunately. quantitative geoacoustic data on
this centimeters-thick transitional layer are almost nonexistent. With notable excep-
tions,*8 the layer is either ignored outright or destroyed during processing of the cal-
lected sediment. However, the data available strongly suggest the existence of
significant gradients in porosity (hence density) along with generally weaker gradients in
sound speed and attenuation. These gradients start at or ncar the interface and connect
the more waterlike, unconsolidated sediments at the interface to the generally denser sed-
iments that characterize the deeper layers. These gradienis exist over several centimeters
in depth. Preliminary theoretical calculations® show that these gradients can have
important effects on the interaction of acoustic waves with sediment, by determining the
effective impedance mismatch of the sediment/water interface. Long waves (refative to
the average gradient in geoacoustical parameters) do not sec the gradient—the effective
impedance mismatch is determined by the bulk propertics of the sediment. Short waves

scc only the surface values of the sediment’s geoacoustical parameters,
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Our modeling efforts were constrained by the fact that there are not enough simul-
taneons acoustic and geoacoustic data with the necessary level of detail to construct a
model of this interface that incorporates these effects in a realistic way. Our modeling
cttorts for both hackscatier -3 forward loss are therefore based on the physical charac-
teristics of the uppermesi -:dimeat, especially its density. Thus the sediments are
modeled as a simple, ser- wanite fluid model which is assume
geneous both in the horizontal and in the vertical. (Volume backscatter contributions are
parameterized by an equivalent surface backscatter.) This avoids complicated models
which would have included more detailed physics, at the cost of ill-defined bounds and

pootly supported relationships for the appropriate parameters.

2. Definition of Model Input Parameters
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Table 1 lists the geoacoustic parameters use

backscattering models.

Tuble 1. Bottom parameters used as model inputs.

Symbol Definition Short Name
p Ratio of scdiment mass density Density ratio
to water mass density
v Ratio of sediment sound speed Sound speed ratio
to water sound speed
) Ratio of imaginary wavenumber to Loss parameter
real wavenumber for the sediment
o) Ratio of sediment volume scattering cross  Volume parameter
section to sediment attenuation cocfficient
Y Exponent of bottom relief spectrum Spectral exponent
W2 Strength of bottom relief spectrum (em*) Spectral strength

at wavenumber 28/A = 1 cm™!
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The bottom backscattering mode! employs all six inputs from Tab
forward loss model employs only the first three. The bistatic model uses all of the inputs
from Table 1 except for @5, which is replaced by three new parameters. A default pro-
cedure is provided for obtaining these parameters in terms of 6». The working assump-
tion is that the surficial characteristics of the sediment govern its acoustic properties.
Thercfore, one should have direct measurements of ihe first three geoacoustic parameters
in Table 1 averaged over the upper few centimeters of the sediment, as well as direct
mcasurements of the others. Unfortunately, many gecacoustic measurements consist of
averages covering a depth of several tens of centimeters. Consequently a straightforward
method of assigning values to the parameters and compensating for likely bias is essen-
tial for practical applications of the model.

The water sound speed immediately above the bottom, ¢y, enters the backscatter

~and bistatic models through their dependence on the acoustic wavenumber,

k =2nf/c, = 2nAvavelength.

3. Table for Model Parameters in Terms of Sediment Name

Table 2 relates standard sediment types 0 maode! input paramcters. The sediment
name is assumed to be the name appropriate to the bulk of the sediment, rather than the
surficial sediment. The uscr is cautioned that the density and sound speed ratios given in
this table are surficial values derived from model fitting and tend to be smaller than the
bulk values reported in the literature. The user is also cautioned that this table does nor
constitutc the APL-UW bottom interaction mode! in any sense. These parameters are
intended as defaults for use in the absence of physical data on bottom properties. In par-
ticular, for a given sediment name, there is considerable spread in observed scattering
strength. Most of this spread can be ascribed to the parameters G» and w3, as the output
is particularly sensitive to these parameters. The range of variation of these parameters
has been examined by fitting the mode! to unpublished survey data (K. Y. Moravan, per-
sonal communication). In these fits the parameters of Table 2 were used, except that 6,
and w; were allowed to vary. One group of data was fit using the parameter for
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Table 2. Model inputs in terms of sediment name.
Bulk | Deuaity f Sound Spml Loss Volume Spectral § Specrrl)
Sediment Name Crain ° Ruo ' Ratio Parumeter | Parameter | Exponent | Swrengh
Size ) v s o, Y voicrt
\!.co)
Rout?, Rock IR T 3. R I A R
Kok %o 18 TYEEN O | 3% T doiker |
Cobdle, Gravel. Perbe O L N A 0033748 0oz I8 ooen
Sandy Gravel 0 Al 1Tare TS 0 3¢ T aprase
Vory Coores Sand 08 | 240 b T RS 0w 138 601sTS
M. dy Sandy Gravel 0 i M IT 001630 | 00%2  32f 0086
(’o“r\e Sand. Gravelh S.m 0s 22 . pls2 0.01638 002 s 0006987
[Geavelh MaddySand 1107 a7 001638 | 0002 T 225 0008s%T
Meudium Sand 1S | 1ads 11782 001624 0002 32 0003340
Middy Gravel 20 1615 1.135¢ 041610 0o 125 000
“Fine Sand. Silty Sand R 11072 001602 0402 38 G028
ALddy Sand SOED 1.0M0 001728 IR 328 G
Very Fine Sanc 38 1268 . LOSes (UL P 0.002 s 0.001544
 Clayes Sand 40 | 1223 5 10ded | 009 | 0002 318 GGy
[ Cozrse S """”_j'_"i’ls'_‘j: Ties 7T Te6T T 002iss | 00mx T 338 TG00
| Sandy Sill. Gravelly Mud SO . 1169 09999 00261 | 000 A2E T OUNSHy,
L\chnumS I Sand-Sil-Ciey | 88 T149  0oses | 00066 | 0091 228 T 000081s
Sendy Mud 60 1149 0GR73 0086 DO 338 0000818
! Fin. Sict. Clayey Sit 65 114K 0oRG1 DAA06 0001 | 325 | 0000S1S
TSardy Clay T 118 YD) (282 0000 228 | 000081
“very Fine Silf 7€ 1047 | 09T 00194 0] 28 [ eossts
Silts Clay LEh 1.140 09824 o XN a2s GRS
Clos va) gradecs 00 | 118 CRIT DI0YaR 0.0 2% [ apones
M. = 5.0. except that 62 ranged from extremes of 0.0001 10 0.008 with ahout 80¢ of the
data falling in the range 0.0003 to 0.004. Another group of data was fit using M. = 2.0

parameters; the extremes of w 3 were 0.00052 10 0.056, and about 70% of the data fell in

the range 0.0008 to 0.0086. In thes

The sediment names are taken from the classification schemes of Wentworth,

¢ fits, 63 was also adjusted (o improve the fit.

10

Lane.!! Inman.’* Shepard,” and Folk." The parameter M, given in the second column

of Table 2 is the mean grain size: it is included for completeness but is incssential for

most applications of the table. Mean grain size is defined in
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Wentworth and Lane schemes, the M. value given in Table 2 is the midpoint of the range
defined by the sediment name. The Inman, Shepard, and Folk schemes base sediment
name on the proportions of three compenent size classes, rather than the mean grain size,
The M. values given for these schemes in Table 2 are not identical to those of the original

authors. but were chosen on the basis of consistency among all five schemes and with

Section IV.A 4.

4. Model Input Parameters Using Graln Size
A useful sediment descriptor is grain size. [t is usually measured in logarithmic

units and denoted M.

where d is the mean grain size (or *‘diameter’”’), & is the reference e
the units of M, are denoted .

The foregoing comments about micasuring {
of the sediment apply to the grain size as well. Thus if the sediment consists of fine sund
with a several-centimeter layer of broken shell, the grain size appropiiate to the broken
shell should be used for M.. Similarly, if a gravel bottom has a patina of sand, the grain
size of the sand is the relevant quantity, unless the layer is so thin as to permit acoustic
penctration to the underlying gravel.

We offer parametcrizations of the geoucoustic inputs in terms of the bulk grain size
M.. These parameterizations empirically relate M. to the assumed gecacoustical charac-
teristics of the upper few centimeters of the sediment. This provides the basis for assign-
ing approximate parameter values jn many cases of interest. Furthermore, sediment
nomenclature is based on M.. so one can estimate bulk grain size from the sediment
name and then. via our parameterizations, the model inputs. However, this path of least
resistance has its price: the uncertainty in the model predictions is greater than when

accurate geoacoustic data arc used to determine the inputs.
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The empirical relationships delincated below resu

a.
n
—
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our acoustic models and meusured reflection loss and backscatter
consistent with the geverning physics. In develeping these relationships. data from three
sites played a dominant role.® The development was also guided by published geoacous-
tic relationships®'® and our earlier APL-UW modeling work.'®!? The relationships

given below are defined only for - 1 £ M. £9.

P2 )

p=E—

P
= 0007797 M3 - 0.17057 M. + 2.3139, -1sM. <1

= ~ 0.0165406 M3 + 0.2290201 MZ - 1.1069031 M. + 30455, 1M <53

= - 0.0012973 M. + 1.1565. 53<M.59
CH
et (3)
Cy
= 0.002709 M: - 0.056452 M. + 1.2775 . -1gA. <

= ~ 0.0014881 M7 + 0.0213937 M7 - 01282798 M, + 1.3425, 15 M. <53

= ~0.0024224 M. + 1.0019, 53<M.<9.

and v are real quantities that are measures of

opposed to complex) sound speeds of the two fluids. The density and sound speed ratios
agree with those of Hamilton and Bachman'® for -1 S M. < 1, where for relatively

oban —nel
Uit 1Aty

coarse scdiments we expect at best a negligible. tenuous layer. For M. =9, the sound
speed ratio again agrees with that of Hamilton and Bachman. while the density ratio

remains lower. For intermediate values of ., both p and v are smaller than the Hamil-

ton and Bachman values,
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The loss parameter 8 is a dimensionless quantity involving the complex sediment
acoustic wavenumber ks = ko, + ik
ka; aave  In(10)

= = T 4
o ks, f40n “@

This definition can be related to the quality factor, Q.18 through the simple expression

28 = 1/Q. The loss parameter, d. contains the sediment sound attenuation coeflicient. 5.

which is usually expressed in units of decibels per meter (it is discussed by Hamilton?). .
Hamilton's parameterization of ¢»/f is reproduced below. Not
be employed in Eq. 4. If oa/f is expressed in decibels per meter per kilohertz (as in

Hamilton’s parameterization), ¢; must bc expressed in meters per millisecond

~ 4
Ci

(¢ = 1.528 m/ms is used in determining & from Hamilton's expressions for o,/f and

Eq. 4).
' 7=0.4556. -1<M. <0 5)
(4.8
7?‘ = 0.4556 + 0.0245 M. . 0<M. <26
[ o
-}’— =0.1978 + 0.1245 M. , 26<M. <45

if’- =8.0399-2.5228 M, + 020098 M.  45SM. <60

o R
’f" =0.9431 -~ 0.2041 M. + 0.0117 M: , 6.0SM: <95
o~

-}':_' = 0.0601 . 9.5 S/V: .

The sound speed ratio parameterization is based on measured sound speed ratios
from three sites.” The measured values corrclated well with apparent critical angle
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behavior in the data. Also, the gradients in vertical velacity were negli
On the other hand. the measured density ratios from these sites were discarded because
of the large scatter and vertical variations in porosity. Published bulk density measure-
ments and standard parameterizations were considered, but were not used because of
possible gradients which they do not incorporate. Rather. the ucoustic models were fit to

tm cima nnd Aamal H

data in order to determine the relationship between grain size and density, while remain-
. . . . . . . nd
ing consistent with the governing physics. However, it was found that the Hamilton®
parameterization for absorption gave satisfuctory results,

In the absence of information on sediment volume scattering, the volume parameter

should be assigned the the following values:

G, =0.002 , -1.0sM_<5.S§ (6)

o: = 0.001, §5<M.<90 .

~

The dimensionless volume parameter is defined in Table 1. It is a surfacc scattering
parameterization of the volume scattering cross section when used in Eq. 66 (Section
IV.C.2). There is considerable variation in the volume paratneier, which sometimes takes
on values differing by an order of menitude from those given above (see Section
IV.C.3).

The backscattering and bistatic models assume that the two-dimensional relief spec-
trurn is isotropic and obeys a power law for wavenumber i

wavenumber:
WK )= (oK) Twy . (7

In this expression. K is the wavenumber of bottom relief features; K = 2r/A, where A is
the associated wavelength: Iy is a reference length, equal 10 | cm. Equation 7 requires
two parameters, the spectral exponent yand the spectral strength puarameter ws. Methods
of determining ¥ and w3 from bottom roughness measurcments are discussed in Scction

iz¢€.

4l

IV.A.7. Here, the parameterization of yand 4 is considered in terms of griin
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In the absence of measurements, the spectral exponent is assigned the fixed value

Y=3.25 8

for all grain sizes. An average of available data on spectral exponents
of 3.23 with a standard deviation of 0.44.

z ‘-_. -t
1

To parameterize the spectral strength, we stari with a paraimeterizaiion
relicf h of a 100-cm track, which is used to build w ;. The numbers in this parameteriza-

tion were chosen by fitting the backseattering model to data,

h 203846 -0.26923 M.

~10<M. <50,
ho = 10+00760238, © 1OsM<30 9)
L _os, 50<M. <90 .

With these functions, the spectral strength is related to & for y = 3.25 as foll Hows'":

wa = 0.00207 h* b} . (10)

P

Note that w 2 has units (cm b it 1s the only model paramieier that is not dimensionless.
This is the least accurate of the parameterizations (not considering Eq. 6) as there is wide
scatter in measured spectral strengths and weak correlation with grain size. Therefore,
Egs. 8-10 should be viewed as reasonable defaults, not as predictors of the roughness

spectrum.

5. Model Input Parameters Using Geoacoustic Data
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direct measurement in the upper 10 ¢m using undist
with a resolution of at least I cm. This should be sufficient to resolve gradients to scales
appropriate for usc in modeling applications at 10-100 kHz. Sampling of the uppermost
portion of the sediment is not as important for the loss parameter as it is for the sound
speed and (especially) density ratios. This is partly because the loss parameter does not
vary greatly with sediment tvpe and partly because the models are not particularly sensi-
tive to the loss parameter (save for the case of intromission; see below). However. the
models are strongly dependent on v, especially near the critical angle, 6.,

cosB, = 1A, and on p ncar vertical incidence.

Some users may have access anly {6 a single measured su
tity, such as mass density or sound speed. In such cases, Eq. 2 or 3 can be inverted to
give a value for M.. If measured values are available for both mass density and sound
speed, inversion of the sound speed relation (Eq. 3) is the preferred means of determining
M.. Mean grain size can then be used to obtain the remaining input paramctcrs using

1’,
3
)
:
C!‘

other expressions in Section IV.A4. Surficial values of the absorplic
used to obtain a valuc for the loss parameter, but Eq. 5 should not be inverted to obtain a
value for M. in terms of the absorption coefficient because the uncertainty in this process
is too great. If a surficial value is available for porosity (denoted n and given in percent),

p can be obtained from
p=2.66-0.016% , 35<n<8s. (i)

Equation 11 was derived by inverting a rcgrcssion relation given by Hamilton and Buch-
man (p. 1903 of Ref. 15). With this value for p, Eq. 2 can be inverted for M. fram which
the other parameters can be obtained.

Some users may have access only to measured buik geoacoustic quantities, rather
than surficial values. If a measured value is available for M., it should be used in prefer-
ence to the bulk geoacoustic quantities, following the procedures of Section IV.A 4, If

M. is not available, it can be inferred from the bulk geoacoustic quantities by using the
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following inverted forms of the Hamilton-Bachman™ regression rela

If the bulk density ratic is known:

M. =10937 - V12825 - 177.12 , 1.22<p <205 . (12)

If the bulk sound speed ratio is known:

M. = 10.418 - Y369.09 - 363.09 , 099<v<1.22. (13)

If the bulk porosity is known:

M, = 12,6575 -\220.5145-2.73972n , 35<n<85. (14)

-~

6. Refinement of Input Parameters Using Backscattering Data

If backscattering strength data are available over at least a limited range of angles
and frequencies, this information can be used to determine model parameters via fitting.
This procedure is recommended only for determining those parameters W
causes large variations in predicted scattering strength. For soft sediments (M, > 3.0).
such fitting provides a means of deternmining the sediment volume scattering parameter,
G;. For harder sediments (M. < 3.0), this procedure can be used to determine the rough-
ness spectral strength. Such acoustical determinations are preferred over estimates based
on sediment name or grain size, which can introduce large eivors.

In the fitting procedure defined here, it is assumed that the parameters p.v. 8. and
have alrcady been fixed by the procedures given above. For soft sedimenis. (M, > 3.0}, it
is assumed that sediment volume scattering is dominant. Accordingly, the roughness
spectral strength is temporarily set to zers and the volume parameter, O, is set to any

known value, e.g.. 0.00]. The resulting backscattering strength predicted by the model is
then compared with data, and o, is adjusted to bring the model’s results into agreement
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with the data. Since the backscattering cross section is proportional to 6., this adiust-
ment is simple: e.g.. if the data are 3 dB above the model, 6> should be increased from
0.001 to 0.002. Once the volume paramcter is determined. the spectra) strength can be

*turncd on’ (aWQnCd a value determined h\ tié pruucuui'cs defined earlier.) Afier this
new set of parameters is mcorporuted. the model should be checked for consistency by
another comparison with data. If the roughness scattering component is negligible, as
assumed in the fitting procedure, the mode! and duta will agree. If not, the procedure out-

lined here fails and cannot be applicd.

For harder sediments (M. < 3.0). the volume parameter, 63, is initially set to zero.
and the spectral strength, w . is assigned an arbitrary value. It is subsequently adjusted
to produce agreement with data in exactly the same manner as for the volume parameter.

There is a slight nonlinearity in the dependence of scattering cross section on w3, s0

..

some iteration may he required. Once a suitable value is found, the sediment volu

scattering parameter is *‘turned on’" and the consistency check is made as above.

7. Use of Bottom Roughness Data

As a general rule, the bzckscattering moede! is sensitiv

=

parameters for coarser sediments (M. < 3.5) and becomes less sensitive for finer sedi-

ments.

From Eq. 7 it follows that w5 is the value of the spectrum for K = 1/h. The spece-
tral exponent is limited in theorv to the range 2 <y < 4, but practical considerations

(Section TV.C.3) place the more stringent limits

(15)

[ 0]
E-N
1A
-
A
(73]
\Y=]

If the measured value of ¥ fulls outside these limits, one should use ¢ = 2.4 or 3.9, which-

ever is closer to the measured value.

The normalization of the spectrum must be clearly defined if measured spectra are
to be used as maodel inputs. It is important to distinguish between the formal power law
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spectrum (Eq. 7). which is infinite at zero wavenumber, and the measured spectrum,
which is necessarily finite. The measured spectrum must be normalized such that

Lo

[ [wikrdk dk, =n?, (16)

— B0 g

where

and h is rms bottom relief. Note that the intcgral of Eq. 16is undefined for the prwer Jaw
spectrum of Eq. 7. Still, Eq. 16 is useful because measured spectra are always finite. The
rms bottom relief is actually a function of the length of the window used to estimate the

spectrum. The same window length and taper must be used in estimating W3 (K) and A.

The preferred method for determining ¥ and w4 is to do a straight-line regression fit
to the two-dimensional relief spectrum plotted in log-log fashion. The fit should be made
at wavenumbers comparable to the acoustic wavenumber. which demands that the bot-

tom profile be measured with a resolution of 1 cm or better.

Most such measurements to date have been published in the form of one-
dimensional spectra rather than the two-dimensional spectra nceded for the model. We
now relatc one-dimensional spectral mecasurements to the two-dimensional spectrum

used in our model. The one-dimensional spectrum can be represented as follows:

Wy (K)=(heK )" wy (18)
with normalization
Jwikydk =n? | 19)

The conversion to two-dimensional parameters is as follows!7:

-{=YI +1 ) (20)
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1
l'(z)

WaL =

. = wihg . Qn
y-1.
n2r (=)

where T (x) is the gamuma function. 1'te that the factor Jig is present merely 1o balance
units in this expression.

Some spectra are presented in terms of spatial frequency. f,, rather than in terms of

wavenumber. K. The relution between wavenumber and spatial frequency is
K=2nf, . (22)

When spatial frequency is used, the one-dimensional spectrum can be represented as

Q) (f, )= Chef o (23)
with normalization
@ fydf =h*. o4

In this case, the conversion to two-dimensional parameters 7and w4 is as follows:

Y=y +1, (25)
r(-})
) =(2ﬂ)?"20|’10 . (26)
” r :LT._‘..
AT

If the user does not have speetral data but has data on rms relief for scales compar-
able to the acoustic wavelength, the spectral exponent should be taken to be

-~
"
‘>
9
N
.
-
[V ]
~J
>

IV-16 TR 9407

ADB199453



UNIVERSITY OF WASHINGTON » APPLIED PHYSICS LABCORA

and the appropriate spectral strength i_s'7

. 2:77(7_”(7-2)(4—'{)1‘(‘;{')
we = hehf ' @)
2rr(3-1)Lr-?

where L is the window lengih used in estimating #, where the latter is defined in Eqs. 16,

19. and 24.

8. Limits on Model Parameters

The following limits are recommended for input parameters. These limits are
extremes suggested by a combination of numerical and physical considerations. Pub-
lished values of parameters fall within these limits, but the extreme values are vnlikely to

be encountered in practice and may yield suspect results.

1.0 € Density Ratio £ 3.0

0.8 < Sound Specd Ratio £ 3.0

0.0 < Loss Parameter < 0.1

0.0 £ Volume Parameter £ 1.0

2.4 £ Spectral Exponent £ 3.9

0.0 < Spectral Strength (cm*) £ 1.0.

Other parameters should be limited as follows:

0.0 £ Grazing Angle (deg) < 90.0
1400 < Water Sound Speed (m/s} < 1600
10.0 £ Frequency (kHz) < 100.0.
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B. FORWARD LOSS

The forward loss model is based on acoustic reflection rather than scattering con-
cepts. This is because much of the forward scattering data used in building the model
actually showed litle pulse elongation. suggesting that the incident acoustic energy was
reflected rather than scattered. Available data on smali-scale boitom roughness'® also
support the modeling of ferward scatter by forward reflection since they show that the
bottom is often much smoother than the sca surface. In some applications, the angular
spread of forward-scattered energy is importunt. The bistatic model (Section 1V.D) pro-

vides estimates of this spreading.

1. Statement of the Forward Loss Model
The following simple model is adopted for forward reflection loss. r¢. with 8 being

the grazing angle:

ro =-20log: IR8)! (29)
R®) = =1 (30
Tyl -

=P sinf 2
) P(0) an
P(0) = \K* - cos20 (32)

! ,

K= ';'(1 +id) . 33)

The idca of a lossy Rayleigh coefticient was first published in an article by Macken-
zie.”! who quoted unpublished work by Morse. Note that R(8) (not the forward loss ry}
is a complex quantity, as are the quantities ¥, (), and K.

Because this model does not include gradients und layering. it has no explicit fre-
quency dependence. The loss purameler, 8. may be frequency dependent in general. but

it has no such dependence in our parameterizations.
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FORWARD REFLECTION LOSS (dB)

Figure 1 shows examples of forward 1oss for a varicty of scdiment types chosen as
representative of the full spectrum of possible oceanic bottoms. The choices are taken

from Table 2

2. Model Accuracy

The forward loss model is based on a limited set of data from three sites, and com-
parisons of the mode! with these data are given by Mourad and Jackson.® The data are
confined to the frequency range 20-30 kiz, and grazing angles are concentrated at smal}
values. typically between 5° and 30°. In addition, a single data point is available for cach
site at vertical incidence (90°). High-guality gecacoustic data are available for all three
sites. For the small angles, usc of surficial geoacoustic parameters resulted in model
errors that were about equal to the loss value. That is, for a soft, clavey bottom, the

pre« ‘cted loss at 5° was about 8 dB, and the data near this angle were within 6 dB of the

Q

S' I i LJ Iy -1~ T - -

[ =]
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n

o \
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”

" S'" (Mz = 6.0)-

g .............................. coarse Slh ................. ]
5 o veeee-very fine sand -----
g P L Lt i
g ] fine sand ]
[

o . .—medium sandd —_— ]
a T e coarse sand .. e s
"y} / <..-..-~ ".._-,.oo sandy grave‘ k o
S ‘ 2 "'. 10CK =
6 ‘A'--f-‘:;.-..."..or' ) R /‘l/’ A

©
o

GRAZING ANGLE (deq)

Figure 1. Curves predicted by the forward loss model for generic bottom tvpes. The mode!
input parameters are taken from Table 2. For a given set of input parameters, the
loss model has no frequency dependence.
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size and mode] input paremeters. As a result, use of grain size rather than meusured

geoacoustic data actually gave a better model fit for this small data set than use of high-
quality geoacoustic data. but this is an artifact of the fitting process.

Because of the large fluctuations that can be found in forward scattering data, future
work should incorporate the effects of horizontal spatial variations in input parameters,

which may explain the large variation seen in measured forward loss.

In this mode), bottom loss approaches zero as grazing angle approaches zero. This
is a reasonable approximation. provided b?ttom roughness docs not redirect acoustic
encrgy substantially away from the specular direction. The experimental data support
this assumption. as they tend to show low loss values as the grazing angle becomes small.
It must be noted. however, that these data did not include angles sma
they were gathered from single-bounce experiments. At Jonger ranges, multiple bottom
and surface bounces will render the reflection loss approach invalid if the angular spread
of the acoustic energy increases to a value exceeding the relevant system beamwidths. In
such circumstances, a scattering appruach is required, in principle. Such an approach
could be based on the bistatic scattering model given in Section IV.D.

The error incurred by using the present model in multiple bounce situations will be

w4 gravel. an
id, gravel, and rock. For softer boi-

greatest for relatively hard. rough bottoms such as san
toms, roughness scattering should be less important, and the error should be correspond-
ingly smaller. For simulations that cannot employ a ron gh 1ess scattering approach, it is
necessary to introduce an effective loss that is greater than the loss given by the present
mode!. and possibly nonzero in the limit of small grazing angles. Such an effective loss
depends on system parameiers and propagation conditions. including the angular spread-
ing incurred by interaction with surface waves. That type of spreading will move a frac-
tion of the acoustic energy to higher angles where it is more readily absorbed by the bot-

tom (Marsh and Schulkin® ). Quantitative prediction of these effects is difficult (Weston
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. n . .
and Ching*"): nevertheless, a fixed effective loss-per-hounce is sometimes employe
practical means of introducing scattering loss into acoustic simulations. For multiple

bounce situations, a minimum loss-per-bounce of 1.5 dB is recommended by Hall and

Watson.™

3. Numerical Considerations
Expressions 29-33 are all complex and are most simply evaluated by code that uses

complex arithmetic and treats the variables R (). y, P (8). and x as complex numbers.

The square root in Eq. 32 is defined as the complex number whose magnitude is the posi-

and whnaco '
d whe

tive square root of the magnitude of the argument an
of the argument. This definition removes the ambiguity about the sign of the square root.

C. BACKSCATTER

1. Introduction

The bottom backscattering strength model requires the six hottom parameters
defined in Table 1 and the water sound speed as inputs. Users who need only estimates of
bottom backscattering strength for generic bottom types may prefer to use Table 3 (com-
puted using a water sound speed of 1528 m/s) or the curves of Figure
full model. Users that have physical data on bottom properties can obtain more accurate
predictions using the full six-parameter model which was developed to encompass a
wider range of bottom types. The equations defining the mode] are straightforward. but
numcrous. The model incorporates several submodels taken from the literature, suitably
modified and combined to give a reascnably accurate description of the physical
processes involved in bottom backscattering. Because the model is, in part, physically

vased, it can be used to study such topics as

¢ frequency dependence of scattering strength
¢ importance of scattering from sediment volume

o classification of bottom type from backscattering strength
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e extrapolation of measured data (in frequency, angle. and bottom prapertics)
e estimation of bottom loss from backscattering strength

e importance of various geoacoustic parameters.

The basis for this mode! is documented by Mourad and Jackson,” and comments on the
mode] have been given by Jackson and Briggs.® The model is a gencralization of the pre-
vious model.' > which was a simplification of the work of Jackson et al.'¢ Unlike its
predecessor. the present model includes *‘slow”” bottoms with a sound speed less than the
overlying water, and it incorporates a wider class of roughness types. It improves on the
work by Jackson et al.’® in two ways: absorption is included in a more realisti
and numerical integrations have been replaced by efficient analytic approximations. The
present model assumes that the properties of the bottom material are statistically homo-
gencous vertically and horizontally. Thus. as with the reflection model, layering and
vertical gradients are not included. McDaniel®® has shown that layering can introduce

substantial effects in high-frequency bottoin backsca

2. Equations for Bottom Backscattering Strength

Bottom backscattering strength, S,(0). is a function of the six parameters defined in

the introduction and also depends on acoustic frequency, f, and the grazing angle, €, As

detined by Urick,”’ Sp(0) is the decibel equivalent of the scatteting cross section. which

is broken into two parts:
S, =10log, [0, (0)+6,(8)] . (34)
where

0,(8; = dimensionless backscattering cross section per unit solid angie per

unit area due to interface roughness

dimensionless buckscattering cross section per unit solid angle per

c.(0)
unit arca duc to volume scaitering from below the interface
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Tuble 3. Scartering strengths for generic bottom types.

Rough Rock
ang. | 10MH7 | 1SkHz | 20kMz - 25WH: | 30kHz | 40kHz | 60kHa | %0kH7 ~ 100kH?
B se | 2ea 49 TR | .30 | 217 | 200 -IR9 | .10
2 s | oaa2x f vy o202 | 94 | 83 | 169 ¢ -1s9 .15.2
Al o6 | 2199 D e8| 80 | 74 | a6d | 50 ! a2 .36
S| asa | 160 C o160 ] 152 | a8 | <139 | 28 | a1 118
7 463 | as0 a4 438 | 30 |23 | a3 | .07 -10.2
10 | 180 | 126 - 22 {03 | ona |o-06 9.8 9.2 8.8
20 09 9.0 86 82 19 2.5 6.9 6.8 -6.2
40 6.8 63 -89 5.6 .54 .51 4. .24 4.2
6i) -6.1 .83 .81 51 8.9 46 .42 4.0 .3.8
%0 6.1 L7 .54 -5 .50 47 4.3 40 -39
80 -6.3 £y K¥S 54 -5 .48 4.4 42 -4.0
88 6.5 .6 8.7 -5.5 .53 .50 3.6 43 4
85 6.6 -6.2 Y3 56 .54 -5.1 47 44, 42
Ry -6.6 6.2 .£9 56 .54 5.1 .47 -4.4 4.2
9 6.7 6.2 -89 56 54 Sy 4.7 44 -4.2
Rock
ang. | 'OKHz | 15kHz 20kHz 28kH7 | 30kHz | 40kHz | 60kHz | 8CkHz | 10CKHz
1 520 | -804 . 4T3 a%6 | -0 | a1s | -383 | 361 345
2| 457 | 428 { 04 387 | -3m3 | 352 | 324 | 306 ! 292
3 415 -382 7 L3620 346 k% 21s 229.0 273 0 2260
s | .57 | a7 a308 ) .20 | 284 | 268 | 246 1 -232 222
7 a8 | o-200 273 | 260 | o252 237 | 218 0 206 -19.7
TR | N XS RO LS TP, L S 7 X S BT 10 2 B Y S T X N L X 2170
0§ ave | 178 1 168 | .60 | 153 | a8 | <134 .26 -12.0
a0 [ a3 o223 | oS | -0 | -106 | .00 -9.1 -8.6 -8.2
60 )| 1R . 106 99 9.4 9.) 86 K0 5 218 2.2
W |l o-100 92 8.8 8.5 -8.3 5.0 76 74 2.1
§C 6.0 6.6 69 21 7.3 7.4 7.5 73 9.2 !
gs 26 .5 .59 6.4 6.8 2.2 74 1 74 73
88 2.8 46 5.6 6.2 6.6 74 4 .74 7.3
£9 2.6 .48 55 6.2 -6.6 1) 7.8 78 74
90 26 0 .34 .55 6.2 6.6 27 7.8 .18 7.4
Cobble
Ang || 10kHz - 1SkHz | 20kHz | 28kHz | 30kHz | 40kMz | 60kHz ROKHz | 100XH7 !
] 454 | -555 419 50.0 485 -46.1 430 409 -394
2 Q80 00 L4670 447 -430 417 -39.6 370 .35.2 2219
-2 l 423 [ 04 | 389 | 376 | .258 [ 324 0 s -307
s w9 o366 | 349 | 326 | 2326 | o310 | 390 ) o2 266
7 s w28 | oma3 ] a0 | 202 ] a2k T w0 | o2as 240
10 17 e | 275 | 268 | o257 | w245 .m0 | 220 -21.2
3 242 216 | 2200 | <199 | 192 7 .88 474 | 167 -16.2
40 | <186 -166 | <159 | 153 1 .49 .42 | 38 | 230 126
o o884 139 125 -131 425 -12.2 119 1.7
o ox 22 | 8 oa1e -S| s s ) s | ens
&0 66 I8 83 88 ! 92 98 | -We | -110 113
85 | 34 | s6 | 67 | 26 1 82 92 | a03 | 09 | na2
B 23 .49 62 72 0 79, 90 | 102 | .109 413
&9 2.2 4.2 61 1 39 1 w0 | 2102 | -109 -11.3
90 21 42 A R N J 89 | -102 | -109 -11.3
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Table 3 (con.)

Sandy Gravel

Ang. | 10kHz | 15kH7 | 20kHr | 25kH7 | 30kHz  40kHz * 60KkH:z | 80kH:  100KH:

poU | 68T T8 | K | es1d | 03 485 460 | 443 | 429 |
2ona | a8 b a3 | 453 | 442 .24 00 | s -373
311 | w219 24 | 13 | 402 3m6 368 | -asd -34.0
s 382 377 -371 2360 2501 W38 319 -30.7 2298
T o-ass ] g 338 a3 | 07 | o-308 ) w289 | 2790 a2
o | 322 1 207 296 | w288 | s | ooy sk | 49 0 242
ST B/ KT BRRT 0 B . 228 | 214 .04 | 2197 -19.3
an b | o203 0 a197 ) 03 | 89 | as2 a6 | a7 -16.8
60 K3 ] 77 173 0 .16 | o168 | 161 487 | 155 | -155
0ol -7 | a3 130 38 | a7 | .36 ¢ -139 | a2 | aaas
80 R4 %3 9.0 9.8 99 | 4167 | 120 | 2129 | -136
8¢ .32 L4 6.5 23 -84 97 | 113 | <125 | 133
sa SRS 44 0 .60 -7.1 L0 9.3 -11.1 123 -13.2
89 12 4.2 89 .70 29 93 ] -y | -123 | a2
% .16 4.2 S8 -6.9 18 92 | a1 |23 -13.2

Coarse Sand

Arg. ] 10kHz T 15kHz [ 20kHz ~ 25kHz 1 30kHz | 30kH7 | 60kH7 &0 &H, | 100kHz |
I 842 | 5085 | -351 46K - 471 | -Su6 | -S08  4R9 | 477 |
200 %06 472 | MY T 436 438 | 400 | 448 .33 419
2 WaTh a8 | 428 416 415 | 426 | 410 305 | .3e2
s ] o-ard | a8 382 379 | are | 359 a6 | o336
7 ] -8 280 | 26 386, 33y | a3an | 325 0 ams | 08

P sy s oLz 3z 318 | 03 | 289 ! 279 .27.2

P20 | -0 a8 ) o.268 . 2260 1.5y | o2a0 | 20 0 22 2218

fac b o2 220 | 224 f o9 s | w208 w200 ! w96 | a9z |
60 fo-mr w02 f oaee | <191 ass | aRe | oa3g g% BER|
0 ) 17T a6 ] 188 | 188 w52 | S0 | -7 0 26 | -149

. £0 96 -89 5.6 -£6 -89 96 | -105 .13 20

o 8s .27 32 -a9 4.7 5.6 1.2 49 -10.1 -11.0
X8 1.0 NITS 2.2 a4 36 6.3 3 95 -10.7
&9 1.5 06 20 3 44 -6.1 22 96 | -107 |
90 6 1 08 | 20 | 32 | 44 -6} 42 96 | .07 |

Medium Sand

Ang | 10KkHz | 15kHz ~ 20kHz | 25kHz [ 30kRz  40kH:z | 50kHz  8CKkH7 ; JOKkH7 |

[ 7] 813 | T 581 | 830 | -S1.4 ) 490 | -493 | -%0A 500
2| ses | sa7 | 514 496 | a1 459 | 458 | W59 W49
3] 532 | 807 | AR5 | 470 | 458 a3 | .28 | 428 415
] w476 | .asg | aatd | o430 4210 404 0 386 | 376 .366
T | s ) 20 | 4409 1 399 | .90 3%e 383 | u2 333
10 ‘! SRR .7 b oedes Doa3et | oasg 0 a0 a7 | .0 -29.8
: 309 | 00 | o204 7 w288 283 | w254 287 | .24 2242
o bo2sd 24 | w239 233 | ol2as | o2 u2a e D oays
66 | w226 | 22 0 1% 18 a2 | w206 260 ] -198 198
) <204 ) <196 1 2189 a3 | 27 | a4 1 969 | -166 -164
g0 [ -132 f 120 | -4 o | 08 | o106 0 o | 122
85 -5.0 -4.2 “+9 5.2 5.5 62 8.2 95 . -104
58 12 03 18 .28 .34 4K 22 87 0K
8¢ 23 03 - 22 A 47 0 5.6 95

P % 26 R R B N L Y 97
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Table 3 (cont.)
Very Fine Sand
Ang. | JOKH? | 1SkHz | 20kHz [ 25kHz  30kHz ' 40kH7 | 60kHz | BUKH.  100kHz
1 ] -662 640 | -623 | 609 0 597 | 578 550 | .529 514
2 588 876 | %68 | 556 0 847 | .53 510 | <493 -479
T 0 R R R 520 | -s12 508 | .497 480 | 466 454
bS] .89 A58 ] 452 ] -9 446 | w440 | -430 | A2 -4).3
; Top 408 ] 06 | 405 403 01 398 ) L300 | RS G309 |
10 356 | -355 54 | -383 2352 | 4350 | 249 243 340
P2 |-x; 270 221 | W21 W27 27 2270 | 2270 270
[ a0 ff 250 | 250 ] 249 | 299 | 249 | .2¢9 | 249 [ 249 .24
D60 ft o238 238 | oonae | oWng l-nﬁ 27 236 238 .S
0 ] .234 233 222 | a2 231 229 .27 225 0223
g0 | 219 | 218 210 | 2206 1 -202 195 | 187 BEE T Y
8% 69 | -15.2 141 138 -3l 228 | 128 126 129
8K 5.2 5.0 82 5 55 S59 L .6k -8.2 94 1 -103
89 0.2 1.4 24 KK 43 | .56 2.8 -89 -10.0
90 1.8 03 -1.7 29 38 | .52 7.4 K%, 100
Silt (62 = 0.001)
‘Ang. | i0kHz | 15kHz | 20kHz  25kHz  30kHz | 40kHz | 60kHz | 80kHz | 100kHz
1 607 600 ¢ -593 ; 587 | -582 | -57.3 .358 | -547 538
2| 819 81,7 518 0 813 W81 S0 | -50.2 -49.6 -49.1
3 | 369 6.8 -46.8 i .46.7 -46.6 -46.4 -46.2 -459 -48.7
s qta | a2 413 413 -41.3 -41.3 41.2 412 411
7 I .aga | 284 0 2383 | .383 ] -383 383 | -383 | -282 -383
10| 387 387 387 '-57 357 | .38% -35.7 .387 -38.7
o g ] e 318 -318 -318 YT B 1K S I T 2318
0 | 288 SRR 2N 288 288 288 | 288 287 2287
o | 278 274 1 M4 T4 274 | 214 274 24 274
P -27.0 270 270 -27.0 27, 270 269 269 269
8 | 266 | 205 | -204 .26.4 -26.3 262 | .260 | -287 2255
88 | .52 .wo{.nﬁ 242 ] 239 232 219 | .209 -20.3
B | -180 | 160 | 146 0 137 3.4 125 -121 122 -126
.1 5.0 70 . 66 | 66 6.8 33 &4 95 -10.4
90 1.8 01 1 16 l 27 .36 8. 7.1 -8.6 9.8
Silt (6, = 0.0003)
7@@.1 10kHz 15kHz  20kHz [ 25kHz [ 30kH: | 40kH: ~ 60kHz | €0kHz [ 100kHz
] 660 682 | .645 -639 634 | 6234 610 598 589
204 -£7) . 569 ; .56.7 | -56.5 .56.3 %60 . -55.1 -54.8 AL43
a gl %2y} 520 | 520 | s19 18 | 817 814 .51 SO0R
s 466 ' 366 ~36.5 -36.5 -46.5 -46.5 | -464 “46.3 ~36.2
3 436 -436 -43.6 415 434 418 438 435 434
10 409 409 | 409 | -209 409 409 -40.9 -40.9 .309 |
20 | 370 <370 270 -37.0 .37.0 .37.0 370 7.0 -37.0
0 | 380 320 | 240 [ a0 | 340 340 ¢ L339 | L2290 339
61 | 326 , 326 | -6 [ 6 | 326 326 | 328 228 325
0 [ 322 232,10 -32.1 2221 321 2320 | 319 1 a8 31T
80 | -31.3 .21 209 .30 -305 | -302 296 | .92 3 R3
%¢ | 288 276 | 4269 2263, 2258 | 248 230 | 17 211
8BS ] -1%4 162 48 -139 1 132 26 |23 124 1237
9 R0 0 67 | 67 . 68 2.3 &S 95 . .04
90 | 18 1 02| a6 25 36 51 | a2l o7 | s
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Figure 2. Model curves for backscattering strength ar 30 kH: for generic bottom types. The
model input parameters ave taken from Table 2.

These two scattering cross sections are functions of the six parameters defined in Table 1.
Evaluation of these cross sections involves numerous equations, which arc developed in
the following subscctions, beginning with the roughness scattering cross section and end-
ing with the sediment volume scattering cioss section. No superfluous or intermediate

etan S -.}n

equations are presented; al! of the following equations musi be included in code 6 evilu-

ate the bottom backscattering strength.

a. Roughness scattering cross section, 6,.(0)

Three different approximations are used for the roughness scattering cross section,
6,(0). For smooth and moderately rough bottoms (e.g., clay. silt. and sand). the rough-
ness scattering cross section is computed using the Kirchhoff approximation for grazing

angles near 90° and the composite roughness approximation for all other angles. For
rough bottoms (e.g., gravel and rock), an empirical expression taken from the previous
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version of this model is used.!™** The following discussion develons each of these
approximations in tumn, providing only those expressions needed for computation. The
finul result for ¢, (0) is given in Eq. 62, which is an interpolating expression that

automatically shifts from one approximation {0 ..rother.

Kirchhoff Approximation
In the Kirchhoff approximation, it is conv: - ient to redefine the roughness purame-

ters in terms of parameters o and C} of the so-called **struct

a=--1 (35)

R

andlﬁ

, 2awaFQR-o273¢
"7 ma-a)T+ o)

(36)

Note that there is a physical constraint on yequivalentto0 <« < 1.

The Kirchhoff approximation yields an integral for the backscattering cross section
(for example, sec Ishimaru®) which must be integrated numerically or otherwise approx-
imated. A simple approximation has been developed for this integral based on special
cases for which exact analytical evaluation is possible.” The resulting approximation for

the Kirchhoff backscattering cross section, G;, (8}, is

, bg. | R(90°)12 .
O (0) = Toa ¢ 0240 a7

87t [cos* ™ (8) + a ¢? sin* (0)) ¢

=0. 0 <40° .
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The Kirchhoff cross section is set to zero at angles less than 40°, where the composite
roughness approximation is used. The abrupt jump at 40° will not be seen in the model
output becuuse a smooth interpolation is used at angles greater than 40°. Equation 37
contains the following parameters derived from the structure function paramcicrs & and

-
-

g

(s

q(_=C;.;21-2uk2(l-u‘| . (38)
SO I T
a1 (2(1 + 2)
a= 1 1 1 (39)
r —_— — ——
(2)1‘<a)r(2a)
1oL
2 2a —_
a Fe (40)
b= 2a
It alzo contains R(90%). the complex Ravleigh reflection coefficient (Eq. 30) evaluated at

normal incidence.

Composite Roughness Approximation

In the composite roughness approximation. the small-roughness perturbation
approximation is used with corrections for shadowing and large-scale rms bottom

slope.™® The large-scale rms slope. s, is defined as the positive square root of

il
@rw: hgh® g2 | e @1)

-
- .

2(1-a)

2

s
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where F is the acoustic wavenumber. It is convenient to break the composite-roughness

cross section into two factors:
O, (8)=5(6.5)F(0,0,.5) . (42)

where S (8. s) is the shadowing correction and F (8, G, s} is 2 slope averaging integral,

to b defined. Following Wagner,

S(0.5)= 2 Q ° @)
where
a2 o=t~ [ —erf (1)
) 44
0 L (44
and
L= lansgm . 45

In Eq. 44, erf (1) is the error function. In Eq. 42, the function F (8, Gy, 5) 1$ the smali-
roughness perturbation cross section averaged over bottom slope.

We approximate the slope averaging integral®® by a three-point Gauss-Hermite qua-

drature?:
F®.0py.5)=n""7 “f_l a, 6, (0-6,) , (46)
a.y =a, =0295410, aq= 1181636 , (47)
0. = -8 =1.2247450,, 8y =00 . (48)
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The parameter 8, is the rms slope, s, converted to angular units as follows:

s 0,
o, = , 49)
n

where the parameter 6 is simply an angle of 180°, defined to avoid confusion as to radi-
ans vs degrees. In Eq. 46, the argument of 0, sometimes falls outside the interval
0°~90° over which G, is defined. If the argument is zero or negative, it should be set to
0°. This is equivalent to the composite roughness rule of setting the contribution 10 zero,
as the cross section vanishes at 0°. If the argument is greater than 90 it can be set to

90°, This choice is arbitrary: the composite roughness cross section at 90° will not con-
tribute to our final result.

The function o, (8) is the bottom backscattering cross section in the small-
roughness perturbation approximation. We use a modified version of Kuo's expression

for this function®*:
Opr (8) = 4 k% sin’ (8) 1 ¥ (8) 12 W) (K¢ . (50)
In this expression. Y (8) is the complex function

j_o_—l‘)2 cos” () + p° - x? (515
[p sin (6) +P (8))°

Y@)s=

where P (8) and x are as detined in Egs. 32 and 33,
The power spectrum. W, for random bottom relief appears in Eq. 50, It is

evaluated at the wavenumber
Ko = [4 k% cos? (8) + (k/10)°)~ . (52)

The term involving /10 has been added to the usual expression for the argument of the

spectrum. This is done to avoid the singularity in the power-law spectrum at zero
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wavenumber (i.c., as 8—90°): this somewhat arbitrary modification of the usual smaii-
roughness expression only affects the cross section for grazing angles near 90°, and these

angles are unimportant owing te the interpolation scheme used,

Large-Roughness Scattering Cross Section

The observed scattering strengths for gravel and rock bottoms are relatively large

and imply roughness parameters that fall outside the range of validity ¢

Ed
&
o
S
g
=

and composite-roughness approximations. For these cases. an empirica

7,26 . :
this model's prcdecesso.r’ "33 is used for the large-roughness cross section, a;; (8),

. . m ,I 0, 0.0260 1 R (90°) 12
G, (0) =0 sin” | ~ | + 8. 2119 .
|1+ om % -6 08192 )53
6° sSl1+ = ]+ ——
2.69,° 2

The sound speed ratio determines the critical angle, 8, 7. chis defined as

6. =cos”! (1A)  ¥21.00l (54)

0. = 2.5613° v < 1.001 .

For bottoms with 1+ < 1.001. the critical angle is set to a fixed value, as in the prede-
cessor model. This artificc led to problems when the earlier model was applied to sedi-
ments with low sound speeds. The interpolation used in the present model circumvents
this problem because such sediments usually have small roughness. in which case the
composite roughness model (which includes a physically correct treatment of low sedi-
ment sound speeds) is invoked. The parameter s is the large-scale slope defined in
Eq. 41. Although this parameter is defined in the context of the composite roughness

TR 9407 1V-3]

ADB199453



UNIVERSITY OF WASHINGTON « AFFLIED FRYSICS LABCRATORY

model. it is uscful even when that model is invalid. The large-roughness cross section

uses the following additional parameters:

m =0.7263 (s)"*? (55)
- a“n 2 :
0.04682 ¢ 123 328 [ 1-§] R 1} ,
o, = 1510 — . (56)
1+ —=
8.

Imerpolation Betvween Approximations

Interpolation of the various approximations employs the following function:

i
fl)y=—— . 57)

l+e¢

The first interpolation is between the Kirchhoff und composite roughness approximations.
The interpolated cross section will be denoted @, (8), with the subscript signifying

“medium roughness.””

Cpnp (6) =f(x) Otr (9.' + “ "f(”] OCcr (0' 1 ‘58‘
where
~_ cos(B) = cos(B; 4p)
= 0.0125 ‘ 59)
] _l
cos (Q.4p) = _E +4 ) . (60)
Cs J
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! n
Cq =(1000) ' *% (@ g} ®

The interpolation shifts between the Kirchhoff approximation at
and the composite roughness approximation at smaller angles. The changeover occurs in
the vicinity of 6;4p, which is approximately equal to the angle at which the Kirchhoff
cross section has fallen 15 dB below its peak at 90°.

The Kirchhoft cross section, 6;, (8), accounts for the angular spread of energy that
would be perfectly reflected if the interface were flat. The issue of double counting
arises in modeling vertical-incidence or "fathometer” sonar echoes. If it is important to
simulate the time and angle spread of this energy, the backscattcr mode) can be
the forward loss model could be used if these spreads are deemed unimportant. It would
be improper to combinc the outputs of both approaches; this would be double counting,

The fina! interpolation, between the large roughness and medium roughness cross

scctions. gives the roughness scattering cross section appearing in
G, 0)=f(v)0,,(8)+ [I-f())0;, (V) . (62)

The argument of the interpolating function is

Vo= (63)
. A8
The parameters 0, and A8 are reference angles empirically set at the values
0,=70" . A8=05 . (64)

b. Sediment volume scattering cross section, oy (0)

The term 6,(8) in Eq. 34 describes volume scattering by the bottom material. An
expression for sediment volume scattering including refraction and transmission loss at
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. . : s 4 . .
the sediment-water interface was published by Stockhausen.”™ This expression s gen-
cralized to allow for the effect of absorption on the transmission coeflicient of the
sediment/water interfuce and incorporate shadowing and bottom slope carrections dna

gous to Eq. 42:
0. (6) =5(0.3)F(B.0,.5) . (65)
To evaluate F (8. G, ). Egs. 46-49 are uscd, with 6,, replaced by

550, 1 1~R2() 1% sin" (0)
vIn10 1P @) 1T Im{PB) ]}

Opy (0) =
The function P(8; is given in Eg. 32. Egquation 66 comects a typogiaphica
t

R (), was omitted.

The volume scattering parameter, G-, is treated empirically. That is. it is not deter-
mined by measurement of sediment physical properties but rather is determined by com-
paring the model with backscattering data. The empirical approach to sediment volume
scattering is in contrast to the treatment used for interface roughness scattering, where
the roughness speciral paramciers ¥ and wa are mcasurable via siercophoiograpliy or
other means. Analogous to this, there has been recent work on the physics of sediment
volume scatiering.*>*" This work can be used to relate 5 to measurable correlation
functions or spectra describing sediment inhomogeneity. Such an approach is used. in
fact. in the bistatic model presented in Section 1V.D. Boyle and Chotiros™* hauve
argued that sediment volume scatiering may cficin he due {o the gramniness of sedimenis
or the presence of small gas bubbles. In such cases, sediment correlation functions may
not provide a suitable characterization, but the parameter ¢; may be general enough 10

encompass such mechanisms.
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3. Model Accuracy

The following comments on model accuracy are primarily derived from published

reports on comparisons of this model with data from well characterized sites.’? Because

5.6.17.40

this model is similar to its predecessor.! earlier model-data comparisons are also

of value and are reflected in the discussion here

Generally speaking. model accuracy improves as the quality of bottom characteri-
zation improves. and model predictions are most accurate when the grazing angle is not
too small and the bottom roughness is not too large. The following estimates of model
uncertainty are rough estimates based on engincering judgmen
analysis. Model *‘uncertainty’’ is defined as the largest difference expected between the
model's prediction and measured data, neglecting errors in the data and discarding obvi-
ous outliers.

For rock and gravel bottoms, mode! uncertainty is approximately 10 dB for grazing
angles greater than 157 and probably greater for smaller angles. Model uncertainty is
approximately 3 dB for well-characterized sand and silt bottoms for grazing angles
greater than 5°. For poorly characterized bottoms, uncerlainties o
and 10 dB can be expected for sand and silt bottoms. respec(i\'ely.

Because the model incorporates many of the kaown mcchanisms for
scattering, it is rcasonable o use the model to extrapolate measured scattering strength
data to other frequencies, grazing angles. or bottom parameter values. Such extrapola-
tions are expected to be most accurate for sand and silt bottoms.

For soft bottoms (M. > 3), the mode! is most sensitive to the parameter o, describ-
ing sediment volume scattering. As noted earlier, this parameter is best determined by
backscattering measurements. in which case the model becomes essentially a means of

nén

extrapolating in angle and frequency. As more and more data have accumulated. it ha

15 dB is evident in the references cited here, and a range of 30 dB has been observed in
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unpublished work by K.Y. Moravan on low-frequency bottom reverberation. These deci-
bel values can be taken to be the range of scattering strengths observed for soft hottoms

of nominally the same type.

w. The situation here is more favorable than for soft bottoms. Measurements of these
parameters are available at some sites. and the range of variation in these parameters is
not particularly great when transiated into variation in scatiering stréngth. Problems
have arisen in applying the model to sites where the spectral exponent approaches the
limits given in Eq. 15. The two known examples are a2 fine sand site.” where Y= 3.92
was measured, and a coarse-shell bottom.® where ¥ = 2.47 was measured.

The model is consistent with older dita in the Yierature,*~* except for the

the model yields a more rapid falloff of backscattering strength with decreasing grazing
angle than some of the earlier data. More recent data, such as those cited in the
model/data comparisons above and those reported by Boechme et al..** Bochme and Cho-

tiros.*® and Gensane,” confirm this more rapid falloff.

4. Numerical Considerations

The gamma and error functions used in the model can be computed to sufficient
accuracy using approximations found in Ref. 48. It should be noted that the urgument of
¢
4

man Fannira e

the gamma function sometimes falls outside the range 1-2, and this may require use ¢
the relation T' (x +1) = x T (x). Numerical problems may be encountered if the exponen-
tial and error function arguments in Eqs. 43 and 44 become too Jarge. To avoid such
difficulties. the shadowing function can be set to unity if the parameter 1, defined in
Eq. 45, exceeds 2. Similarly, if the argument of the interpolating function, Eq. 57, is less
than —40. set f(x) = 1, if the argument is greater than 40, set f{x) = 0.

The scattering strength defined by Eq. 34 and subsequent equations approaches
negative infinity as the grazing angle approaches sero. This presenis piobleins in appli-

cations where a look-up table is used for scattering strength with entries at 0%, 12, 2¢, etc,
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It is expected that angles of 0.001° and greater will present no numerical diffienlty |
angles smaller than this, we recommend that the model output at 0.001° be used. The
equations in this section have been written so as to be neutral with respect to the choice
of angular units (radians or degrees). Complex expressions (Egs. 51 and 66} are con-

veniently coded using complex arithmetic as noted in Section IV.B.3.

D. BISTATIC SCATTERING

a hoalrean . l

The bottom bistatic scattering model is a generalization of the backscattering mode
presented in Section IV.C, and is dccumented in Ref. 49. Like the backscattering model.
the bistatic mode! treats scatterire from bhoth interface roughness and sediment volume
inhomogencity. The input parameters for the bistatic model are identical to those for the
backscattering model, with the exception of the volurue scattering parameters. The sin-
gle parameter, G», used in the backscattering mode! is replaced by three parame
Since most users will not have values for these parameters, a simple procedure is given
so that 62 can be used instcad. The bistatic model employs three angular variables.

definc 7 .n Figure 3.

Figure 3. Bistatic scattering geometry. The angle 8, is the incident grazing angle, 8, is the
scattered grazing angle. and ¢, is the bistatic angle.
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are not rigorous owing to lack of adequate physncal data. Bistatic data and accompany-
ing physical data svitable for model testing are currently being obtained under the Coas-

P .-.-..

tal Benthic Boundary Layer Program, managed by the Naval Research Laboraiory.

The bistatic model embodies several features that are physically reasonable but
untested experimentally. As illustrated in Figure 4, for hard (sandy) bottoms, interface
scattering dominates sediment volume scattering away from the specular direction. while
the opposite is true for soft (silt and clay} botioms (
strength exhibits a peak near the specular direction owing to interfuce scattering. This
peak is broader in the vertical plane than in the horizontal plane (for example, compare
Figures 4a and 4c and 5a and Sc); both widths decrease as the incident grazing angle
decreases. In directions away from specular. the scattering strength is predicted to be a

~rhn -\nn v; nw

slowly varying function of the bistatic angle (the change
This can be seen in Figures 4c, 4d, Sc, and Sd.

.4 .

The approximations used in this model fail for rough botionis {e.g.. gravel and

rock). For the special case of backscattering, the model produces results similar to, but

LUE)

not identical to, the backscattering model and is consistent with availahle hackscarterin

data for bottoms with small to moderate roughness (e.g.. clay, silt, and sand).

1. Model Inputs

Table 4 lists the input parameters for the bistatic model. The parameters ¥;, w 3. and

u replace the volume scattering paraineter, Gg Before defining these additional paramc-
ters. defaults will be provided for users who wish to employ only the backscattering
mode! inputs of Table 1.
Y =30 (67
u=-10 (68)

IV-38 TR 9407

ADB199453



SAUONST = 12w TTHO0 = S LY = A - = 1 0 (000 = ey = YA
SHO0 = 0p6’1 =0 "t11°L = 4 24D sumownand mdw popow oyy ., puv 8., Pogy) 24v SUUIIAID
40LISYIUY puv avjioads K ('Q = ) paxif aSun Swznal pasativis ny ynps apun MDISUY U0 I2udpuIdIp
Yl Mays (p) puv (3) (L0R1 = *¢) poxyf apiun dupisiq ) yim g Sun Juizous PRINVIS 2} UL JoUIP
~Uddop 21 MOIYS (4) pup (D) Ul PHOS D SD UBOYS ST D101 YL Y 1) paysup v S0 umoys 81 Juduoduwio)d

UNIVERSITY OF WASHINGTON « APPLIED PHYSICS LABORATORY

SULIDIVIS SUn)or Jusunpas 3y [ Wosioq Apuns D 4of 2HY CF 10 YiSudals Suraavos MOISIG 40f So0unD Jopoty  p 2Ny
{dap) apduy suemiy (@ap) 3quy ming
oSt 001 of 0 0s- 001 oSk 0st 00t 0s 0 s~ o ol
v v L3 LS sl L] L4 L] LS q $ L s
g 1 | 4
st- s 1 ¢
i 9 os- e e T R £
- 1¢¢ T T T T s g
b =
: .A oz {or- 3
= ®
L 4 ¢t- -w»
.Wo st m
(% | {or-g
1¢ m 2 15 m
3 SRR 10 1 10
.c‘ne .z lc
L - 9098 oA {s o 103G -
—— WIS WA + YinoY o -9 p 18 f ..nuh.“.ﬂ# ydnoy sr='e (1%
i re P i vardl A b e- A y - Y A - ik, A °—
{33p) aBuy Surzesg) pasaneog (@) afuy Smzes) pasusedg
6Bt 09 oM 0ZI Wl o N w ozl o 08 0 o w0
- v ..wo i-....--.ll..i .h'vl .....!-o. . Y T " T ™ L 1 L} B or
S ....!. T v a ... .\ 4 ¢
. - .- ..u
P le | e R I
- 1 e Jsee
P - 2
a -~ &
40z m {oz- 5
% o
g s
1ore L%
w . 101 m
iz
- 44 &
1o S
I - {o
| e teng pop Ay . ey on Amy =0
— T8 A + yisoy an-s () 1o -— 08 oA ¢ ydnoy ar=9 @ |°
yy ol A A A A 4 A A A A A v} A °—

TR 9407 1V-39

ADB199453




UNIVERSITY OF WASRHI

tSS000 = ¢ 06t’1

YURTGE =10 I IE000 = Sm g =A 0 |- = 1 102 90g000°0 = Y gy = A
= d "§R6°0 = A aw sunawwand dup japow ayy |y, puv S, P22V 24D SuoNII1IP
4UDISNIVY PUp 4DIIIAS Y[ ('Q = Q) poxy 2 Tuv Swzva¥ posonvas sy s APVUD DUDISIQ UO Dduapriadap
A moys (p) puv (9) (081 = Q) pay HEuv sumsia ap yium g 9pSup Surzvad Poadnns 2y uo aduap
~UIID g} MOYS (4) pup (2) D] PYOS D SO UBOYs SE I DY JJiys U} PIysDP U SV UMYy S} Juatioduio)
JUIIIS Nunjon Junaipos 2y WOy Kps v 20f ZpY g W Yvuons Juuanvos JuDIs1y duf sanund 1rop

(3ap) 3fuy g
osi ot 0% 0 0s- 001+ osl-
r ¥ L ) b v LS L Sl
u s! u
. 4 ¢¢-
& Z ot~
16T
402
st-
104
' l¢
- - - — H - °
weas “HOS(OA ._ . 4
. “wag ‘jup + Ydnoy : a=o ) 1°
L A 4 i A A A Q—
(39p) Uy Juizva!) patanwsy
o8l 091 [} 4] 174] ol (12 w oy ot 0
Y L § 4 ' 4 T 14 Y [y
] .l.:. -
S ...-I':-. 9/ ] of-
- 1 st
A
3 181
o o—n
f 15
10
18
eSS Jup
- IE2Y Jup 4 Yinoy ' () * o
" N 4 N " A . A St

‘¢ N1y
. (ap) spuy Sty
wi o8 0 o e usie
L) T v m ¥ 2 ) 2 ) ‘ s
d ] "
' f E ﬂﬂa
- j Rl
w
a) j .o
£ s seererrrmame 114 g
3 ] . 8
@ 0 §
g "
g ! 1 st m
.M 23
=1 {0I- 2
& le
— : B} N
R Yt 4
—— TI5 04 + yinoy sr='0 ()
" s N i . . . o
(53p) ay3uv Juizess) passiesg
0L o Mmoo ok o
Y Y b 4 ' g —  } ¥ WP.
" { ot
. 1 st
["d T eee e, — i
a 1%
3 .8
= / JW— W
5 / i
1 Ul
: £
w - . ) nw
Z |
Y It
i is
i Y . .
R3S oA ¢ yinoy SE N qu) 1

IV-40 TR9407

ADB199453



UNIVERSITY OF WASHINGTON « APPLIED PHYSICS LABORA

Tuble 4. Botrom paramerers used as inputs to the bistatic model.

Symbol Definition Short Name
p Ratio of sediment mass density Density ratio
to water mass densily
v Ratio of sediment sound speed Sound speed ratic
to water sound speed
) Ratio of imaginary wavenumber to Loss parameter
real wavenumber for the sediment
Y Exponent of scdiment inhomogeneity spectrum  Tnhomogeneity exponent
w3 Surength of sediment inhomogeneity spectrum  Inhomogeneity strength
(cra®) at wavenumber 2/ = 1 ¢m™!
u Ratio of compressibility to Fluctuation ratio
density fluctuations in the sediment
Y Exponent of bottom relief spectrum Spectral exponent
w) Strength of bottom relief spectrum (cm*) Spectral strength

at wavenumber 2/ = 1 ¢m™!

408 6, (2ho)"

w3 = (69)

nin 10(-:‘;- YR (148 )Y (p-1)?

The expression for w3 is general and can be used with values of y3 and p other than
those given above. Ideally, the parameters 3, w1, and |t should be assigned values based
on measurements of sediment inhomogeneity. At present. such a characterization of sed-
iments is in the realm of research.’”*® There is no compilation of relevant inhomo-
geneity data. Consequently, these parameters will be defined, but detailed prescriptions
for estimating these parameters in terms of grain size, etc., will not be given.

Sediment inhomogencities are described in the mode! by three-dimensional spectra
for compressibility and density fluctuations. These fluctuations are normalized by divid-

ing by the mean values of compressibility and density: the normalized compressibility

TR 9407 [V-41

ADB199453




UNIVERSITY OF WASHINGTON » APPLIED PHYSICS LABORATORY

and density fluctuations are denoted x (r ) and ¥, (r ). respectively. It is assumed that
the fluctuations in sediment compressibility and density are tied together by a simple pro-

portionality relation,

w(e)=py(r). (70)

The mode] parameter i is expected to have values in the neighborhood of -1, because
density and compressibility tend to be anticerrelated. For example, §
sediment produces a 10% decrease in density, then there will be a corresponding
increase in compressibility of about 10%. The argument for this anticorrelation is based
on the experimental fact that sediment sound speed is a rather slowly varying function of
density.'® That is, a 10% change in density is likely to produce a much smaller percen-
tage change in sediment sound speed. Since sound speed depends on the product of
compressibility and density, it follows that density and compressibility changes must be
anticorrelated in order to produce the observed small change in sound speed. Note, how-
ever that 4 = -1 is a default value and that the modei allows any vaiue for y.

We assume that the fluctuations in density and compressibility are spatially station-
ary. so that power spectra can be defined as Fourier transforms of the corresponding

fluctuation covariances,

1 -ik -
Wap (k. )="—““(,m3 ff . '<ya(r(,+r)'yp(r0)>d3r . (7l

-

where the dummy subscripts ¢ and P cun be taken to be any combination of p and K.

We assume that the spectrum for density fluctuations obeys the foilowing power

law:

Wa

(k\ h(i )Y ’

w
o
IA
=
'l\
wn
o
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Equation 70 then forces the following expressions for the compressibility fuctuation

spectrum Wy (k.) and the cross spectrum Wog(k,.):

wi il
Wik (k)= . ” (73)
(kr hg) '
and
wal
Wag (ky) = ——— 74
' (ky hg )P (7

For the sake of simplicity, three-dimensional isotropy is assumed for the sediment inho-
mogeneity. This is reflected in Egs. 72-74 in that these spectra depend enly on the mag-
nitude. k.., of the three-dimensional wavevector. k,. Layercd sediments, by definition, do
not possess three-dimensional isotropy. It is an open question whether a more compli-

cated. anisotropic sediment model is needed at high frequencies.

Where grains and bubbles are the dominant causes of sediment volume scatter-

. WR 4
mg_..&.\‘)

it may be possible to mimic the proper volume scatiering behavior by adjusting
K. Ya. and w';. which then should be regarded as empirical, rather than physical, parame-
ters.

As noted above, the inhomogeneity exponent, s, is restricted io the range 3.0t0 5.0.
The parameter p should be restricted to the range -10.0 to 180, The inhomogeneity
strength, w2, is restricted by the limits of 0.0 to 1.0 imposed on 6;. Thus w3 must be in
the range 0.0 to the value obtained by inserting 6, = 1.0 in Eq. 69.

2. Equations for Bottom Bistatic Scattering Strength

The bistatic scatteringing strength will be defined in cxactly the same fashion as the

backscattering strength, the only difference being that more angular variables are
required. The bottom bistatic scattering strength will be written in the forin
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55(65,0,.8,)=10logc [0, (6,6, 8,)+0, (6,0, 6] . (75

As far backscattering, the bistatic scattering cross section is decomposed into two
components—one. 6, (8, 0, 6;), for scattering from the rough interface and onec.
G, 1 68,. 0, 6,). for scattering from sediment volume inhomogeneities. In the following.
all of the numbered equations are necessary for computation: ne interm

given except in the body of the text as unnumbered cquations.

a. Definition of geometric parameters

The angles 8. o, 6, appearing in Eq. 75, are defined in Figure 3. These are the
same angles emploved by Lang and Culver.®! but our notation is slightly different. The
**incident grazing angle’" is denoted 6,. the *‘scattered grazing angle™ is Oy, and ¢, is the
“‘bistatic angle,” defined as the difference in azimuth between the scattered and incident
directions. In general, one needs four angles. two grazing angles and two azimuths. but
only the azimuthal difference is negded here hecause bhottom statistics are assumed to be
laterally isotropic.

It is useful to define some geometrical factors that will appear in

for the roughness and volume scattering cross sections. In terms of the various angles

these geometric paramcters are

A-:—l-;-(l-l-smﬁ sin @, — cos 8, cos 6 cosQ,)":' . (76)
A2
A = ':'; (sing, + sind; ) , o
and
A= ';’; (cos@, - 2 cos 6, cos O, cos O, + cos*0, )1 . (78)
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= . .
Note that A= VA7 +A2. These parameters are related to the difference between
wavevectors in the scattered and incident directions, normalized by dividing by 2 k.

hoa nrrm 2

o M1 ant
Hy HIVi LG .

Equations 76, 77, and 78 represent, respectively, the magnitude. ¢ componen

’

and the transverse component of this normalized difference.

We will define the ‘‘specular direction™ by 8, = 6;, ¢, = 0. This the direction of
mirror-like reflection from a flat, horizontal interface. In the specular direction, A, = 0.

The correspondence between a given scattering direction and the angular variab
1
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o, = 180°.

b. Roughness scattering cross section

Two different approximations are used for the roughness scattering cross section.
6, (9,. 0, 6;). The Kirchhoff approximation is used for scattering near the specular
direction, and the perturbation approximation i3 used for all other directions. This
approach is somewhat different than that used in the backscattering model, where the
perturbation approximation is **improved’* by applying composite roughness averaging.
This is a means of accounting for the large-scale random slope of the bottom, but is
drapped in the bistatic casc where such averaging becomes very cumbersome mathemati-
cally. An additional difference is that the empirical cross section used for very rough

bottoms in the backscattering model is not used because it has no bistatic generalization.

Kirchhoff Approximation
Analogous to the monostatic expression of Eg. 37. the approximate bistatic Kir-

chhof cross section can be expressed in the following form:

FR(8,)17A%  bg.[1+100a"
i (6.0, 8,)= ;n - 'l__~_u_. ' {(79)

[A) 4+ a g} a¥) 2
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The numerator factor involving A} antificially increases the Kirchhoff contribution for
directions far from specular (note the text following Eq. 84). Because the interpolation
scheme favors the smaller of the Kirchhoff und perturbation cross sections, it suppresses
the Kirchhoft contribution except near the specular direction. In Eq. 79, @ is as defined
in Eq. 35, and q.., a. and b are as defined in Egs. 38-40. The function R ( 8;; ) is the com-
plex plane-wave reflection coefficient for a flat interfuce separating water and sediment
(Eq. 301. This cocfficient is not evaluated at normal incidence as in the backscattering
model. Rather. in accordance with work by Thorsos (private communication), the local
tilt of the interface is assumed to be such as 10 cause specular reflection in the scattered
direction. This is the dominant process for scattered angles near the specular direction,
and Thorsos finds that this appreach gives improved accuracy in bistatic scattering. With

this assumption, the reflection coefficient is to be evaluated at the grazing angle

0, =sin”! A . (80)

Perterbation Approximationi

The bistatic form of the scattering cross section computed in the perturbation

£9.16,33

approximation can be put in the foliowing form convenient for compuiation:

o,,,<e,.o,,e,)=%k* 11+R(8,)I1P11+R(8,)1°1G 1P Wy (AK}, 81

where

'Y

G=(1p=1)1s i"cosh, coso, - P (6, )P (0, o]+ 1—-';— . @Y

The parameter AK in Eq. 81 is the **R. :2 wavenumber.” medified to avoid difficulty
with the singularity at K = O in the relief spectrum. W5 ( K ) (Eq. 7).

AK =2k (A, +0.0001) . (81
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Interpolation Between Approximations

The bistatic model uses an improved Kirchhoff-perturbation interpolation scheme in
which the smaller of the cross sections takes precedence. This procedure is based on the
fuct that, for a power-law relief spectrum, the perturbation approximation overpredicts
scattering near the specular direction owing to the singularity in the relief spectrum at
zero wavenumber. In contrast, the Kirchhoff approximation tends to overpredict in other
dircctions.*>%* This overprediction is particularly bad for horizontal scattering, where
the Kirchhoff approximation yields a finite cross section while energy conservation

demands that the cross section vanish. The interpolation scheme used here is

1
o, (6,,6,0,) =[] (8,4, 6,)+0} (8,0, 8] @
The smaller cross section will dominate if the parameter 1} is negative. The value n = -2
is recommended.

The issue of coherent vs incoherent scattering is not addressed by the present
model. In fact. it is assumed that alf scattered eneray is inccherent. If the surface has
very little roughness, the scattering strength will be sharply peaked in the specular direc-
tion, and the height and width of this peak will be such as to give approximately the same
encrgy flux as the forward loss mode! in Section IV.B. If the forward loss mode! is used
to account for encrgy scattered near the specular direction, ¢, should not be used for this

purpose, as this would be double counting.

¢. Sediment volume scattering cross section

If composite roughness averaging is not used, the bistatic generalization of Eqs. 65
and 66 is

Gl I+R(8;)I°11+R(6,)1?

0‘ (95' ¢_gv ei): 85)
2kp’lm{P(6.-)+P(95)] (
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where 6, is the volume scattering cross scction duc 1o sediment i
is the resulting interface scattering strength to be inserted in Eq. 75. Following Hines,*
Tang.”® and Lyons and Anderson,” perturhation theory is used to obtain the velume

scaltering cross section,
t 2 Y YT .
G0 =7 k* 1T + cos 8 cosB, cosd, - P (8, ) P8} I- Wy, (A ). (86)

The spectrum W5, is given by Eq. 72, and

i”2
3 b -
Ak =k |4A7 +(Re {P(6 )+ P(0;)} ) (87)
is the Bragg wavenumber.
3. Model Accuracy
The bistatic mode! is compured with & limited set of historical data in Ref. 49.

These comparisons qualitatively verify some of the features of the model but are not
sufficient for a quantitative assessment of mode! accuracy because no physical data were
availablg¢ from which to estimate model inputs. The mode] predicts that scattering
strength varies slowly with bistatic angle in the vicinity of the backscatter direction. This

. 8488 Scens: e dal sseese
i The bistatic maodel was

| B Y
) uata,

feature is supported by comparisons with historica
found to be in reasonable agreement with the backscattering model in comparisons for
two experimental sites having silty and sandy bottoms. Thus, for smooth and moderately
rough bottoms (e.g., clav, silt, and sand). the accuracy of the bistatic mode! in directions

near backscattering should he comparable to the accuracy of the backscattering model.

-

The bistatic model is not expected to hive useful accuracy for rough gravel and rock bot-
toms owing to failure of the scattering approximations used. Specifically. if the
difference between the bistatic and backscattering models becomes significant (-3 dB or

more) when using the same input parameters and equivalent angles. the bistatic model
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should not be used. Near the specular direction, the bistatic model predicts essentially
ths same acoustic intensity as the forward loss model and so has similar accuracy in this
respect. The model’s prediction for the angular spread of near-specular energy has not

been tes.ed experimentally, however.

4. Numerical Considerations

The expressions used in computing the perturbation approximations for roughness
and volume scattering are conveniently coded using complex arithmetic in the fashion
noted in Section IV.B.3. To avoid negative infinities in the scattering strength. values of
8, or 6, that are within 0.001° of either 0° or 180° should be replaced by 0.001° or
179.999%, To avoid underflow and overflow, the following quantities should be limited to
be no smaller than 107'%: 6y, (Eq. 79), the denominator of Eq. 79 (after exponentiation).
and Opy (Eg. 81).
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Inrroduction

For arctic operations, a nonridged ice surface can be modeled similarly to the open sea
surface. However, when ice is ndged the under-ice keels act as discrete reflectors and mus:
be treated differently. In modcling an ice kecl, one can use either an “acoustic model” or an
“ice block model,” depending on the leve! of effort and the ice information available. An
acoustic model that relates keel reflections to ridge dimensions and seasonal conditions is
directly applicable and thus probably preferable. Modeling a keel as a pile of ice blocks
requires an idealistic assumption as to keel siructure and & detajled knowledge of the reflec-
tivity of various ice surfaces. The greater effort may not necessarily provide a more accu-

rate model. In this section. we provide parameters for either choice of model.

For many applications (e.g., measuring ice thickness from below), sound speed and
absorption in the ice arc important. Expressions for sound speed as a function of the salin-
ity and temperature of the ice, average vertical sound speed as a function of thickness and
airfice interfuce temperature, and absorption as a function of temperature and frequency are
given in Section V.A. '

The ice cover, when formed in calm weather or in sheltered locations, is fairly flat and
uniform. The backscattering and forward scattering from this ice are important to the mod-
eler in two ways: (1) as an upper boundary to the medium in nonridged ice, and (2) as one
curface of blocks in ice kecls. In Section V.B we include 2 summary of forward scattering.
near-normal “reflectivity,” and low-angle backscattering from nonridged ice.

In Section V.C we discuss the formation of ice ridges and the statistical properties of
the corresponding under-ice keels, which act as large false targets for acoustic systems. The
target strength distributions for these false targets are provided in Section V.D. They can be
used directly in acoustic modeling or as a verification of the results of ice keel modeling.
There are not enough data to offer guidance about how to vary the distribution for seasonal
or site-specific conditions, except for one curve that is applicable to sheltered areas. Distri-
bution curves in both fall and spring were given in the previous version of this document
(APL-UW TR 8307). They arc not shown here because they are classified.
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Ice keel reflections depend on frequency and pulse length.
dependence are given to help select optimum parameters. Also, the interference between
reflectors depends on these parameters and may be a consideration in their selection. The

results of some measurements and studies of this interference are given.

A. SOUND SPEED AND ATTENUATION

1. Vertical Sound Speed as a Function of Salinity and Temperature

The density and pdrosity of the ice depend on the salinity and temperature. This depen-

. . . . 2
dence is summitrized in 2quations of Biot'* and Cox and Weeks!:

p=Pp,+ (1-P)p, (12)

p= 00 (1b)
pf / pJS"'p §

p, = 917.0-1403x 10-'T (Ic)

p, = 1000.0 4085, (T) (1d)

S; = -3.9921 - 2277~ 1001572 - 0.19956T* , (le)

where p is the bulk density, B is the porosity, § is the bulk salinity, § / is the brine salinity,
p, is the brine density. p, is the ice frame density. and T is the temperature. The densitics
aaaaa A ¢+t -8y P

mperatiire in

are in kilograms per cubic meter. the salinity in parts per thousand. and the temperature

degrees Celsius.

Ice supports both compressive and shear waves. Recent measurements of these speeds
as a function of salinity and temperature! have been used to derive the following relations:
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i 4 '
¢ = Jl(,ff+—';fif)/p .oms (2a)
¢ = fpeﬁ/p \ m/s (2b)

Ky = 949 %108 (1~ 1.40B)p, N/m? (2¢)
Hyy = 338Xx105(1-279B)p, N/m?, (2d)

where ¢, is the longitudinal wave speed, c, is the shear wave speed, K,z is the bulk modulus.
Hgis the shear modulus, and B and p are determined from Eq. 1. It is important to note that
the moduli K4 and p 4 physically must be positive. Thus when the porosity becomes large

enough that the moduli would be negative, a default value of zero shonld be used, Figure 1

4000
| o cé e
3000+
E ot
&
W
>
2000 ‘a °
— ° ¢ °
M o
©
- ] \
c’
\o\
1000 - - 1
] 0.05 0.10 0.15 0.20

VOLUME FRACTION OF POROSITY

Figure 1. The longitudinal (c)j velocity data (shown as open squares) and shear (cy,) velocity
- data (shown as open circles). Least-squares fit curves to the data are also shown.
The largest errors come in determining porosities from the salinity and temperature

of the samples. This uncertainty increases with porosity.
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shows both the data from which these cquations were derived and the model curves result-
ing from their implementation. In Ref. 1 the moduli are related to Biot parameters. In Ref.
4 they are used in a model for determining the reflection coefficient for sea ice as a function

of 8. T. and frequency. f.

2. Average Longitudinal Sound Speed as a Function of
Interface Temperature

The average acoustic specds through the ice canopy are of intcrest for low-frequency
efforts and ice thickness measurements. By using a simple model for the salinity profile in
first-vear ice and assuming a linear temperature profile from the airfice to the ice/water
interface. one can determine vertical speed profiles and subsequently average speeds using
the results of Eqs. 1 and 2.

The average speed of the longitudinal wave ¢, in the vertical direction is of particular
interest. For this reason polynomial fits were derived' for the average longitudinal wave
- speed as a function of thickness. 4. in meters and air/ice interface temperature, 7. in degrees

Celsius.

i = F(d) +F ()T, + Fo(d) T2, + F()T3, mhs,  (3a)

asi usi

F,(d) = 2661.92 +482.514xd (3b)
— 191152 xd* + 28.1133 x d"

F,(d) = -134.744 + 62.3017 x d (3c)
-25.7015 x d” + 3.82128 x d°

Fo(d) = ~7.24730+ 334510 xd (3d)
~1.38910 x d° + 0.206891 x d°

F,(d) = -0.129658 + 0.059669 x d (e)

~0.024812 x d* +0.003696 x d" .

Figure 2 indicates the ice thickness and temperature regimes where the above fits are useful.
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Figure 2. Part (a) shows the average longitudinal velocity as a function of thickness for tw »
different airfice surface temperatures. Part (b) shows the average longitudinal velo-
ciry as a function of airfice surface temperature for mo ice thicknesses. The figures
show results of numerical integration of the velociry profiles and compare the poly-
nomial fits in Eq. 3 with the integration results. They indicate the ice thickness and
temperature regime where the polynomial fits are useful.
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3. Attenuation as a Function of Temperature

M:Cammon and McDaniel suggested a form for attenuation® as a function of tempera-

ture and frequency which is based on the assumption that intergrain friction is the cause of

absorption in ice. Their equation is

= kf (~6/T)373, (4)

where o is absorption in decibels/meter, & is a constant, f is frequency in Kilohenz and T
s tempcraturc' in degrees Celsius. Recent experimcnts"'-" were aimed at determining
whether Eq. 4 captures the correct dependences. The results indicate that, away from the
3-5 cm thick skeletal laycr at the bottom of the icc. Eg. 4 can be used with 0.18 €4 <0.3.
Within the skeletal layer, Eq. 4 can be used as an approximation with k = 1.0.

B. SCATTERING AND FORWARD ENERGY LOSS FROM
UNRIDGED ICE

1. Forward Scattering

The rms roughness of unridged ice is typically much larger than an acoustic wave-
length for frequencies greater than 10 kHz. Therefore, the interaction of high-frequency
acoustic energy with unridged ice is most properly considered a scatiering process. How-
ever, there arc cases in forward scattering where only an estimate of the energy lost into the
ice is needed, and the process can be treated by assigning an effective reflection coefficient.
For this reason. this subsection starts with a discussion of energy losses given in terms of

reflcction cocfficients. Subsequently. expressions are given in terms of scattering.

a. Energy loss

Unridged ice reflects sound so well that a surface-reflected signal will ofter overlap the
direct-path signal and cause interference. Experimenta) results® are shown in Figure 3 for

the refiection cocfficient at 25 kHz as a function of angle for unridged ice. Results at 45 kHz
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Figure 3. Average of reflection coefficient. R o0, vs grazing angle for data from Rur; 31, 33,
and 37 of Ref. 8.

for the same experimental geometries gave similar values; i.c., no obvious frequency
dependence was observed. For grazing angles up to 35 Figure 3 suggaests using an average
reflection coefficient loss in the range of 4-5 dB. Figure 3 and the modeling of Ref. 4 indi-
cate that for higher grazing angles a larger loss is to be ¢xpected: the losses scen near nor-
mal incidence are given in Section V.B.2.a below.

The reflection loss quoted in the last paragraph is for growing spring ice. A monitoring
of reflections® near the coast in the Beaufort Sea showed that the arrival of warm water from
the Alaskan Coastal Current changed the character of the surface by melting out brine chan-
nels and making it more porous, with a resulting increase of about 10 dB in the reflection

loss.
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b. Scattering cocfficient

Similar to the facet scattcrmg contribution to scattering from the ocean surface, the

high-frequency approximation'® can be used to arrive at the forward scattering cross section

2

\
J (5)

,\/cos~6 2c050,c0s8 cosd + cos-O
tany = ;
sin 9‘. + 5in@,

the angles 8.,8,¢ arc measured relative to the mean surface as shown in Figure 4. The
angle ¥ is the facet reflection angle.! |R]* accounts for the energy loss into the ice, and s
is the two-dimensional rms slope of the rough wateifice i

The results in Section V.B.1.a can be used to get an empirical estimate of the energy

loss factor IRiz(qunred there in decibels, but needed here in nondecibel form). Alterna-

tively, a more theoretically based method of calculating the energy losses is given in Ref. 4

;

Figure 4. Measurement geometry.
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i

where porous media theory and the resu eclion

coefficients,

An estimate of the rms slope, s, was determined in Ref. 12 based on the experimentai
results in Ref. 13. This estimate was hased on a scattering strength expression equivalent to
Eg. § and examination of the pubse elengation seen in 1-5 ms duration pulses forward scat-

tered off the ice surface. The results indicate a slope range of

tan (4.27) £ s<tan (6.4°). (6)

Equation S should not be used for grazing angles less than about twice 6.4°. For shal-

A

lower grazing angle.\. the effects of Shad(‘!":\'ing are imponant.

?

mcthad of approximately incorporating shadowing effects.

¢. Time-dependent intensity after forward scattering

The expressions for the time-dependent intensity. or “puise e¢longation,” given in Eq.
42 of Section !l can be used for the Arctic if Eq. 6 is used for rms slope and the result is

muluplied by the iRI7 of the last subsection, ie.,

0 <0
Ist?) = R4, ‘ ST 0s1<t, . (7)

/
(b(Jt/T)—(b\ (t—to)/T) 1271,

where the symbols are defined in association with Eq. 42 of Section 1.
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2. Near Normal Incidence
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The discussion of ice kee! reflections in Section V.D indicates that the laree
probably come from ice block faces that are nearly normal to the acoustic beam. The high
angle reflection from the fuce of a block of arctic ice is therefore very important, and has
motivated the APL mcasurements of normal-incidence reflections from expanses o

unridged ice and from ice blocks cut from such a surface.

a. Unridged ice amplitude “reflection™ coefficient

The normal-incidence reflection and scattering from the under-ice surfuce are measured
by placing a transducer beneath the ice and projecting sound upward. The retumn is used do
determince an “effective” reflecticn coef ' : i
both coherent reflectior. and incoherent scatter. The amplitude reflection coefficients mea-
sured in this way have been plotied 1n Figure 5. Some measurements by Stanton et al. ' for
2 very thin (10 emi ice sheet on an outdoor pond of salt water are added for comparison. A
lcast squares fit to all the results tdashed hne in Figure 5) is our recommendation for a sim-
ple “effective™ reflection cocficient, R, at nermal incidence:

R = 046-0.1910g (f), (8)

where f is the frequency in Kilobertz. The relationship is limited to frequencies of 2~
200 kHz and assumes beams at least a few degrees wide. Below 7 kHz. there are no data:
the line provides a convenient transition to the maximum R of 0.4, which corresponds to
that expected from the mismatch between water and ice. Above 200 kllz. we recommend
using an R, of 0.04, which is representative of "imited experimental rosu

Equation 8 is a purely empirical expression. A semiempirical-based result for the effec-
tive reflection coefiicient is shown as a solid curve in Figuee S. This result is based on a
measured longitudina! sound speed profile® in the ice in conjunction with a theoretical
expression'” for the reflection coefficient s a function of frequency for a medivm with a

continually varying sound speed. This semiempirical reflection coefficient is given hy

3.9839  5.17682
[log (f))? log(h

- 034449 x log (f) . (8a)
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Figure 5. Measured reflection coefficients for the underside of the ice canopy. Data from an
APL-UW ice block experiment and from Stunton et al.'? are included for comparison.
The dashed line is a least squares fit 1w all data below 20 kH:
(R, =046 -0.1910g f). The solid line is the theoretical result calculated using a
nypical sound speed profilc within the ice (see text near Eq. 8ai. All measurements
were taken ar 28-m range expect for the 22 x 22 transducer on the arm, which was ar
2m.

Ice keels are made up of ice blocks, and large reflections come from block faces ncarly
normal to the acoustic beam. The reflection cocfticients measured above can be used to pre-
dict the target strengths of these faces. One caveat is that some faces may not have a skeletal
layer, in which case the reflection might be higher, Funthenmeore, sometimes these reflectors

are so near the same range that interference occurs (see Section V.D).

b. Scattering from an ice black

In spring 1988, we measured normal-incidence reflections at 20-80 k}Hz from the end

of a cylindrical ice block. In this experiment, blocks with diameters of 27. 38, 58, and 84 ¢cm
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were individually depressed below the surface so that when acoustic pulses were transmit-
ted from beneath the floe the block’s reflections were separable in time from the reflections

lo larnad e tha Winal o

oft the underside of the ice Cdnopy. A source/eceiver p1acia 30 m below the block wa
moved horizontally to measure the angular response pattern. Precise calibration was

obtained by replacing the block with an inverted pan of the same diameter, filled with air.

o

In the left-hand panel of Figure 6. returns from the air/water interfuce of the pan at

threc of the five frequencies are compared with the theory for a flan, rigid, circular plate
talso good for a pressure relief surface). In this theory. the target strength. 7. for wave-

length A and incident angle 8 is given hy!®

9

TS = 10 log IR

where a is the radius of the plate, B = 2 ka sin®, & is the wavenumber, and J; is a Bessel
function. The amplirude reflection coefficient, R has heen added o represent the reflection
loss at the surface, which may be due to impedance change. roughness. or some other cause.

In the right-hand pancl of Figure 6, the ice reflection micasurements are ploited for
comparison with theory. The returns are considerably lower than on the left. but sull indi-
cate the side lobes observed for the air surface. At the low freguencies the ancular resnonse
pattern follows the flat plate theory. but at the higher frequencies roughness plays an impor-
tant role. as indicated by the filling in of the nulls. After the block was removed, the bottom

surface was measured and found (0 have & siirfiace fevel standard deviation Jess than 8.3 ¢,

3. Low Angle Backscatter

In arcas of the Arctic where the ice has frozen with very little disturbance from wind or
current. such a< in narrow leads. the resulting surface i< sufficiently flat and uniform that
acoustic backscattering can be treated similarly to the backscattering from an open sea sur-
face.

This backscattering. or surface reverberation, was measured at 20 and 60 kHz under

. . - ~,.
refrozen leads at several ice camps in 1973-1975.7 19 In 1982, measurements were made
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Measurements «f the target strength of the end face of a 60 cm diameter cvlinder of

air and of a 58 cm diameter cylinder of ice. As the 1ransducer was moved horizon-
1ally beneath the cylinder, the incident angle varied from 10° in one direction to 10°

in the opposite direction.
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. 3 . .
at 100-300 kHz both in a laboratory tank®® and in the field 2! The backscattering strength
was found to increase with frequency and with grazing angle. The measured results are
shown in Figure 7. Three equations were derived for the modeling of backscattering at

selected frequencies:

S;=-35+19 log sinf 20 kHz (10a)
S, =-31 + 24 log sinf 60 kHz. (10b)
S, =-72 + 25 logf + 15 log sin8 100-300 kHz, (10¢)

where S is the backscattering strength in decibels, f'is the frequency in kilohertz, 0 is the

grazing angle (valid for 6°—45° only). and the logarithms are to base 10.

0 - T
@
° - i
£ -10f S,=-72+25log.,1+ 15l0Q,, siné -
o s _\ 4
]
E 2% .
w —
g s
T -30 - g -
o
E f' A A -
-4 -
g “or g o
W - | -
Q
- o -
’ -6% : . : 1 !
20 50 100 2co 500

FREQUENCY (kHz)

Figure 7. Surjace reverberation measurements for flat sea ice, 19731976 and 1982. The 19532
data are a combination of laboratory tank measurements and arctic field measure-
ments.
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C. ICE KEELS

1. Formation of Ridges

Arctic ice is subjected to various environmental forces and is continually undergoing
some sort of transformation. In the sumn.er, ablation on top and melting below reduce the
quantity of ice. In the winter, freezing increases the thickness and coverage of ice. Variabie
winds and currents cause the ice floes to be forced together or spread apart. If floes of thin
ice are forced together, one may overlap the other and rafting occurs, If two pieces of ice
slide past cach other while in contact, a shear ridge is produced. If the coupressed ice floes
are thick, pressure ridges are created, either at the poi-~ " ~utacs or fullowing cracking of
the floe. These pressure ridges are generally largei, wiore speciacular, and, from our obser-
vations at many ice camps, more common than shear ridges. It should be noted, however.
that the ridging process often involves both shear and pressure components. The ice i a
shear ridge tends to be in small chunks with a ground up appearance, whereas that in a pres-

sure ridge is composed of discrete blocks of many sizes.

For the ice blocks in a ridge. the relation between the long axis. L, and the thickness, ¢,

has been found to be reasonably well represented by22

=20471+072. n

where L and r are in meters.

2. Ridge Structure

The portion of the ridge above sea evel is the sail, and the part below is the keel. Using
a kinematic ridging model based on flexural failure as the rid
and Coon*’ found the sail height to be limited by the thickness of the constituent blocks.
This was corroborated by the measurements of Tucker et al2? Empirically, the sail height

has been found to depend on the square root of the average block thickness in a ridge.**

The ratio of keel draft to sail height of ridges has been shown to varv widely from 3 to

44 . . .
9. Kovacs= reported a ratio of 4 or S from measurements and sonar profiling of five ridge
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structures in the Bering and Chukchi scas. Kovacs et al.2¢ found a ratio of 3.3 for a muiti-
vear ridge using coring and sonar profiling methods. Kozo and Diachok? gave a ratio of §
for ridges in the Greenland Sea by comparing the distribution ¢
borne laser profiles with the distrihution of keels obtained from submarine under-ice pro-
files. Francois®® determined ratios of 4.4 10 9.3 for both first-year and multivear ridges near

Ice Island T-3 by comparing data obtained from topside <.:veying with data obtained from

under-ice profiling with an unmanned submersit's. Garrison et al.%? showed a ratio of 7.5
ida lacor menfilor nnAd 1wndar ina
UL 1ad LVHIIGD Al UlIUWE =i,

using supposedly one-to-one corresponden, 2 petween (Opsi
serar eecfiles obtained in the Beanior. sea. A theoretical v
Parmerter and Coou . ... *ig model> based on calculations of limits on sail height and
Keel draft as a funct’ n of ice thickness.

Considering these results, we recommend using 2 draft-to-sail ra
modeling. unless one of the above measurements seems more appropriate for the intended

locale.

3. Keel Statistics

Ice keels are important not only because they are a hindrance (o tnderw aier navigaiion
but because of their effect on acoustic propagation and backscattering. Statistical informa-
tion on the properties of the keels is needed for analysis of both backscattering and forward
scattering.

To compute a distribution function far ice kee! drafts, a keel must finvt be
is achieved using the analogous Rayleigh criterion in optics to define a keel as a downward
protrusion of ice with a trough on one side of the maximum draft that i< at least halfway
toward the local level ice surface. which is arbitrarily defined as a draft of 2.5 m. Expressed
mathematically. a featurc with maximum draft, d. is a keel if the trough on one of the sides
is less than (d + 2.5)/ 2 deep. This is an arbitrury definition of a keel, and for some keels
with complex shape or odd size, it is not very satisfactory. It is used here, nevertheless.
because of the lack of a better one, and because it has been used by several other investiga-
tors.***) Having used the sume definition of « keei, we can compare our probabiiity density

functions with theirs.
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Straight-segment 1:nder-ice profiles have been obtained wi
submarines during the SUBICEXs in which APL participated. The probability density func-
tion for ice keel drafts is shown in Figure 8. The figure shows best fits to the exponential
N{h) = B exp (-bh) for keels with a draft, A, between 5 and 19 m (where N(h) is the number
of keels per kilometer with draft h). For the fall, use B = 4.0 keels per kilometer and b =

-

0.47 per meter: for the spring, use B = 5.6 and b = 0.38. These indicate fower kee
fall than in the spring, which is rcasonable since in the fall freezing is just beginning and
less ice is available for ridgiing. The spring distributions show fairly large differences
between the years, probably a function of the local conditions during freezing. Overall, our
data from the Bzaufort Sea show fewer keels than data obtained in the central Arctic by

other investigators.
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Figure 8. The distribution of maximum drafts of ice keels observed in the under-ice profiles
obrained along given tracks of a submarine.
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D. ICE KEEL REFLECTIONS

In the Arctic, the returns from ice keels?!**=* dominate all other forms of acoustic
backscatter. When short pulse lengths are used, the returns appear to be from discrete reflec-
tors. which. at times, interfere. Somie returns are certainly a combination of two reficcions,
perhaps three or four at times, that appear at the same range. In this section, we summarize
what we have leamed about ice keels from an examination of some typical reflections,

Some modeling is also included.

1. Point-Like Nature

When a weapon-frequency transducer is rotated to make a 360" scan of the ice, using a
pulsed cw transmission, the return from individual point-like refiectors wiil nise and fail,
replicating the beam pattern. Also, when a split-beam transducer is used, the left~right
phase difference varies uniformly to show the changing direction as the transducer rotates,

If there are two reflectors spaced a few degrees apart in azimuth, the return will begin

to risc as the first is approached; then. as the {wo echocs combine

on the relative phase of the two echoes. This relative phase depends on the range difference
and could he any value by chance. Figure 9 shows the returns for pairs of reflections at the
same range that overlap in azimuth. In the overlap region. the amplitude depends on the rel-
ative phase of the returns from the two reflectors. In (a) it follows the patterns well. but in
(b) the two overlapping returns 2dd constructively.

For the many reflectors that we have examined in this manner, about half have a good
match to the transducer pattern and have well-behaved phase angles, while the other half
show definite signs of interference. This ratio will hold true when implementing an ice keel

reflection model with the reflector density recommended in the next paragraph.

2. Reflector Density

A detailed examination of ice scans at an ice camp in the fall of 1984 3% showed that
there were 5.3 Keels per squarc kilometer and that on the average cach keel had 30 refiectors
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Figure 9. Scans past interfering ice keel reflectors. The measured target strength deviates
from the transducer pattern when the reflections overlap.

and occupied an arca with dimensions of 176 x 43 m. The actual shape of the keel mav be
less elongated because only onc side of the keel is observed acoustically. Also, the keels
often meander in plan view.,

The average density given above corresponds to an average reflector spacing within the
kee!l of 16 m, assuming that each reflector was an individual one. However, the overlap-
ping of echoes from reflectors indicates that they are more closely spaced. A study of the
interference between reflectors at different frequencies indicates a spacing of 3—4 m (see
Section V.D.4 below). The density of reflectors is no doubt highly variable in namre For

modeling, we recommend using an average spacing of 6 m,
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3. Response Pattern

An experiment in 1986 was d2signed to measure returns from a keel that formed after
the ice camp was occupied. We measured bistatic reflections at 20 kHz using a receiving
transducer at a range of 110 m und a portable omnidirectional transmi i
tioned 15 m from the keel. As the transmitter was lowered. some large echoes for succes-
sive pings showed a vertical response pattern with a 3 width (10 =3 dB reductions in target
streagth for an equivalent monostatic arrangement). This agrees well with the ice block
response pattern at 20 kHz shown in Figure 6. possibly indicating that the keel retlectors
had dimensions similar to the 58 om diameter ice block. A similar experiment reporicd by
McDaniel*® showed somewhat narrower vertical response patterns. We have no horizontal
response measurements, but since ice keel blocks tend to be larger horizontally than verti-

cally. we assume that the horizontal pattern should be somewhat narrower.

4. Frequency Dependence

shown in Fig-

3

An example of some returns from ridged ice at ranges of S60-1050 m i
ure 10.33 The ordinate is target strength, so the genera! dropoff in ar mph
to another indicates a decrease in keel refiectivity with increasing frequency. Some mea-
surements for two selected keels (designated Keel A and Keel C) show the average ampli-
'
]

11N

tude (converted to target strengih decicasing at about 8.5 £ 0.1 dB/KHz (Figure 11).

An experiment was performed in 1986 in which the frequency of successive pings was
shifted by 2 kHz.*? A close look at the returns in Figure 12 shows that the details in the
return vary greatly with small changes in frequency. There is no continuous trend, but rather
a variation that is thought 10 be duc to the interlererce between o
reflectors at nearly the same range.

A mcasure of this variation with frequency is shown by the cross correfation of ampii-
tudes for two returns 2 kHz apart in frequency (see Figure 13).** The two 20 kHz pings
were from successive sets; thus they span the others in rime. Their hich correlation chows
that time chunges were not an influence. A 2 kHz shift causes the correlation to drop below

0.80. A computer simulation®® was run of the cotcelation of randomly spaced reflectors for
V-20 TR 9407

ADB197453

M_—_M_—*_—_W



UNIVERSITY OF WASHINGTON « APPLIED PHYSICS LABORATORY

TARGET STRENGTH (dB)

Figure 1 0.

0 kHz

L | } 1 A 1 J J
800 1000 1200 1400
TIME (ms)

An example of the returns from the same ridged ice at three frequencies. Interval F
is selected for expansion and treatmeni later. A general decrease in target strength
with frequency is observed.
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Figure 11. A decrease in target strengil with increusing frequency is observed for two keels at
range 500 m at the 1986 ice camp. Each target strength is calculated for th.e aver-
age amplitude of all reflectors in the kee!.

a 0.4 ms pulse. According to the simulation, the measured correlations for Keel A wnuld
indicate more than 73 reflectors in o 12 ms interva) (see Figure 14). Considering a trans-
ducer beam 127 wide (two-way) and a range of 440 m, this would correspond to a uniform
reflector spacing of less than 3.3 m. For such 2 large number of reflecters, howeve
cross correlation is only ‘wcakly dependent on the number of reflectors, and thus cross cor-

relation does not give an accurate determination of their number.

5. Modeling of Ice Keels

A model of an ice keel was developed by Ellison®” in which he built up a keel by stack-
ing ice blocks of random size and orientation. He then summed the reflections from all
block faces, using target strength response curves for a rigid surface.)® With the adjustmer
of several parameters, his mode! gave a target strength distribution that was similar to our
measured iarget strength distribution. This approach is a difficult one. Most ridges do not
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Figure 12. A comparison of retumns at several frequencies for interval F in Figure 1. Pulse
length is I ms. Individual peaks in the return are almost unrecognizabie when the
frequency changes by 2 kH:.
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Fignre 13, Amplinide correlation berween the 100 ms samples of the closely spaced pings
shown in Figure 12. Each is compared with the 20 kHz return. The time berween
returns varied from § 10 25 5. as shown at :he top of the graph. The correlation
drops sharply for a change of 2 kH: in frequency.
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Figure 14, The modeled decrease in cross-frequency correlation as the number of reflectors
increases. The results are an average for 50 random selections of reflector ampli-
tude and range. The dotted lines indicate the standard deviation. Correlation mea-
surements for returns from Keel A are shown by a dashed line. The intersection of
the dashed line with the x-line gives a prediction of the number of reficctors in
Kee! A.
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look like a pile of rectangular blocks. and the same could be said for the kecls below. For
.
confidence in the model. we need more checks along the way—e.g., a comparison between

modeled and measured reflections for an actual keel of known overall dimensions.

The desired model is onc that converts an observable feature of an icc ficld to keel tar-
get strengths. Satellite images, acrial photegraphy. and laser profiling give information on
ridge sails only, and the correspondence between sails and keels in older ice is not suffi-
ciently known. The most likely usable observable feature, when an arca of operation has

been specified. is an under-ice profile obtained with a submarine.

Bishop et al.*® took an under-ice profile cbtained with a submarine and modeled ice
keels to suit, using Ellison's ice keel model. They then predicted the acoustic return along
the submarine's track and compared the average reverberation levels with the reverberation
levels measured with a fOl’\’vaIu-XOOMub acoustic transducer mounted on the submarine.
Although the agreement for specific arcas along the track was poor, the averages for a 1 km
track agreed within a few decibels. The greatest source of error was the incompatibili
between the narrow-beam profiler and the wide beam of the transducer used to measure the
ice reflections; i.e., reflections were being included that came from keels too far off the pro-
file track to be detected.

A less basic model than Ellison's, but onc with more accuracy and immediate useful-
ness, would be an “acoustic™ madel. Such a mode! would use an empirically deierinined
relationship between target strength distribution and the characteristics of the keels
observed in the under-ice profile. The dats needed 1o determine this relationship are not

available,
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