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'WIDEBANDV,- NONCOHERENT, FREQUENCY.-HOPPED WAVEFORMS AND THEIR. .
HYBRIDS IN LOW-PROBABILITY-OF-INTERCEPT COMMUNICATIONS

T
Sy T =
=2

1. INTRODUCTION s ’ - ;

Spread-spectrum communications techniques are widely used in interference- and
intercept-resistant communications. “This report describes the role of noncoherent frequency- .
. hopped waveforms and their hybrids in low-probability-of-intercept wideband spread- . - i
. specttum systems. A large ‘family of continuous-wave and pulsed waveform structures is . .
considered, and the relative contribution of each to covértness is analyzed in terms of -
scenario-independent detectability quality factors for optimum or near-optimum detector . o
models. A parametric analysis is performed in terms of these quality factors, to deter-
mine the effects on detectability of such waveform parameters as frequency-hop rate, duty . b
cycle, pseudonoise hop bandwidth spreading, and modulation efficiency. The family of - = . ‘
waveforms and modulation schemes considered here is not exhaustive, but the analytical
techniques can be extended without difficulty to a virtually unlimited number of other
candidates. ' C

s = e s SN

This report is divided into three main sections. The first describes basic frequency- 1
hopped waveform structures, frequency-hopped orthogonal high-order M-ary modulations,
A and signal processing techniques, with their associated losses. The losses are extremely
o . important bacause covertness depends ultimately on modulation efficiency. Noncoherent
; combining losses and losses due to relative transmit and receive frequency offsets (doppler
! shifting and local oscillator drift) are key considerations in the design of a noncoherent
! frequency-hopped modulation scheme. To assess their full impact on efficiency, one must
' clearly understand the underlying phenomena. Cost and complexity must also be con.
siderations in the design of a frequency-hopped modulation. Although not discussed spe-
cifically in these terms, the signal processing considerations presented should provide in-
sight into this area.

et
.

F " ¢ The second section describes theoretically optimum and near-optimum intercept
{ { receivers, the detectubility scenario, and, finally, the development of scenario-independent
§ detectability quality factors.

B S e LB S e et s e < =

; The last section presents a parametric analysis for a large family of frequency-hopped
! waveforms in terms of detectability quality factors. The result is a small subset of

L frequency-hopped waveforms optimized for covertness. Final waveform selection depends
. § on such constraints as cost, complexity, jam resistance, and synchronization, which are

‘ treated only qualitatively here.

& . Il. FREQUENCY-HOPPED MODULATIONS AND SIGNAL PROCESSING
:ﬁ Before techniques for quantifying the effects of modulation on system covertness
i (the modulation quality factor) are discussed, it is useful to review the basic concept of

N ﬁﬂulcrlpt submitted June 8, 1976,




JOHN D. EDELL

spread-spectrum communication signals and to describe some of the covert waveforms and
demodulation techniques available to the system designer. The purpose of any covert
spread-spectrum modulation is to distribute signal energy in frequency, so ar to force an
unauthorized listener to observe a much wider bandwidth than actually required for com-

munication. . An authorized receiver knows the manner in which the energy was distributed
and therefore need not blindly seaich the enti;e spread spectrum.

Two fundamental techniques for bandwidth spreading are (a) direct-sequence pseudo-
noise modulation (DS) and (b) frequency hopping. Of the two, DS is less vulnerable to
detection. It could be generated, for example, by phase modulation of an RF carrier with
a high-bit-rate, pseudorandom sequence; this results in an offective bandwidth approximately
equal to the sequence bit rate. The technique while devoid of any unique charecteristics
that would make it more detectable by means other than an energy detector, has the dis-
advantage of requiring large coherent bandwidths in the propagation medium and phase

tracking at the receiver if extremely wide bandwidths are used. This imposes a savere
hardware constraint on the receiver,

The second technique, frequency hopping, entails switching, or hopping the RF car-
rier to a different frequency at regular intervals, determined by the frequency-hopping
rate. This technique can achieve extremely wide bandwidths and can be efficiently de-
tected at the receiver without the need for phase coherence across the full spread band.
width; it thus requires simpler hardware. However, unlike direct-sequence spreading,
frequency hopping generally can be detected by exploiting individual hop characteristics.
Actual hop detection techniques. and their relation to covertness will be discussed later.

Frequency-Hopped Waveforms

The following symbols are used throughout this section:

o=
i}

total spread-spectrum bandwidth,
= bandwidth occupied by a single hop,
dwell time of a single hop,

-
a

Z
1t

total number of frequency cells to which carrier can be switched (N = W,/W,),
tm = message duration,

oy
1

= rate at which carrier is switched or hopped,
total number of hops per message (M = ¢,, fy).

B
u

Pure Frequency Hopping (FH)

Frequency-hopped waveforms are most easily described in terms of time-frequeticy
diagrams, Such a diagram is shown in Fig. 1 for pure frequency hopping. In this scheme
the carrier is switched, or hopped, to a new frequency occupying a new bandwidth cell of
width WP every 1/fy 8. No effort is made to expand the bandwidth of the hop pulse W),

beyond its intrinsic value of approximately 1/t,, or to reduce the pulse duration ¢, to
anything less than 1/fy.
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f{ | "ﬁ Pulsed Transmission

[ ; 3 The time-frequency diagram for a pulsed transmission is identical to that of the pure
- P frequency hop waveform (Fig, 1) except that hop pulsewidth ¢p is less thun 1/fy. Carrier
b k- duty cycle « is defined as follows:

tp
&= = tyfy = Mbylty

o
3

e

Pulsed transmission transmits more carrier power for a shorter period of time than pure

, . 4 frequency hopping. In both cases, however, average carrier power transmitted remains the
H * same, Pulsed transmission also expands the pulse bandwidth to 1/t;, rather than fy as in
; the pure frequency hop case.

3

b

W { Frequency Hop/Pseudonoise

ﬁx For this FH/PN schome, the time-frequency diagram is again identical to that for 1

it il s
E R R BB her s L 2ed S e TIRENE e ERAE SRR

|

s | pure frequency hopping, uxcept that hop bandwidth W), is increased beyond its intrinsic
4 ‘ value of approximately 1/¢,. This is accomplished by phase modulating the hop carrier ]
|

cidnez

\ : by a pseudo-random (PN) binary stream at a rate greater than fy. The effactive band- ‘

' width of the hop is then approximately equal to the clock rate of the PN stream. g !
4 :
i ‘n ' One can easily envision a combination of pulsed transmission and PN spreading; the N
P ! effects of such combinations are discussed later. :
L R
Q ﬁ Frequency Hopping With Binary and Higher Order Orthogonal Modulutions ‘
§ Orthogonal M-ary Modulation

Orthogonal M.ary modulation is a technique in which one of M possible symbols is
transmitted, each representing one of the possible combinations of logs M binary data bits.

3
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The simplest example of this type of modulation is binary, or “2-ary,” frequency shift

} keying (FSK). Here the carrier frequency is shifted to one of two frequencies, depending
on whether the data bit to be transmitted is a binary 1 or 0. If this were extended to

8-ary FSK, the carrier frequency would be shifted to one of 23, or 8, frequencies, cor-

responding to the binary state of the three data bits to be transmitted. Curves for M-ary

modulation schemes are well known and yield the required ratio of bit energy to noise

density, Ey /Ny for a given probability of bit error in a Gaussian communications channel.

= Sircad

e
e S

The advantage of higher order M-ary modulation is that it reduces the E, /N, required
to achieve a given bit error probability. The probability of a symbol error F, is given as

follows [1]:
LA M 1-1i
nedr g o) e [ 2]

E
N—; = the ratio of energy per symbol to noise density.

The corresponding probability of bit error is

ol(logzM)-1] M
b = glogaM _ 4 = 2M-1) E,.

Thus the required Ey /Ny for a specified P, can be determined, because ‘
By  E,/No

No - 1082M '
Curves showing the effective required £, /Ny for a given probability of bit error are

shown in Fig. 2 for various values of M. The improvement in E, /N, decreases as M be-
comes larger and approaches a limit of £, /Ny = -1.6 dB as M goes to infinity. "mprove-

R N SR SR

i

b

ment is gained very slowly beyond M = 64, M-ary modulations can be made ‘.; both time {
and frequency. Several of these techniques, combined with frequency hopping, will now i
be discussed. bt

e

e A

Frequency-Hopped M-ary Frequency Shift Key

o o

Figure 3 shows a time-frequency diagram of an M-ary FSK-modulated frequency-
hopped waveform. In its simplest form, the transmitted carrier frequency is shifted to
B one of M relative frequencies, each at fixed offsets from the carrier and each representing
one of the M states of log; M data bits. Thus the signal energy can occupy one of M
possible positions (bandwidth cells) about the actual transmitted carrier frequency, form-
ing an M-ary FSK symbol. Without frequency hopping, the carrier wou!! be shifted to
N one of the M possible positions, and the transmitter would remain at this frequency for
h the duration of logy M data bits or logy M/rp 8, where rp) is the data rate. With frequency
{ii hopping, the carrier frequency is hopped at intervals of 1/fy; 8. In essence this hops the

4t T
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Fig. 3—M-ury FSK frequency hopping

entire M-ary symbol over the spread bandwidth, The actual number of hops per symbol
equals fgy logg M/rp.

One could, of course, envision more sophisticated schemes, for which each of the M
possible transmitted frequencies would be pseudorandomly selected. That is, during each
hop interval a different set of M pseudorandom frequencies (not contiguous or related as
before) would be selected to form the M-ary symbol. This would require a more complex
receiver but could have considerable advantages over certain jamming threats., Pulsed trans-
mission and PN hop bandwidth spreading could be used with this type of modulation.

Frequency-Hopped M-ary Time Shift Key

Higure 4 shows u time-frequency diagram of an M-ary time shift key (TSK) modulated,
frequency-hopped waveform. This is equivalent to pulse-position modulation with super-
imposed frequency hopping. In the scheme depicted in Fig. 4A an M-ary symbol is made
up of M time slots, each representing one of the M pousible states of the logg M data bits,
The duration of each time slot is equal to the duration of logs M data bits divided by M,
the number of slots required. The frequency-hopped carrier is transmitted only during
the time slot representing the state of the logs M data bits. The number of hops trans-
mitted during the time slot is equal to hopping rate f; multiplied by slot duration
logy M/Mrp. Transmitter duty cycle « is equal to 1/M.

Figure 4B depicts another M-ary TSK modulation technique. In this case the

fraquency-hopped carrier is divided into N groups of M hops. Each group represents a

6
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redundant TSK symbol, and the carrier is transmitted during time interval 1/fy, corre- :
sponding to the state of the logy M data bits it represents. This symbol is then repeated i
N = (fy logg M/Mrp) times during the symbol period. Duty cycle « is again equal to 1/M. '

Ordinarily, some form of pseudorandom time hopping would be ued to avoid vul-
nerability to a time-gated receiver. Pulsed transmission (reduction in o) and PN spreading

can also be applied to this modulation scheme.

Frequency-Hopped M-ary Code Shift Key

A frequency-hopped M-ary code shift key (CSK) waveform is identical in form to
pure frequency hopping with pseudonoise hop spreading added. However, one of M fixed
codes is added to the hop spreading PN to represent the state of the logg M data bits, The
receiver must determine (through correlation) which code was transmitted. Pulsed trans-

mission also can be used with this modulation scheme,
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Signal Processing Techniques and Processing Losses

A frequency-hopped transmission is in essence a transmitted series of pulses, and the
detection of such a waveform is analogous to pulse train detection in radar il.eory [2].

The results of radar analysis can therefore be applied to the detection of frequency-
hopped waveforms. -

A transmitted frequency-hopped waveform can be represented as

8(t) = Acos(wt+¢;)

i = 0,1, 2, etc., represents the frequency-hop interval

; = carrier frequency transmitted during hop interval i
¢; = unknown initial phase of the carrier frequency w;
A = carmrier amplitude.

€
n

Received signal Sp(¢) is transmitted signal s(¢) corrupted by white Gaussian noise n(¢). It
is repregented as

Sg(t) = a(t) + n(t).

In the following discussion it is assumed that transmitter and receiver are synchronized in
time o that the frequency-hop synthesizer in the receiver will select the carrier w; at the
appropriate time. To demonstrate the techniques, hop detection will be treated in the
same way a8 the detection of multiple pulses in radar theory. Actual demodulation of
frequency-bopped waveforms incorporates the accumulation of multiple hops, such that
the total energy in a transmitted data bit or M-ary symbol may be recovered. Once this
energy is accumulated a decision is made as to which data bit or symbol was actually
transmitted. These decision circuits will not be discussed explicitly; they are merely in-
dicated by the label “Decision” in the receiver diagrams that follow.

Coherent Multiple-Hop Detection, Known Initial Phase

A coherent frequency-hopped waveform is one in which the catrrier phase remains
continuous when the frequency is changed. (The discussion in this section applies equally
well to a waveform in which the phase is known, but not necessarily continuous, after
the carrier is switched.) A typical receiver for optimum detection of such a waveform
when the starting phase of the first hop is known is shown in Fig. 6. In this case, ¢; = 0,
corresponding to coherent hopping and known phase.

The frequency-hop synthesizer produces an exact replica of the transmitted signal
s(¢), including phase, This is multiplied by incoming signal Sg(¢) and integrated over the
desired number of hops k (again, the desired number of hops depends on the modulation
scheme). The integrator output is then sampled . .¢ its maximum value Ak/2fy, which
occurs at time &/fy, and this value is sent to the decision circuit.
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Wiy . TO DECISION
Spit so "o ) GIRCUITRY
. o1 (wlt)
¢

FREQUENGY

HOP

SYNTHESIZER

Fig. 6—Coherent frequency-hop detaction when initial phate is known

The multiplier and integrator form a filter matched to the transmitted waveform
containing k hops. This is sometimes referred to as a coherent matched filter, indicating
that the phase of the signal is known exactly. In reality, the initiai signal phase ia not
likely to be known. Ia addition, rather severe hardware constraints would be invoived in
implementing a ccherently hopped waveform.

Coherent Multiple-Hop Detection, Unknown Initial Phase

An example of a receiver for optimum detection of a coherently hopped waveform
when the initial phase is unknown as shown in Fig. 6. Now, ¢; = ¢; = ¢, which cor-
responds to a constant but unknown phase offset of the initial hop (and hence every hop).

In this case received signal Sg(¢) is simultaneously dehopped and -gplit into in-phase
(/) and quadrature (@) components through multiplication by the respective outputs of
the frequency-hop synthesizer, The maximum output of the integrator in the I channel
is given by

Ak

I(t) = o

cospp
and in the Q channel by
Q(t) = —2-f—- singp .

The output of each integrator is, therefore, exactly the same as when the initial phase is
known, except that it is now reduced by the cosine and sine of the phase offsets, respec-
tively. The reduction in output due to this phase offset can be resolved by forming the
square root of the sum of the squares of the outputs of each channel. This yields a
maximum output at time k/fy of
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. Fig 8—Coherent fraquency-hop detection when Initial phase Is not known

2 2
So<%)= [(-%’f{-) cospp + (—‘24),—2-) sin2¢F]

1/2

which is independent of initial phase. Because phase information is not used, one would
expect the envelope detector to be inferior in performance to the coherent detector, and
indeed this is the case. The reason is that the envelope detector processes both in-phase
and quadrature components of the incoming signal, and therefore processes noise that is
both in phase and in quadrature with the signal. The known-phase coherent detector

| = Ak |

f Tt
S which is identical to that of the known phase receiver. i
oo : A
"If ! -
‘i i The process of forming the square root of the sum of the squares is known as en- ;;g% ;
ﬁ i velope detection, so called because it need not use the absolute phase of the transmitted ﬁ"&f i
' N | signal to recover the transmitted energy. Instead, it forms the envelope of the signal, §§ ;

[

| processes only the in-phase signal component and thus only in-phase noise. Generally, i I
o 3 for a narrowband Gaussian process, the in-phase and quadrature noise components are 1?} 1
b | independent. This reduces the likelihood that the two will be large simultaneously with W
i i respect to a large carrier amplitude A. As would be expected, for a large transmitted Qx 1
tﬂd ; carrier power the performance of the envelope detoctor is very close to that of the co- o
{ ,

j herent detector.” However, when A is small the received signal must compete with both
4 b components of noise, and the performance of the envelope detector falls below that of
h : the coherent detector.
i ¢
§
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The multiplier and integrator in each receiver channel of Fig. 6 form filters that are
matched to the in-phase and quadrature components of the incoming waveform containing
k hops, except that the relative phase offset is unknown, It is important to note that
this detector will resolve an initial phase offset only, and not a continuously varying phase
. offset, as would be encountered if the frequency-hop synthesizer were slightly off frequency
or if the incoming signal had a doppler offset. These cases are discussed.later.

Noncoherent Multiple-Hop Detection

: A noncoherently hopped waveform is one in which the carrier phase is not contin«
uous as the frequency is changed. In other words, the initial phase ¢; of each hop is a
random variable. A {ypical receiver for near-optimum detection of such a waveform is
'shown in Fig. 7. A comparison with Fig, 6 (the receiver for a waveform of k cohetent
hops with unknown initial phase) indicates that now each of the k hops is detected indi-
vidually in the same manner (envelope detection) as the entire coherent waveform was

i . processed previously. After euch hop output Sy(t) is sampled and accumulated in the

s . .

|

P e O e e T, e g

U

video or post.detection integrator, Finally, after k hops have been accumulated, the out-
ST put of the video integrator is sampled and fed to the demodulator. This process is gen-
U erally known as noncoherent combining and post-detection or video integration,

Noncoherent Combining Loss .

The detection of k cohetent hops with the receiver in Fig. 6 yields exactly the same 3
output as would be expected if all the carrier power were transmitted at one frequency
tor time interval k/fy. There is no loss in output when coherent frequency hopping is i~
used. However, when k hops (either coherent or noncoherent) are processed with the R
receiver in Fig. 7, that is, when each hop is noncoherently (envelope) detected and then .
combined (video integrated), there is a net loss relative to k coherently processad hops. o
The source of this degradation will now be examined.

© e e,

' Recall that for small carrier amplitudes envelope detector performance is poorer than \
' that of the coherent detector because the former must process noise that is both in phase I
and in quadrature with the signal. The in-phase and quadrature noise samples may be i
considered zero-mean, independent, Gaussian random variables. Let the in-phase and
» quadrature noise samples be represented by N; and Ng, respectively. If the standard .
} deviation of these random variables is much less than carrier amplitude A, then, intuitively, o
both noise samples would not be large simultaneously with respect to A. For white Gauss- 1
jan noise of power spectral density Ny the standard deviations of N; and Ng are

/AT - /AT - V%

where B is the nolse bandwidth of interest. The matched filter integrators in the receivers g
of Figs. 6, 6, and 7, often referred to as “integrate and dump” fllters, have an effective i
noise bandwidth approximated by the reciprocal of integration time ¢t. That is,

B=1]t.
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The standard deviation of the noise samples is then inversely proportional to the integra-
tion time. Shorter integration times result in larger standard deviations and thus ingredse
the probability that both noise samples will be large relative to carrier amplitude A: ‘This
provides intuitive insight into why the noncoherent processing of k hops is inferior to
coherent processing, or equivalently inferior to the proceseing of one pulse of the same

-~ duration as all & pulses, ' In the last two ceses matched filter integrator duration. ¢ is equal
to k/fu- and the corresponding noise bandwidth B is

, - B~ Lt = fylk,

B o RO

whereas in the noncoherent combining case,

. B 1t=fy.

The standatd deviation of the noise samples in the coherent combining case is approxi-
mately «/k smaller than in the noncoherent case. It would therefore be expected that for
the latter the likelihood of both noise samplles being large simultaneously is much greater,
‘and therefore the output per hop will be quch less.

T g et . s e

- Another way of expressing NCL is to consider the decision output when the energy
that would normally be transmitted in one noncoherently processed hop is divided into &
. shorter hops transmitted over the same time interval, each of which is noncoherently de-
- tected. These losses have been computed for a square-law envelope detector and are
presented in Fig. 8. There are a number of curves showing various values of S/N, the
post-detection signal-to-noise ratio, required for given probabilities of error and partioular
modulation schemes. (Bernstein {3] has shown the applicability of these noncoherent
g combining curves to M-ary modulation applications.) If one pulse were transmitted and
: ' noncoherently processed, it would yield a particular value of post-detection S/N at the
, _ receiver output, However, if this pulse is broken into k smaller pulses that are nonco-
i herently detected and combined, then the video integrator output after & pulses will be
' less than the one-pulse S/N by the amount indicated on the vertical axis for & pulses.
This is the noncoherent combining loss.

e e

o o P i =

R e L R R LS

= o5

As would be expected from the previous discussion, the losses are larger for smaller
values of single-pulse S/N (smaller carrier amplitude A). For large &, all curves have a
slope approximately equal to \/k.

i
[

L

I A TSR

L

g5

|

i The foregoing discussion of noncoherent combining losses is anything but rigorous.

l | Its main purpose is to provide some intuitive feel for the source of these losses, not to

‘, e present a formal derivation in which the physical rationale is ohscured. For the sake of

. ‘ clarity the suppression effects that occur in the envelope detector (suppression of signal
S ‘( by noise for small signal-to-noise ratios) have not been discussed analytically; these effects
P ; degrade performance and actually result in a thresholding effect. It has been shown {4]

that above threshold,

DR T e

Sout Sln S’
: — & Ry ) —in >> 1,
Y“‘ Nout 1 Nin Ny

’ and below threshold,
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where S, /Ny, u the output signal-to-noisé ratio, .S’m/Nm in the input aig‘nnl-tomoile
ratio, and ey and kg are constants of order unity, , v )

Frequenoy Offaet Losses

In the noncoherent detection techniques discussed o far, the i’requency-hop lynthe-
sizer was assumed to be at exactly the same frequency as the received hop. Because of

‘relative transmitter and receiver oscillator instabilities and dopplor shifting of the received . .

carrier, this is rurely true. A relative frequency offset between the received signal and the '

- frequency-hop synthesizer will cause a loss Lp in the matched filter. integrator output.

This loss is given by

L sinwAft 2
D= |"qAft |

where ¢ is integration time, A plot of Lp as a function of Af; is shown in Fig. 9.

This relative frequency offset causes a continuously varying phase difference between
the received carrier frequency and the receiver.generated frequency. The resultant output
is as though the two frequencies were identical but changed in relative phase throughout
the multiplication and integration period. Relative phase change A¢ as a function of
time s

Ad = TwAft.

Consider two sinusoids with no initial phase offset. If A¢ is equal to 27 rad at the end
of integration time ¢, the input to the integrator from 0 to ¢/2 will be the negative of the
input from ¢/2 to ¢. The contributions to the integral from the first and second half of
the integration time will cancel, and the resultant output will be zero. To prevent serious
degradation, the total phase change during integration must he substantially less than =
radians. This in turn requires Aft to be small. In the presence of large doppler offsets
or long integration periods, some form of carrier tracking or doppler compensation must
be used,

Doppler Compensation

A common technique for reducing frequency offset losses warrants discussion at this
time. Consider the noncoherent receiver of Fig. 7. A frequency hop with a doppler
offset Af relative to the synthesizer hop frequency will incur a loss I at the integrator
output. The loss is given by

[sin wAfu/fH)]""
"D 7 | TwAF(Tf)
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ua a function of trequency offvet
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multiplied by integration

Fig. 9—Frequency offset loss L,
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Instead of being integrated over the entire hop dwell time 1/fy; and sampled at a sate

-equal to fyy, the individual hop could be divided into J subintervals by integrating over a

period of 1/Jfy and sampling at ratp Jfy. The doppler loss per sv_ubinterval _is then

[ sinmAftQ1dfy) :
D = |"xaftify) |

-which cdn be substantially less than the previous loss, depending on the value of J. The

video integrator must now integrate J pulses during interval 1/f, instead of only one as
before. This results in a noncoherent combining loss L;, dependent on J and the post-

" detection signal-to-noise ratio required. In the limiting case,

/1
Li ~ 7»

and if

/T[sinwAf(i/JfH>]’ N [»imrAfu/fm]’
T\ THAFAAR) ) T LA 1

then there will be a net reduction in the overall loss. A little thought (and an examina-
tion ot Fig. 8) will show that this can easily result in a net reduction in doppler loss of
several decibels,

This technique is analogous to widening the IF (matched filter) bandwidth (because
the integrator bandwidth is inversely proportional to the integration time) to allow the
frequency-shifted input signal energy to reach the detector circuitry (in this case an en-
velope detector). Even though all the signal energy reaches the detector, so does more
noise. This results in degradation in S/N oul of the envelope detector, reflected in the
higher nonccherent combining losses during video integration. Noise bandwidth B of the
video integrator is still

BNfH)

which is the same as that of the original filter matched to hop interval 1/fy. However,
due to the envelope detection process and the effectively widened IF bandwidth, the
final S/N power ratio is degraded.

Frequency Hop/Pseudonoise Demodulation

The FH/PN waveform is generally implemented by biphase modulation of the hop
carrier with o pseudonoise sequence. Thiz is accomplished by pseudo-randomly multiplying
the carrier by plus or minus one at a rapid rate. The PN can be removed at the receiver
by multiplying the dehopped carrier by a replica of the transmitted PN sequence, assuming
that the transmitter and receiver are synchronized in time. Once this is accomplished, the
detection process is exactly as previously described. A circuit performing this function is
illustrated in Fig. 10 for a noncoherent FH/PN waveform,

11

e

B S S S

- S




e e e YT
—— TN
i R

&\ JOHN D, EDELL
: | CHANNEL
>
008 (w,y)
|
! 70 INTEGRATOR,
' REQUENCY ENVELOPE DETECTOR,
. Splttemed | WoP ' f — Z’éN ‘ Y . VIDEG INTEGRATOR -
v SYNTHESIZER ERATOR AND DECISION CIRGUIT .
; —— AS IN FIGURE 7,
! sin (o) oo ‘
| , .
|
>

QCHANNEL

Fig. 10—Nonnoherent frequency-hop/preudonoise demodulation

, Digital Correlator Matched Filters

B T il
RS e W “* .

The matched filter (multiplier and integrator) described in the discussion of detection
techniques can be implemented with digital logic. A digital implementation of a non-
i coherent FH/PN receiver is shown in Fig. 11. Here the PN modulation on the carrier
! need not be removed before correlation and integration. The digital correlation actually
multiplies the sampled PN on the carrier with the duplicate PN sequence generated in the

SEPERREHER

B ey e
s "4;_,__‘_ < 3

receiver, while simultuneously performing the integration. It is interesting to note that ‘
the input to the A/D converter need not be at baseband; it could be an intermediate fre- M
quency, which would somewhat simplify the hardware.
! 4
i b
; ‘ W
A/D DIGITAL CORRELATOR |jrmesusasiien. O
f —— e
: B ¢
[ y
g W
cop (wlt) f .
TO ENVELOPE P
DETECTOR, !
FREQUENCY PN VIDEO INTEGRATOR, "N
Spitle—e | HOP GENERATOR AND ‘ o
SYNTHESIZER DECISION CIRCUIT s
: 1 AS IN FIGURE 7 ; k.
| ' #in (ewt)
. k.
0 | - 3 .:‘5
L : | | A/D DIGITAL CORRELATOR [emmvmmmia ; Bl
i ; i
I -
‘ i Fig. 11 —Noncoherent frequency-hop/pseudonoise digital demodulution R
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The digital correlator circuitry is applicable to the demodulation of M-ary CSK, be- o
cause with M correlator pairs (in-phase and quadrature) the received hop with the PN plus
code can be correlated against all M possible PN plus code sequences and detected in par-
allel, The demodulator can then choose the lurgest of the M outputs to determine the
actual transmitted code. A block diagram of such a receiver is in Fig. 12, where S;(¢) and
Sg(t) represent. the dehopped in-phase and quadrature carrier components and PN repre-
sents the output of the PN generator in the receiver,

e T e o e gt o i o s g e, T

III. FREQUENCY-HOPPED AND HYBRID WAVEFORM QUALITY FACTORS

Optimum Intercept Detectors for Spread-Spectrum Signals

Energy Detector | , | o
| The likellhood ratio [5] derivation of an optimum detector for a spread-spectrum n

signal, when this signal is represented as samples of Gaussian noise, has been performed :

by Peterson et al. [6]. A block diugram of this detector, often referred to as a wideband
radiometer or energy detector, is shown in Fig. 13. The receiver consists of a filter of !

i &y
i bandwidth W, a square law (sometimes linear law) detector, and a postdetection integrator. j
4 '
:! When there s a signal plus noise at the input to the receiver, the output Y has a nun- ;
central chi-square density function with 2 tW degrees of freedom and a noncentrality
’;‘
4
S' ;
f CODE #1 CORRELATOR CHANNEL . ,
A/D DIGITAL CORRELATOR  fossssemee ;3,,
ENVELOPE '
: (L} CODE #1 GENERATOR ga o |
. INTEGRATOR i
t i
A/D DIGITAL CORRELATOR [t ’ j
Y f
] I |
| | ‘
X 8 .-_J : | ‘
R 1 | DATA
) ‘ PN : ! DECISION | memimci
' ( :
' : SR(U : | \
-8 . | ! | . i
L : ' ;
1 . | " 4
»"!‘l \l 1
‘1 f.:
\, :
g § CODE #M CORRELATOR CHANNEL
" i .
"f\ 3 B
c Fig. 12—Noncoherent frequency-hop M-ary code shift key demodulation
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Fig, 13—8imple energy detector

parameter of 2 E/N, (twice the ratio of integrated signal energy to input noise power
spectral density). With noise only present at the input, the output Y has a chi-square
density function with 2¢W degrees of freedom. When the output Y is compured to a
fixed threshold ¢, the exact probabilities of detection Pp,* and false alarm Py ¥ can be
calculated from these density functions. The general approach is to determine the allow-
able false alarm probability and then find the inverse chi-square distribution function,
This becomes the threshold, For this threshold value, P can be determined as a function
of the post-detection signal-to-noise ratio. Another way of looking at the receiver per-
formance is to determine the Pp and Pp4 for a given post-detection signal-to-noise ratio,
This is perhaps a more interesting approach, because reducing the listener’s post-detection
signal-to-noise ratio forces him to accept a less favorable P, and Pp,. It should be pointed
out that the chi-square density functions that describe the behavior of the statistic Y also
describe the output of the hop detector of Fig. 7 if the square root of the sum of the
squares of the I and Q channels is not taken., (That these statistics are chi-square can be
verified in Refs. 2 and 7.) These density functions are quite complicated, and their inte-
grals do not exist in closed form. They must be numerically evaluated. For large time.
bandwidth products (¢W 2> 100), the density functions can bs approximated by Gaussian
statistics, In this case, assume that the output statistics are Gaussian density functions
with mean and varlance equal to the mean and variance of the chi-square density func-
tions, Then

PFA = j; ——-L—e_(x-“N)alzagl dx

VT oy
where

2tW
4 tW and
the threshold.

Hy

Q
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u

o
it

1 e'(-"'l‘sm)a/"""gw dx

fﬂ)
v VI og.y

PD=

where

*The probability that ¥ will exceed the threshold when the signhal Is present.
tThe probability that Y will éxceed the threshold when noise only is present at the input.
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‘;‘z’, ’\ MgaN = 2 + 2E/No
! 04N = 4tW + BE/Ny,
i '
:i;‘Al : After a change of variables the equations can be written as
Ve ‘~
i { * -
@ Lo Ppy = 1 fw e 2%/2 dg
»ﬁ.ji‘ | ' V2 (R=p)
i ' ' oN
and
1 - -]
P, = ——f e#%/2 dz
V &t (2=pg4N) !
. g+ N -
1f
i|
{ o0
;;' Q(z) = 7;..;[ e~t*2 dt !
.{I 2
9 ' we have ;
i !
. Ppy = QIR - py)/oN] t
: !
; Pp = QI(R- ugyn)ogan] - E
bi: !
A Solving the Pp4 equetion for £ and substituting this into the Py equation yields :
3 i
) +
P = oN@ 1 (Ppa) + My ~ HgaN ;1
b =Q Og+N i
or :
- |
05+NQ 71 (Py) = ONQ1(Ppy) + HN - Mgin . ;
h B \
i ‘ Therefore, \
;“ ‘1 ' -1 US'"N - i
..~. Q' (Ppa) - 5o @\(Pp) = d |
3 3 's"
b where 3
J *|.' . H
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Now if it is assumed that the variances of the output density functions with signal plus
nois¢ and noise only are approximately equal (8] then

d = [@UPr4) - @1(PD)]; O54n % ON .
In view of low-level or threshold signals this assumption is certainly not unreasonable.
‘Substituting the values for the means and variances in the expression for d yields

2tW + 2E/N; - 2tW g
VEW T NoviW

This expression can be rewritten in terms of a number of related parameters:

d = [Q1(Ppy) - Q@ UPp)] =

: ' E C )
d= [Q1(Pys) ~ Q@1 = - = = = = fIW
[@“1Pra) - Q71PO)] = g = 3 Vi = N VW
' ~ where
1% = ratio of input carrier pcwer to noise power
S

N ratio of predetection signal power to noise power.

In the equal-variance Gaussian approximation, the radiometer probability of detection and
probability of false alarm are uniquely related by the post-detection signal-to-noise ratio
S/N \/tW or, equivalently, the rotio C/Ny of input carrier power to noise density, once
the radiometer integration time ¢ and bandwidth W are specified.

Solving for C/Ny in the above expression results in

N = d = Q) - @]

The equal-variance Gaussian assumption, therefore, provides a simple technique for deter-
mining the input C/Ny required for a specified lisiener P and Ppy. Vaiues of d have
been calculated for a wide range of Pp and Pr, and are given in Fig. 14.

Unfortunately, whenever the time-bandwidth product of the radiometer is near unity
there is a significant difference between C/Ny as determined under the Gaussian assump-

tion and the actual C/Ny, as predicted by the accurate chi-square statistics. A correction
factor n may be defined as {ollows:

- F(x2, Py, Ppg, t, W) _ F(x2, Pp, Py, t, W)_
"= G(Gaussian, Pp, Pyg, t, W) g /W
T
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, approxxmatlon and n, a8

- bnk of energy detectors, one for each of the N possible hop channels, matched in time

JOHN D, EDELL

where F\(x2, Pp, Ppyyt, W) is the C/Np predicted by the accurate chi-square statistios for
the specified Pp, Pp4, t, and W, and G (Gaussian, Pp, Pps, t, W) is the value predicted by
the equal-variance Gaussian approximation. ‘Vdlues-of # have been plotted in Figs. 18a -~
through 16j for a wide range of Pp, Ppu, and tW. The figurés indicate that the error in
the Gaussian assumption (a) increases with decreasing Py, (b) decreases with decreasing -
Pp, and (c) decreases rather quickly with increasing tW, For Valuea of tW in excess of
-about 100 the Gaussian approximntion is quite accurate T

The required input C/No can now be written accurately. in terms of the Gaussian

i P gt

H
i
SSRGS o SR - . G 3 i
. A o R T ATy 4wy Lizloltz - T
. . o R TS TR DA S G T AT ek Crlyy . som e
B PP Ly " NI T o - e e ST

,—5—’- - d /_ A Erg) - @B ,/W'

Optimum Hop Detector

"

The likelihood ratio derivation of the optimum detector for a frequency hopped
waveform is shown as a block diagram in Fig, 16. This receiver was derived for a con-
tinuous waveform consisting of hops with no pseudonoise spreading. In other words, the
tW product of the individual hops is equal to one. The optimum detector consists of a

and frequency to the individual hops. The receiver takes the square root of each radiom-
eter output*, forms the modified Bessel function, sums the outputs of the N channels,
and finally forms the product over M hops. This product is then compared tn the thresh-
old . Unf{ortunately, the output statistios of the optimum hop detector have not been
determined analytically., Peterson has shown that the performance of the receiver in
terms of the previously defined parameter d can be obtained as follows:

1 1 2EH p
2 = -
d% = Mln [1 45 10< N )] .,

or

I (-{%’) =1 + N[e@¥m) - 1]

where Ep is the integrated signal energy per hop. It must be remembered that d is useful
only when the output statistics are equal-variance Gaussian density functions. Although
this does not appear to be true with the receiver configuration of Fig. 16, the detector
output can be reconfigured so that this assumption is very well satisfied as the number

of channels N becornes large.

The recelver in Fig. 18 is very complex, and its performance is based on a Gaussian
assumption valid only as N becomes large. Therefore, the Filter Bank Combiner, a

*Remember that this yields the sume statistics as the optimum hop detector of Fig. 8, and the radiometer
and square-root function could be replaced by the Fig. 6 receiver,
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JOHND EDELL" '

subophmu:n version for which output statistics can be accurately calculated, will be con-

sidered throughout the remainder of the discussion.

Filter Bank Combiner

" 'This technique is described in Ref. 9. A block diagram of the filts : bank.combiner
is shown in Fig. 17. Like the optimum detector, this receiver consists of a bank of energy
detectors, one centered at each of the N possible hop. frequencies, with integration times

-matched to pulse duration ¢, and bandwidths to pulse bandwidth W,. Now, however,

after each integration mterval. a declsion is made in each channel as to whether a pulse
was detected. These decisions are then logically OR’d, summed over the number of hop
intervals M, and finally compared to a threshold 2. If the sum exceeds this final thresiioid,

a detectxon is announced.

Assuming that the receiver is alined in time with the hops and observes for a dura-
tion ¢, the average carrier power-to-noise density ratio required at the input to the filter
bank combirier is

L = Ny [{Q‘I(PFAJ) - Q"(Pm)} ]/ 2 ]
No required tp

Hop Detector
= npdga ! _t_‘l
v *p

where

o = duty cycle
Ppa; = probability of false alarm for an individual channel
Pp; = probability of detection for an irdividual channel

dy = Q1 (Prap) = Q°1(Pp;). The subscript H denotes d relative to the individual
channel probabilities

Ny = correction factor for Gaussian statistics. The subscript H denotes the cor-
rection for the hop detector.

This equation is merely the corrected Gaussian approximation for the energy detector
model previously discussed. To compare the perfoimance of the filter bank combiner
with that of the wideband radiometer. observing the sume total spread bandwidth W, for
the same time duration ¢, both detectors must have the same overall probabilities of detec-
tion and false alarm. For the filter bank combiner the following relationships hetween
PD’ PDI’ PFA' and PFAI hold:

R il ot
L aTh iR e
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, Ppp = Z; ( : ) [1 - (1'PFAJ)N] [(1"PFAI)N] | ’*
" where I | :

‘ - Dy = number of opportunities to detect an individual pulse per message o - %
: " = number of pulses per message actually transmitted - ' Bt
- at/tp e | |
. .Dg = total number of parallel decisions per message “ - C R b
total number of opportunities for a false alarm per message interval
tt, o )
W = total obsexved spread bandwidth
Wp = bandwidth of a transmitted pulse ‘
N = number of possible channels to which the carrier may be hopped
- WIW,
Pp = probability of detecting the message with a wideband radiometer
, Pp4 = probability of false alarm for a wideband radiometer
" 2 = hop detector decision threshold

D
(J ) = DIYJI(D - J).

3 This expression for Pp ignores the unlikely event of a false alarm occurring during the

t observation interval, thereby aiding detection. For a given Pp and Pp4, three variables,

‘ Pp;, Ppapy and £, must be determined under the constraint that the ratio of carrier power
to noise density required at the input to the hop detector be minimum. This is not sim-
ple, because all the system parameters are variables (t, tp, W, Wy). This optimization must
be performed by computer, has been calculated for a large category of system parameters
(see Appendix A). It is interesting to note that optitnum threshold € is generally between
b and 25, and is not 1, as might be expected.

Detectability Scenario and Quality Factors
i Detectability Scenario 4

The preceding sections have described the interceptor detector models to be used in
! the ensuing discussion-—the wideband radiometer (energy detector) and the filter bank
| combiner. Techniques were developed for determining the :eceiver operating characteristic
; (relationship of Pp and Pp4 ) as a function of the receiver post-detection signal-to-noise ’
b ratio (3/N)+/TW. This in turn was defined in teyms of input C/Ny, us (C/Np)+/t/W. The ;
} complete detection scenario can now be treated by determining the uplink C/N, present !

38
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- at the input to the liatener'n receiver as a function of izhe O/No requirecl for reiiable com-

munication between the transmiti;ar and the intended recewer. .

' Tor'a processing repeatet ot simple line-of-sight link with no interfexence, the re- Lo

quired C/No is determined by the modulation alone: -

Ey
vf?u = Ma"n-{'ﬁ‘

- where i‘U is the required communicator’s C/Ng, Mg is the margin communication required
“to assure reliable communications in the face of uncertainties such as equipment perform-
+ - ance and-propagation conditions, rp, is the information data rate, and E) /Ny is the tatio
~ of bit energy to noise density required by the particular moduiation sciieme. B

The power radiated by the transmitter terminal is
| IykTy
GriyGp '

Pp =

and the C/Nj at the interceptor is

_ PrGp(L)Ly(L)Grg
L T

where

=
n

C/Nj at the input to the listener’s receiver

Pp = transmitted power of terminal

Gp = transmitting antenna gain of terminal

Ly = uplink path loss

GRr = gain of receive antenna

k = Boltzmann'’s constant

Tr = receiving system noise temperature
Gp(L) = gain of the transmitting antenna in the direction of the listener
Ly(L) = path loss to the listener

Gpr = gain of listener’s antenna
T, = listener's receiving system temperature.

If Pp and 'y are eliminated from the expression for I'y, the C/Nj available to the listener
s

o= Gp(L) Ly(L) GLgp Tg M Eb
L= "Gp Iy G T, M¢DNy
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! Synoptac ,Detectabmty Crlteria and Memge Quality Faotor _

JOHN . BDELL

v'-"y -

" A message quality factor (QM), based on 'the performance of ‘the energy detector, is

glven as

. .now defined. .In. terms. of. iqput C'/No the liatener 8. post detection simal-tomoise ratio 1a

',‘;.T.!i I

N‘ ‘/TW /r— |

Suppose the communications system deaigner assumes an allowsble listener post-
_ detection signal-to nolse ratio (roceiver operating curve) d., defined by the Gaussian ap-
“proxirnation to the energy detector’s performance. The systém then will be detectable if

" the listener's post-detéction signal-to-noise ratio (cortected for accurate chi-square statis-

‘tics) exceeds dr. The synoptic detectability criteria will then become
Gr(L) LU(L) GLR TR ) ] Eb /f' ‘
[GT I, a,, TL“_‘ DN, VW >"T'

'I‘he first set of brackets contains terms whose values vary widely with geometry and equip-

ment, while the terms in the second set depend only on the modulation scheme and the
information date rate.

Rearranging the syn.ptic detectability equaticn ylields the following criteria: the
signal is detectable if

[er) Ly) Opp Tg ] >4 n__ |

Gp Ly Ggp Tp °° 7'._?_9‘/_1‘__

0w, VW
Detectability
threshold

—

Scenario-dep;ndent factor

The reciprocal of the modulation-dependent group is now a multiplier on the original
detoctability threshold and therefore is a convenient measure of the modulation technique’s
contribution to covertness, The larger this number, the greater the threshold that the lis-
tener must exceed to detect the signal. The quantity is defined as modulation quality

factor @y, such that
-1
Eb m ]
= Ny lrp = «l/-—- )
Qu M [ D No Wy

This quantity permits comparison of modulation schemes without considering scenaric
factors, Subscript M denotes that the interceptor model is an energy detector observing
the entire modulation spread-spectrum bandwidth Wy, and integrating over message dura-
tion ¢,,. 'The subscript will distinguish message quality factor Q@ from hop quality factor
Qy, based on a filter bank combiner threut. It is reasonable to assume tliat the product

40
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. - of message time and bandwidth (t,,, Wy) ;i'ill be large enough that nyy will be unity.
.- 'message quality factor definition now becomes = - .U - el
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Hop Quality Factor . 0

D L DI

- The quality factor defined in the previous section is a measure of the éoye‘p’tqess' ofa - .
- modulation scheme against interception by an energy detéctor. To ensuré that an'inter— -
~ceptor.does not gain ati advantage by using the more sophisticated filter bank combiner, B

it is necessary to develop a hop quality factor @y that will provide a weasure of the mod- '~~~

ulation vulnerability to such a threat. - A waveform designer need orly ensure that the .

ot

" message quality factor Qy (against an enérgy detector) equals the.hop g“‘,‘u@}'y.f‘aﬁft‘of@_}ivh v Lo

(agéinst a filter bank combiner) to have balanced détectability. -

* To.develop @y it is. converident to compare the ratio of average carrier power t6- -

‘nolse density, C/Np, required by the filter bank combiner to that required by the energy

detector for equal probabilities of detection and false alarm, Then Q@ is défined so that

ired f. nud b‘/'WM ”
required for —
enargy detector - MM tm

Qp

2
Ny
=¢-v5'
No

a;; tequited for d P
filtar bank ANydy ¢
combiner p
or
Qy = o __(anH>.
By, [ip \M

In summary, two quality factors, Q, and Qy, have been defined. The first is a
measure of the covertness of a modulation technique bused on observing the message as
8 whole, The second is hased on cbserving the message with a near optimum recelver that
exploits the hop characteristics of the waveform. In both cases it is assumed that the inter-
ceptor {s alined in time and bandwidth with the transmitted message. Again,

O T
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| .‘_:v. covmwmnss. A PARAMETRIO ANALYSIS L - ;
\";\' Ao o0 T e now ponlble to discuss the effectc on oovertneu of Waverorm delim parameten. T K
!fvi S "”Thil will be accomplished by first discussing the effects of the waveform parameters on . ’]
. . quality factons Qp and Qy regardless of signal processing lomes, Once'this is done, the _
"... .- combined -effects of modulation parameters and implementation louel enoountexed in the '
wooe getul dequulmon process can be nddmued. e A e
v:| S R : T . P e e Lo
};[;\“‘ N Q\ullty Facton and aneform Plnmctm
B . '
. ‘:‘l}w\. _ To facilitate discussion of the effeots ot waveform parumeterl on quality factora. re-
L . gardless of processing losses, it is convenient.to normalize Qy and Qy with respect to . .
i1 - tpEy/Ny. Processing losses affect the required transtitted carrier power and are reflected
ln the value of Ey /Ny actually required. If quality factors are normalized, covertress
trends can be discussed independently of required transmitted power. The normalized ,
; - quality factors are defined as follows: , ,,(
"\:{-' Eb 1
. Q ‘m QP e m
| :,. M M D N i"-‘- ! :‘. {
I:', 1 WM “é
Ey o anH]
§ r u )
i Q= Qo No ¢ [ du {;"
K L/ i
. : B
55 | ‘ Clearly, Qjy increases as the square root of the spread bandwidth and decreases as jﬂ.
;‘;;_' l the square root of the message duration. Unfortunately, Q}; is not so easily analyzed. o
. { Multiplying factor nydy/dy is & complicated function of all the system parameters, in- + kY
V i H M :
:‘( cluding the interceptor’s probability of detection and probability of tnlne alarm, It is [ Bt
e necessary, therefore, to determine the effects of these parameters on Q). For a wide ,% b
A range of parameters, plots of the normalized quality factor, based on the optimum. g i
¥ threshold filter bank combiner are shown in Figs. 18a through 18h. In each figure, a “ k.
. family of cutves is plotted, one for each value of pulse duration ¢p, as a function of pulse i
\i bandwidth W,. The beginning point for each ourve is the point at whlch no hop spread- { m
- l y ing exists. T is corresponds to an intrinsic pulse bandwidth approximately equal to the 'ﬁ i
(' : reciprocal of pulse duration ¢p. /
; } Loy It is interesting to note that for fixed values of a, ¢y, and Wp there is no significant &
"}3; Py change in Q}; over an appreciable variation in the other parameters, In other words, the ’ ‘;,
ll by total spread bandwidth, message duration, probability of detection, and probability of R
b G
TN 42
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false alarm do not appreciably alter Q. To give some feeling for the effect of each param- -

eter, a typical curve (Fig. 18a,"t, = 10°3) has been replotted in Figs. 19a through 19e. In
each figure, the curve is plotted for several values of a single paumeter while all other pa-
rameters are held constant. "In evéry case éxcept variations in k. Q}; varies no more than
sbout 2 dB. It is assumed tha waveform parameters affect QH independently. Clearly, -
this is questionable,. For now, however, the assumption will be made. ‘The way’ it is used

~ and the error. lnvolved wlll be discussed later.

The single: most important result is that the shape of the Q} curve does not change
significantly over wide ranges of parameter values. This means that the relative change in

1 i8 nearly an invariant function cf pulse duration and pulse bandwidth, Varying any
or nll of the other parameters only -hifts the curves up or down by a fixed amount,. In

‘light of the invatiant dependence on tp and Wp, and because of the large variance in' Qy

with respect to «, it is interesting to determine, somewhat empirically, the form of this

~ relationship. This can be done by *“fitting" an approximation to the curves of Figs. 18a

through 18h, as a function of «, tp, and W,. Here, as described, variations due to all
parameters are considered independent. An approximation will be developed and its
validity will be analyzed to either verify or dismiss this assumption, The dependence of
Q}y is nearly linear with the logarithm of Wp. The starting point of each curve is also
very nearly a linear function of the logarithm of ¢, and W,. Variation of Qly, 8s a func
tion of a (Fig. 20), is also linear with the logarithm. 'I‘hese linear approximations with
the logarithm of the parameters correspond to variations of powers of the parameters
themselves,

The curve fitting yields the following general form for Q) :

Q' - C(tm, PD' PFA ’ WM)QO'SB
H 1047

047
o

where C{ty, Pp, Pra, W) is the correction factor for Q) as a function of the indicated
patameters. Because each of these has a small effect on the value of Qy, a nomial value
that provides a reasonable approximation to the family of curves is selected. Seveval
values are examined, and a value of 5 is selected as a good minimization of overall error.
The approximate normalized quatity factor now becomes

5a0.85

Q;{ N —————
tg.47/wg.37

The accuracy of this expression is shown by the dotted linear curves in Iigs. 18a through
18h. Even in the rather extreme cases of Pp = 0,99 and Py, = 108, the approximation
{s atili within about 3 dP. of the actual values. Elsewhere it I8 considerably more accurate.
The purpose of quality factor @y is to ensure that an interceptor does not, by using the
filter bank combiner rat:.or than a wideband radiometer, gain enough of an advantage in
detectability to induce him to build a generally more cosily and complicated receiver,
Therefore, it is only necessary that @y reflect this advantage to within a few dB. With
this in mind, the approximation to Qy,
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Cevmn : 'l“he Bm Choice

'l‘he tools have now been developed to ellow comperilon of ovemll eovermeu. Buic
ulcnnl proceming techniques and their assoclated losses have been discussed. - Their impact
on covertness can be assessed through the quality factors. “The combined effects on cov-
ertness of the choice of waveform parameters and the assoclated procedsing will now be
considered. Figure 21 depicts a hierarchy of techniques that can be used in a frequency-
hopped modulation sicheme. The basic flow upward indicates techniques from which im-
provement may be derived, Each of these techniques will now be treated, and the cor-
responding deficlencies and benefits will be described. The progression of a numerical
mode) will be carried through Fig, 21, which will provide some feel for the magnitude ot
the paramoters involved. Parameters for the initial model are as follows:

modulation = binary FSK

rp = 6 bite/s

tm = 48

Wy = rp

Ey/Ny = 10.9 dB at a 10~3-bit error rate

N, = number of bits (N, = 800)

Qy = ~-23.8 dB
Parameter N, was chouen as a reasonable value for a communicator serious about covert-
ness, It will become clear that it is the number of information bits to be transmitted that
ultimately determines the maximum achievable coverthess of the mestage. It should be
remembered that @ is bused on an approximation to the filter bank combiner perform-

anve relative to the wideband radiometer, good to within approximately 3 dB. The
numbers in the numerical example will also suffer from the same error.

Pure Frequency Hopping

At the bottom of Fig. 21 is a basic message using a simple modulation, as in the nu
merical model, Covertness is improved by moving up to the next technique in the figure
Noncohererit frequency hopping is used to increase Wy and improve @y . A significant
incrcase in covertness can be obtained over the basic message by hopping the carrier over
the larger bandwidth, To maximize the contribution of Wy a total spread bandwidth of
2 X 107 Hz is used in the numerical example. This increases Qy by b log (Wy/rp), or
37 dB. This is a significant improvement. For a modulation technique that uses no hop
spreading or pulsed transmission, the following relations hold

%
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- Bqualizing Q)¢ and Qp gives

QM - = Q ="“'"E'—
MRy e B s

g ;1089
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| This corresponds to a frequency-hopping rate of approximately 1/¢,,,. For the numerical
example,

"

1
f ™
H tp

~ 20,000 hops/s.

The equalization of Qy and Qy is independent of rpE\y /Ny, because this parameter
affects both quality factors identically. Now examine the effects of the frequency-hopping
f rate on rpEy/Ny. For the numetical example a transmitted FSK symbol represents one
) data bii. Therefore

i tg = 1jrp

N ; where tg i8 the transmitted symbol duration. If the frequency hopping rate is fy, then
o Ny hops must be combined noncoherently to recover the energy required to detect the
i ! bit, where

Ny = fytg = fylrp .

For the example,
Ny = (20,000)(1/75) = 266 hops.

An examination of the noncoherent combining loss curves indicates that for the required
post-detection signal-to-noite ratio (E,/Ng) of 10.9 dB, the loss encountered is

NCL|266 ~ 8.3dB.

A
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3 .. Now Qp and Qg have been equalized, but in the process the original 37-dB gain in Qy
= . due to Wy has been reduced by 8.3 dB, This is discouraging, @y can be increased by
reducing the frequency-hopping rate, but this will result in a decrease in Q. If the hop
rate is increased to inorease @y, the noncoherent combining losses also increase, thus ra.
ducing Qy. If this effect is taken into consideration for a pure frequency-hopped modu-

lation, in the limiting case, the NCL chariges as /N or, equivalently, «/f, and the fol-
lowing relationship holds: '

Qu < 1198,

Because Qy increases as ,3‘8" while decreasing as the NCL the net result is

QH o fg.a‘ .

- ‘_.ﬂ,,__ﬂqugufm‘mtm.ﬂ*oﬁw«_-; TR

With pure frequency hopping, the full advantage of the bandwidth spreading cannot |
be achieved while maintaining a balanced system,

Another approach is to increase the data rate, thereby reducing the transmission time .
for a given number of data bits, Examination of the expression for Q) indicates that

1
QM & ';.;,

while at the same time
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| 'The NCL is approximately proportional to 1A/7p. Any increase in rp, then, will be

| directly offset by decreuses in ¢,, and the NCL, resulting in no net change in Q. (That !
i is, the decrease in @y caused by increasing transmitter power is very nearly offset by the ;
| combined effects of the decreases in noncoherent combining loss and message transmission ! )
\ time.) At the same time, however, @ has decreased proportionally to \/7p, and the i ;
; system {5 no longer balanced, A balanced system can be regained by increasing the hopping |
rate to give lower values of Qy and Qy than in the former balanced state.
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j - 1‘ . Pulsed Transmission

! Since the capabilities of pure frequency hopping have been examined and found
wanting, the technique of pulsed transmission is examined. A scheme may be envisioned

whereby a pure-frequency-hopped waveform could be balanced by adjusting the hop rate

so0 that @y and Qg are equal and then pulsing each transmitted hop so that more carrier

power is transmitted for a shorter interval., If this pulsing corresponds to a duty cycle «,
then

QH o 085 [ . ‘

and in the pure-frequency-hop case

e . B R RO DD — =
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Thus, a dacrease in ¢tp, which is identically equal to the duty cycle, will almost exactly
offset the increase in power that must be transmitted pet pulse, Equivalently, an increase
in transmitted power is otfset by the expanded pulse bandwldt.h

Suppose the pulse. or hop, bandwidth were constrained, for example, by a fixed-mte
PN sequence. Then, because
5 o0-86 Wo.a'r
QH = Eb 1}

b Je o to 47

and tp varies directly a8 the duty cycle, @y not only increases as o088 but at the same
time decreases as t947 (or a947), There will be a net decrease in Qy approximately equal
to o038, The overall message covertness iy essentially the sume in both cases, Thus, for
pure frequency happing, or frequency hopping in which there is a pulse bandwidth con-
straint, pulsing the transmitted power achieves nothing and can in fact decrease overall
vovertness,

Pseudonoise Hop Spreading

The next technique to be examined in Fig, 21 is pseudonoise hop bandwidth spread-
ing, With this technique, the energy transmitied in a single pulge can be spread over a
larger bandwidth than that of the basic pulse. This is directly analogous to spreading the
transmitted message power over a large bandwidth. Since

QH @ w’(’).a'?’

the coverthess of the waveform against a filter bank combiner can be increased by increasing
Wp, and there is essentially no change in message covertness other than the impact of pseudo-
noise sequence on synchronization time. A very fast sequence, corresponding to a high clock
rate, requires very accurate time synchronization, and this can be troublesome if care is not
taken to use a scheme that ylelds the required accuracy.

The most important aspect of the pseudonoise hop spreading is that it can be used to
adjust Q@ without affecting Qy. This is a useful quality, because it allows correction of
one of the main flaws of the pure-frequency-hopping technique, the increase in nonco-
herent combining losses when Qp and Qp are balanced. By use of PN spreading, @y
and Qy can be equalized at a much lower hop rate than would otherwise be required.
The balance will occur when

1 5086 w()).B'?
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-The hop rate can be decressed, thus increasing t, and decreasing @y, but this may be
offset by increasing PN spreading Wp. Also, if pulsed transmission is used, Wp may be
increased to offset the degradation due to decreased duty cycle, as previously discussed,

= A Y

ru gy ¥

In the numerical example. let the frequency hopping rate be 1,000 hops/s instead of
the 20,000 hops/s required to balance @y and @y with no hop spreading. Now the re-
quired Wp would be about 1.1 MHz. Through pseudonoise hop bandwidth spreading,
‘en, a reduction in required hopping rate is possible.. This allows a decrease in nonco-
aerent combining losses by approximately the square root of the frequency reduction, be« Co
cause there will be that many fewer hops to combine per symbol. However, if such an
approach is taken, yet another processing logs takes its toll~the frequency offset, or

oppler loss. Recall that the loss Lp in signal power due to a frequency offset is given by

L = sin 1rAft]2
b TAft

29T Fraagman et 4

where

T e AT A T

Af = frequency offset

. S ¢t = integration time. l

For the case at hand, the integration time s equal to the pulse duration. If continuous
wave (CW) or nonpulsed (« = 1) transmission & uged, integration time corresponds to the
reciprocal of the hop rate. Therefore, the slower the hop rate, the greater the sensitivity
to frequency offset. For the numerical example, at a frequency hop rate of 1,000 hops/s,
a frequency offset of 500 Hz causes a loss Lp of about 4 dB. Clearly then, to extract
the maximum benefit from the CW waveform, slow frequency hopping* must be used,
PN hop spreading must be used to equalize @y and Qp, and some form of doppler or
frequency tracking is necessary to reduce frequency offset losses, Widening the IF band-
width, another approach to minimizing the frequency offset loss, wus discussed In a
previous section. However, it rarely saves more than a few decibels over the many that

' may be lost.

- Now consider a pulsed waveform. A scheme can be envisioned for which the
‘ frequency-hopping rate is adjusted so that Qy and Qy are equal (fast hopping), but to
reduce the noncoherent combining lossea, the total number of pulses (hops) per symbol
}s not transmitted. Instead only a fraction « is actually sent. This will indeed reduce the
noncoherent combining losses and increase Qp and Qp, but @y will incur an additional
loss due to the increased transmitted power per hop. This losy can, in turn, be offset by
/ PN hop spreading. Therefore @y and Qg can be equalized at a telatively high level. It

Is interesting to note that the shortened pulse durations are much less sensitive to Lrequency
N offset than the longer CW, slow-hop pulses and that significant covertness can be achieved

u, . *Slow freq\;ncy hopping is defined here as any hop rate significantly less than the rate at which Qy nnd
: Qg are equal in 4 pure frequency-hop waveform,

" 1
I 63
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~ .without frequency or doppler tracking. Also, pulsed waveforms have an irherent advan-
tage in synchronization time, relative to CW waveforms, due to the higher transmitted
power per pulse.

\

vMary Madutat(on _— . \ R . o e

At thls pomt covertness has been maximized relative to waveform parameters. Either,
a combination of slow frequency hopping with PN hop spreading, and probably doppler
tracking, or a combination of fast-hop, pulsed trarismission with PN hop spreading can be
used, The only remaining way to increase covertness is to use an efficient modulation,
_thereby reducing required transmitted power. High-order M-ary modulations provide the
“ desired effxclency and may be implemented in either a pulsed (TSK) or CW format (FSK,
CSK). Both of these. techniques dre displayed at the top of Fig. 21 as viable candidates
+  for an optimal design. It is intereating to note that for a given frequency-hopping rate -
. -and alphabet size M, the TSK Qy will always be approximately /M greater than the CW
. wavefortn: Q. This is because for the CW waveform, as M increases, symbol duration and
noncohetent combining losses both increase. For the TSK waveform, as M increases, ncn-
- coherent: combining losses do not increase, but duty eycle 1/M decreases, This means that
-+ for both CW and TSK modulations, increasing M yields the same potential improvement in
+ efficiency, 'but the improvement in the former case is reduver . r about /M, due to in-
‘crensed noncoherent combining loss. With respect to Qp, ex '., the opposite ocours.
For the CW waveform, Qp increases exactly as @y due to the net reduction in requi'red
‘transmitted power, but the TSK @y is now penalized by the decreasing duty cycle a.
Since,

=L
M’

the loss in Qp is approximately (1/M)%8%, However, the TSK modulation is approximately \
\/M' more efficient than the CW waveform, so that the net result is a pulsed @y, that is
approximately (M 1085 Jegs than the CW Q. These differences, of course, would be com-
pensated for by slow hopping with PN spreading in the CW case, and fast hopping with

PN spreading in the TSK case.

V. CONCLUSION

The parametric analysis has revealed two candidates for a low-probability-of-intercept
modulation scheme: fast-hop M-ery time shift key, and slow-hop CW.* Final selection
depends on other system design considerations, such as equipment complexity, cost, syn-
chronization time, synchronization implementation complexity, and jam resistance. With-
out a specific design at hand, it is difficult to compare and trade off all these considera-
tions, but a few general comments will be helpful.

sttt 4o et

#CW here indicates a larger class of modulation schemes than would be indicated by M-ary FSK or M-uty
CSK. If the frequency-hop rate is reduced to a small fraction of the bit duration, then modulation tech:
niques such as phase shift keying may be used. The enaulng comments are directly applicable to this class
ol modulations as well,
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First consider synchronization. A puised waveform is inherently easier to synchronize
than a CW waveform because of the high peak power per pulse. The general approach to
time synchronization is to dwell on a particular time hypothesis and integrate the post-

detection signal power until the post-detiction signal-to-noise ratio is large enough to

allow an accuriite decision. In a frequency-hopped wavaform thid is directly applicable to

" determining the number of hops that must be accumulated. - Obviously, then, if the wave-

form is pulsed, eiach transmitted hop will have a higher peak power, and fewet bops will
be necessary for achieving the same post-detection signal-to-noise ratio than if a CW wave-
form is used. This is not to say that a CW waveform cannot be synchronized as quitkly
as a TSK waveform, but it does imply that more sophisticated methods may be required.

'In jam’ .resistance. thé TSK waveform again has a few advantages, mainly with respect
to repeat-back and frequency-following jammers. A slow-hop modulation allows a
frequency-following jammer much more time to sweep and locate the transmit frequency.

_ For a CSK modulation, the only resistance to a jammer who knows the transmit hop fre.

quency lies in the procesding gain associated with the peeudonoise spreading of each hop,
The FSX modulation can be made invulnerable to a frequency-following jammer if the
symbol fraquencies are independently generated. This requires an essentially independent
recetver for each symbol frequency (a somewhat costly option). The TSK .1odulation is
virtually invulnerable to a frequency-following jammer in the Jata mode, bocause the jam-

‘mer has no way of knowing the transmit frequency of any time slot other than the one

actually transmitted. If this slot is jammed, it can only help the receiver, since energy
detection is uged for demodhiation, In the synthronization mode all waveforms have
inherently the same vulnerabjlity, and care must be taken.

Finally, an important consideration affecting system hardware complexity is the
sensitlvity of the modulation scheme to frequency offsets, or doppler effects. The TSK
modulation, because of its shor: pulse duration, is 1elatively insensitive to doppler shifting,
and substantial covertness may be obtained without active doppler tracking.* The CW
waveform, if it is to achieve its full potential, requires some form of active trecking.

Clearly, serious concern must be given to the governing constraints on system design
before an optimum modulution technique is selected.
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ceiver consists of a.bank of energy detectors, ono centered at each of the N possible fre-
quency chiannels, with mtegration times matched to pulse duration ¢, and bandwidths
tnatched to pulse bandwidth Wp. A deqisinn:is made in'each. »harmel and the outputs
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- are logically “OR'd,” summed over the number M cf trequency-hop intervals, and finuliy .
uompared to & threahold k. If the sum exbeeds the threshold a deteotion is arnounced,
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‘,f: : L "_ » o 'I‘I'e average mtio of carrier power to noise density requirad at the lnput to the filtet i
i 1" 7 bank combiher, assuming that the receiver is'alined in time with the hop mtervals and '
] o - observes tor duratxon 4, is givan as

Lo ' . N
0o : . ' 1

A "IH“ [{Q 1(1’5'.41) ""l 1(1”‘91)?-‘/
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o tequired for
Ca o HopDct.cctor
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ST A R = mgdge {5 o

e

D S ] o L I..’:.
| B . y \ ‘ "I'I
where , <
| 01 = duty sycle \ .g’} : g
* Ppgp = probability of false alarm for.an individual channel . ‘* | |
.+ Ppy = probability of dtection for an individual charmel
dy = Q~1(Ppap) ~ @NPpy) ' /
Ny = cortection factor for Gaussxan ‘statistics. | J? :
i f
This eqt.ation is based on the Gaussian pei‘formance model for a wideband radiometet, ' §

¥
corrected by 7y to yleld accurate values. Overall probability of detaction Pp and prob- ' ﬁ
ability of false alarm Ppy4, for the ohservation interval ¢, ave given by the following formulas: .

\ ) Ppp’ 1 - pppPt™Y
Jupk

i i et e i i o

Dy D, ERY
Ppy = 2 g/ |}~ Q= Prap™ | (1= Prap)
where
‘ Dy = nuwwver of opportunities to detect an individual pulse per message

I = number of pulses per message actually transmitted |
‘ : a at/tp “ \'
) f Dy = total number of parallel decisions per message !
. i v, 1
d § = total number of opportunities for a false alarm per message interval ;
! = tit, ‘
:\ - W = total observed spread bandwidth !
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bandwidth of a transmxtted pulse A T
probability of detecting the message using a wideband radiometer
= probabilit.; of false alarm for a wideband radiometer

k = hop detector decision thresheld

v
S-S
T

(D) DUJWD = J)!
;)= puam-a.

The expression for Pp ignores the unlikely event of a false alarm occurring during the
observation interval when a message is actually present, thereby aiding detection.

Curves showing the required average input C/N, are shown in Figs. A2 through A7
for the simple k& = 1 threshold, for a wide range of waveform parameters, Curves of
Figs. A8 through Alb show the required average C/Np for an optimized threshold k, for
the same range of parameters, The curves indicate that the difference between the k = 1
and optimized k thresholds ranges from a few tenths of a decibel to as much as 3 dB,
depending on the particular parameters.
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SYMBOIS s j Ty ) o w e e . . "i.. [T _,' e - \”: g
R - A carrier amplitude : S R
" | % B noise bandwidth ' o A1
{ iC(+++) cotrection factor | ! D
\ . _,%‘ ‘-fratio of input carrier power toinoise:powe'r de;iuity If ' i LI
, .+ Dg number of pulses per message actually transmxtted 'f
. 1 o .. Dg total ‘number of parallel declsiona per message - A
% 3%- ratio of signal, energy to nolse density oA
| 5 ' |
No ratio of bit energy to noise density [
-1%- ratio of symbol energy to noise density b
By
-1\7; rafio of energy per hop to noise density k:
@ F(ero) 5\% predicted by accurate chi-square statistics |
fy  rate at which a carrier is switched or hopped _
Af  frequency offset X
G(r+*) -1% predicted by egqual-variance Gaussian approximation |
1 ] : iy
-' Grr  @uin of listener’s antenna Y
{ Ggr  gain of receive antenna j g:q
&5
' Gpr  transmitting antenna guin of terminal ) 1 L
. Gp(L)  gain of tiansmiiting antenna in direction of listener ! } ,5
' Io(*) modified Bessel function of the first kind of order zero ! #
. ' k  Boltzmann’s constant | 1
Y/ \ ¥ L - Lp  frequency offse! loss f i
“ '= L; noncoherent combining loss l .§
. i.{‘ j In  natural logarithm |
. ! Ly  uplink path loss ; a
b i Ly(L)  path loss to listener Lo
' " M  total number of hops per message ﬁi
B .
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© Mg  reliable communications margin
- N total number of frequency cells to which a carrier can be switched
N;  in-phase noise

Ny noise power spectral density
Nq  quadrature noise
n(t) ‘'nhoise random process
Py,  probability of bit error
Pp  probability of detection
Pp;  probability of detection for an individual channel
Py4  probability of false alarm

Ppa;  probability of false alarm for an individual channel
F, probability of symbol error
Py transmitter power
Qy  hop quality factor | *;E
Qy  message quality factor ' i
rp data rate f
—;3— signal power to noise power ratio ' ‘
8(t) transmitted signal \
So(t)  output signal |
Sp(t) received signal ; e
t integration time ‘l
tm  duration of a message =
' t,  dwell time of a single hop ’ j }n
. T, listenet's receiving system temperature 3 B
? Ty  receiving system noise temperature !
W, bandwidth occupied by a single hop
W, total spread-spectrum bandwidth |
«  duty cycle :
7 correction factor for Gaussian statistics :'

Iy, l—g— at input to listener’s receiver E
0

¢; phase of carrier frequency w
w; carrier frequency transmitted during hop interval i
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