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ABSTRACT

This document has been prepared in partial fulfillment of CDRL line item A0O4
of System Development Corporation's Air Force Global Weather Central System
Architecture Study contract. Efforts for this report were expended under
Task 6, "Conceptual Design and Development Plan", performed under contract
FO4701-75-C-0114 for SAMSO, under the direction of Col. R. J. Fox, YDA.

The purpose of this study has been to optimize the entire AFGWC data processing
system from the vantage point of current and future support requirements,
addressing the AFTWC data processing system over the 1977 through 1982 time
frame. This study was performed under a unique plan which allows complete
traceability between user requirements, Air Force Global Weather Central
operational functions, requirements levied upon the data system, a proposed
component configuration which meets the data system requirements, and a system
specification designed to acquire a system which meets these requirements.

The resultant system described has a number of unique features, including

total hardware authentication separation of security levels, load leveling
accomplished by assigning main processors in accordance with a dynamic priority
queue of tasks, and a system-wide network control capability. Other key
features include a central data base processor to fi11 requests for data from
other processors, computer operations centers, the use of array processors

for accomplishing difficult numerical problems, and sophisticated forecaster
console support. These elements have been designed to provide 99.5% relia-
bility in meeting user requirements.

The proposed system architecture consists of five dual processors each of which
is about 3.5 times as powerful as an existing AFGWC processor (a Univac 1108).
Each dual processor has an array processor which will be capable of very high
performance on vector arithmetic. The array processors are used to assist on
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the difficult numerical problems, including the Advanced Prediction Model for
the global atmosphere, as well as very fine grid cloud models and cloud prob-
ability models. Some of the new requirements that will be supported with this
system are a one minute response to query interface, reentry support for
Minuteman, and limited processing of high resolution (0.3 nautical mile)
meteorological satellite data. In addition, cloud cover prediction for

tactical weapon systems, ionospheric prediction for radio frequency management,

and defense radar interference prediction will be supported byvthis system,

Volumes of this final System/Subsystem Summary Report are as follows:

Volume 1 - Executive Summary

Volume 2 - Requirements Compilation and Analysis (Parts 1, 2, and 3)
Volume 3 - Classified Requirements Topics (Secret)

Volume 4 - Systems Analysis and Trade Studies

Volume 5 - System Description

Volume 6 - Aerospace Ground Equipment Plan

Volume 7 - Implementation and Development Plans

Volume 8 - System Specification

This volume consists of three separately bound parts, with each part oriented
towards specific areas covered in Task 1. Part 1 includes user requirements
analyses in Section 1.0 that summarize the impact of current and new require-
ments on the proposed architecture. Part 1 also contains descriptions of
proposed new models for the 1977-82 time period in Section 2.0, with emphasis

on data processing requirements.

In Part 2, this volume contains detailed descriptions of current and future
functional characteristics of AFGWC in Section 3.0.

In Part 3, an in-depth network analysis (Section 4.0) that depicts various key

interrelationships between these functions is presented. This network analysis

has been instrumental in leading to the determination of processing capability
that is required of this new architecture.

ii




Another important analysis that has led to the determination of data system
parameters has been the Task 1 data system characteristics summarization
effort. This activity involved the compilation of a wide variety of important
data system parameters across functional areas, eventually leading to the
establishment of component values of the architectural domain in subsequent
tasks. Results are summarized in Part 3, Section 5.0. The extensive working
Papers generated in this compilation process have been provided under separate
cover.

SDC has also compiled a presentation of several topics involving growth, main-
tainability, and other aspects of general system performance. These topics
appear in Part 3, Section 6.0.

Finally, SDC has compiled extensive glossaries of the terms and abbreviatiors
encountered and used in this study. These glossaries include the abbreviaticns
encountered in assessing user requirements (described in Section 1.0), plus
many other emanating from AFGWC, technical literature, and other sources, and
are included after Section 6.0 in Part 3 of this volume.

iii
(Page iv blank)

arar— i B L s o nr o LR e s oy
"




TABLE OF CONTENTS

SECTION
PART 1 - USER AND MODEL REQUIREMENTS
PART 2 - FUNCTIONAL DESCRIPTION
PART 3 - CHARACTERISTICS SUMMARIES AND NETWORK ANALYSIS

Tracing of Architectural Development
Relationship of Volume Structure to Domains
Applicable Domain vs. Page Numbers
Volume/Domain Relationships

Data System Characteristics

5.1 Data Storage

5.2 Data Transfer and Routing
5.2.1 General

5.2.2 Data Transfer/Routing Requirements
Computation and Software

Terminal Interface

5.4.1 General




TR

LR

3 B L TR e

5.6 Personnel
5.6.1

5.7 Management

5.8 Facilities

6.0 General Performance Characteristics
6.1 Growth Potential
6.2 Maintainability
6.3 Reliability

6.4 Integrity

6.5 Testability
6.6 Adaptability
6.7 Availability

Glossary of Terms

515
515
517
517
518
519
519
520

521




LIST OF FIGURES
(PART 3)

' F1GURE
| § 11. Processing Time Allocation . . . . . . . . . ... ... .. 409
| 12. Theoretical Potential Gain by Overlapping Functions. . . . . 411
| = Temporary Storage Requirements (1977 through 1982) . . . . . 412
§ 14, Permanent Mass Storage Requirements (1977 through 1982). . . 413
15. CPU Throughput Requirement . . . . . . . . . .. .. .. .. 414
; 16. Primary Function Relationships with Time (1977). . . . . . . 415
17. Primary Function Relationships with Time (1982). . . . . . . 416
18. Twelve Hour CPU Usage. . . . . . . « v v v v v v v o o o o s 418
19. Nominal Core Use (1977). . . . . . . ¢ v v v v v v v v o o & 419
20. Peak Core Use (1977) . . . . . . ¢ ¢ v v v v v vt e v o 420
21. Nominal Core Use (1982). . . . . . . « v v v v v v v v o v & 421
22. Peak Core Use (1982) . . . . . . v v v v v v v v v v v o v 422
23 Main Memory Utilization for 1977 . . . . . . . . .. . . .. 456
24. Average GWC Main Memory Utilization for 1977 and 1982. . . . 457
25. System I CPU and I/0 Activity. . . . . . . ... ... . .. 464 :
26. AWN Input and Qutput . . . . . . . . & ¢ v v v v v v v v v 479 é
27. Assumed Storm Pattern. . . . . . . . . .. 0000000 . 484 1
28. External Dedicated Circuits (Input and Output) - Average i
Traffic Utilization. . . . . . . . . . . . v v 486
29. METSAT/Imagery Data Input. . . . . . . . . .. .. o .. 488
30. Satellite FAX Qutputs. . . . . . . . ¢ v v ¢ v v v v v v o 491 ;
31. Projected Facsimile Traffic for Non-Satellite ;
Related Products . . . . . . . . . . . oo o v 496 ﬁ
32. AFGWC Manpower Requirements. . . . . . . . . . .+ ¢ v v v o 508 i
33. General Performance Requirements . . . . . . . . .+ . « « . 522 ;

vii

4 2 gy Tt '.' el s B i B Gt o s b i
et P LIRS TR TN I%"‘ l'!" 4




L
| LIST OF TABLES
(PART 3)
, TABLE PAGE -
4, AFGWC Archive and Save Storage 1977 - 1982 . . . . . . . . . 462
5. Average Channel Data Traffic on System I . . . . ... ... 465
6. CRT Terminal Traffic (all 3600 baud circuits). . . . .. . . 469
g: OCT Terminal Traffic (all 3600 baud circuits). . . .. . . . 469
8. KSR Terminal Truffic . . . . . . . . . . . . . . .. ... 470
9. Special Avithmetic Processors. . . . . . . . . . ... ... 475
10. Potential Improvement With New Software. . . . . .. . .. . 476
T System Control Centers . . . . . . . . . . . . v . v ... 499
12. System Support Centers . . . . . . . . . . . ... .. ... 500
13. rorecasting Centers. . . . . . . . . . . . . .0 e ... 502

e R R TR TR A o e e i e

viii




Tt

‘4;&

RELATIONSHIP_OF VOLUME STRUCTURE_TO_DOMAINS

K‘ATms part offvo1ume/é summarizes the results of the translation of user,

model, and functional requ1rements into the Character1st1cs Domain.. ~This has
been enabled by perform1ng<§ detailed network analysis of planned AFGWC oper-
at1ons\Fe;o$§§_assemb14ng¢the resu12§ie€égrd1ng to various detailed and
general data system character1st1cs The network ana]ys1s ummarized in

Section 4. Oﬁfgforoan1zed accord1ng to both the Funct1ona1 and Characteristics

Domainse __AFGWC functions have bean studied with an orientation that developed
detailed answersh\to @ w1de variety of questions in the Network analysis portion

.

of the Characteristics Doma1n )ﬁh1s network ana]ys1s process\1s described in
Section 4.0, and employedathe fol1ow1ng categories of data:

N10: Activation,
N20: Characteristicg)
N30: Order ama
N40: Conf11ct/>

This process was expanded and further summarized according to the structure of
the Characteristics Domain in Sections 5. 0 and 6.0, so as to provide the even-
tual translation to the architecture domain in subsequent tasks. In Section
5.0, characteristics are thus assembled in accordance with this detailed

Characteristics Domain structure i.ed - Lurdher @ua [qZC‘J ‘18(01d/ﬂ7

C10: Data Storages,

€20: Data Transfer and Reuting,
C36: Computation and Software.,
C40: Topminal Interface> -
C50 C60: ¢ Consoles and D1sp1ay§)
CjO. Personnel,

CBD% Management » @1 @
C93; Facilitiess - J
» £ f . d I
[ el penlamonst chosastenstis arf 2rafyre
vy
j'é“,‘»'"f
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Section 6.0 complements these detailed summarizations by extending analyses
into the following general categories of the Characteristics Domain:

GYQ: #Growth Potential,
G20: Maintainability,

30: Reliability,

0 Integrity,
Testability.
Adaptability,
Availability ,

A
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4.0 NETHORK ANALYSIS

4.1  INTRODUCTION

This analysis describes aspects of the network relationships between AFGWC
functions by addressing a set of specially designed questions to each function.
The goal is not to categorize the functions (in many cases this is impossible)
as much as to thoroughly describe them. The questions are primarily meant to
stimulate response in the hope of studying each function as completely as
possib]e.1

The network analysis has been broken up into four specific areas. The questions
asked in each area are listed below followed by a discussion of the information
sought.

N11

Process ordered queue

Is the function activated by arrival in a priority queue?

N12 - Time or time span

Is the function activated by identifying the time at which processing may
begin and the span over which it must be accomplished?

N13 - Query/Response
Is the function motivated by an external request/order?
N14 - Random

Is the arrival of a request to activate the function at a random (pseudo-
random) event?
Is there a time for accomplishment associated with this?

N15 - Event
Does the activation of this function depend on some external event being
accomplished or upon parameter criteria being satisfied?

NOTE: The numbers N11, W12, etc., are listed with each question to establish a
permanent identity for it. This will be particularly helpful when the
data is presented in matrix format.

1 It should be noted that in some cases, slightly different functional areas

have been used to compile this network analysis data than the structure
depicted in section 3.0. This results from the fact that the functional
domain has been refined several times throughout this study to properly re-
flect functional requirements. However, while some organizational changes
were made to this functional domain, the quantitative results of this network
analysis are still valid.

329

B T Ctoc T L L MU




The first area of consideration is activation. The intent of this area is to

determine the manner in which the function was initiated. Is it one of many

similar functions awaiting accomplishment and s it activated only by rising to
the top of the priority queue? Is it time dependent and can it only satisfy
. \ its requirement if accomplished within a predetermined time span? (A display
from a weather data base or other forecaster aid may fit into this category.)
Many functions are activated as a response to one specific request--a, CFP, for
example. Sometimes such requests may be random and on other occasions their
arrival is predictable since they occur more during specific hours of the day.
If a function is activated by one of these requests, is there a time for it to
be accomplished? Still other functions are motivated by the occurrence of some
event; data receipt is one example. Considerations under activation are very
useful in determining the motivations behind a system network and where it
' might lend ftself tu change and optimization.

CHARACTERISTICS:

i 1 N21 - Wall time

What is the expected time to accomplish this function?
1 | What are the maximum and minimum?
l N22 - Computation .

What is the time required to accomplish this function via the CPU?
How many instructions are required?
N23 - Storage

i How many words are required to support this function in storage?

How much time is required to perform the storage function including search
and transfer?

N24 - Transfer

What is the time required to transfer these data and what is the rate of
transfer?

Wait

N25

What is the amount of waiting time associated with this function including

Al operational preparation or program delay waiting for component activation
or program request for operator action?

3 N26 - Overlap

What is the degree to which storage, computation, and/or transfer can

be accomplished simultaneously within this function? This answer should

be complete enough to confirm or compute wall time.




Under the area of characteristics the goal is both to describe the internal

workings of a function and to show its impact on the resources of the system.
Some questions center around the time required for a function to run from start
to completion. The actual component time required to accomplish a function is
known as well as its wall time. Wall time is broken into: computation time
(when the function is active in the CPU), transfer time (when data are being
transferred within one or between several devices), or wait time (due to busy
channels or necessary operator intervention).

A function may be designed to allow some degree of simultaneous computation
and transfer. Since a given function probably does not yield the same result
each time it is run, the ideal description is the probability distribution of
a large sample. Since this is difficult to construct, a range of times will
usually fulfill the requirement.

System storage is a large system resource yet to be considered. Storage used
by a function can be considered in three categories: core storage, temporary
mass storage, and permanent mass storage. Permanent mass storage is sized
independent of the using functions since most is used by many functions. A
clarifying question then is: which portions of permanent mass storage are
accessed by this function? In summary, the characteristics area describes the
impact of an individual function on a computer system.

ORDER:

N31 - Predecessor

What functions must necessarily precede this function?

Is the precedence a required, contiguous one?

What is the normal time between the precedent and the antecedent?
N32 - Successor

What functions must necessarily succeed this function in the normal

accomplishment of the AFGWC mission?

Is this a contiguous successor?

What is the time between this function and its predecessor function?

Order considers a function's predecessor and successor relationships. Related
functions must not only be named, the contiguity of the relationships must
also be described (what is the time gap?). Functional order serves as an
important aid in the modeling and simulation process.
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CONFLICT:

N4l - Frequency

On the average, how often during the day is this function executed?
If not uniformly distributed throughout the day, what is the probability
density function associated with this frequency?

3

N4Z - Start time .
What is the normal start time associated with this function? If this is a ]

not constant, identify a probability distribution over the day.

N43 - Execution Span
What is the length of time from the start time over which this function
can be executed without violating the requirement?

If this is not a constant function, what is the probability as a function
of time of day?

The questions under conflict consider the final step in relating the functions
together in a completed network. This requires the number of executions of

a function per day to be known and how these executions are distributed in
time. Further, it describes the time span involved with the start and finish
times of the function before the requirement for it has been violated. These

areas may be covered by identifying the probability distribution associated "
with each function.

i i S s

In summary, the goal of this analysis is to describe the probability distribu-
tion associated with the start time and run length of each AFGWC function and
establish the predecessor-successor relationships associated with each. In
order to adequately identify these properties, SDC has considered the

general categories of Activation, Characteristics, Order, and Conflict. i
Referring back to specific questions already named, start time can be establish-
ed from information gained in N11 - N15 (Activation) and N41 and N42 (Conflict), f
run length was described by N21 - N26 (Characteristics) and N43 (Conflict),

and finally, predecessor-successor relationships were identified by N31 and
N32 (Order).
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4.2 DATA PRESENTATION

The following contains the data obtained from the 16 Network Analysis questions

described. The questions are addressed in the operational functions:

Input Data Processing
Data Base and Related Computations
Output Processing

Support Processing
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Ve Moni Lovina rnputs (T1110)

AW FUTUDL SOON/RSTN OTH Data
{1111) (1112) (1113) (1113)
1 H11 no = == - 3
i queue
{
‘ 12 yes ——-—-~ - - o m— >
time
13 o >
query
14 no request - - - S . N
random ‘ z
N1 data arrival - —
event
N2l 2.5 min . ey may represent 12 min
wall large increase
in system
He2 1-1.5 min m———p) resources 6-8 min
CPL (LUK core) ) (35K core)
N23 {unclass) 20 pos , "
storage (class.) 3L pos (same for 1llunﬁ~1I‘Q)-——~—-———————%>
I N24
: transfer
9 i 25 s not available - . ey
3 i wait
W26
overlap
H31 data receipt - N
predecessor /
N32! F21012 F2100 F2102
/ successor F2103-6 g Fzlu4
¢ F2109 F2105
M4l 24/day (hourly) . L D ____/)
frequency
1142 hourly . >
start
43 mus L support 2 min.
execution response to solar )
cvents ‘
1 not necessarily contiguous
] references are to functional areas as listed in this section
1
i
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ey

Bulk Data Processing Inputs (F1120)

usp LRL/IHOAA Classified Oper. STS ]
(1121) (1122) (1123) (1124)
Nll no - c S J— - [
queue
N12
tiine
N13 /
query ) activated activated
N14 by data _ . N manually by data
- Sl arrival 4 activated arrival
via RT0S via RT0S
Wlh
event
21 ’ order of sec.-— - - - S 20-22 min. order of sec.
wall .
N22 order of sec. ——- == 18 min. nrikr of sec. 4
CPU (5K core) (35K core) (5K core)
- W23 (unclass) 20 pos :
b | storage (class) 35 pos (same._for_1110 & 1120) >
24 :
transfer
NZ5 not available —-—— = bl —>
‘ wait i
i
3 2o P
overlap 5
’ N31 RTOS data receipt . E
predecessor , R
| N32? F2100 F2106
! successor F2109 F2luy
| 1
a1 every every hour random routine? :
frenquency 100 sec. plus some
' N42 variable -~ - : i ey
start
N43 must support 2 min. N
execution response to solar ’ o
. events
2 not necessarily contiguous ‘




N11
queue

N12
time

N13
query
14
random

15
event

N21
wall

N22
cPy

N23
storage

N24
transfer

N25
wait

N26
overlap

N31
predecessor

N32
successor

N4l
frequency

N2
start

N43
execution

Surface Data (F1210)

Uecode Sort Validation Real-time

(F1211) (ri212) (F1213) Data base (F1214)

no —>
yes,time span is identified =

decode function by production control personnel

is more or less e o

random,it is part o

of RTOS & is

accomplished no request >

when max data

received or max sce ii31 >

time elapsed

32 min/day

ave 342 sec

statistics for sort also
contain those for

ave, 78 sec F1213 & F1214

data Lase batch

file & region areas
127 sec. //}

not available

data receipt,
see N12

sort and real-
time data base
update

see N12

variable, }

N/A
real-time

\ ]

decode sat decode

valddation none displays

32/day every base
at 9 + 15 and
every 3 hours
from 1 ¢+ 40

Y

variable
aver 1/2 hr ~ >~




5
B!

N11
queue

N12
time

N13
query

Wld
random

N15
event

N2l
wall

N22
CPY

N23
storage

N24
transfer

N25
wait

N26
overlap

N31
predecessor

N32
successor

N4l
frequency

N42
start

N43
execution

Upper Air Data (F1220)

Vecode Sort Validation Real-time
(F1221) {upper air aircraft) (F1223) data base
(F1222) (F1224)
no >
decode function yes, time span
is more or less is identified by prod. >
random, it is control personnel
part of RTO0S & 0 -~
is accomplished 2
vihen max data
received or max i =
time elapsed no request >
see W31 5>
ave 340 secq
b min/day statistics for sort also
ave 95 sec contain those for
F1213, F1214, F1232, & F1233
data base batch
file & reqion areas
Y3 sec.
not available .
data receipt, decode sort decode
see N12
sort and real- validation none displeys
time data Lase
update
24/day, variable, oy
VA a0 6 approx. 1 per hr, "
see W12
n/a variable e ;
real-tine ave. 1/2 nour >
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0

H1l
queue

W12
time
N13
query

W14
random

N15
event

N2l
wall

N22
cPU

N23
storage

N24
transfer

N25
wait

N26
overlap

N31
predecessor

H32
successor

41
frequency

N42
start

nN43
execution

Mrcraft Data (F1230)

.“{%1v T

Decode Validation Real-time Data Base
{F1231) riz3e {F1233)
no »
decode function yes, time span is
is more or less 1dentified by production >
random, it is control personnel
part of RTOS & no =
is accomplished
when max data
received are max no request >
time elapsed

see N31 ==
estimate 5 min/day for these statistics,

see F1212 -
not available o
data receipt sort decode
see N12 (F1212)
sort and real- none displays
time data base
update

24/day, variable,

approx. 1 per >
variable hour
see 12

{

n/a variable = 4
realtime ave 1/2 hour 4




B

TR A

N1l
queue

3 N12
time

N13
- query

N4
random

N15
event

N21
wall

N22
CPy

N23
storage

N24
trans fer

N25
wait

N26
overlap

N31
predecessor

W32
successor

a1
frequency

N42
start

W43
execution

PULAR SATELLITL LATA (F1310)

LMSP TIROS-N

{1311) (1313)
possibly since large amts N
of data is available in spurts /
no, near real-time >
no — 5
no request but data arrival _ o
is random (sec H42) : —— >

data arrival

(see N31)
OHLINE GRIDUER/MAPPER
ave 300(sec) ave - 42u
max 600 max - 900
min 180 min - 240
real-time ave - 180
(see N21) max - 270
min - 150
2-8440 150 pos
disks
all 1/0 ave - Y0
max - 135
min -~ 75
N/A //
real-time
N/A 170 80% buffered
real-time

readout from satellite,

data arrival & maybe backup
to DISP (see W31)

TIROS-N same
as DHSP

then OWLINE, then HAPPLR/
GRIDOLR

displays & cloud analysis
14 orbits/day/bird

variable depends on bird
location beinag ncar readout facility

near real-time operation, although

some data has higher priority
than others
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Geostationary Satellite Data (F1320)

GOES
(F1322)
N1l no
queue
w12 no, near real-time
time
13 no
query
N14 no random request -
random
N15 data receipt
event (see N31)
N21
wall
greater than 10 and
N22 less than 30 min,
CPU
N23 500 positions
storage
N24
transfer
NZ5 programs will be
walit near real time
and 1/0 bound
N26
overlap ‘
N31 data receipt
predecessor
N32 displays and cioud
successor & wind analys’s
_ N4l every 30/min.
;L " frequency
¢ 42 see N42
3 start
3 na3 near real-time operation
- execution although some data has
higher priority than
others (1U min for readout)




L e —

H11
queve

12
time

13
query

N14
random

H15
event

H21
wall

H2e
CPU

N23
storage

24
transfer

N25
wait

N26
overlap

31
predecessor

32
successor

N4
frequency

N42
start

Nd3
execution

SLCONDARY SEHSOR UATA (F1330)
same for UiSP(F1331), GOES(F1332), and TIROS-i(F1333)

E ALL J L B H M D
package package package package package package package package
(VTPR? (spec.E-pk)(election) (lightning)(gamma) (wet VTPR) (micro) (Aensity)
no T nu— »

S g —— - >
no — >
no = yes no g —
activation depnnds random activation depends
on data arrival Al S but rare on data arrival 447>
which is random (see H41) ) which is random

data arrival

2-3 min 2-4 3-4 4-5 3-4 2-4 3 3

1-2 min 1.4-2.5 1.b5-2 2-3 1.5-2 1.5-2.5 1 1

1 pos 3 3 2 6 8 2 2

approx 1/2 of CPI} -~ T 7\

minimal = = e hY
7

[/0 is well buffered with computation =- — - 4%>

data arrival from ONLINE - = e 4;>

computation computation

programs - "‘““"*";5 none programs ““""““"—;?

W/dy - - N 2U/year 10/dy L =

sce 14 ¢ Ty e \
—

most data is low i

priority, approx.~- A, \

a one hour span 7

N




Automatic Requests

CFP PEQULSTS (AUTUDIN)

Manual Requests

(1410)

Future ('77}

342

(1411) (1412)
N1l N0 oo e 5N
queue d
N12 no - = N
time y
N13 YOS s~ —_ AY
query A
N14 see 42 — 5 - \
random
N15 no - - D
event
N21 0.1 sec - 5
wall Y.,2K instructions H
N22 see N2]l e-oe e
cPU =5
N23 | 45 positions =~ 3 90 positions
storage
N24 device rate — - - \
transfer
N25 none * - ¢ e Y
wait 7
N26 N/A (realtime) e —)
overlap /
N31 RTOS =  —- - - e e -
predecessor
N32 RTOS - S /\
successor
N4l 400/ day 0/day o - = _-,____)
frequency
Na2 90 % 12-147 90% 18-224 - —--————4
start 10%  random 1% random
Na43 realtime, must respond - — _._._._____ﬂ
execution immediately
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£

!
|
|
|

N11
queue

W12
time

N13
query

L)
random

15
event

N2l
wall

N22
CPY

N23
storage

N24
transfer

N25
wait

N26
overlap

N31
predecessor

H32
successor

N4l
frequency

Na2
start

N43
execution

bigital Radar (F1500)

no

function activation
will be dependent
on data receipt
which will be
sequential but
frequency will vary
(see 141)

4 min for analysis
2 min for outputs

(50-00K core)
19 million 36 bit words

programs will probably
be 1/0 bound

real-time for receipt
unknovn for analysis

none
data receipt
via RT0S

input to analysis to
output

normal, every 30 min.
peak, every 15 min.

see N12

variable
(event dependent)
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N1l
queue

H12
time

H13
query

N14
random
N15
event

N21
wall

NZ2
CPU

N23
storage

N24
transfer

N25
wait

126
overlap

131
predecessor

h32
successor

N4l

frequency
= g2

start

N43
execution

Special Project A (F1610)

SHDS X

no
yes

yes, deck load

yes
yes

10-15 min.
0.5-15 min.

(64.5K core)

5-50 pos

3-30 sec.

20 sec. -

10%

3DHEPH, STC,

upper air regions &
analysis, LTAC B2, ST
UA, B3, TKH30A

WIZARD o= PAPAPA -

2/mon th

random -

72 hours
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SXSHD
.

yes, data base receipt

-
random
———— D
ave 1 min,
max 5
min 0.5
ave 10 sec,
max 30
min 3

(64.5K core)

5 pos

b min, 1/0
3 sec. tape

upper air regions & analysis,
3DHEPH, surface data

N

1/day

12 hours
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Special Project B (F1620)
A PUNCHG DRUMG STRA4V STRG10 ‘.
a8 — — |
% N1l no . . e ) ]
E | queue 4
b 1 e no . — N
f . time 1
H13 yes - 2 » i
1 query ;
‘ H14 random no time window :
4 random (see i143)
. 1S no e’ Wi, - w0 $a— S
‘éif; event
N21 ave 30 sec. 2 min. 1 min. 4 min. |
1 ‘ vall range 20-50 E
{ H22 10 sec. 15 sec. 2 sec. 2.5 min. ;
E | CPU (5K core) (17K core) (5K core) (15K core)
& { NZ3 42 cards punched 20UU words ——— 150,000 words
% storage
} N24 see N23 1.5 min, 3 sec. usual
transfer
: N2b none - e /‘> 15 sec.
vait
‘ N26 none 60% I/0 buffered none 100% buffered
overlap
N31 none - - - e ——e L - \ :
predecessor 7
N32 none PLOTG SXOATS MAPIT
successor TARLMT
BKBND
N4 1 8/yr 1/day MAPSTX »
frequency
NaZ n/a 21-23 7 - - N
start
NA3 any time 2 hrs after - —» 2.5 hrs,
«—  execution reques t

&
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oo da e e

N1l
queue

12
time
iWl3
query

W4
random

N15
event

N2l
wall

N22
CPU

W23
storage

24
transfer

N25
wait

H2v
overlap

N3l

predecessor

32
successor

Al
frequency

- A2
start

43
execution

Special Project B (F1620)

(Cont'd)
CALSBS

yes, data tape

range (6-10)

CALGEY follows

0/day (variable)

variable - — ——— - -

e s e 0 . i iy s S G2

AN
/

- p——

=
P

ey

yes, REDOG2 must fin

ave 6 min.
range (5-7)

2 min,
(13K core)

2 pos

=) see H15
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Special Project C (F1630)

$TRO24 Liagy STRA50 AssHp2
N1l no -— >
queue ;
W12 no - - o s 5
time
N13 yeS — e e > yes, tape arrival
query & deck load
N4 requests are no time window ——m7m8 ———
random predictable
H15 o — - e >
event
W21 30 sec. 1 min, —— - - > 2-3 min.
wall
N22 b sec. b sec. 2 sec. 1 min.
cru (48K core) { 19K core) (5K core) (74K core)
N23 2 pos small 20,000 words 2 pos
storage
N24 10 sec. 20 sec. 30 sec. usual
trans fer
N25 60 sec. none - ~ - - - > 5 min.
wait
N26 none A
overlap 4
N31 IN415 none > ‘
predecessor
N32 HPRECP PLOTI0 SXOATS none
successor SPIDER STRY24

HPRECP

NA1 17day r——- =g pm=— 3 16/day
irequency
N2 random but 21-23 7 = - > variable but
start approx. 22 1 ist around 03 2
43 Jhours e — e ~—-A/ 2 hours 3 hours
execution
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J Spec” 1 Project C (F1630) (Cont'd)
; ’ FLEKGE NVERT
1 i W1 No - - e ome— e S
3 ‘ queue
; I N12 MO - e e s ;\
i
| 13 yes oo oo S
query
N14 random - ———— = e —en)
random
; , N1b yes, must B
i ' event receive data tape
o 1
N21 ave 18 min. ave 10 min,
wall range (15-25) range (8-2U)
. N22 5 min. 3 min.
3 cPU (27K core) (28K core)
NZ3 2 pos plus tape 1/2 pos plus tape
storage
24 Msgal - e s )
transfer
N25 none -~ - . ; =N
wait
N26 none -- - R
overlap
N31 none - S > .
predecessor
N32 HVERF follows none
successor inmediately
N4l - 2/year 1/week
frequency
N42 nfa —— - Y P
start
NA3 anytime — - -—— — e N
~-  execution
i
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e

i1l
queue

N12
time

N13
query

14
random

1o
event

N21
wall
N2
CPU

23
storage

N24
transfer

N25
wait

26
overiap

H31
predecessor

N3Z
successor

41
frequenc y

h42
start

43
execution

Special Project D (F1640)

no : -

yes . P be !

requests involve
time window

no - ———— s p—

‘5 min.

2 min.
(50K core)
11 pos

3 min.

none - = —e —

KPLFRP
?
> k"
1
) 3
7 -
x
A :.(
yes 9
k-
#
> ,g
o i
20 min. -
3
% min. g
(LUK core) ]
3 pos 4
2

5 min.

none

none L.

KIPPER

32/day

evenly distributed

variable
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AY
74

50% buffered

%
KPFPRG
1/weck
1000 & 2300

not 1: ter than
A0 &1L 2




Tonospheric lodels (F2110)

Hagnetic 13
Field Propagation
(2101) (2102)

Llectron
Density (TEC)
(2103)

Applications
(ray trace)
(2104)

lonospheric

Analysis Field

{2108)

W11 R T
queue

N12 yes
time

H13 no
query

H14 no
random

N15 see N31

A\
/

event

N21 2 min.
wall

class.
18 min.

unciass.
5 min.

10 min,

N22 1 min.
cPu (< 15K core)

3 min. 13 min.
(35 K core)

5 min.
(53K core)

10 min.

5 min.

(35K core)

5 min.

5 min.
(35K core)

N23 data base plus
storage 1 pos

N24
trans fer

N25

1 pos 1 pos 5 pos

1 pos

1 pos

wiad t not available

N26
overlap

N312
predecessor

F1111
F1122
F1332

F1111
F1114

F1111
71331

N32?
successor

F3113-4
F3121
3131

F3l12
F3122

F3113
F3127-8

N4l 4/day 5/day!

frequency

3/day 8/day

random
during
daylight

N42 evenly
start distributed

evely
distrib.

NA3 in qeneral: must
exccution support 2 min. response
to solar cvents,

1 by '77 increasing to 300/dy
by '8{ increasing to 700/dy

2 : n
not necessarily contiguous

F1111
F1114
F1331

F3122
F3126

5/2 hrs

random

F1111
F1114
Fi331

F3112-3
F3122
F3126
F3128

class.-8/dy
unclass.-12/d

evenly
distrib,

N\
/7




Tonospheric todels (F2110) continued

Proton Flare Ray Trace Improved TEC Conjugate Aurora
{21006) (2107) {2108) (2109)
N11 no = —
queue "This 1s not an
gperational model
W12 no ———— - e yes but rather a
time program used to
determine whether
nll no S.H. assumptions
query activation are gorrect. The
depends on results have been
E ﬂ::dnn external o no implemented
: request subjectively.”
§ N1 see N31
! gvent
i 21 1 min. 300 sec. 480 sec.
wall
W22 30 sec. 240 sec. 420 sec.
CPY (20K core) (75¢ core) (50K core)
| N23 data basc data base & data base &
storage 30 tracks 35 tracks
2000 lines Fortran 1000 lines Fortran
i 24
transfer
N2b
wait not available - e e >
| N26
overla
P/
l N3 F1111 F2105 F2103
predecessor F1113
F1121-2
F1332-3
] N32! F3111 hardcopy F3113
K successor display F3127-8
1 N4l 4/year 4/ day 4/day
A frequency
% N42 random evenly
2 start distributed
{ a3 in general: must
| execution support 2 min respon.e = ) pt
to solar events ’
}
1 not necessarily contiguous




Tonospheric Hodels (F2110) continued

Tonospheric Inproved Improved F Improved lonization
Propagation TEC Region Storm Hagnatosphere
(2110) (2111) (2112) (2113)
(replaces 2103)

N11 . . s S N %
queue

N12
time
reqularly

N13 : s = LK - ¥ activation scheduled
query depends on plus

external external
N14 - ek e = request request
random

N15 see W31 -
event

N21 480 sec. 000 sec. 300 sec. 600 sec.
wall

N2?2 360 sec. 480 sec. 240 sec. 480 sec.
cPU (50K core) (100K core) (bUK core) (125K core)

N23 data base & data base & data base &
storage 30 tracks 100 tracks 200 trks
400V lines Fortran 2000 lines Fortran 1000 lines Fortran 3000 lines Fortran

W24

trans fer
25

wait

N26 \I
averlap

not available

N31l input data F2103 input data
predecessor

N321 hardcopy F3113 hardcopy —
successor display F3127-8 display

. W41 t/day 4/day 1 /day 12/day
frequency

42 evenly . . ... 3 random random plus
start distributed scheduled

N43 in general. must
exccution support 2 min response - e ey
to solar events

1 not necessarily contiguous

P S [ =y T



k-
3

R

CONPUTER FLIGHT PLANS (2210)

I Automatic Semi-automatic Manual Request
Responses Responses Responses
4 (2211) (2212) (2213)
| N11 yes - — —- —— —
queue
| H12 no (first in,first out)- >
| ) time
[ W13 yes —— —_ >
) query
N14 yes (see N42) - D S
random
3 ' 16 no \
3 event 2]
[ 2l ave. 4-7 sec
1 wall range 1-20 *- oo e = >
3 9.2K instructions
122 same as N21 (for realtine) S
cPU
: N23 45 positions - - : ; R —
- storage
“"\ 1
1 N24 device rate e e >
; trans fer
b . N25 none e—— e S — 9
A4 wait
N26 N/A for realtime - b
overlap 7
H3l RTOS - ac e e \
predecessor 4
i3 RTOS - R =
successor '
il 400/day 100/day )
frequency
N42 905 18-22 1 90% 12-14 7 — -~ - —-- D
i start 10% random 1U% random
N43 50 minute turnaround 1 hour turnaround < g’
execution
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COMPUTER FLIGHT PLANS (2210) continued

Enhanced CFP

| ; Models
ERar o
N1l yes
queue
| N12 no (first in, first out) .
i time
‘ N13 yes
3 query .
4 N14 yes (see N42)
' random
} | N15 no
event
i
b N21 ave 5-8 sec
/ wall range 1-24
10K instructions
' o N22 same as N21 (for realtime)
| CPU
; i N23 90 positions
E: storage
N24 device rate
transfer
N25 minimal ‘
wait
i N26 N/A for realtime
3 { overlap “
N31 RTOS
A predecessor
N32 RTOS
successor
N4l 1500-2000/day
frequency
— N4z no change
start
N43 1 hour turnaround ‘
execution
i
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p s sl

U s " - Ga

E:
k.

T ey

N11
queue

N12
time

N13
query

N14
random

N15
event
N21
wall
N22

CPU
N23
storage

N24
transfer

N25
wait

N26
overlap

N31
predecessor

n32
successor

N4l
frequency

42
start

N43
execution

FORLCAST COHSTANT GENERATIONW (2220)

no

request is generated by
customer at appropriate
time frame

see N1?

no (see i12)

yes (sce H31)

10-15 minutes

written in Fortran

1.5 min sups

5 positions
(43K core)

device rate

none

not available
satellite global

data base update
hardcopy of product
to customer
1/day
09 2

0600 Z - 1100 7




2
- l ! .
Forward Trajectory Computations (223u)
!
N11 no
b i queue _ .
1 l N12 request is generated
4 time by user at appropriate time
- W13 see 112 .
E- | query
F ] N14 requests for special '
‘ random executes arrive randomly .
5 {
y N15 yes (see iH31)
' event
| N21 2.5-5 min
P wall written in Fortran
E |
: N22 1.2 sups
CPU
N23 3 positions
E storage (62X core)
1 |
-'f i N24 device rate
trans fer
* N25 non
' wait
J N26 not available .
3 overlap
,» i N31 on time tropical :
4 ‘ predecessor wind analysis 5
« " N32 hardcopy of product
' successor to customer
Na1 2/day (20 special
frequency executes/yecar)
" Na2 7:30 72 & 19:30 Z
start
N43 2 hour and 15 minules
™ execution
i

356

s ¥ 3 RS T
G S L b il
e e




Wil
queue

N12
time
N13

query

14
random

N19
event

N2l
wall

N22
CPU

NZ3
storage

N24
transfer
Wb

wait

N26
overlap

W31
predecessor

W32
successor

N4l
frequency

N42
start

N4 3
execution

Cloud Free Line of Site Lxtraction, '78 (2240)

no

user establishies

time requircments

see H1Z

special requests will
arrive randomly

yes (see ii31)

43 minutes

written in Fortran

30 minutes

3 positions
hoK core

device rate
none

not available
CFLOS forecast

mode

hardcopy of product
to customer

2/day (plus specials)

special within 3 hrs.

of receipt.

others witivin 1. hrs.

of ontime.
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COMMAID & COWTRUL SYSTENS (F2250)

b WWMCCS Minuteman X SACCS
. (F2254) RZER N (FZ252)
M1l no —> -
1 queue
N12
- | time
N13 probably activated by activated by
query near real- time requirement cus tomer request
time data established by which has time
N N14 base update customer requirement .
. random (also see N42)
3 N15
| event
%
o N21 12 bir 1 min
wall
response time
l N22 about 1
CPU min
| N23 1.5 million 5 pos 50 million words
| storage words (4bK core) (55K core)
N24 unknown -
! transfer, =
not significant
N2% none >
wait
N26 double buffering unknown >
L overlap to be used '
i131 SACCS data
predecessor after 00Z & basc update s
RTOS before 062 global
W32 data base update product to customers
successor
N4l 6/day 1/day normal 125L/cay
frequency crisis 250/day
42 see N12 between 30% between 11-15 Z
_ start uo & 11 2 30% between 20-24 1
43 two minutes 0o 7-11 7 one minute
execution i
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Surface bata Analysis (£311)

Hemispheric Tropical Hindow
(2311) (2312) (2313)
) i1 no - - a S _
queue 1
=
12 no - ——— 3
A time !
13 no e e >
query
) 14 no random request - = )
random
s see 31 ~ - - * e )
event
21 ave - 230 (sec) ave - 121 ave -374
wall min - 50 min - 40 min - 75
max - 600 max - 220 max - 900
122 ave - 82 ave - 45 ave - 51
CcPU min - 15 min - 30 min - 30
max - 150 max - 60 max - 70
H23 RTGHCF RTTROA RTGWCF
storage RTGWCA RTGWCA
RNHGS 1 plus RTFENA
RIGRDA 1 position RTFINA
RSGWCF
. RSGWCA
{ RSHGS 1
i RFIX64
24 ave - 12 ave - 9 ave - 10 '
transfer min - 1 min - 8 min - 5
max - 26 max - 10 max - 15
} H25 minimal e~ — .. o )
wait
NCG 1/2 1/0 buffered - = e ey |y
overlap
N3l surface data sort - e >
predecessor iimediate
41 30 times/day 4 times/day 6 times/day
- na2 4 executed at 2 + 30 1 exccuted every 0 hrs 1 executed at 1st 3 hr
start + every 3 hrs after starting at 1 + OU'_+_ 30 min. of each cycle + 30 min
+ 30 min
| N43 within 30 min _ _ o j>
execution of start time
1 359
!
4




N1l
queue

N12
time
N13
query

N14
random

15
event

N21
wall

N22
CPU

N23
storage

N24
transfer

N25
wait

N26
overlap

N31
predecessor

N32
successor

N41

frequency

Ng2
start

N43
execution

Surface Data Analysis (F2310) continued

Globatl Window Variational

Analysis Analysis Analysis

(F2314) (F231y) (F2316)

no >

no > 1

no - ﬁs

no random request - :
1

see N31 > A

ave 40 min. ave 20 min. ave 80 min. F

ave 33 min. ave 17 min. ave 60 min. i

(65K core) (65K core) (140K core) .

2 pos 2 pos 2 pos %

unknown >

minimal - »%

some I/0 buffering — - :

immediate after = .8

surface data sort = .

surface forecast -

4 primary executes/day, 4/day replaces global

up to 26 other shorter
executes to clean up
small data amounts

analysis, see F2314

see {3l —- - e — >
i
estimate
p . >
30 minutes 7z




Upper Air Malysis (2320)
3 Hemispheric Tropical Window
,‘ (2321) (2322) (2323) 3
. ) W11 no 3
l queue 4
: N12 no -— - > '
‘ time ;
*,‘ i i N13 no >——- - - o | >
| query k
s N14 no random request - - ]
1 random '
’ N15 see W31 - -- — e ) :
t event
2 NZ21 ave - 600(sec) ave - 180 ave - 160 1;
E | wall min - 100 min - 200 min - 2 ;
max - 1700 max - 8UU max - 350 g
N22 ave - 273 ave - 305 ave - 65 :
CPU min - 75 max - 550 min - 2
max - 600 min - 125 max - 100
N23 RTPRB RTTROA RTAIR
| storage RTAIR RTPRG
RTGWCF plus 1 RTFINA
RHIG51 position RTFENA
RTRPFX
RTTROA plu§ l
. RTGHCA PESILL 10N
} RSGWCF
RSHGH1
RTRPFX
- RSGWCA
| . plus 1 position
A ! N24 ave - 18 ave - 22 ave - 10
- trans fer min - 5 min - 15 min - 1 .
3 ) max - 30 max - 2 max - 20
N25 minfmal .- T 3
wait
/ N26 1/2 1/0 buffered - — >
4 i overlap
i N31 surface analysis and upper air sort . __ —
predecessor immediate start
k. ' N32 forecast model _ B
successor immediate start
- N&1 16 times/day 4 times/day 9 times/day
frequency
Na2 2 executed every 3 hrs every U hrs beginuing 1 cxecuted at 1st 3 hrs
start begin. 00Z (+ 30 win) at 12 of each cycle(+ 30 min)
! N43 within 30 min of start time - : z - = —~--—--~>
i exccution
|
% ! i
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N1l
queue

N12
time
N13
query

N14
random

N15
event

N21
wall

N22
CPU

N23
storage

N24
transfer

N25
wait

N26
overlap

N31
predeccessor

N32
successor

N41
frequency

Na2
start

N43
execution

UPPER AIR AWALYSIS (F2320)  continued

Global Window
Analysis Analysis

Variational
Analysis

(r2324) (F2325) (F2326)

A1l of these programs have been costed under
F2320. The same function will most likely
perform surface as well as upper air
analysis. See F2314, F2315, and F2316.




4
5

1
&
:

SR s

11
queuve

f12
time
N13
query

H14
random

N15
event

N2l
wall

Ne2
CPu

N23
storage

N24
transfer

N25
wait

N26
overlap

N31
predecessor

N32
successor

N4 1
frequency

1142
start

N43
execution

Satellite bLata Processing (F2330)

Initial Final Temp & Humidity
VTPR VPR Sounding
(F2331) (F2332) (F2333)

activation will
depend on data
receipt (see N41-42),

Microwave

Data Processing

(F2334)

& priority queue
may be necessary
if large enough
quantities of data
are supplied

ave 3 min ave 2 min ave 8 min
ave 2 min ave 0.5 min ... ave 2 min

1 pos 17 pos 2 pos

unknown

v

ave 3 min

ave 1

2 pos

min

1/0 is buffered -—

Y

data receipt (see H11)— — - _

\’

data base

update
13/day/bird

A

variable na
more often than - —

v

every Ul min

cstimate 1 hour .

s e s




queue
N12
time
N13
query
N14
random

N15
event

N21
wall

‘ N1l

ke eraoacile oxa o

| Ne2
! cPU

N23
storage

N24
transfer

N25

wait

N26

overlap

N31
predeccessor

~ N3
Tuccessor

4l
frequency

N42
start

N43
1 execution

3UNEPH Computation (2340)

Analysis Processors Enitanced (some VHR, WHR)

Enhanced (most VHR,WHR)

(2341) (2342) (2343)
sprint synop*ic
nQ ~m———-s o >
yes - »
yes no N . . e emm e e ———— >
random no - B S - >
w/in 30 min.

y
see H31 -~ - - i = - -
ave 30U(sec)ave 953 (additive) (additive)
min 200 min 500 est. 10 min. est. 5 - 15 min.
max 500 max 1200
ave 200 ave 610 )
min 150 min 40U est. 5 min. est. 3 - 10 min.
max 400 max 75U
ACFTRG RTTROA
CORREL RSGRDA
SFCREG RSGROF
UPPREG RSHTPC plus 29
RFIX64 RSSATV positions
RNGRDA RSSATI
RNGROF RSGWCA 5}
RNHTPC RSGWCF
RNSATG IVACURVE
RSATCO ISFCCURVE
RTGWCA SATNORPOLIR
RTGWCF SATNORPOLVIS
RTBRGT SATSOUPOLIR

SATSOUPOLVIS
ave 6V ave 120
max 100 max 175 est. 5 min. est. 5 - 10 min.
min 3V min 50
minimal -~ SR : = —3
75% buffered 1/0 - )
surface sort & satellite il/A >
data immediate
high reso- coarse mesh S ,.«______._€>
Tution cloud cloud prog H/A
prog ;
6/day dur. 12/day
UUZ cycle
randnm 1/6 hes afte- Ul H/A - - ———
1/6 hes after 032
sec N14 vi/in 30 min /n - }

o e st et N e



lHiscellaneous Analysis (2350)
1 F AMBROZ SNODEP
(2351) (2352)
. 11 no - —
3 ’ queue
3 H12 yes - - - 3
‘ tine K
3 i N13 B R— >
| query -
: N14 no random request - >
& ‘ random
3 15 see N31 - 7
3 s event
| el ave-330 (sec) ave-500 (sec)
| wall min-270 min- 350
i max- 400 max-650
I N22 ave-125 ave-160
CcPU min-100 min-140
max=150 max-200
23 RTAMNL RSHDEP
storage RNGRDA RTSFC
* RTGHCA RTBRG7
RTGWCF RFIXG4
RHGWCF
) plus 3 positions plus 5 positions
N24 ave-27 ave-12
transfer min-25 min-10
max-3V max-15
. N25 minimal - - o e
! | ) wait
N26 little overlap — - >
i overlap
N3l immediately follows _ ! Am_.______;
; predecessor cloud analysis
132 none - e i
i successor
i
i Nal 8/day once/day
frequency
i 42 every 3 hrs after 2 + 30 after 127 cloud analysis
i start (see 1131)
i 43 2 hours 6 hours
execution ‘
|
365




N1l
queue

N12
time
N13
query

N14
random

N15
event

N2l
vall

nee
CPU

N23
storage

N24
transfer

N25
wait
N20
overlap

N31
predecessor

N32
successor

N4l
frequency

Naz2
start

N43
execution

General Purpose ficlds (F2a10)

Advanced Prediction

Hemisphere

(F2411) Model (F2411) '78
(SHGLVC) (AvSPL)

no 7

yes —

no =

no random request —

see N31

southern hemisphere
ave - 2200 (sec) ave 1 hr
min - 20
max - 2000
ave - 1651 ave 35 min
min - 20

max - 4000

RSHG51
RSGWCF

northern hemisphere

est. 10 hrs (U1108)

est. 8 hrs (U1108)

RFIXH1
RSGWCA
RTCWCF
RFIX30
plus 5 positions

ave - 165
min - 5
max - 400

ave 6 min

Y

unknown

minimal

1/2 huffered 170

jnmediately follows mmerairanﬂyﬁs-

immediately followed by cloud programs

(total both hemispheres)

16/day e

4 oxecuted every b hrs after V0L

30 min —

\|

Y

unknown

v

366
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2 major executions/day
with several shorter one
on smaller data inputs

unknown

it
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General Purpose Fields (F2410) continued

el e blare

B . &

367

E Tropical Global Spherical Tropical Window APH
(F2412) Harmonic Model (F2412)
5 (rea1e)
i1l no 3>
queue
N12 yes T
l time
| 13 no >
i query
i H14 no random recucst -
H random
' N15 see 131 =
! event
' 21 ave - 100 ave 1 hr ave 30 min
vall min - 75
max - 130
H22 ave - bh ave 45 min ave 30 min
i cPU min - 45
max - 65
NZ23 RTTROF RTTROF >
storage plus 9 positions plus 3 positions
N2 4 ave - 11 unknown =
trans fer min - 7
max - 1%
N25 minimal =
wait
| N26 1/2 buffered 1/0 Unknown >
overlap
N31 immediately follows =
l predecessor upper air analysis =
! N32 immediately followed -
successor by cloud programs -
| N4l 2/day ==
Jj- ! frequency
' Na2 12352 >
] l start 19247
{
; NA3 30 min >
3 ! execution




i1l
queue

N12
time
N13
query
N14
random

N15
event
NZ21
wall

N2
CPy

N231
storage

24
transfer

N25
wait

N26
overlap

N31
predecessor

H32
successor

N4l
frequency

N42
start

H43
exccution

General Purpose Fields (F2410)

continued

ewﬁ%$$L
e

Hindow Zoom Window Global Applications
(F2413) (F2413) Data Base (r2415)
no —3»
yes .

no —
no random request >
see N31 >
ave - 1242 est. 40 min ave - 475

min - 1000 min - 150

max - 1500 max - 800

ave - 860 est. 40 min ave 120

min - 750 min - 40

max - 950 max - 250

RTFINA RTFINA RTGBLF

RTFENA RTFENA RTTROA

RTFINF RTFIKF RTGWCA

plus 13 positions plus 10 positions RSGWCA

RSGWCF

ave - 50 unknown ave - 90

min - 44 min - 75

max - ou max - 125

minimal >

1/2 buffered 1/0 unknown 1/2 buffered 1/0
immediately follows follows forecasting
upper air analysis = routines

followed by boundary .. hone

layer model T

b /day > 8/day

3 executed every 12 bes every 3 hrs starting
at about 3 + 00 2 at 14 + 00
“30 min >

368
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b o e

1l
queue

N12
time
N13
query
N14
random
H1b
event

N2l
wall

N22
CPU

NZ3
storage

N24
transfer

N25
wait

N26
overlap

31
predecessor

N3¢
successor

41
frequency

N4e

start
43
execution

SPLCIAL PURPUSL FILLDS (F2420)

Turbulence
(F2421)

no

no

no

! Clouds

(Fe2422)

Contrails
(Fe423)

yes

no

no random requesti

)

v

see N3] —— — — — ~—— oo e e > 1

present cloud 2004 ('77) ;
ave - 150 sec ave-11b5 sec 30 min ave - 45 sec E
min - 75 min-2eu min - 5 1
max - Lho max- 2000 max - 15- 5
ave - 22 ave-64d0 © 30 min ave - 12 :
min - 5 min-80 30 min min - 5
max - 100 max-1200 max - 26
GWC data RNGRDA RSGRDA RTRPFY GWC data base
base RFXGNC RSGWCA RVLCRDB

RFIX30 RSGWCF RTFINA

RTGHCA RITERR RTFINF

RTGWCF RTTROA RTSHCF

RTUNDF RTTROF RINTROF

RTFENF
plus 2 pos.

ave - 4 ave-200 unknown ave - 4
min - 2 min-15 min - 1
max - 10 max-350 max - 7
minimal —»
1/2 buffered 1/0 >

follows SFC sorts
or boundary layer

inmediately follows

imediately follows

none

9/day

random three
122 cycle

1 hour

cloud analysis
none

24/day variable
approx. 1l/hr at

3L past hour

3U min

369

tropopause forecast

followed by global
application data base

8/day
random

1 hour




Special Purpose Ficlds (242u) continued

4 Severe Weather Precipitable Water Air Staanation
(2424) (2425) (2426)
| N1 MO e e - >
I queue
? " e b)
N12 no - 7
time
[ H13 no - - & = ,>
1 query
e | 14 no random request - T - S ;}
g random
1o see 31 ~ s )
b event
. el ave - b2 ave - 802 ave - 430
wall min - 5 min - 300 min - 350
max - 120 max - H00 max - Y00
22 ave - 15 ave - 10u ave - 60
cPy min - 8 min - 75 min - 45
max - 35 wmax - 12b max - 75
k: i NZ23 RTSFC RTPRB RTBHOF
L i storage RTPRB RFIX30 REUBLM
. RTFINA RTGWCA RTGWCF
A RTFIAF RTGWCF RTFINF
b, ] RTBNDF RTFENF
2 RTPOLL
plus 2 positions
N2a ave - ave - 26 ave - 35
transfer min - 1 min - 20 min - 30
max - 15 max - 30 max - 40
: N25 minimal - — i Ee=m =y
| wait
| ' 26 little overlap - . o s -
| overlap
. N31 assorted forecast model boundary layer model
3 predecessor predecessors
N3¢ none none none
successor
“ilal 18/day 2/day 2/day
frequency
N4e random, mostly 1< hirs apart at H5+50 12 hrs apart at 4+40
~  start in 12 Z cycle
N43 1 hour - _— S
excecution
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N1l
queue

N1
time
N13
query
14
random
iW1b
cvent
nel
wall

ez
cpu

N23
storage

N24
transfer

N2h
wait

N26
overlap

W31
predecessor

32
successor

N41
frequency

a2
start

N43
execution

Special Purpose Fields (Fz420)

Tropopause

Cloud free Line

of Sight

continued

Erosion

no

no random requesi.

See 31

ave - 60
min 10
max 100

ave 15
min 10
max - 25

RTPRB

RTGHCA
RTCWCF
RTTROA

ave - 8
min - 5
max - 15

minimal

est. 32 hrs

est. 14 hrs.

60 positions

unknown

L
-

est. 59 hrs.

est. 25 hrs,

32 positions

1/2 buffered 1/0

follows analysis or
forecasting routines

contrail forecast
9/day
every 3 hrs starting

at U+30

30 min

unknovin

data

receipt

none

2/day

unknown?

unknow:’




H11
quecue

N12
time
N13
query

N14
random

N15
event

N2l
wall

N2e
CPU

N23
storage

N24
transfer
N2b

wait

N26
overlap

N31
predecessor
N32
successor

W41
frequency

N42
start

-~ N43
execution

T g ey

Special Purpose Fields (F2420) continued

Terminal Forecast lodel

Horizontal Weather
Depiction Model

no = =S
yes >
no S —
no random request —
see N3l —>

est. 3.5 min,

est. 1.5 min.
boundary layer

est. 10-15 min.

est. 2-3 min,

b

and cloud
data bases

7=~

unknown

data base build -

Y

Y

data access routines

2/day

once/12 hr cycle

unknovn

16/day

03 + every 6 hours cxecute
3 windows & 1 octagon
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N11
queue

N12
time

N13
query

N14
random

N15
event

N2l
wall

N22
EPU

N23
storage

N24
trans fer

N25
wait

N26
overlap

N31
predec essor

N32
successor

N4l
frequency

N42
start

43
- execution

Boundary Layer Model (r2430)

Present Hodel Future ('78) Z0O!M BLM ;

‘ i
no >3 3
yes _—— > f%
no = f

no random request

Y
S

see N31

\

ave - 2090 est. 40 min
min - 1400
max - 2700

ave - 835 est. 40 min
min - 650
max - 1200

RTFENA  RTGWCF
RTFENF  RTGHDI 1
RFIX30  REUBLM
RTPRG RTFINA ( '
RNGROA  RTFINF

RUGWCF  plus 9 p()sitionj

\{

ave - 135 unknown
min - 120 E
max - 150 _ 5

Y

minimal
1/2 1/0 overlap unknown 3

upper air analysis —--—e - moimm o e e — e

none i .

G/day ———— - e e me e e
3 executes every 12 hrs unknown i

at 4+ul :
1/2 hour > i
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N1l
queue

N12
time

W13
query

N14
random

N15
event

N21
wall

N22
CPU

N23
storage

N24
trans fer

N25
wait

N26
overlap

N31
predecessor

N32
successor

Na]
" frequency

N42
start

N43
execution

NHSVDX

Special Project & (FR10)"

no

partially, every 3 hrs.

no

.
Cd

partially, every 6 hrs.

no

-
>

yes, NH 5-layer fields

[
>

yes, SH 5-layer fields

5-8 min., ———— e >
2 min. _ ~
(43K) -
20 pos  — S -
2 min. —
rd
15 sec. - =
0% overlap = P
NH FIVLYR SH FIVLYR
WH 3DNEPH St 3DNEPH
TROP FIVLYR TROP FIVLYR
NH MSC SH MsSC
none >
3/day 4/day
see N12 =
-1% to +3 hrs. -3 to +6 hrs.
.,?
;;l ‘éin
i i g ¥
¥y e alt 4
;
g
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N11
queue

N12
tine
13
query
* Y
random
N15
event

N2l
wall

W22
CPU

N23
storage

N24
transfer

N25
wait

& N26
. overlap

N31
predecessor

N32
successor

N4l
frequency

N4z
start

N43
-~ execution

Special Project B (F2520)

GLADD PLOTL VERG10 BIGPAY
no >
yes no >
no yes >
no S— yes no
yes D no
1 min b min 8-20 min 2.5-5.5 min
15 sec 2 min 6-18 min 2-3 min
(16.7K core) (14.2K core) (80K core) 55K core)
40 pos 1.5 pos 2 pos 45K words
45 sec 3 min usual 15 sec
none =
no 60% overlap 100% minimal
DRVDRG DRVMG autostarted BEAVER plus
DRVMG by BEAVER upper air, surface,
PLOTG air stag. data
PUTON POLARG None SENDER but
DSPLAL MALINZ not contiguous
2/day 1/day t/day (varies) once/day
after DRVGRD after DRVMG variable near 207
DISPLAL nust see 42 /A 8 hrs
end by 22 7
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N1l
queue

N12
time
N13
query

N14
random

N15
event

N21
wall

N22
chPu

N23
storage

N24
transfer

NZs
wait

H26
overlap

N31
predecessor

32

successor
41

frequency

N42
start

N43
execution

Special Project B (F2520) cont.

SIXGUN TEALMT BLKBHD BEAVER
no >.
no > yes no
no yus - .
no time window no . random
yes —_— >
min - 1 min 2 min 2-5 min 5-8 min
max - 2
40 sec 30 sec 1-3 min 3 min
(33K core) (22K core) (69.5K core) (45K core)
1/2 pos none SAVDOX ¢ data base plus
30K words 2 pos
usual n/a 1 min usual
15 sec b scc 10 min for 15 sec
card deck input
100% 100% none 100%
continguous L min after TARLMT Surface & 3DNEPH
with SAVDOX DRUMG STR610 data &STR630
WNHSVDX
SHSVDX
DRVMG
all environ- BLKBIHD CHKBND BATMAN
mental data
10/day 1/day 18/day (3
evenly 19-21 7 every 1 hrs random
distributed
197 to 122 ‘
varies,average  must finish * 3/4 hrs varies but
is 10-15 min before ist usually from
BLKBND 032- 15 2




N11
queue

N12
time

N13
query

14
random

N15
event

W2l
cPu

N22
CPU
N23
storage

N24
transfer

N25
wait

H26
overlap

N31
predecessor

N32
successor

Ng1
frequency

142
star t

N43
execution

Special Project B (F2520) cont.

GIPPER TWOSHO B00S
or RIPPER
or BIPPER
no >
no b
no =
no 18-21 2
yes no
1-2 min 4 min ave 10 min
range (8-15)
40 sec 3-H min 6 min
(27K core) (37K core) (30K core)
1/2 pos 1 pos 1 p0s
1.5 min usual e
15 sec none =
106% 60% none
SAV0OX STRL 30 none
data base PLOTO
REDSHO
none >
10/day 1/day 8
192-122 approx 10/ 18-212
10-15 min variable 6 hours

averaqge

Others
DRUMG
(see F1620)

STR440
(see F1620)

STRO10
{sce F1620)

STR630

(see F1620)

SHSVDX
(see F2510)

HHSVDX
(see F2510)




fas ek

Special Project C {F2530)

l CARDSY HPTPOS IHSERT PLOT10
3 111 no - R
quecue
2 N1z no yes ho >
b time
y ; N13 res no yes no
' query
r . N14 20-23 ¢ no yes no
| random
N15 yes, see 31 no see 31
event input data
] W21 ave 10 min ave 3 min 2 min 5 min
| vall range (8-15) range (2-5)
N22 6 min 1.5 min 1 min 2 min
| CPy (63K core) (v1K core) 23K core) (21K core)
|
! 23 tape, cards, minimal 1 pos 1.5 pos
storage 25K words
N24 usual T 3 min
trans fer
N2h 15 sec none card deck none v
wait ~preparation time -
N26 none > 60%
wait
N31 none HH JUREPN none contiguous
predecessor with IN415
N32 none >  SPIDER POLAR,
successor MAP10
1 Na1 1/day 8/day 1/day 1/day
3 frequency
1 N4z -23 1 Wz + 3 hrs etc variable 21-237
: start
W43 6 hrs 1's to 2 hrs 24 hours see [142
execution
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N11
queue

- N12
time
13

- query

N14
random

N15
event

N21
wall

N22
CPU

N23
storage

24
trans fer

N2b
5 wait

N26
overlap

N31
predecessor

N32
successor

N4l
frequency
iae

start

N43
execution

Special Project C (F2530) cont.

HRECP H1LADD

no =
no yes

no -
no, no
predictable

see 31 yes

2.5 min 1 min

1.5 min 1 sec

(21.5K core)

(17.7K core)

1 pos 40 pos
1 min 45 sec
none e
none 2
STRY24 DRVGRD
InNd1b
POLT10
SPIDLR PUTON
DSPLALL
1/day 2/day
inmmediately after
follows HTR 924 DRVGRD
up to 3U min before 22 2

after STRY29

others

INg1H
(see F1630)

STRY24
(see F1630)

STR450
(see F1630)

TWOSNO
(see F2520)

SHSVDX
(see F2510)

NHSVDX
(see F2510)

v s i




: N1l
queue

12
time

i | N13
|

query

N14
randcm

N15
event

| H21
wall

N22
| CPU

23
storage

N24
trans fer

| N25
wait

N26
overlap

N31
predecessor

N32
successor

N4l
‘frequency

N42
start

N43
execution

Special Project D (F2540)

MsS KNLRGE
no >
yes no
no yes
no random
see N3l yes, must
receive data
ave 3 min ave 10 min
range (2-%) range (8-1b)
1.5 min 0 min
(50K core) (2uK core)
2 pos >
usual R = -
none -
none - - -— e —— —— e >

NH 3DREPH

none

8/day

00Z + every 3 hrs

1%:-2 hrs

none
HVLRF
follows
2/mon

n/a

any time

380

others
KNNF
(see F1640)

TWOSHO
(see F2520)

NHSVDA
(see F2510)

SHSVDX
(see F2510)




's( H
4 : Special Project E (F2550)
| - PLTON DSPLALL DRVGND others
3 N11 no > NHSVDX
. queue (see F2510)
b
’ 12 yes > SHSVDX
4 time : (see F2510)
8 . 13 no ————-—— - >
] query
N14 no —
random
] il yes > no
event
N2l 20 min 30 min 20 min
} wall
- N22 7 min 10 min 7 min
L cPU (37.6 core) (18.7K core) (37.6K core)
- N23 40 pos —
: . storage
; N24 13 min 20 min 13 min
trans fer
) N25 none >
wait
! N26 no -
overlap ’
N31 DRVGRD DRVGRD
3 predecessor GLADD PUTON none
] HLADD
N32 DSPLALL none HLADD
3 successor GLADD
“N41 2/ day -~
frequency
Na2 follows afternoon ____.____
~ start GLADD local
N43 DSPLALL must _ ) .
execution end by 22 7 -

% 1 Al
e iy

» B S




| Special Project E Special Project G Special Project H
. (F2560) (F2570) (F2580)

| N — —_

|
- SHSVOX
1 ‘ (see F2510)
SHSVOX
i (see F2510)
E | '
|
!
| |
F |
382
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N11
queue

N1z
time
K13
query
N4
randam

(FE]
event

W2l
wall

22
cPuy

N23
Storage

N24
trans fer

N25
wait

N26
overlap

311
predecessor

N32
successor

N4l
frequency
42

start
43
execution

1not necessarily contiquous

SESS Computer Assisted Outputs (F3110)

Particle
tvent
(3111)

NO =~ — = e

no

activation

depends

on request
by

customer

sec.

sec.
(10K core)

no significant mass storage

not available

F2106

-

output to customer -

8/year

random

in general: must support
1 min response to solar events

Radio & Propagation Solar,Geomagnetic, Event
Keports Geophysical Warnin?
(3112) (3113) (3114

N
7
automatic yes no
output
by R
F2102 most activation
i scheduled depends
some on request
requested
cus tomer
5 sec. 5 sec.
|
| 5 sec. 5 sec.
O
A o )
7
F2101 F2101
F2103
F210%
F2104
e WA\
12/day 10/day
see N13 random
)




SESS Automatic Outputs (F3120)

Satellite Data Radio & Propagation Solar,Geomagnetic, Auroral
Analysis Reports Geophysical Oval
(3121) (3122) (3123) (3124)
N1l no R T >
queue

N}Z most yes automatic no no

time output

N13 by

query mos t 2102 activation schedulin
2 g

N14 ZgggdU]ed depends on coincides

random reques ted reqlt:;s t ‘[;;l;g

N1y

event ' cus tomsr passes

N2l 5 sec. 5 sec. 10 sec.
wall

N22 5 sec. L 5 sec. 10 sec.
CPU (10K core) iy (10K core) (35K core)
N23 no significant mass storage - g mep 3
storage

N24

trans fer

N2§ not available - e e - - == —
wait

N26
overlap

31l F2101 F2109
predecessor plus see N13

N32 output to customer S : >
successor

N4l 24-48/ day 30/day

128/day
frequency

N42 evenly distributed random see N13
start

in general: must support
N43 2 min. response to solar i ——
execution events .

1

not necessarily contiquous




i

N11
queue

N12
time

N13
query

N14
random

N1y
event

N21
wall

W2e
CPU

N23
sterage

24
transfer
N2b

vait

NZ26
overlap

n31d
predecessor

N32
successor

N4l
frequency

N42
start

H43
execution

1not necessarily contiguous

SLSS Autamated Outputs (F3120) continued

Proton
Predections
(3124)

automatic
output

y
F2106

LS

Tonospherie

Summary
(3126)

no

most yes

most
scheduled
some
reques ted

1 min.

3V sec
(20K core)

no significant mass storage

not available - - .

F2104
F2105

output to customer

12/day scid.

3/day requested

cvenly distributed -

Electron 0TH-B
bensity Forecast (3128)
(3127)
L
automatic yes
output
by
other no
model
'
| no
see N31
2 min.
1 min
(25K core)

(R —

F2105

in general:nust support

.response to 2

385

min. solar requests .

12/day

e §




ol e L iy

SLSS Hanual Outputs (F3130)

Satellite Data Event
Analysis Verification

N1l
, queue

i W12 A
time

N13
i query

actuated by scheduled -
customer
N14 request

random

» N15
E | event

N21
wall

W22
CPU

N23
storage

N24
transfer

N25
wait manual B N e e i

N26
overlap

N31
predecessor

32
successor

H41 3u/day 12-1%/day
frequency

n42 see 11 e -—)
start

N4 3 in qeneral:must

execution support & min. response
to solar cvents

386




N1l
queue

N12
time

W13
query

14
random

H1b
event

21
wall

H22
cru

N23
storage

N24
trans fer

H2b
wait

N26
overlap

N31
predecessor

N32
successor

N4l
frequency/day

N42
start

W43
execution

lanual Facsimile Products (321V)

STRATFAX CURFAX PACTAX RAFAX
(3211) (3212) (3213) (3214)

manually prepared

WEATHER GRAPHICS
(3215)

manual chart preparation -

11 prods. 7 prods. 12 prods. b prods.
28 trans. 17 trans. 24 trans. 12 trans.

product
dependent




N1
queue

N12
time
N13
query

N14
random

15
event

N2l
wall

N22
CPU

N23
storage

24
trans fer

N25
wait

N26
overlap

N31
predecessor

H32
successor

Nal
frequency /day

H42
start

M43
execution

Autorated Tacsimile Products (73220)

STRATFAX LURTAX PACFAX RAFAX WEATHER GRAPHICS
(3221) (3.22) (3223) (3228) (3225)
T T e 5
yes - >
no — - - - - )
no request = - - >
see 1131
ave 600(sec) ave 120(sec) ave 600
min 200 min OV min 500
max 1300 max 180 max 700
ave 125(sec) ave 30 ave 125
min 25 min 20 min 100
max 250 max 40 max 150
GWC general .__. e N
data base ~
ave 150 ave 30 ave 80
min 10 min 20 min 60
max 350 max 4 max 100
1/0 bound R o _ -_““___.*___,______7>
little computation
data base . o . \
update " -
noneg - N >
10 products 3 prods. 2 prods.

20 transmissions H trans. 4 trans.

product
dependent




Computer Assisted

Satellite Products (F3320)

Digital FAX SGLL Displays S
(rasz2i) (r3322 (F3323)
W1l
0 L L A1l displays
Wz will be activated
thiian by a real-time
™ driver. Some of
W13 these displays will -
query bc scheduled periodically .
14 (time dependent), otlhiers
will be data dependent,
random and some will be
H1% random requests.
event
nel ave -.4 {min/display) ave - 8
wall min - 3 min - 7 this area is
max - 16 max - 11 pretty much unknown
e - § (secrgispian) v - 3 b L
CPU ::‘a'; : g() :'k;: i %0 display requirement
using very significant
N2l data base plus \ data base plus system resources
storage 300-5,000 K e Coveriap) 55507, "Gook
N24 ave - 3 {min/display) ave - 7
transfer min - 1 min - L
max - 1¢ max - 20
N2b not available —. Tes
wait
N26 these programs are almost i
overlap entirely 1/0 ”
N31 see 11 =
predecessor
N32 none >
successor
N41 ave 100/day max 40/day see N21
frequency range 00-200
42 see i1l ==
start
43 time requirement
execution variesy nost - Poant
critical could ‘
be seconds
389
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—

N11
queue

W12
tine
N13
query
N14
random

1o
event

NZ21
wall

N22
CPU

H23
storage

24
transfer

N25
wait

N26
overlap

N31
predecessor

132
successor

N4l
frequency

4z
start

W43
execution

o
fWN Products (F3400) 2
Manual Automated ;
AN Products AN Products . g
(F3410) (F3420)
{
no "
most products are transmitted -8
routinely at set times during -
the day; however, specific i
events (such as severe weather) . E
also activate some products
manual products
normal AFGWC data bases }
|
device rate =
-
RTOS . ' ;
RTOS >
50 products 120 products
covered by covered .V
30 transmissions 530 transmissions
ok
product dependent - > 1
‘
« *
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N1l
queue

N12
tine

N13
query

N1l4
random

N15
event

N21
wall

H22
cPy

N23
storage

N24
transfer

N25
wait

N26
overlap

N3l
predecessor

H32
successor

N4l
frequency

Ng2
start

43
éxecution

]
Computer Assisted AUTODIN (F3510)
niant Lance ZADG WF CFP's TERDS 3
(F3511) (F3512) (F3513) (F3514) ,j
no no no f
customer yes no ;
request is ]
time A
phased no yes :
see N12 no random %
no wind forecast no %
i
@
global global i
applications ———————™ epplications — > 4
data base data base 2
* *1
RTOS > ?i
RTOS >
5
2/day 4
%
3N




e
i
b

AN

B I

N11
queue

N12
time
W13
query

H14
random

N1b
event

121
wall

Ne2
CPL

N23
storage

nN24
transfer

N25
wait

N26
wait

N31
predecessor

N32
successor

N4l
frequency

N42
start

N43
execution

futomatic AUTODIN Products (F3520)

72 lour 3o llour CFPs Terbs
Trajectory Report Wind Forecast (F3523) (F3524)
(F3v21)
analysis & forecast . 9lobal ]
wind data base > applications 7=
data base
RTOS P==
RTOS ==

R i
R

392




3

B e

N1l
queue

12
tine

13
query

N14
random

N1G
event

N2l
wall

N22
cPU

N23
storage

N24
transfer

N25
wait

N26
overlap

31
predecessor

H32
successor

N4l
- frequency

N42
start

N43
execution

Manual AUTODIN Products (F3530)

393

CiNCEUR DCA EUR MAC Ops Center
Brief. Bulletin Forecast Bulletin Brief Bulletin
(F3531) (F3L32) (F3533)
manual
products
RTQS
RTOS
2/day 1/day 2/day




N11
nueue

N12
time
N13
query

N14
random

N15
event

N21
wall

N22
CPU

N23
storage

N24
transfer

N25
wait

N26
overlap

N3l
predecessor

N32
_successor

N4l
frequency

N42
start

N43
execution

pedicated Circuits, Computer Assisted (F3610)

BEALE
DATA
(F3611)

no

data is relayed when
max amount received
or 8 min. pass

no

no request

see N12

RTOS

RTOS

ave 2 min
after data
receipt

394




bedicated Lircuits, Automated (F3u20)
FuoC 35 SAGE & AF WY 15 AF 21 AF 0PS
- (F3e21) WIHD Hsu oprs CTR Wsu CTR DATA
FCSTS DATA TAF/0BS DATA (F3626)
(F3622) (F3023) F3624) (F3625)
N1l no —>
queue
N12 yes D= data is
time rclayed when >
max amt received
{ or 16 min. pass
N13 no >
‘ query
{ N14 no request Eand
i random
N15 wind
event forecast —————————> see 12 S
mode |
N2l
wall '
N22
v cPU
N23 wind
- storage data >
base
NZ24
1 transfer
¥4
wait
N26
overlap
: N31 RTOS >
predecessor
| N32 RTOS >
A succassor
: ~ el
frequency
42 g
start
N43 data useful 2 min 8 2 min
execution from 6-12 after ave 2 after =
: - hrs after receipt receipt
analysis tine
]
‘ 395
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a ol eeie o SRR A Tt R S e i B AR Lt e o o

‘; l ‘ >
! ¢
| .
: 4
o Dedicated Circuits, Automatic (F3620) cont.
Sl 22 AF OPS 5CS HQ USAF AUTOMATE D SAC FNWC
CTR DATA DATA DATA MAC DATA DATA DATA - ,\
‘ g (F3627) (F3628) (F3029) (r3o2a) (F3628) (F362C) 3
; W11 no > NO
i queue .
! N12 data is relayed = NO A
l time when max amt is received 1
or 8 min pass = ]
N13
no — T == 7 2> real time
| query request ’
N14 no request - > see N13 4
random i
N15 see N2 ———— Sm— > see N13 1
event b
S | 21 ]
i wall
N22
: cPU "'x
N23
: storage -
N24
transfer ]
N25 : ¢
i wait
. N26 o
e overlap §
:
3 N31 RTOS >
Z, predecessor s
g N32 RTOS == >
successor
‘N4l
frequency 4
NA2 1
"~  start
a3 2 min 8 : 1
execution after ave 2 - e e > real 1
,- receipt time 4
396 -




i

N1l

L 1 queue
A N12

g | ' time
| N13

3 | query

} N14

e | { random
N15

; event

; i

L N2l
3 wall

9 |

| N22

1 ! CpPy

3 N23

j - storage
N24

- transfer
. N25

b wait

N26

4 - overlap
N31

b predecessor
' N32

: successor
N4l

1 frequency
~ e

; start

N43

b execution

Special Project A (F3310)

WIZARD ECOVER

no >
no yes

yes, deck load no

random n/a

yes, sece W3] >
ave 3 scc 30 sec

min 15

max GO

ave 2 sec 10 sec (13K core)
min 1

max 3

2 tracks minimal

12 sec 1500 micro sec

wait 15-30 min

20% overlap

3 DNEPH
SXSHD
surface
upper air

none

1/day

1 hour after SXSHD

24 hours

397

none

total

none

none

8/day

0UZ + every 3 hrs

can Lo started up
to 3 hirs carlicr




WE——

N11
queue

N12
time
N13
query

N14
random

W15
event

N2t
wall

N22
CPy

N23
storage

N24
transfer

N25
wait

N26
overlap

N3l
predecessor

N32
successor

N4l
frequency

N42
start

N43
execution

Special Project A (F3810) cont.

BBMAP SXQATS MAPIT MERLINZ

no .

no = P

no yes - no

no ~
>

no see H31 yes yes, PLOTIO

8-10 min 2 min 3-5 min 3 min

2 min 5 sec 1 min 1 min

(18K core) (12K core) (32.4K core) (16.6K core)

background 2UK words 1 pos 1.5 pos

brightness

5 min 1.5 min 2 min 2 min

none —>

none ——— >

none STR440 STRG10 PLOTE

STR450

none — =3 -

1/wk 1/day —

between 13- see N3l after STRG10 after PLOTO

227 Thursday
see N42

N13 plus 2 hrs

398

N13 plus 1 hr

see NA2
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N1l
queue

' N12
time

,I
quory
g i N14
i random

N15
event

1
! N21
| wall

N22
PU

i N23
storage

| N24
transfer

2 25
wait

N26
overlap

N3l
predecessor

N32
successor

N41
" frequency

N42
start

N43
execution

POLARG

no

Special Project A (F3810) cont.

BATMAN

SNPLOW

CIIKBND

Y

no

no

no ——

YOS e e e e

3 min

1 min
(21K core)

Y

yes

1 min

4% sec
(28K core)

4 min

3.5 min
(102K core)

e
>

30 sec

15 sec
(25K core)

1.5 pos none 1 pos none
1.5 min usual e n/a
none 15 sec none
none 100% 60% 100%
DRVMs BEAVER STR610 BLKBND
PLOT6 PLOT6

REDSNO
none S SIXGUN
1/day 4-6/day 1/day 8-10/day
after PLOTI10 varies approx 15307 random

see 42

between 3 & 152

varies

2.5 hrs

between 19-212

1.5 hrs max

¥




Special Project A (F3810) cont.

SENDER others
! N11 no CAL6S8S
2 queue (see F1620)
e
| ! N12 no REDOG 2
| ' time (see F1620)
| N13 no BOOS
l query (See F2520)
N14 random GIPPER,RIPPER, BIPPER
l random (sce F2520)
N15 yes BEAVER
event (see F2520)
el N21 2+5 min BLKBND ,
I ‘ wall (see F2520)
‘ I N22 40 sec-2 min TARLMT
' o d1] (sec F2520)
| NZ3 1/2 pos SIXGUN
| storage (sec F2520)
‘ N24 usual
/ transfer
N25 none
wait
N26 none
overlap
; N31 BIGPAN
predecessor
N32 none
successor
N4l 1/mon
frequency
N4z anytime
start
N43 any length
=~ execution

400




N1l
queue

N12
time

N13
query

N14
random

N15
event

N21
wall

N22
CPU

N23
storage

N24
transfer

N2%
wait

N26
overlap

N31
predecessor

N32
successor

N41

f requency

N42
start

N43
execution

Special Project A (F3810) cont.

r3s13
MERCHP POLARY CHECKH SPIDER
no sy
v

no -~
no time womdpw
no - =i g
yes see N3l yes see N31
3 min — 30 sec 1 min
1 min 1 min 5 sec usual
{16.5K core) (14K core) (20K core) (18.4K core)
1.6 pos > minimal tape + 2 tracks
3 min 1.5 min 15 sec 30 sec
none > 15 sec 30 sec
none >~
PLOT10 Iilals SPIDER HPRECP and/or

PLOTI10 INSERT
none =

~

1/ day > 16/ day 18/day
after PLOTI0 =~ 20 min after variable but

see N42 —

SPI1DER

== “=—N42 a 30 min

about every 90 min.

+45 min

it i skt \ K
B B TR, e e e e 0 Y R




N11
queue
N12
time

N13
query

N14
random

N15
event

N21
wall

N22
cru

N23
storage

N24
transfer

H25
wait

N26
overlap

N31
predecessor

N32
successor

N4l

frequency

N42
start

N43
execution

Special Project A (F3810) cont.

F3813 continued

ELTAPE others
no SXOATS
(see F3812)
no BBHAP
(sce F3812)
no HVERF
(see F1630)
random PMERGE
(see F1b30)
yes ASSMDZ
(see F1630)
ave 12 min
range (10-15)
3 min
(15K core)
3 pos
usual
15 sec
none
none
none
10/year
n/a
anytinie

3




Special Projects (F3810) cont.
F3814
KPP RG KIPPER
N11 no —
) queue
N12 yes =
time
N13 no yes
query
N14 n/a no
random
N1B see N31 —
event
b N2l 30 min 5 min
: wall
N22 10 min 2 min
cPy (50K core) (50K core).
N23 6 pos 11 pos
storage
N24 20 min 3 min
trans fer
N25 none 20 min
wait
‘ N26 50% none
! overlap
N31 KPLFRP KNP
predecessar
N32 none T
successor
| N4l 2/day 32/day equally
| frequency distributed
N42 NLT 1530 & 930 115 min after KNNF
start
N43 NET 30 min prior from finish of KNNF
execution to NA2 to NA2
.




N1l
queue

N12
time

N13
query

N14
random

N15
event

n21
wall

N22
CPU

N23
storage

N24
transfer

N25
wait

N26
overlap

N31
predecessor

N32
Successor

N4l
frequency

N42
start

N43
execution

Special Projects (F3810) cont.
F3815

SACPAY

yes, see N31
1-2 min
30 sec

(50K core)

3 pos

no

3 min 15-40 min

14 min
(21.6K core)

15 sec
(7.5K core)

20 sec

60%

SACPAV

3/month

2 pos

4 min

1 hour (card deck)
60%

TARRAL none

SACHX SACPAY
SACHX

after SACPAV

24 hours after

event

after TARRAL sce 1143




Special Projects (F3810) cont.
F3810 F3817
3 l POLCAT PAPIPA SNDSX
4 N1l no - (see F1610)
| queue
‘ N12 no >
’ time
| 2 N13 yes — p o
: I i query
E N14 17-192 random .
' random §
H
H15 yes, must receive yes
I I event input tape 3
|
| N21 ave 8 min 15-60 sec
l wall range (5-15)
. N22 5 min 3 sec 4
{ CPU (49K care) (21K core)
. N23 data basc 2 tracks
' i storage
) i
! N24 usual 12 sec
transfer

N25 15 sec 15-30 min
wait

N26 none
overlap

Y

N31 none SXSHD
predecessor 3 DNEPH
surface da;a

N32 none
successor

Y

i N1 1/day 5/day
frequency

~  Na2 see 14 after SNDSX or SXSHD
start

N43 3-6 hours 24 hours
execution
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Softwarc Development and Maintenance (F4100)

N11 yes
queue
N}Z
time are jobs submitted
N13 to be handled on
. it a first-come first-

query serve basis (but
N14 a priority system is
pstg also used)
N15
event
NZ21
wall 475 sec
N22 152 sec
CPU
N23 7 positions & 2 tapes
storage
N24 tape access is
transfer biggest access

and
N25 wait problems
wait
N26 none (little buffering in development)
overlap
N3l
predecessor,

priority queue
N32
successor
N4l 2229 /week
frequency
a2
start

n/a; see NI1¢
Ha3

— @xecution
406
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The remainder of the Support Processing functional area (functions F4200
through F4600, as shown in Figure 10 of Section 3.0) impose negligible archi-
tectural requirements on AFGWC. For example, data base storage requirements
l ; : associated with loadable program versions in F4600, "Data Base Construction and
: Maintenance" (i.e., "program absolutes") are a very small percentage of the
E total storage required, as illustrated in Figure 14. Moreover, many of these
} ' areas pave implicitly or explicitly been covered in other discussions;
| e.g., F4400, "Real Time Computer Operations" form integral portions of virtually
every prograi executed. For these reasons, detailed network analysis of the
Support Processing functional area is not warranted.

4.3  SUMMARY

IRRE The following summarizes the main points resulting from the network analysis data
collected at AFGWC. It will consider the activation, characteristics, order,
2 and conflict of operational functions at AFGWC. To summarize: "activation"
}' !% . considers the way a function is initiated, "characteristics® describes the
‘ system resources necessary to accomplish the function, “order" names the pre-
. decessor-successor relationships between functions, and "conflict" identifies

problems involved in relating all the functions together into an integrated
)

network.

ﬁ Study of the activation process proved to be more complex a problem thap expected.g
Uniquely classifying a function into one of the four activation areas (random, E
time dependent, event dependent, and priority queue) was difficult since most
were involved in more than one category. Once a function is activated by a time
requirement--for example, it is placed in a priority queue-- the same is true
of randomly activated events. The only functions uniquely associated with a
\ priority queue are development and maintenance routines. Even functions acti-
4 : vated as the result of external events can be classed additionally as either }
] random or time dependent (but for the purposes of this discussion, most satellite @
1 ) data handling routines are still considered activated by the "event" of data 3
ﬁ . | arrival). With these ambiguities in mind, here is a breakdown of the approxi-
% o mately 6500 functions which run per day at AFGWC: 52% are random, 33% are
activated by a time requirement, 15% are event dependent, and an insignificant

i number can only be identified with a priority queue.
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{ Ignoring the last group of functions, examination of the routines falling into

| each of the other three groups shows more in common than the method of activation.
The random area is primarily made up of CFPs. These runs are fast (less than
10 seconds wall), small in core size (20K), and require little or no temporary

' mass storage, but there are large numbers of them. The programs sensitive to
time span requirements are mainly analysis and forecasting models and their

‘ associated routines. They are responsible for updating most permanently cata-

| logued AFGWC data bases. Demand for storage is not expected to grow at the high 4

rate as other permanent storage requirements. The programs are expected to be %

| larger (up to 260K) and require significantly more computation time by 1982; in ) 3
fact, they will probably be the determining factor for the computer speed
requirement. The final grouping of event dependent functions are those asso-
ciated with satellite data assimilation and display. In the future, these pro-

s grams will remain moderate in size (70K or less) and computé time (less than
5 minutes), but will have significart impact on mass storage (both temporary
and permanent).

Computer resources involved with CFPs, models, and satellite data processing

functions have been briefly mentioned. These, however, fail to give the overall
: picture of the whole system burden. Wall time and its component parts are more
easily discussed in terms of the "average" (or "expected" in the statistical
sense) function in operation at AFGWC in 1982. These statictics have been
computed from data gathered on all functions in the characteristics area. Where

! exact numbers were not available, educated estimates were used. Figure 11
! shows factors involved in wait and overlap time and recommends practical maxi-
mum efficiency limits.
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Assuming the ability to schedule around all conflicts and using average numbers
for run time, it would take approximately 24.4 U1108s to meet AFGWC require- E
ments in 1982. Figure 12 demonstrates this, but also shows that if all wait

time could be eliminated (requiring 2.19 such functions per 1108 operating
simultaneously), 11.4 U1108s could handle the workload. Because of the assump-
tions used, these numbers are of course theoretical, but they do help show the
state of the software at AFGWC and suggest limiting computer power which might
handle it. (The use of the U1108 standard does not necessarily suggest it as

the answer for this architectural study; it is merely a convenient and well
known denominator for AFGWC software.)

| For purposes of discussion, three types of storage are considered: temporary mass

storage, permanent mass storage, and core (main memory) storage.
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Most AFGWC functions do not use a significant amount of temporary mass storage.
SOC's analysis shows the primary users of this to be the satellite data processing
routines, displays, and (to a lesser extent) the 3DNEPH cloud analysis programs.
Figure 13 compares the almost steady temporary storage requirements for these and
other classified data handling routines along with requirements established by

all analysis and forecasting routines over a normal 12 hour production cycle.

Whi'e the temporary mass storage requirement is expected to remain relatively
constant between 1977 and 1982, needs for other system resources are not.
Figure 14 demonstrates the expected increase in requirements for permanent mass
storage. As with temporary storage, the satellite data files (in this case the
gridded and mapped Satellite Global Data Base) are the principal contribucors.
Note that the numbers in Figure 14 do not allow for the data base redundances

not at AFGWC. SDC assumes only one copy of the entire data base rather than
one per system as is presently the case.

Total daily CPU demands will undergo significant increases. This is illustrated by
Figure 15. The primary reasons for the yearly change can be traced to new and
modified analysis and forecasting functions (the effect of the major model

changes is also noted in Figure 15). Before discussing the temporal distribu-

tion of CPU demand, it s necessary to understand predecessor-successor relation-

ships and entire system interaction. After these factors have been brought out,
CPU usage with time will be addressed.

The primary functions involved in the predecessor-successor relationships con-
siderad under the heading "order" are those associated with the analysis and
forecasting data cycles. Figures 16 and 17 show a simplification of the major
relationships and fit them into the 12 hour production cycle. The two figures
refer to 1977 and 1982 respectively. The positioning in time of a particular
function roughly indicates expected start times and the arrows link successive
programs. The 1982 start times shown in Figure 17 have been determined by
Tinking new programs with those they are replacing or where there is no re-
placement, by insuring that both the predecessor and the new model will have

the best opportunity to finish before the rejuirement is violated. Two programs
being Tinked in Figure 17 does not imply that no problem will he encountered in
meeting this relationship. It is not being suggested that AFGWC's present system
can support all related functions; it will be shortly pointed out that it cannot.

At this point, only start times and predecessor-successor relationship are being
stated as requirements.
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FUNCTIONS PROCESSED

100

90 -

COMPUTE ONLY

50

WALL TIME (%)

40 4

TRANSFER/COMPUTE

30 1 OVERLAP

104 WAIT ONLY

' ¥ T T

24 20 16 12
U-1108 CPU'S IN 1982

Figure 12. Theoretical Potential Gain by Overlapping Functions.
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ANALYSIS, FORECAST/PROGNOSIS AND OTHER

450-J\\ /\/\/m V\f\/[\ A /\“V\ /\

SATELLITE REQUIREMENTS

2 x 29 POSITIONS FOR SPRINT 3DNEPH = 58
2 x 44 POSITIONS FOR SPRINT DISPLAY = 88
5 x 44 POSITIONS FOR OTHER DISPLAY = 220

114,688 - 36 bit words)

POSITIONS (| postion

CLASSIFIED INPUT DATA

CLASSIFIED OUTPUT DATA

4 6
TIME - HUURS

Figure 13. Temporary Storage Requirements (1977 through 1982).
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Figure 14.

Permanent Mass Storage Requirements (1977 through 1982).
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AN 0o - - - - N - - ps . = 3 -
TROPICAL ANAL SH SNAL US 1, MESH
F | | TROPICAL PROG SH PROG SH CLOUD L
E ] ~ cas SeoATE A / L
; SH 35 MESH
4 CLOUD PROG
s EUR % MESH
’ o Nu cLOuD _ ANAL ) } } US ¥ MESH
I ANAL - - - pROG - T
| NH '; MESH EUR 's MESH ASIAN % MESH US BLM
_ CLOUD PROG - - PROG - - ANAL - oo NWANAL
1%
! Asgagez MESH il BROG
' . - - JFUR (BL - asINeM - - -
‘_ GADB UPDATE  NH 1 MESH
‘ CLOUD PROG
3 = - = s = - = - - - - - - = .
] o SH ANAL
2 NH CLOUD
: = ANAL
E 36 - " - - . y : 5
i . = SH PROG s: Xtoun N e MESH
& l CLOUD PROG
.—
= SH 1 MESH
| 5 - ) - TROPICAL ANAL CLOUD PROG - ) ) )
TROPICAL
= TROPICAL 1 MESH
a PROG ™ ¢ uD PROG
SH % MESH
g - - GADB UPDATE - - = - CLOUD PROG - - NH CLOUD
NH ANAL ANAL
TROPICAL % MESH
COULD PROG NH 's MESH
4 i ) ) ) ) i _CLOUD_PROG
~  NH PROG - -
NH 1 MESH
CLOUD PROG GADB UPDATE
10 - : - - - : ABBREVIAT IONS
ANAL - ANALYSIS
NK CLOUD BLM - BOUNDARY LAYER MODEL
< ANAL EUR - EUROPEAN
a P s . - - - - GADB - GLOBAL APPLICATIONS DATA BASE
) NH ', MESH NH - NORTHERN HEMISPHERE
CLOUD PROG PROG - PROGNOSIS
SH - SOUTHERN HEMISPHERE
12 - - - - - - -
Figure 16. Primary Function Relationships with Time (1977).
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E | | APM
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] 3 ANAL UPDATE 1
z GLOBAL ANAL l
w
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5 s SH CLOUD CLOUD ZOOM
z ANAL
£ i i ) _ SHI MESH . _ CFLOS i
= 0 CLOUD ZOOM
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CLOUD ZOOM
12 - - - e e e .
| Figure 17. Primary Function Relationships with Time (1982). E
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Once all individual functions have been described and the necessary relatiorships

established, it remains to fit the network together showing conflicts and restra1nt

The
problem is that the job is not being performed properly because most time require-

1977 and 1982 prejected CPU usage on U1108 computers is given in Figure 18.
ments have been violated. CFLOS and Minuteman programs, for example, are run
constantly through the 12 hour cycle (and far beyond) when in fact they are

This bluntly says
To fulfill
the predecessor-successor relationships within established time lines, a computer
with a speed of 10 MIPS is reguired {atl least for CFLUS and Minuteman).

required to start and finish within a two to three hour period.
that a 0.8 MIPS computer is not adequate for all future requirements.

As indicated earlier, the final group of figures shows core requirements with time.
It is seen from the discussion of Figure 19 that a 0.8 MIPS computer is not ade-
quate for all 1982 needs, so 1977 data is sized on a 0.8 MIPS computer (Figures 19
and 20} and 1982 data s sized on a 10 MIPS computer (Figures 21 and 22)

A definition of peak and nominal is in order to make the situations depicted by
these figures easier to understand. The nominal case occurs when all scheduled
programs are beginning and finishing according to average times scheduled by the
checklist.
mand almost constant core use are assumed to be running at &bout 1/2 their maximum
The nominal case should not be considered the minimum since cancellation of
scheduled routines, low data receipt, disappearance of random events, and other
factors can cause requirements below the nominal.

Random programs and especially those in large enough numbers to de-

The peak circumstances does not violate start times or other time requirements

but assumes that scheduled programs start at the correct time and continue running

until the last moment when the requirement could still be met. Predecessor-
successor relations are also honored and the programs requiring almost constant
core are assumed to be running at a maximum level. To exceed the peak case pro-
gram start times would have to be changed which would most likely lead to many
requirement violations. In short, the peak case as used here "breaks no rules"

and allows all aspects of the AFGWC wission to be accomplished on time.

In the 1977 case, Figure 19 represents the nominal core use case which is more
likely to be exceeded than undershot. The large rectangle on the bottom of the
figure represents functions with a nearly constant demand on system core. The

snaller toxes on top represent the core requirements and the spans of time of the }

primary analysis and forecasting routines.
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; f ASSUMPTIONS

3 o U1108 WALL TIME USED

; o SPRINT GIVEN 2 CPU's

1 e SATELLITE DISPLAYS GIVEN 2 CPU's

| o CFLOS AND MINUTEMAN EACH GIVEN 1 CPU

4 | Projected (100% efficiency)

B+

1108 CPUs

Present

¢
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A

3 g
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TIME HOURS

Figure 18. Twelve Hour CPU Usage.
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l ,i In Figures 19-22, no attempt has been made to modify start times, thus possibly

reducing core requirements at any one period in time. Figure 20 represents the

peak core use case for the same 1977 period. The effect has been to double the

Q ! constant demand on system core use and significantly "£i11 in the holes" of core
left by the primary analysis and forecasting routines.

b E The comments made above apply to the 1982 case as well as 1977. The functions with &
f f ' a nearly constant demand for core need clarification, especially in the 1982 case.
. They have been represented as continuous because of the large number of functions
l and their randomness. T[here will most likely be significant periods of time when
none or few of these "constant" jobs will be active, but there is no way of pre-
i dicting when this will occur. These functions can probably be accomplished with
0.8 MIPS computer speed, both in 1977 and 1982. A faster computer would probably
reduce the constant core use and therefore the number of CPUs.

b

| Data on the 1977 "Primary Analysis and Forecasting Routines" depicted in Figures
|. ' 19 and 20 is based on average wall times. Five simultaneously active programs
| does not mean 5 CPUs are needed. Since the programs are not all computation
[ (as was shown by Figure 11), the CPU drifts from one to another while several
are in core. Picking time of maximum activity such as the third hour of the
“ cycle, there ave 14 and 26 programs active for the nominal and peak cases
% . respectively. Using the maximum efficiency factor of 2.19 introduced earlier,
r this corresponds to 6.4 and 11.8 CPUs.

The plotting of 1982 "Primary Analysis and Forecasting Routines" data was based

on CPU times and not wall times (the assumption being made here that they are equal
For the nominal case, 4 models and 12 other active programs result in four 10

MIPS CPUs and 5.5 of the 0.8 MIPS CPUs, respectively. For the peak case, 5 models
and 29 other active programs correspond to five 10 MIPS CPUs and 17.8 of the 0.8
MIPS CPUs.
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If some programs (primarily the many constant CPU users) can be moved around to
£i11 some empty spots, then the CPU estimate could probably be reduced. What

results now appears to be upper bounds estimates.

In summary, the following points have been made and discussed:

a.

b.

Primary activation processes have been named;

A statistical "average" AFGWC function has been described and areas
suggested where it might be improved;

Wall time requirements necessary to complete a days worth of "average"
functions are plotted against CPUs needed to give an initial estimate
of 1982 computer requirements in terms of U1108s;

Temorary and permanent mass storage requirements are given for the
1977-1982 time frame, with primary users identified;

CPU throughout requirements for 1977-1982 are estimated and primary

users are identified;
Predecessor-successor relationships for 1977 and 1982 are identified,
along with start times for the major analysis and forecasting models;

predecessor, successor, and time requirements have been considered to
estimate compute speed necessary to accomplish some of the major

1982 goals;

Core size requirements have been determined for:
1) the 1977 time frame assuming 0.8 MIPS computer speed, and
2) the 1982 time frame assuming 10 MIPS computer speed

Maximum number of CPUs needed are estimated (1977 and 1982).
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5.0 DATA SYSTEM CHARACTERISTICS

During task 1, a detailed analysis of the processing characteristics of AFGWC
functions (both current and planned) was undertaken. Categories of pertinent
data system characteristics were established by which an eventual data system
architecture could be developed. These categories of the characteristics
domain are:

a. Data Storage

b. Data Transfer and Routing

c. Computation and Software

d. Terminal Interface

e. Data Display (local output)

f. Local Input

g. Personnel

h. Management

i. Facilities
Within these categories, numerous specific questions were developed to assemble
answers concerning the various functions. SDC then performed several inter-
views with AFGWC, AWS, and SAMSO personnel to obtain answers to these questions,
and also relied heavily on user and model requirements documentation provided

by AWS and AFGWC, respectively. A list of the spectrum of questions used in this
effort is as follows:




C11 - FORM:

cm

c112

C113

C114

C115

Cl1e

C117

c10
DATA STORAGE

Quantity

What is the total storage capacity for instructions and data (main
and auxiliary storage), required for to perform the function, in
terms of words ( bits), bytes ( bits), or bits? How much
storage must be reserved for executive or control programs?

Retention
How much storage (instructions and numerical data) is retained for
future and/or other functional use? For how long?

Structure Complexity

What structure types are employed for data storage? (e.g., simple,
hierarchical, indirect addressable chained.) What amounts of this
storage are structured by the various methods?

Storage Variability
What are the expected maximum and minimum amounts of data which
are to be stored for each data type and structural entity?

Significance
What optimum word sizes are required for storage type?

Logical Records
What are the data sizes which are optimal for data base transfer
or structure and usage?

Multiple Source/Sink
Identify number of functions which may update data and number of
users including relative frequency.

C12 - ADDRESSABILITY:

i

;

i

,%j

i c121
c122

Random/Sequential
How is the data normally addressed? What is the relationship of
current addressing to previous?

Pattern

Does the operational program perform a specified pattern or
sequence for all data storage operations? (i.e., is data stored
and retrieved by a fixed process?)
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c1a3

c124

C125

Search/Deterministic
Is there a means for identifying data location within structure for
specific requested information or must it be searched?

Frequency
What is the nature of the data addressed and the frequency of access
for specified amounts of storage.

Structural Repetition
Are the data structured such that patterns repeat?

C13 - ACCESSABILITY:

C131

C132

C133

C134

Required Response Time
What is the required response time for reads from data storage in
words/sec, bytes/sec, or bits/sec?

Multiple Access
Can (or should) multiple storage locations be accessed
simultaneously?

Write Lock

To what extent must storage be protected against write (i.e., write
lockout)?

Process Input/Output Overlap
Is there potential for input/output overlap (multiple channel
techniques, stacking, etc.)?

C14 - SECURITY:

C1a

C142

C143

Cl44

Number/Distributior of Levels
For the secure data, how many levels of security access are
employed and what is the quantity distribution by level?

Isolation
What are the isolation requirements between levels?

Inadvertant Access
Is there a requirement for methods and/or procedures to preclude
inadvertant access to secure data?

Forced Access
What are protective requirements against forced access?

427




C15 - RECOVERABILITY FROM FAILURE OR MALFUNCTION:

C151

€152

C153

C154

Reconstructability
How much and what stored data must be reconstructed?

Recovery Time
Within what amount of time must the reconstruction of the data be

completed?

Allowable Errors
To what degree does the data allow errors before it is not useable?

Transportability

Is data amount sufficiently small, timing demands sufficiently
loose, and structure appropriate that it can be written as tape
either during the job or after a failure for transfer to another

configuration?

C16 - TIME-PHASED CONSIDERATIONS

a.

When is this function to be operational (month and year) — and/or —
when is this function to be phased out? What other functions and
capabilities is this function dependent upon?

For the requirements listed above, what is the required time-

phasing (i.e., what capabilities are required at what times)?
Identify by month and year.
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c20
DATA TRANSFER/ROUTING

€21 - DATA FORM/DYNAMICS:

cz2n

€212

€213

c214

€215

c216

Quantity
What volume of data (in bits or characters) is to be transferred
per day, hour, etc. (specify appropriate time unit)?

Frequency/Distribution
Wwhat is the time distribution at which transfer occurs, and what
is the quantity distribution?

Required Speed _

For noncontinuous transfer, what is the maximum acceptable time
between transmission of the first bit of data receipt of the last
bit of a block transfer?

Structure

What characteristics of the data provide routiig information; i.e.,
is there a cyclic pattern in the data, are key: imbedded which
identify types of data blocks, are lengths of aata blocks derivable
from data in the blocks, etc? What is the unit of transfer and

the size? Is there a predictable transfer quantity?

Synchronization

What synchronization of sender and receiver is required for trans-
fer of the data? Indicate if modes must be established for the
sender, receiver, and comm link for the transfer to take place.
Does the data to be transferred contain synchronizing signals?

Simultaneous Compute Capability
Is there a possibility for simultaneous compute buffer/transfer?

C22 - SWITCHING:

€221

€222

Key

Are there alternate sources or paths by which speciiic data can be
obtained? What methods are to be employed in selecting a source or
path and establishing it for transmission?

Channels

How many sources or destinations exist in the data? What rela-
tionship does establishment of a transmission path have on other
transmissions in progress or enqueued?

429




C223 Response
What is the maximum time allowed between determination that a
transmission is to take place and initiation of the transmission?

C23 - SECURITY:

| C231 Checking
Is data transferred to be checked for proper secur1ty level?

€232 Levels
How many classification levels are dealt with in transmission?

C233 Guarantee
What reliability must be placed on security protection?

C234 Physical
What physical security must be provided for data transfer com-
ponents (e.g., closed area, radiation protection)?

€235 Nesting

What compartmenta11zat1on and nesting is imposed on the security
levels present in this application?

C24 ERROR INTEGRITY:

C241 Error Detection
How many simultaneous errors must be detected?

C242 Error Correction
How many simultaneous errors must be corrected?

C243 Allowable Error Rate
What error rate is allowable in this application?

C244 Retransm1ss1b111ty

What provisions can be made for feedback on receipt state of trans-
, ferred data, in order to provide correction from the transmission
'} source? How does this affect the retention requirement for data at
| the transmission source?

C245 Correctability
What level of error detection and correction redundancy/delay can
the transfer application withstand?




€251

€252

€253

€254

€255

€256

C25 - CONTROL:

Initialization:
Is there any functional initialization or contact that must be
made prior to transfer/routing of these data?

Impetus

In this application, what is the motivation for transfer/routing of
data (i.e., data presence, recipient request, transfer component
availability, time, or event such as comparative result)?

Interpretation
Must any part of the data be interpreted or coded/decoded as part

of transfer or routing (e.g., header message)?

Response
Does the transfer function require a response as an integral part

of transfer?

Enable/Disable
Must transfer or routing be enabled and/or disabled for any reason?

Must transfer in its entirety take place or can it be selective?

Interrupt
Is there the capability and/or the need for transfer interrupt

restore in this application?

C26 - TIME-PHASED CONSIDERATIONS

a.

When is the function to be operational (month and year) — and/or —
when is this function to be phased out? What other functions and
capabilities is this function dependent upon?

For the requirements listed above, what is the required time-
phasing (i.e., what capabilities are required at what times)?
Identify by month and year.
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€30
COMPUTATION

C31 - CONTROL:

c32 -

c3n

C312

€313

c314

C315

C316

TYPE:

€321

€322

€323

€324

Batch

Do the function and related functions lend themselves to batch
processing (i.e., short, modular, with lTong or no specific response
requirement and ‘ot part of an ordered sequence)?

Interactive
Is the function unusually controlled? Is the controller a user
or operator? What type of monitoring/response is required?

Real-Time
Is the function forced in relationship to external activity and is
it necessary to perform simultaneous computation?

Data Base Feedback and Control
Is the computation motivated by, dependent upon, or controlled by
non-core data base interaction?

Interrupt
Is the computation apt to require interrupting and is it structured
in such a way as to accommodate interruption?

Secure
What security level are the computation instructions? What security
level is the computation process? ¥

Assembly/Compilation
Is the computation instruction, assembly or compilation in nature?

Executive
Does this computation primarily control the system hardware and
software source?

System
Is this computation general purpose in nature pertaining to common/
universal tonls?

Data Manipulation
Is the purpose of the computation to change data form or structure?




€325

€326

€327

€328

€329

C33 - FORM:

C331

€332

€333

File Maintenance
Is the purpose of this computation to maintain the Data Base?

Math/Statistical
Is this task arithmetic in the performance of math or statistical
computations?

Data Routing
Is the purpose of this computation data routing and transfer?

Component Control
Is this computation designed for automatic interface with, and
control of, hardware components?

Instruction Mix
What is the mix of the types of computations?

Word Size
What word sizes are used for instructions, computation and data
representation (bits, byte, word, double/triple precision)?

Number Base
What number base is best used for data representation (2, 10, or
other)?

Floating
Is computation accomplished in fixed or floating point? What is
the mix?

C34 - INDEPENDENCE:

C341

C342

€343

Parallelism
Is a large portion of the problem adaptable to parallel computation?
If yes, how many simultaneously?

Redundancy

Is there computation which repeats processing previously performed
by previous computation or other components ?e.g.. repeated
unpacking of data by different routines)?

Repetition
Is the same computation repeated again and again over the same data
sets?
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C35 - DATA INTERFACE:

C351 Simultaneous Compute/Transfer
can (or should)simultaneous compute/transfer operations be
performed?

€352 Parallel Transfer
Can data be trarsferred in parallel as well as being transferred
in serial manner to increase the effective transfer rate?

C353 Repetitious Transfer
Is the same data transferred during different phases of an
operation?

C36 - QUANTITY:

C361 Storage Required
How much data is required for instruction in this computation? How
much is required for direct computation support? How much is
required for efficient processing of bulk processed data?

C362 Computation Rate
How fast in terms of the application is computation performed
(e.g., files of data per record)?

C363 Number of Instructions Executed
For an average application how many instructions are executed?

C364 Throughput

What is the expected throughput for this application in terms of
instructions per record?

C37 - TIME-PHASED CONSIDERATIONS

a. When is this function to be operational (month and year) — and/or —
when is this function to be phased out? What other functions and
capabilities is this function dependent upon?

b. For the requirements listed above, what is the required time-

phasing (i.e., what capabilities are required at what times)?
Identify by month and year.
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C41 - FORM:
can

c412

€413

ca14

C40
TERMINAL INTERFACE

Word Structure B

How is the bit stream to be subdivided into meaningful fields for
the terminal (i.e., describe control or command fields, data
fields, parity and synchronization fields, etc., in form and

expected content)?

Blocking
If the bit stream to/from a terminal is not continuous, what are

the rules for blocking into individual transmission?

Error
What are all of the detectable error conditions which may pertain

to the terminal, or to the data which are sent/received by the
terminal?

Users
How many different addressees are on this 1ine?

C42 - CONTROL:

ca21

C422

c423

C424

ke e

R e e Y y i BT I T
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Initialization
What method is required to establish communication with the

terminal?

Termination

What conditions does the terminal impose on data transmission in
order to continue or break off transmission and/or communication?
(i.e., can the rate of transmission vary, can parity errors be
treated or ignored, can path switching occur, can synchronization
by disrupted and reestablished?)

Query .
Can the condition of the terminal be tested at any time, or must

a communication path first be established before it can be
queried?

Communication Mode
Is the 1ine simplex or duplex? Is the rate at which data is made
available constant or variable (based on error correction,
retransmission or compression)?
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C43 - TRANSFER:

C431

c432

C433

C434

Interpret

What subfield sizes and bit patterns are required by the terminai
to represent various entities such as display or print characters,
numeric values, controls, etc?

Transform
Are data transformed into explicit representation?

Identification
If the terminal is accessed via communication equipment, what is the
polling (input) or addressing (output) method used?

Buffer

Does (or should) the terminal have a buffering capability for
repetitive data? If so, how (if for output) are data areas in the
buffer to be addressed for modification?

C44 - SECURITY:

C441

ca442

C443

Levels
How many levels of security exist for data which can be transmitted?

Policing
How is the interface secured for these various levels of classified
data transmission?

Cryption
What encrypting methods are employed for communication with a term-
inal in classified modes of operation?

C45 - INTEGRITY:

C451

C452

Error Detection
How many simultaneous errors can be detected?

Error Correction
Are errors automatically corrected? If so, how many?

C46 - QUANTITY:

c461

Expected Rate
What is the average data rate requirement for this function?

436
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C462 Maximum Rates

What is the maximum data rate which is required/desired for this
function?

C47 - TIME-PHASED CONSIDERATIONS

a. When is this function to be operational (month and year) — and/or —
when is this function to be phased out? What other functions and
capabilities is this function dependent upon?

- b. For the requirements listed above, what is the required time-
- phasing (i.e., what capabilities are required at what times)?
Identify by month and year.




c51 -

c52 -

RATES:
cs5N

€512

C513

FORM:

€521

€522

€523

C524

€525

€526

€527

T - IR

€50
DATA DISPLAY

Response
What is the minimum and maximum access/response time?

Data Frequency
What is the frequency of the output in sec/min/hours?

Update Frequency
What is the frequency of update in secs or minutes?

Graphic

Is the output to be in graphic form?

Tabular

Is the output to be in tabular form?

Alarm

Is an audible output required, such as alarms or warnings?
Preformatting

To whet degree can the output make use of preformatting and is
a general capability warranted?

Granularity

What display granularity is required?

Resolution
What display resolution is required?

Information

What approach should be taken in terms of information/status for
this application?
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€53 - ACCESS/RETENTION:

R g P L G R g

€531

€532

€533

C534

€535

Data Selectivity

Is or will there be a priority level for required outputs? Will

outputs on certain output devices supersede or cancel each other?
Will there be a validity check on availability of data time-wise

or otherwise? Rejection of data? For what reasons?

Permanence

Is hard copy required?

Is a transient display required?

On transient displays, what is t<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>