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PREFACE
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30 January 1976.
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1. INTRODUCTION

1.1 Backgroupngd

J The design, development and production of missiles to

¢ cover a range of presently defined missions with the capability
of being upgraded to accomodate changing threat situations and
advancing technology without major redesign, stresses the need
for more modular guidance and control electronics possessing both

physical and electrical flexibiilty features at fowest cost.

Fiqure 1 illustrates the functional compiement typical of

airt to air missiles.
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Figure 1, On-Board Misslile Guidance and Control! System
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In the previous study phase, (Ref. R-1), programmable
digltal techniques were shown to offer Iimproved performance and
greater flexibility than the traditional hardwired analoy
impiementations of seeker head control, estimation, guidance and

autopilot functions.

To achieve moduiarity and growth in hardware and softmare
a top-down system study approach has been adopted by first
cividing the entire range of air to air missiles into a set of
distinguishable generic classes, including upper and lower
performance boundaries within each class, then by: defining the
major functions and data rates amenable to digital processaing,
determining thelr constituent software modules and sizing these

in terms of computer throughput and wemory requiresments,

Such a modular breakdown of on-board missile guidance and
controi functions together with their associated interfaces,
provided the option of conflguring and evaluating either single
or multiple federated/distributed computer system implementations

according to the design constraints of a given missile.
1.2 Objactivas_and_Scope

The objectives and scope of the Phase Il study under
contract NJO0O014~75-C-0549, as defined In the Statement of Work,

are as follows:

26
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To investicate the feasiblliity of a modular digltal

guidance system to Navy air-teo-air missile applications by:

a) Analyzing for digital implsmentation in all classes
of air-to-air missiles the functions of secsker signal
processing for both infrared (IR} and radar type

seehers, warhead fuzing, mode control and telemetry.

f bl Performing a simulation analysis to confirm computer
fequirements and relate algorithm complexity to
performance improvements for the guidance,
estimation, autoplliot/control functions as defined

under contract NOQO14-74-(C~-0056.

¢l Updating the computer requlirements per generic class
i ’ of alr-to-air missiie based upon the results of (a)

and (b) above.

The Intention of the above being to conclude the major
B I function analysis work started In the flrst phase, (contract

N00D14-74-C-0056) thereby defining the total practical digital

—

processing and control requirements for each generic class of
missile and providing/identiftying continulty and commonality
features across the entire spectrum of ali-to-air missiies.
Further, since the Phase ] study resuited in the definition of
improved estimation, guidance and autopilot algorithms comoared
to the more simpie analog counterparts, simulations were required
to ascertaln the degree of performance improvement as a function

of complexity from a computer load aspect.
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Early In the Phase Il study it became cvident that
greater emphasis should be placed on the definition of compatible
computer hardware and scoftware characteristics to achieve more
timely visibllity In this critical area. In response to a
request by the Navy Scientific Officer a revised program plan was
developed and presented at ONR. The revised study plan was
formally approved by ONR on 29 May 1975, confining the simulation
analysis work to a Class II missiie with three degrees of freedom
and initiating more comprehensive computer hardware and software

stuales In June 1975.
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2. SUMMARY AND CONCULSIONS

£ As a result of compieting the functional analyses,
qualifying pertformance improvements versus digital processing

¥ cagacity, and defining compatible hardware and software features
tor effective modular digdtal guidance and control, the following

significant resuits and conciusions can be stated:

1. Modular, programmable, digital guidance is feasible,
? affords performance improvements and provides
| flexibility, modular expansion and system updating
without major redesign,
2. A family of ten, major computer function elements,
o nybrid large-scale-integrated (LS1) circuit
| mactomodules, in various configurations, using a commom
bus interface, will support the entire range of
alr-~to-air missile functions.
3. Radgar sensor signal processing dominates the thnroughput
/ requirement and can be supported by an "optimised”
central processing unit (CPU) macromodule incorporating
: either hardware multiplier or two-point, complex

1 transform arithmetic unit.

&
L d

Federated/distributed microcomputer systems provide tha

1 the best match of missile functions with computer
capability, providing desired subsystem autonomy for
modular design, manufacture, assembly, test,

maintenance and subsequent modification without system

disruption,




Missile guidance and control systems readily partition

into four autonomous and asynchronous functional groups

for modular, federated computer systems:

a. Steering command generation (signal processing,
estimation and guidance).

b. Missile stabilization and control (astopilot and
inertial reference).

c. Seeker stabilization and control (tracking and
stabilization)

de Support functions (fuzing and telemetry)

Serial digital multipiex as defined in MIL-STD-1553,

provides an optimum interface between missile

subsystems/computesrs and carrler alrcraft avionics.

Unified software system using one high-order-language

for system simulation and missile computer code

generation together with structured design and

modularity minimize software cost and risk.

Tne findings of the individual study tasks are discussed In

yreater detail in the following paragraphs.
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2.1 tunctignpal_Apnalysis

Iarget _Ssosors - Digital siynal processing and mode control
requirements for target sensors of tne radar, anti-radiation-

missile (ARM) and infra-red (IR) types have been determined.

Semi~active, continuous-wave {5A-CW), semi-active pulse
doppler {5SA-PD) and active puise doppler (A-PD) radars use
digital processing to the greatest advantage. The inherent
optical/analog orocessing in IR sensors Iimits digital processing
to mode and logic functions., The wide bandwidths and short pulse
wictns proces3ed in ARM sensors are moste efficiently done in the
analog domain. Digita! mode control is only used fos ARM

sensors.

Raagar drgital processing consists of spectrfun analysis, via
ciscrete Fourier transform techniques and the fast Fourier
transform (FFT) algorithm, detection (thresholding and
integrationl), range, doppler, angle extraction and mode logic.
Tavle 1 summarizes the nominal digital processing requirements.

Ine raocar dssign parameters arn specified in Section 4.

3
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TasLe 1

xADAR SENSOR PROCESSING RFQUIREMENTS

I RADAR TYPE

PARAMETER SA=-(CW SA=-PD A-PD

& A-D Conversion xate (KHZ)
icquisition 25.6 128 é56
' Track 19.2 32 32

b

FFT Size (No. ot poINisS) 66 64 64
*FFT L PDI Throughput (MoOPS) P4 10 20
26P Tnroughput (Kops) 60 300 %50

NOTES: 35ee Section 7. Table 70 for redistribution of FFT/PDI

vs GLF throughputs to match performance of

state-of-the-art computer arcnitectures.

Tne docpler resolution process with FFT and post detection
integration (PC]) dominate the throughput requirements, requiring
2 tu 20 miliiun instructions per cecond which Is supportablie by a
general-purpose (uP)-.ype computer architecturte using a hargware
mulliply or two point transtorm arithmetic module in
support/piace of the normal 4P computer arithaetic and loglc
unst. vata extraction {franga, Joppler, angie) mode (0gic are
accumplisneo +n a conventional generai-purpose computer
cuntiquration wnich may be shared with other functions such as

quiuvance ang estimation.

32




Euzlng ~ Three fuze types are identified as appropriate to

air-to-air missiles. These are:

TABLE 2

FUZE TYFES vs MISSILE CLASS

FJZE TYPE MISSILE CLASS
1 11 111
Semi-active (W X X
Active Radar X X
Actlse ULptical X

Thne greatest impact of digita! processing is in the timing
of the firing commana to the safing and arming (SCA) device. The
Jse of sophisticated timing algotithas using drta free thne
estimator function permits Improved fuze performance. The Impact
on processing is minimal ranging from L to 25 %ops and up to 250

wofds of memory.

daoda_Longtol - Mode control is the selection and execution
of a specific set of missitie contro! functions (e.9., sSeeker
control, estimation, guidance, oetc) in sach mode of missile
operztion (e.9., test, initialize, launch, target acquisition,
nigdcourse, tefrminal etcl. This type of mode control IS more
aoplicable to the single computer missile system where all
missile functions maust be executed sequentially. A hilerarchical
structure |Is used where calls are made downward from the

executive to subordinatey program modules to select and exscute
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the functions pertinent to the active mode. Individual mode
supervisors select all functions and utility program modules
involved in the particular mode. MHode control I3 a minor load on
cosmputer throughput and memory. Maximum values are 53 Kops and

630 words.

Islenmatsry - Telemetry IS a data gathering and forasatting
process. It overiays all othes functions and must not interfere
with system operations. In a digital missile all data to be
telemetored is available in computer memory normally for use by
the major functions, If not, It iIs brought In through the
input-output (1/0) interface. Serial transmission using puise
code modulation |Is normally used. Telemetry data rates,

throughput and memory requiied ars indicated In Table 3.

TABLE 3
TELEMETRY REQUIREMENTS

MISSILE CLASS

PARAMETER } il 198!
>erial Bit Rate (kDits/sec) 12 24 40
Thtoughput (Kops) 16 32 32
Yemory (WwoOrds) 100 110 120

last - Readiness tests in a digital missile are conducted
vy test programs sodules in the missile computeri(s) in response to
the launch aifcraft test inputs via the digitatl uvad!ilical. Testy

are executed as off-1ina functions without severe tiaing




X =

constraints and with mamory requiremonts being the cnief
consideration., Testing includes each missiie computer, all
function programs, 1/0 interfaces, telemetry and the seeker anc
missile control servos. In single computer systems, testing
requires an opefatinyg computer., For federated systems the
avionics-nissile test command s distributsd to each subsystenm
computer. A total of 12 test modules are defined, divided Into 3
categories, computer self test, interface test and subsystem
test, Memory fequirements afe: C(Class |}, 3605 Class 11, 450;

Class 111, 700,
et Paerliorimance._x2£3us _Processing

In designing gigital missiles information is needed as to
vhe improvaments in performance (miss distance, and signal to
noise ratio (5NR) for target acquisition) that are achieved
thfough increasing digital processing capacity (computers
throughput, Sampling rates). Performance processing summary

tradeoff results are shown in Figyures 2 and 3.

Guidance wiss can be reduced by increasing the cuidance
acceleration command update rate, "Ggu») and/or increasing the
corplexity of estimartion and guidance alzorithms used, as
inoicated in Figure ¢, at the expense of Increased computer
throughput. Relative to the throughput tequitements of othet
functions (signal prucessing., autopilot), guidance and estimation
throughpat IS wodest so that If terminal accuracy is of driee

importance, the use of highet guidance sampiing frequencies and

<alman filters (Class 1] € 111) are indicateu.
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Similarly target sensor acquisition performance can be
improved through increased digital processing. Figure 3 shows
the reduction in SNR required for acquisition achieved by
increasing the number of range gates and FFT points used to cover
the initial range-doppler target uncertainty. Throughput in the
digital signal processing computer elements increases
accordingty, The SA-CW sensor requires the least SNR and
throughput since it is resolving in doppler only. However
puise-coppler sensors which resolve in both range and doppler
perform better in a clutter environment generally so tnat they
are used in Class |1 and Ill missties. Note that the throughput
for signal processing is substantially greater (Hops) than for
guidance and estimation (Kops) so that firmware algorithns ang
nigher speed arithmetic hardware, l.e.y hardware multiply or

two-point "butterfiy” FFT arithmetic modules are required.
2.3 Comauler_leguiremenis

The analysis of functional requirements and tradeoff of
performance versus processing load yields a set of computer

requirements for the tiiree generic missile classes.

Inrougnpnt In tarms of thousands (K) or millions (M) of
operations per seconds (ops) are summarized In Figure 4.
fhroughput is computed over the time intervals allowed for each
function, being either in a critical (time limlited) path or

nultiplexed over a major comouting interval.
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Figure 4 Throughput Requirements by Function and Generic (Class.

Signal processing required for target detection,
acquisition and track is shown separately from the mors
g=neral-purpcse load, since FFT and PD]l would be implemented
usiny (PJ macromnodules optimised for these functions. B8y proper
allocation of the total allowable computing time delay for
steer ing command qeneration vetween the FFI/PDl functions and the
vtner signal processing estimation and guidance computations, a
palance in computing loac is achieved to match the performance
capabilities of more special-purpose versus general -purpose
computer configurations. Both the special and general-purpose
ronputational lopads are maintained neariy constant over both

modes.
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Total memory required per class is shown in Figure 5. The
nmajor memory driver is radar signal processing involving data
buffering for FFT and PDl functions in all classes. Program
memory requirenents for estimation and autpilot functions are

significant for the Class 11l missile.
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Figure 5 Memnory Requirements by Function and Generic (Class

In addition to memory and computational throughput,
fequ:rements are establisned on sampling rates, allowabie delays
and precision tquantization). Table &4 Jlists the minimum sampling

rates.
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TABLE 4
DATA SAMPLING/UPDATE RATE REQUIREMENTS
1 MISSILE CLASS
y FUNCTIUN I 11 111
o e e S
- Signal Processing (1)
i scquisition (2) (KH2) 25 128 256
Track (2) (Kd2) 20 32 32
Seeker Tracking
tstimation & Guidance (HZ2) 10-20 10-30 20-40
Seekef Stabilization (A2) 250 250-500 500
Autopilot
wi Rate Loops (Az) 250 500 500
i
‘! Accelerometer Loops (HZ) 125 250 250
Lains (Hz) 5 10-20 20-25
. Inertial Reference
\
; Attitude (HZ) N/A 100 100-500
r
2 Position and Velocity (Hz) N/A 20 20-250
ferodata Estimation (rz) N/A 20 20-100
N1LEN: ‘

i) kadar sensors.

{(2) (omposite. multiriexed A-L conversioin of all channels.
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Two critical computational delay requirements are
estaolished. One is the elapsed time from receipt of one burst
of agata from the target sensor and the update of the guigance
command. This time delay Is limited to 20-40 msec depending upon
missile class and intercept scenario, the shorter times required
tor Class 1Il, highly maneuvering targets and higher altitudes
and closing velocities. The second critical delay is in the
closure of the autopilot rate stabiltization loop and tne seeker
stabilization loops not less than 600 sec for Classes 1l and 111

and 600 sec for Class 1l.

Precision of conversion and computation are established by

accuracy, dynamic range and stability consliderations.

For conversion of analog receiver data generally 8 to 12
pits is required to preserve signal to noise ratio. For
e.timation, particularly the time variable Kalman Filters,
tloating-point computations with mantissa lengths of at least 12
bils are required. For autopilot and seeker stavilization loops,
16 bits of fixed-point precision is required to maintain
stability ano accuracy of compensating network pole and zero

locations.

2.4 ({oupulez_dardmare_and_Soitwate

vigital missiie functions are fully supported througnh the
use of a nodular family of computing elements, calieg
macromodules, which can be combined via a standarizea interface

to form computers of various capacities and functional
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capability. Ten basic macromodules defined in Table 5 have been
identified from digital missile requirements which cover the

soectrum of appiications. From these basic modules, a variety of
computers can be configured. Six comflgurations which cover the

fange of missile classes and functions are shown in Figute 6.

in terms of software, the emphasis has shifted from "tight”»
assembly language coding, used to minimize bulky magnetic core
memnoly space and conserve throughput, to lower software cost for
desiyn, coding, verificaton and maintenance/updating. 7The latter
has spurred the need for a commom higher-order language and
structured, modular software design, to achieve simplicity and
visiblity in the coding process and machine independence for

portabitity and re-use of proven programs and program modules.

{onservation of throughput and memory space has beean
de-amphasized through the availabillity of high-density,
brrge-scale-integrated (LS1) sembconductor cilrcuits, which tend
to absorn the Insgfflcivenclies of Hit-yenerated programs in terms

of si1ze, welght, power and cost penalties.,

Figure 7 illustrates a recommended unified approach to
missiie simulation and tactical software development using a
common high-order lanquage and host computer. (ode written for
simulating guidance and control functions is also J4sed by a

cross-conpiler to generate object code for tnhe miss. le computer.
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tigure 7 Jnified Luidance and (ontrol System Software

vevel opment vrocess for Digital Missiles.

45




3. MODULAR DIGITAL GUIDANCE AND CONTROL

Wwith the rapld improvements in diglital technology the
concept of missile-borne digital processing and control to
achieve improved performance and flexibillity in design and growth
evolution beccmes very attractive. Small, modular digital
computers having considerable computing power can perform the
variety of functions required of tactical air-to-air missiles
more efficiently and effectively than conventional analog
technoloay. Fligure 8 shows the tyve of functions which can be
performed digitally 2s determined by the Phase | and Phase Il

study programs.
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Figure 8 “issile-torne Diglital Processing and (ontroi

tunctions and System Interfaces
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Digital techniques offer !Iéxlblity through the use of
on-tine software control that can be more rapidly altered to
accomodate different missile configurations, sensors, control
mechanisms and mission requirements. Arlthmetic and logic
ability and memory provide a capability to perform certain
functions more accurately. Digital techniques can also
accozplish other functlions such as time variasle estimation and
guidance, adaptive autopllot control, digital signal processing
and electronic counter-counter measures (ECCH) logic which cannot

be performed easily or at all with analog techniques.

In addition to improved performance and greater
functionas capability, the digital Implementation of missiie
guidance and control systems offers the msans of providing a
flexible, modular approach to missila system design. A single,
easily expandable minicomputer or a federation of severai
microcomputers of standard desisn can replace much of the present
distributed hardware which compyises the missile guidance and
control system. As Figure 3 illustrates, a digital computer
system can replace seeker head control electronics, orocessinc of
taserand signals from target sensors, guidance electronics,

fuzing and autopilot control ciscuitry.

A standardized interface between alssile subassemblies/
sections and avionics ¢t the carrying aircraft is a natural

characteristic of digital Implementations.
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Exploitation of the inherent flexibility of digital
processing and control teids to the concept of wmoduiarity and its
practical application to the continual process of technoliogy
transfusion into operational missiles and hence the use of a
standardized, modular comouter family for all classes of

air-to-air missiles.

In aagdition to the Inherent advantages of digital
processing cites above, multipurpose, modular digital processing
in tacticai missiles should srove more cost-effective than

present hardwired conflgurations.

The uhove featuses of digital missilie guidance and
control are discussed at greater length in the following
paragraphs, witn the remaining subsections devoted to: an
overview of the major functions, the classification of ailr-to-air
missile types and, lastly, digital system design considerations
which are fundamental to both single and federated/distributed

computer system implementations.

3.1 Rigital_xs_Analog _Sysieas

In view 0f the paralliel Improvements evidenced in both
an1iog and digital circuilt technology, the question is ralsed as
10 the advantages of digital versus analog system implementations

in missile quidance and conteol.

The following paragraphs sunmarize the flexibility,
9roeath, interface, performance reliabliity and cost features of

digital versus analog mechanlzarions for the guidance and control
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functions analyzed in the Phase | and Phase ]l studies. It can

| be Seen that, where practicabis, (based on the resuits of
function partitioning trade-off studies), programmable digital
processing and control meets the overall system design goals morae

effectively than alternatiwe anaiog techniques.

3.1.1 Sysiem fFlaxibllity apd_Growih

. Deslign_(bapges - A modular digital aperoach accommodates
dgesign changes throughout all phases of the weapons syStem
life-cycle. These changes can arise from both redesign during
the ROT € £ phnase and evolutionary growth thereafter. Redesign
may te needed tc correct deficiencies ldentified during test,
accomodate specification and/or interface changes or to Improve

i ) producivility., Evolutionary growth provides capabllity to

perform new missions and countet new threats.

Expolutiopary Gromih - Evolutionary growth alto occurs as
the fruits of new technologies become availlable for incorporation
into existing missile systems. The availlabiiity of new sensors,
and better siynal processing and guidance techniques can iaprove
the performance of existing weapons. Replacement of conical scan
processing with monopulse processing can provide lmproved
acquisition performance and electronic counter measures (ECM)
invuinerabil ity as d4oes fast fourier transform signal processing
insteag of sweeping velocity gate. Variable bandwidth filitering
ang optimal guidance provide a significant increase In missiie
pertormance against mancuvaring targets. &oth FFT processing and

optimal guidance frequire dligital processing techniques.
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Digital tecnniques reduce the problems resuiting from
proauct gromth as shown in Table 6. For sxample, when a new
sensor is mace available, the conventionai design approach
requires that not only the sensor ve replaced but the processing
cifcuits that suoport it aiso be replaced. Replacing the sensor
Processing ciicuits requires a complete hardware deve lopment

cycle, with an equally sevefe impact on logistics.

Both the original senso: and processing circuiis would be
throwh away. New test procedure: and new or modified test
equipment would be required as well as added personnel training.
The new analog modulesS woula then have to be reintegrated with
the existing analog modules, and each weapon configuration using
tne new modules would fequire modification to the interface

equiwpment with the various carrying alrcraft.

using a modular digital approach cifers a much simpler
and more economical introduction of new technology. Only the
ssnsofs wosld have to be replaced and the computer program memory
modulies would ¢ reoroarammed requiring only a software
deve'opment cycle. In terms of logisitics, only the sensors are
thr owh away Since the processing function resides in the new
softeare. It is not likely that aodification to the test
equipment would be required nor would additional personne!
training ve tequired. There would be no impa:t on integration,
eitner within tne varlious modules or between weaoon configuration

and the carrier aircraft.

50




TABLE &
SYSTEM GROWTH IMPACT

ANALOG V5 DIGITAL IMPLEMENTATIUNS

CONVENTIONAL DESIGN MODULAR DI1GITA. APPROACH
0 REPLACE SENSORS 0 REPLACE SENSORS
0 REPLACE PROCESSING 0 REPRUGRAM
o DOevelop new algorithms o Develop new algorithns
o Design new circults o Design new program moduiles
o Fabricate new hardware o Reprogram digital processor
o LOGISTICS . o LOGISTICS
o Throw away sensors and o Throw away sensors
processing 0 Update test procedures

0 Deslign new test procedures
o Modify test squipment
o Traln personnel
0 INTEGRATIUN o INTEGRATION
o Modify module to module o No ispact
integration
o Modify weaponsaircraft

integration

In suamaty, the filexibility needed to accomodate the

above changes s best achieved !n a digital luplementation vsing

» stendardized macro-sodulat buliding viock approach to diglital

computer design. “odular, appilcation-ariented, softuare

51
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subroutines would *e developed concurrently with the hardware.

3.1.2 System_lpierfaces

Modular weapons can be launchod from significantly
different launchers and launch vehicles and contain a wide range
of functional options. Analog implementations, while providing
modifiable system and matching the weapon to the mission, vield
problems of almogst unmanageable proportions in integration,

tratning, maintenance and logistics.

Current launch aircraft umbilicals for example, contain
discrete analog and digital interfaces with dedicated cockpit
controls and displays. Analog integration is inflexible and even
if accomplished does not remove the interface burden from future

advances in technoloay.

Analog integration between modules Is similarly
inflexible and imposes severe constraints when minimizing cost
and complexity. Each moduie must contalin additional hardware to
satisfy a common intertace. The additlonal hardware adds to the
cost of the modules. The management and control of the common

interfaces adds to the complexity of the system design.

As technological advances and performance iaprovements
become possible, inflexible commcn interfaces delay the earily use
of these advances. (ost tradeoffs have aiways sesulted in
making-do mith already acquired hardware because of the cost and

complexity of agapting to rigid interfaces.
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Modular digital techniques can solve the problems
outiined above and provide the desired flexibility at a
reasonable cost. A single family of digital macrofunction
modules wili support the requirements of short, medium and
long-range air-to-air weapons as well as surface-to-air and

air-to-surface missions.

3.1.3 Sysiem_Perictmance

Digital processing provides inherent performance
capabilities not availapie Iin analog circuitry as described In

the following paragraphse.

Memory - Modular digital memories of 256/512/1024/2048
8-bit words per large~-scale integrated circuilt package provide an
accurate means of storing programs, real-time data and constants
e.9., radome compensation data, missile aerodynamic data, and
calibration data. These data may be applicable to ali missiles
of 2 given type e.g.» aerodynamic data, or may reflect individual
component characteristics such as the g-sensitive drift

coefficient for each gyro on a missile.

Acliibopetic - while addition and subtraction have
stralghtforward analog implementations, aultipiication and
dlvision require complex circuits which are subject to drift and
inaccuracy and are generally avoided If possible. Digital
processors have inherent nigh-speed add/subtract/muitipiy/divide
cacablilities which provides the means of generating complex

functions such as the trigonometric functions used in coordinate
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transformations. The arithmetric capability can also be used to

generate recursive equation solutions thus providing a digital

filtering and estimation capabiliity as well as fast Fourier

transform capabiiity.

Accuracy_and_Dynamic _Rapge - The dynamic range of analog
components (e.g9., operational amplifiers) is generally limited to
10 in a i{aboratory environment. Under military environmental
extremes this can degrade to 10 or less. A digital processor
can provide greater precision and dynpamic range through the use
of either a large computer wofd size or a shorter wofd length and
double-precision arithmetic. A 16-bit machine, for example, has
a 3x10 dynamic range for single-precision operations and 2x10
for double-precision operations. Calculations in a diglital
processor are drift free and immune from the usual analog noise.
As a resuit, high accuracy can be achieved In the long term
integration operations used in inertlial reference functions.

This large dynamic range is also needed for range cilculations
and for the noniinear matrix equations used in filtes
calculations. Uynamic range can be made virtually unilimited by

the addition of fioating-point arithmetic to the processos.

Lagic - Logical operations are inherent In a diglital
processor. in typicail analog missiles, arithmetic iogic and
switching functions are distributed among several circuits, esach
performing an individual function. A dliglital processor
time-shares ono arithmetic and ioyical circuit/unit under program

control.
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Enhanced functional capability can be obtained through
digital signal processing and control techniques not availaole
generaily via other implementations. The specific enhancements
in performance obtainable with digital techniques are discussed

for each major system function in subsection 3.2.1 through 3.2.8.
3.1.6 Sysiem Rellability and Iest

The digital implementation of missile functions provides
improved reliability compared to analog systems. Digital devices
which use saturated logic have inherently higher relfability and
nolse immunity with less temperature and vibration sensitivity
than analog devices. The execution of guidance and control
functions in digital processors, using high-density,
semiconductor circuits, achieves a significant reduction in parts
counts and circult connections which in turn provides a more
reliable system compared to multiple, single-function, analog

circult implenmentations.

The testing of digital computer systems Is simplified by
the use of buiit-in-test routines In each computer memory.
{omputer and subsystem tests canh be performed with fault

isolation to bot:y line and shoo-replaceable-unit leveis.

3.1.5 Sysiem_ (oSt

The use of multipurpose diqital processors in missile

systems should rtesult ir. iower development, test, production and

life cycle cost.
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Developoent Cost - During the development cycle numerous
design changes occuf. The cost is minimized if the changes are
in modular scftware as opposed to analog hardware. Further
savings accrue through the use of a unified common software
opeiating system for the entire modular computer family.
Development cost of the processor hardwarfe iS reduced by
building- up functional capability firom a family of macrofunction

computer modules.

Eroduction (0st - Reduced production cost can be
anticipated from the use of a family of macro-modular digltal
processors for missiles. Savings accrue from the use of common,
large-scale integrated-circuit, macrofunction modules,
(hyorid/monolitnic), across a broad range of missiles thus taking
advantage of the savings inherent in high-volume production.
These modules would use mainly MIL-qualifled versions of proven
commefrcial semiconductos products which minimizes risk and

ensures delivery through multiple procurement sources.

Life Cycle_Cost - The higher rellability and Inherent
standardization of parts in digital missile implementations
should "esurt in lowef maintenance costs. Similarly, a common
software operating system reduces the cost of training operating
and maintenance personnel. Both of these factors rasduce

life-cycle cost.

Further, the availability of a computer inside the

missile provides ready access to all sensor and actuator points

and greatly -“implifies tha missile test equipment. The cost of




2
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A e

capital equipment and testing of the missile in the factory and
in the field will therefore be reduced. The number of physical
nominals which need to be adjusted will also be minimal, since

many of them have been absorbed into the computer memory.

3.2 Major_ Sysiem Funciions/Subsysisms

The functions and interfaces which comprise a tactical
air-to-air missile guidance and control system are depicted in
Figure S. These functions range from sensor signal processing,
sensor tracking and stabillzation, filtering and estimating, to
guidance and control, fuzing, launch initializations and mode
control in the case of single computer systems. Not all of these
system functions are necessarily required in all missiles, nor is
their deqree of complexity or performance the same; however, all
should be considered in the process of determining the
tfeasibiiity and appiication of digital techniques, together with
teiemetry and test as supporting functions. A description of
aach function and tne performance enhancenent expected from the

use of algital techniques is given in the foilowing subsections.
3.2.1 larget._Sensors

The target senscr can be optical (television-Tv),
i ra-red (IR) or radar (CW or pulse doppler; active, sSemi~active
f opassive, in the case o' t(M). The purpose of the sensor s to
search for, ucquire and track the target. 1In a radar =ystem, for

exampiey
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the signal processor extracts signals from the sensor to perform
seafch in range, dopplesr and angle and provides detection through
various algoritnms such as constant false alarm rate (CFAR), dual
threshe!ld, and various "m out of n” return logic. Acquisition in
range and doppler may be performed using dlgital FFT techniques
coupled with target selection logic that provides superior
performance ovesr analog techniques. Selection of quiet targets
in clutter, in the presence of standoff jammers, or with cloud
tackground, and flares in the IR case, and resolution of multiplie
targats may be considerably enhanced using a digltal approach.

In the radar case, after target acquisition, tracking |s
performed in conjunction with filtering and estimation of angle
ranye and doppler, to close these loops. Digital filtering and
pfeaiction offer the means to perform range and doppler tracking
that can be more precise and more sresistant to pult off type
deceptive jJammers., Extraction of error angle information can be
accommodated for IR reticle scan systems involving AM or FM
encodiny of angle information or JR two-dimensional arrays, or

for radar sensors using conical scanning or monopulse techniques.

Tne data that the sensor provides to the guidance system
. € H
can consist of bporesight error (_H )y, range error (A RMT and
ranye rate erros (ARHT ) along the line of sight to the target,
siynal to noise ratio, (SNR), inertbal rates Igsnl in the seeker
framea and gimbal anyles (QSH) relating the seeker frame to

missile body coordinates. In some systsms this data is

restricted to measurements of gﬂ ’ ESH' and gsu.
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ODigital signal procussing provides the ability to adapt
to varying target signatures, environments and ECM. The logic
and processing during search, detection, acquisition and tracking
can all bs improved with digital technqiues. Digitally
implemented ftogic can provide close to optimum utilization of the
missile EC(M features. The overall probability of acquisition
can be optimized by varying the search parameters (false alarm .
rate, threshold), over the search sector according to the
probabil ity of target signal presence. CFAR levels can be set

digitally for maximizing detection.

FFT processing can provide a wide doppler band display of
target and clutter signals. Oigltal logic can then be used to
find and isolate the main clutter signals so that tne target
signal can be seen within the dynamic range of the analog to
digital convertor and the FFT processor. FFT processing can
provide a 6-10 db SNR advantage over aweeping velocity gates for

tie same detection probatility.

Digitally implemented processing for IR homing missiies
ctan enhance performance by pr-viding more accurate blasing

techniques for intercept foswara of the target taill sectlon.
3.2.2 Iracking.apnd_Stabhillzatian

Tracking and stabliization of the tracking sensor In a
homing missile is a critical control function whare It is desired
to obtain an accurate measure of the Iine-of-sight rate whiile

Isolating the measurements from body motion. Conventional gimbal
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sefrvo systems prowiZe thls itsolation to a certaln extent, but In
genaral this approach cannot easlily compansate for gimbal
cross-coupling efiects anc torque disturbances which are
important in electric drive systems with limited torque output.
Sensor gyros, required for stabilization, have error components
in their outputs due to missile induced motions around tneirs
output axes. These effects can be seduced through the use of
digital control. For exampie, improved isolation can be achieved
by correcting for gyro output axis coupling, and by correcting

for g sensitive dfift using the sorted g sensitive drift

cosefficient for each seeker head gyrc.

Obviousiy In the case of strapped down sensors, such as
conformal body fixed arrays, a digital capability is essential to

the stabllization function,

In conjunction with digital fiitering and estimation,
tracking loops, which are less sensitive to fiuctuating receliver
signal to noise ratio and mode switch due to ECM, can be
implemented. Tne digital filter increases the track loop
bandwidth for high 5NK, reduces it for low SNR, and coasts the
antgnna during caia dropouts by maintaining the seeker space rate

equal to the current best estimate of LUS rate.

In radar systems, radome refraction sliope places
sighiflicant design constraints on the guidance problems and can
-ause stability, miss distance and missile maneuverablility
proolems. Negailive refraction slopes are destabilizing while

positive slopes slow down the missile’s response to line-of-sight
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errors. Uf the compensation algorithms available to the digital
system, the ability to reduce the Impact of this disturbance is
probably most important. A compensation aigorithm Is superior to
present biasing tecnniques and particularly important for wide
band RF applications. In acdition, design problems encountered
with dual mode guidance systems which may have conflicting

requirements on dome material should be reduced.

36243 tElliteripng_apnd _ftstimation

Pernaps the greatest Impact of the availabliity of an
on-pboard digital computer is tha vastiy improwed estimation
capability it provides. MWith modest computational equipment, it
is possible to implement relatively sophisticated estimation
algorithms (e.g., ¥alman filters), which would be virtually
impossible by analog means. This estimation capabliity yleilds

parformance lmprovements in three ways:

1) More effective guidance and reduced miss distance,
resulting from improved knowiedge of the relative
motion of missite and target;

2) Improved tracking tenacity, through the use of
predicted angles, range and/ofr range rate for seeker
pointing and range and/cr doppler gate setting; and

3) Capabliity for estimating auxiliary parameters {(e0.9.,
stablility derivatives and target properties, which
ald in trajectory ostimation, autopiliot gain setting,
and any engagement decislions which may depend on

target parameters ot behavior.
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It Is clear, from previous guidance studlies, that
estimation of target motion (including accsieration) provides a
considerable iImprovement In performance In the maneuvering target
case. Target acceleration estimation may thus be considered an

essentlal part of any high-performance homing guldance system.

Flitering and estimation of system states through the use
of digital discrete rocursive estimators providss Information
allowing Improved guidance laws and autopilot control. The

estimator can be =3 complex as a fully-coupled, 5-state, kaiman

L)

filter where oestimates of target acceleration 2&
" A

position R, and relative velocity ﬁ can be obtained, or whete the

relative

computational burden is too severe, ot the accuracy of a
fully-coupled filter Is unnecessary, simpler configurations can
be used to orovide suboptimal estimates. Further simplification
could reduce this function to fixed g9ain noise filters on

boresight erfor alone.

Application of dlgital discrete recursive estimators
improves angle, range, and doppler track especlally in cases
whete pulsed itllumination is used and In cases whete blinking

Jammers cause constant mode switching.

3.2.% Guidance

GCuidance accuracy can be improved Oover basic laws, such
as proportional navigation, by explicitiy compensating for target
maneuvers using estimator outputs, and compensating for alssile
autopilot dynamic lag. Digital memory and arithmetic

capabilities alliow the necessary computiation to be performed In a
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real time mode; whereas, analog technology is generally limited
to simpler laws such as proportional navigation. Augmented
proportional navigation (APN) compensates for target ascceletration

and a four-state law (45L) provides, In addition, compensation

for autopilot lags.

For simple missile systems as reprecented by Class I,
traditional proportional navigation (PN) guidance is generally
used because of limitations on the available measurement data and
computational capacity. For more sophisticatad systems, and the

assoclated nigher levels of required performance, experience has

shown that two important requirements are:

1) Estimation of target acceleration and its use in the

guiadance law.

2) Some method of compensating for the dominant lag of

the autoplliot.

When these factors are included in the derivation of the
guidance law, considerable improvements in parformance arn
realized. Figure 10 compares perfosrmance ‘RMS miss versu:z

missile g Jimit) for a typical intercept using three differert

guidance iaws:

1} pProportionai Navigation (PN)
2) Augmented Proportional Navigation (APN) which
utiilzes the estimate of target acceleration Ny

3} Four-State Law (45L), which adds compensation for

autopiiot tag
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Figure 10 Comparison of Guidance Laws

The case chosen for the comparison is an 8 second flight
during which the target initiates a 49 maneuver at random times.
Initiai heading errofr is 5 ceg and the three ccmponents of
angular measurement error are assumed to be: glint S5 ft,
receiver noise 6 mrad and range-independent noise 1 mrad, (all
values rms), Data rate is 10 Hz. The controller Is assisted by
a tnree-state Kalman filter estimating y4 (differential
position), §d and np . The improvement in performance |s
considerable when the gquidance law is compensated for target

maneuver and/or autopilut lag.
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3,2.5 Autopilot/Coptirol

Control and stabillization of the airframe is a critical
function for all missiles. Rapid response to acceleration
commands in two axes, while maintaining pitch/yaw dampina and
roll control is required for satisfactory guidance. The problems
associated with airframe control are wide variations in flight
conditions (altitude and velocity) and resultant aerodynanmic
coefficient variation, stability under transient condlitions,

dynamic range limits and nonlinearities in the actuation system.

The role of the digital computer fer missile control goes
far beyond digitizing an analog autoptiot. With the
computational power for adjusting the control, the response of
the controlled alrframe can be made relatively independent of
flight condition and the closed loop poles placed within
specified regions. Since autopilot design is constrained by the
range of aerodynamic characteristics, the digital design should
consider from the outset the estimation, measuremert, or storage

of aerodynamic patameters.

A more general approach to the control problem is to use
sensed pesrformance of the missile to continually change the
controller gains during fiignt. These Implicit or expiicit
acaptive designs do not have simple analog formulations and the
digital computer becomes important. Implicit techniques do not
estimate the unknown parameters of the missile but generate the
control signal directly from sensor information. Explicit

techniques generaily seek to estimate the unknowh parameters and,
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using this informatlion, treat the control problem as if the aero

parameters wefe known.

Implicit adaptivity is attractive for simple control
systems and may have application for those missiles designed for
speciflic missions, Multimode and multimission weapons, however,
are more complex and explicit adaptivity is more likely desired.

In all cases, however, knowiedge of aero parameters iIs important.

3.2.6 Euzing

Better fuzing techniques can be digitaily impiemented
using end-game estimates of time-to-go to Iintercept, missile
attitude, expected miss distance, and rejative velocity which can
be developed in digital filters as inputs to muiltivariable fuzing
time delay algorithms for optical, active and semi-active fuzes.
Tne algorithms can be optimized for different warheads including

blast, fragment, and rod types. Aiming instructions for aimable

warheads can also be computed.
3.2.7 Loglc_and _Maoda Contral

In every missile there are a large number of loglcal
decisions which must be made during the course of a filght.
taunch loglc, target selection, autoplliot band switching and
fuzing logic are Just a few of the iogical decisions which must
be made In the missile. The hardware logic wnich makes these
various decisions is scattered throughout a typical missile and
involves a3 very substantial fraction of the total electronics and

hence, the overall loglc diagram of a missiie tends to be a
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ratnhner compiex {ocgic tree. In a digital missile system, logic
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functions can be impiemented in a computer by means of decision
tabies and other extremely simple logls routines for which the
computer is ideally suilted. AiIso, the information upon which the
decislon must be based is availabie in the computer memory for
¢ther purposes. Thus, one of the many effective uses of 2

computer in a digital missile is the execution of the decision

logice.

Mode controi applies to the time-multiplexing of digital
missiie functions in a singie computer system. The initlation of
a given mode is determined by the master executive program, which
performs the decision Jogic based on the occurrence of external,
teal-time events and/or the results of guidance and centrol
algorithms executed by the computer and reported to the executive
program via the active mode supervisor. As such, mode control
ensures the proper function mix at any point in the mission
time-line, and the execution of functions in accordance with the

data samplina and stabiilty criteria of the system.

3.2.4 Ilalemetry and.Iesi

islemetry - Telemetry Is used primarily in flight-test
veric es to monitor tne performance of an ail-up system in a true
operating ervircnment. In a digital missile, most of the
telemetr; informution is already stored in computer memory and
the remainine data can be readily acquired (e.g., airframe stress
data, hydrfaulic pressures, battery voltages). A& computer is

therefore capable of controlling the entire telemetry function
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either on a time-shared basis In a single computer system, or
continuously through a dedicated processor in a

bandn
VO LD

fated/distributed computer system. There are substantial
advantages to this method of telemetering over anaiog systems.
First, a separate multipliexer for telemetering is not required.
Second, ali of the buffer amplifiers and circuitry required to
scale signals to proper telemetering levels have been eliminated.
Also, the very jarge number of wires which are required to
collect the telemetering Iinformation have been eliminated, thus
eliminating many sources of pickup and a very large cost
reduction because of the reduction of cabling. Interconnection
wires aiways present a major problem in any missile dssian, and
the elimination of wires i{s extremely Important and cannot be
over-emphasized. Scaling of the signals can be done in the
computer If necessary tc preserve telemetering dynamic range.
And finally, digital tejemetering can provide a more accurate
picture of the missilie parameters than is usually avallable with

analog teiemetering systeas.

Jast - A digltal computer allows considerable pre-fiight
testing to be performed in a tactically configured missile.
Extcnsive testing of the computer and the Indlividuali guidance and
control functions and subsystems Insures that a test vehicle is
fully operational immediately before launch, with the option of
providing the same test nrocedures in an all-up tactical missile
iv ensure reliabllity. Digital missiles could also be
9round-tested in the same way, by applying primary power but

without squibbing batterios, prior to Installation on an
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alrcraft,.

Test therefore applies to the self-contained te¢esting and
maintenance of a missile at Factory, Overhaul and Repair shop at
shore depot, Carrier Electronic Workshop, Hangar Deck and Flight

Deck maintenance levelis.

3.3 Gaparic (iassiflicatian

Tne application of modular digital computers to
air-to-air missile systems involves the consideration of a wide
range of missions, missile characteristics and engagement
environments. 0Vepending on the missile invoived, the airframe,
guidance modes, control configuration, seeker and available
instrumentation vary from relatively simple specific mission
designs to highly sophisticated, multimode/multimission
applications. 1In order to determine the feasibility and
appitication of modular digital computers to perform desired
missilie functions, the configuration and requirements of the
Sidewinder, Sparrow and Phoenix familias of missiles have been
studled and a generic classification 2f requirements has been
establisnhed. The classification includes presently operational
systems usS well as anticlpated futi.re systems and was developed
from a survey of mission reguirements and functional
configurations. The definition of the alr-to-air nissile

missions included:

1) taunch envelopes and launch conditions.

2) Guidance modes and the avionics interiace.
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3) Jaryet types and parameters.

4) Missile sensors and instrumentation.

5) Missile physical properties.

The definition of generic confligurations linvolved a

survey of:

1) Functional modes and phase of flight
LT 2) Taryet sensors iIncluding IR, radar and dual mode.
3) Radomes inciuding ranges of IR and radar boresight
error sliopes.
4) Recelver configuration encompassing conical scan and
1 ronopulse radar and raticle/erray IR systems.
5) Gimbal drives and configuration inciuding electric
,* versus hydraulic, two or three axes or strapdown.,
6) Airframe configurations encompassing wing, tail or
canard aerodynamic control or thrust vector control.
7) Aerodynamic characteristics such as linear stability
] derivative values over the rangs of flight
p

conditiens.

8) Propulsion systems invwolving single of multiple

stagyes.

9) Instrumentation and tachometers.

3.3.1 {lass (efipltions

As a result of this study, three generic missile famiiles
rave oeen established and, relative to this classification, on

boasd computaticnal requirements can be defined for each clzss.

n




The generic familius consist of a low cost, specific mission
design Dynamics Tne first level of classification involves a
description of qguidance mode, Interface with the launch alrcraft,

available instrumentation and control requirements as described

by Table 7.

Frcm this classification, tne functions which must be
provided ran be defined and the relative complexity of each
function can be assessed. In Class | for exampie, only one
guidance mode is reqitired and the signal processing function need
only he concerned with continually processing data from one
tracxking sensor. Multiple sensors exist In Class Jl] systems,
however, and for in-flight hand-over capablliity, the data from
eich sensor must be processed simultaneously. The some

increasing level of complexity exists for all functions &s one

progresses from Class | to Class 111].
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3.3.2 fPartappaters

Further quantification of the three generic classes |Is
provided by specifying the parameters and their ranges that apply
to each class. Table 8 lists these data for each Class and the

various missile selements.
3.3.3 Enxlroomental _lnputs

In addition to missiie and target properties, natural and

man-made enviroamental inputs are bracketed for each generic

class in Table 9.

With these definltlops and parameters established for
each class, the functional analysis, design approach and computer

fequiremants are developed In the following sections of this

report.
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PARANETER

TABLE o

SYSTEM PARAMETERS

MISSILE CLASS
11

Target Characteriatics
Altituce Rangs (Kit/ke)
Speed Range (MACH)

Ransuver Level (g}

Misslile Launch Data
taunch Altitude Vkft/km)
Speed Range (MA(M)

Launch Range
Hax (nml)

Nin (ft/e)

Physical Characterlistics
Launch weleht tib/kg)
Length {in/ce;
Olameter (in/ce)

Contfigutation

Qxpasjca
deoto
Nat. Freq (7p9)

Rax. Alphas (deg)

sL-3079.1
0-5'2

2-4

SL=30/9.)
0.5-3.,0

10
1000/ 30¢4.0

100~250
€120/10%
$-7/12.7-11.8

Canare/uing

6-30

75

SL-70721.3
0.5-3.0
¥-6

5L=-%0/15.2
1.0'6.5

30

3000/914.4

250-500
€<1507381
0-11/20.3-20

Wing/Taitl

=20
23

5L=-90/27.4
0.5-4

5-8

SL-70/721.3

1.5-6.

75
500071526

$00-1000
C10C/457
13-1¢/33-40.6
Tal i/

Tall-Tv(

=20
30

e mmmona s AL




z TASLE 8 (Continued)

SYSTEM PARAMETERS

MISSILE CLASS

!' PARAMETEN 1 11 111!

£ e —ercesem—— - —— >

Structural

sencing Mode (rps)

First 200-600 150-200 200-500
Second 600-1890 600-000 600-1000
Kinematic

Angular Rates (deg/sec)
Piteh/Yaw €150 60-100 60-150
Roll £500 300-650 N0-450
Accu ioration

Angquliar lco,l:oczl

Pitch/Yaw <2000 <6000 <4000
Roil <10,000 <20,000 <20,000
Transtations! (9! <30 <40 <60

lnotflnl Instrusentition

nissile Body None-) Roll gyro 3 Rkate yyros 3 Rate integrating

qyros (RIG)

2 01 ) accetlero- ) Acc.
seters
Seeher Free oyre 2-3 Rate =3 k1o
(3min Sten.) 9yres

T P N R I eI - NrT DU T
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PARAMETER

TABLE 8 ((Continued!)

SYSTEM PARLMETERS

Target Sensot
Control

Track Banduidth (rps)

Stablilziation Bandwlidth

teps)

Type

Radat Paramoters
Antenna Dias,. Lin/ce)

seasuiding ldog!

Rqd Acq. Range (nal)

Avionics Oessignatien
Accuracy

Angle tdeg)
Range (tt/e)

velacity ifps/ees)

10-100

<1000

Single Mode

o SAR

3-5/7.6-12.7

21-17

21100/7335.2
29500/71%2.¢

MISSILE CLASS

1

10-592

100-200

Single or
dual wmode
o |8

o SAR

o SAR/AR

0 SAR/ARRM

6-9/15.2-22.9

te-»

o

]
223007701.0

2300/7152.4

10-50

100-200

Singe dual
or multisode
0 SaR

0 SAR/AR

o SAR/ARNM/AR

o SAR/ARM/IR

11-16727.9-35.5
7-6dx Band
S-edn, Bane

20-50

[

£5000/19%24.0
13007152.4

o i i s N = Ba, .
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——

ooy

Ciutter (-zlu 2. db)
Lang
Sea

Rain (mw/ny¢)

E(w
.uarraqo
Spot
Blirning
veceptive

e n

tlares (IR}

TABLE 9

ENVIRONMENTAL INPUTS

MISSELE CLASS

1 11 1y
-10/-30 -107-30 -10/-3%0
=20/ =40 =20/ =40 =20/~60
1.0 6.0 4,0
Yes Yes Yes
No Yoo Yes
Ne Yes Yoo
No Mo ves
Yeos Yoo Yeo
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3.4 Dlgital System lLesign

The desiaon of a diaoltal guidance system for a missile
involves the translation of functional requirements into
algorithms and parameters and the specificaticn of interfaces and
timing., This process was discussed in the Phase I Final Report,
(Reference R.1), fo the relatively low frequency guidance and
control functions addressed. A modular design approach was
adopted in which the benefits of the digital approach, i.e., time
variable estimations ad guidance, and adaptive autopilot
control, are retained, while offering a practical desiagn
procedufe which results in improved performance, reilative
Insensitiwity to design model errors and a reasonable real-time
computer load. The same approach i applied in this report. The
signat processing, fuzing, mode control and {2lemstry /test
functions are defined, algorithms developed and interfacing
requiremenis (data rate, delay, etc.), set and then integrated
into a total digyital missilie guidance system design. The impact
of these added functions on system design and digital processing

are discussed In this subsection.

3.4.1 Guldance _Sysiam._Design

The general missile gLidance system model shown in Figure
11, Is an expansion of the Phase ] model to inciude the track
signal processing function. This function is highly interactive
with estimation, guidance and autopilot control functions In
establishing the performance of the guidance system. The

computationai ds!av assoclated with digital extraction of target
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tracking data directly affects guidance miss distance

performance. Bounds on this delay must be set in the context of

the total model. 0On the other hand, target acquisition signal

processing, fuzing, and mode control, although having their own
requirements on data rate and delay, do not directly interact

with missile guidances and control.

The track signal processing function involves the

o - Bt
. NP VPR R s

extraction of seeker boresight error, Eﬁ y» relative range and
doppler data and a measure of target tracking signal to noise
ratio from the sampled sum and deita channel outputs of the
recsiver. Cascading this function with the other functional
elements adds dynamics ttracking cell bandwidth aus ) and

f computational delay, I". In order to establish the impact of

‘ ‘ signal processing delay or guidance, a model of the guidance
system which explicitly identifies where sampling and delay occur

Is required for setting digital processing requirements and

assessing perfornance.,
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3.4.2 Riglial Design _f(opnsidezatlions

Along with the benefits of digital processing and control
comes the requirement to convert back and forth from the analog
to the digital domain. This conversion involves: sampling,
quantization, and computational delay. In designing a digital
guidance system th:ose processes must be accounted for and
requirements placed on the allowable values. The model for
analyzing these effects is given in Figure 12. The functions
remain the same as those of Figure 11, but the input sampling
tanalog to digital conversion) output sampling and holding
(diuital to analog conversion) and computational delay paths are

shown explicitly. Quantization also occurs upon conversion.
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Figure 12 Vigltal Guidance System

82

b

e o




In

the Phase | Study, requirements were estabiished on

certain conversion parameters, namely,

1)

2)

2)

-

To complete the requirements on the digital process, 1

additional

include:

1)

2)

.onversion parameters must be specified. These 3

Guldance data rate (f f RK’ ranging fsom 5

GUID 'EST 'T
to 25 Hz depending upon missile class.

Autopiliot data rate "AP‘ ranging from 500 Hz for
proper digital structural filtering to 10 Hz for

controi galn, determinations.

Seeker stabilization loop samplin f at 500 Hz.
p P I STAB ¥4

Autopliot multiple sampiing rates 'ACC' 'GYRO' and
computaticnal delaytAP not considered in the Phase 1
stuay.

Sensor output sampling, 1 and signal processing

RCVR

delayrs’ and the overail delay T in generating

GUID'
autopilot scceleration commands from sensor outputs.

The tiring relationships which exist among the various

elemants is shown in Figure 13,
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7

The lowest sampling frequency is generalfiy, gquidance,

fGUID' so that 2 major computing interval (MCI) is established by
MCL = /1 « MCl ranges from 40 to 200 msec,y, 100 msec

GUID
"GUID:IOHZ) being typical. Within the MCI all functions are

executed at least once; namely guldarce, estimation, track,

signal processing or many times; sensor stabllilzation, and

f ’
STAB

autopiiot contruil, f and ¢ Information passes from
GYRO

ace’
target sensor to signal processing to estimation and guldance.
The delay in the computing process is additive, that is the total

detay from start of signal processing to update of the command,

is = + ¢+t . The allowable delay Is
%c eum ‘sp 'EST, G Yeup
established by miss distance requirements. Section 5 determines
the allowable values of¢ and f§ « The critical part of the
G GUID

Cl is generation of from the samples of the receiver
Teurp %

output used in generating outputs ¢,R, and R in an output signal

processing bandwidth BW . Some computations, such as estimator
sp
covarlance propagation and gain calculiations can be done In the

non-critical time siot prior to updating the state estimates when

the new E’i’g data are avallable.

For the sensor stablilization and autopliot functlions
sampling rates whicnhn are high compared to guidance are required

S0 that sampling at fsrhnand 'GYRO'“’ proceed independentiy and

asynchronously from guloance. For these wide bandwidth {oops,
}

however, computational dgela and t r .
’ Y 18?&3 AP are important These

requirements are set In Section S5 on autopiiot control.
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3.4,.3 Digital-Apalog._fonxgrsalon_Pracess

At each point in the digital guidance system where
conversion from one domain to the other takes place, the eff.cts
of sampling , quantization and delay must be evaluated and
specifications set. In the Phase [ report (Ref. R.1, Section
3.3.2, Digital vigital Controller Deslign, these effects and
design guides were discussed. Figure 14 illustrates the

conversion process.

The addition of the signal processing functions 10 the

guidance model and the accounting for computational delays
regquires that additional conversion requirements be established.
1) Sensor output sampling rate and quantization

2) Computational delay in guidance, and autopiiot and

seeker stabiilzation,

Sensor output sampling rate Is determined by the Nyquist

sampling theorem, that is:

f 2 Bw .
RCVR RCVR

This requires tnat tne sum (L) and difference { 3
channels each be sampied at a rate greater than the receliver

{rougning filter) bandwidth typical values are

'RCVF 2 10-20 Ktz
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These are:

The number of binary bits required In the conversion |Is

determined by:?

Cel 2 E%dhl + 0.8

Khere, ¢ Is number of magnitude bits
f desired signal to quantization nolse ratio.

For typical radar sensors a 40 db r.tlo is acceptabie so
that an 8-blt converter on the I and &4 channeis is usually

sufficiant.

For autupilot and seeker stabllization the sffect of

computational delay, TAP or TSTAB' on loop stability Is related

through the relationship:?

Ad = 2w o +1
v Critical(;: )

Wwhere, 59 - Phase shift dus to sampling at f = ] and
delay T. It loop phase shift is to te |imited to say, A0T.= 0.2
radians at the critical galn cross over frequency 'CRIT then a
limit exists on tg ¢+ T . This is an approximate relationship.

=3

Through siauiation, more exact requirements are set for autopliot

and stabliization In Section 5.




»
4, OIGITAL MISSILE PROCESSING € CONTROL

Inis section contains a summary of the guidance and control
functions analyzed in the Phase | study and the results of
furtner analyses performed in Phase I] covering the remaining
on-board missile functions viz: radary, IR, ARM and multimode
sensof systems: fuzing; mode control; telemetry and test. The
object of these analyses being: to determine the functions
suitable for dlyital implementation to achieve performance
improvements and greater flexibility without a severe cost
penalty; to define supporting digital algorithms and p: ogram
modules; and lastly, to determine the computar toads fof each
digital function in terms of worst-case operation counts and
Iinstruction mixes, (l.e. percentage breakdswn of add/subtract,
multiply/divide and lvad/stora/logical/oranch opgfavions), for
the computer performance requirements and modular computer

definition tasks, (se¢ Section 6 and 7).

AsS in tne Phase | Study, a simple l6-bit, fixed-point,
single-register, minicomputer architecture and instruction set
was assumed Jor sizing the pregram modules, since tnls type of
macnine, in addition to estadbiishing worst-case operations
counts, provides the ioglical point of departure for evaluating
the merits of more sophisticated computes designs. Similarly,
for consistency with Phase | computer load estimating orocedures,
instruction counts given in the computer requirements tables
include only those operations executed in the worst-case/

time-critical path througn each program moduie. These
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instruction counts, together with those of the assoclated utiiity
sub-routines, have beenh incfeased by 30X when converting to
equivalent adds. Program memory requifements include the total
number of instructions for any given prog.am module ailso
increased by 30%. The 30% increase constitutes an allowance for
additional subroutine |inkage and other overhead operations which
are necessary to achieve a completely operational progranm,
Equivalent adds are as defined in the Phase | study, (Ref. Rl,
Sect. 4, pPe 4-1), i.0., multiply and divide operations are

equivalent to 8 add/subtract/load/store Instructions.
4.1 Guidance_and._(onti0l Summacy

The functions of: target seeker-head tracking and
stacilization; filtering and estimation; guidance and autopilot,
were ana'yzed In the Phase | study and described Iin Section & of
the Phase | Final Report (Ref. R.1). Tables 10 through 14,
extracted from the latter report, summarize the computer
requirements for each of the above alasile guidance and control
functions to provide continuity with the current work. Tnese
computer loacs are integrated uwith the remaining missile

funztiones 'n Section 6 to establish the coeaposite computer loads

for eacn genxric missile ¢class.
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G, 2 RADAK.-SENJORS

In this subsection, various candidate radar sensor types
are i1dentifled and their respective performance features reviewed
in the context of aifr-to-air missile applications. C(Compatible
sensor types are then seltectead and described in more detail from
an oparational mode viewpoint. Signal processing is then
aadressed and analog/digital boundaries identified for each
sensor type. Tne form and function of the digital spectrum
analyzer as a primary digital signal processing element is
discussed followed by the definition and analysis of the total
digital signal processing chzin of functions cuiminating in the

derivation of computer ’'nads.
“.2.1 Candidate Senunor Types vs Air to Air Missile Requirements

O0f the seweral different types of radar systems defined
and developed to date, th:> to:louing three genetal classes are

ctancidates fot missile radar sensors:

- Pylse
- Joppier continuous—wave ((W)

- Pulse-doppler

These general classes of radar sSansors can be operated in
8 eni-active or active mode. For the semi-aciive aode the radar
system transmitter is in the ltaunch aircraft. The role of the
miss.le radar sansor is to select/acquire the radio frequency

energy reflectea by the taryet and process the signa! to derive
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guicance commands. For the active mode the missile serker

incorposates the transmitters.

Tne operationa! requirements for alr-to-ailr missiles
given in Section 3.2 disqualify both the active and semi active
pulse radar sensors due to their inability to reject ground
clutter via doppler frequency discrimination, thereby masking low
altitude target returns. C(wh doppief and pulse dopplar radar
sensors take advantage of the motion of the taryet using the
dovpier principle to separate moving targets {.om fixed ground

clutter.

The (W voppler active sensor is not an ideal sensor
canaidate for missile applications due to the high transmitter
leakage into the recelver which in turn degrades the receiver
sensitivity. It is possible, by the use of separate receiving
and transnitting antennas and by an Rf leakage cancelling network
{Feed-Thru Nulling) to obtain a receiver sensitivity limited oniy
ty receiver input noise. This is currently not practical for

missiie use.

Based on the foregoing teview of operational requirements
versus radar sensof capabllities, the following sensor types are

selecteo for further analysis:

LEASOR_IYRE BISSILE_CLASS
Semi-active/(w agoppler Iy J1e 111
Seri-active/Pulse doppler 11, 111
Active/Pulse doppler 11, 111
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The distinguishing functional featurecs of these radars
are oiscussed In the following paragraphs using first-level

functional block dlagrams.

Sepi_ActrixalCM_Dopplar Radar_Ssapsor - The major
functional elements of a semi-active (W doppler (SA-(Cw) sensor
are shown in Figure 15. The sensor is comprised of a rear
feceiver, front receiver, and signal processor. The function of
the rear receiver Is to recelve and track the illuminator signal
as a reference, coherently offset tnis reference, and provide
this offiset reference with sufficient spectrum purity and power
ievel to the front receliver monopulse mixers. The front receiver
anplifies the doppler shifted illuminator energy reflected from
the target in three nartow-bpand monopulse channeis, and
conerent!ly translates this information to baseband where it Is
encoded and fed to the digital signal processor. 1Ine function of
tne digital signail processor includes extraction of target angie
and velocity ertots, target detection and verification, and
genefation of a variable frequency reference to the rear receiver

to provide AF{ tracking of the target.

e —— — — -
oty vre | wties {m," i wintes oW P oy tages? el d P
AN TR AW . = & A 2
s A & sAND raouzo V8 PASS L=t comvie- [N pendt D s sction 0 povar iae ¢
FiLree FRTER 100 e AUTCPA.OF
ARITH- friree IF Ame CoOnatan
merie luzc) l ol
LOW #0I%8
f 1)
AR : £ Irer
erranence Ao 4
ANTENNA e
mree

Figure 15 Semi-Active (N Doppler Radar Sensots
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Saal_AciixelPulse_Doppler_Badar. Sepiort - The seml-active

pulse dopu.ler (SA-PD) sensor configuration is shown in Figure l6.

8 Tne addition of a pulse compression line, front range gates and a
E‘ range gate generator provides the capability of operating with
b
1 low duty cycle pulsed doppler illuminator energy. The PD
E‘
El waveform provides multliple tarqet range discrimination, and
! clutter rejection improvement by range discrinination,
Aciiye Pulse_Doppler Radax_Sebnsng - Active pulse doppler
(A-20) sensors incorporate the system ~omponents shown in Figure
b
17. The addition of a transmitter provides a se2if-contalned
sensor which is independent of the launch aircraft.
!
(= - r‘“ -/ 0 r 1 e -
I:J'sacl c ; u GaIn- |r : ”usl[_ : '
di va ~ l / PU.SE NAavc . w . Wt Low A-D
M"’U’“'—‘ 5,‘,; i on- o ver: t'_‘,‘)","'“ L" e IR PAss v conver-
i “? AR e T S S S
: A'£"/~. !...: ; l ] ; { bt .
i | meed e e e
r . 1:;..711F§31_Q_“—1_—_~_ﬁ r'$i'1
3 D4 A2 sp‘. L‘_f:fﬂ" 1cu.nA/¢:(! Jg::u;:;l
s e R rx-
opi g RCAE 1T 3 e T
S o 0 REAE IF 4 ' .o !
‘.L',‘;,;;;‘>—‘,, Tescarvee e e N
w, LR .‘."El:v;(
~EAD
PANT ALY
ALTOP !
JOMMANDS
Fiagio 16 Sem) Active Pulse Doppler Racar Sensor
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Figuie 17 Activwe Pulse Doppler Radar Sensor

Sysism_ugslign Raguliamanis - To qualify the requirements
imposed on digital signal processing, the set of performance
requiirements and missile paramaters given in Section 3.2 have
teen established for ale-to-air missiles employing the thres
different types of radar sensors for both existing and projected

{1987°'°s) missile systum parameters.

It is assumed that each interceptor or launch aircraft
nas an airborne inteceptor (A}) radar. Tne function of the Al
radar is to searcnh for and acquire threat alrcraft and initiallze
tne missilte for 'aunching. Thus, the miasiie sensor wouid dbe
aided by the A! radar In initial target designation. A
reasonacie requirement to impose upon the Al radar by the missitle

rsdaft sensor is the provision of missiie antenna vointing
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commands accurate to w!thin the sensor beamwidth to insure
luching onto the desired target. The maximum doppler/closing
veiccity error designation of & 10X iIs based primarily upon the
missile speed uncertainty., The maximum range (R} uncertainty of
¢ 1500 ft/152.4m ¢ 1XR) is based primarisly uoon the abllilty of
the Al radar to measure range. Avionics designation accuracies
for the three missile types are summarized in Section 3.2, also,
since radar sensofs must perform in an environment which Includes
groanag clatter, rain, and E(M, environmental paramsters and
conditions pertinent to each missile class defined in Section 3.2

are i1nputs to the sensor selections and design process.

Tne following paragraphs discuss the system design
fequirements angd implications for: target acquisition, target

tracking anag tC(v.,

lacrgest_Adcguisition - Radar sensor target acquisition iy
pased upon the capabllity nf the Al radar to designate the
positiorn of the taryet priot to launch in the case of (Ciass | and
Il missiles, or via a command gulidance |ink for (lass l![/active
misstie ragar =ensors. Table 15 lists the sensor parformance
teauitements which impact on target acquisition. These
tequirenents wete derived from the information containea in

Section 3,2.

Lroung clutter caused by mi:fowave energy striking the
suftace of tre ¢afth ana rte-tadiating into the missile sensor can

produce degradey tatrget acquisition performance. For approaching
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TaBLE TS

DERIVED SENSOR REQUIREMENTS

missitt (Lass

PARASETER

Oynamic Lisits

dange, max. {na’) 10 30 20750
(losting velocity, min/aax (fes!} 20075000 2007175930 20079500
(12 1] 61715246 61/2206 5172005
Angle., 9ilops) (dey) 260 260 260
Search uUncertainity Fanges -
Inttial
dange (ft/e) NA £2300/7701 £5000/152¢
(losing velocity (ipw) 2500 2500 %00
tsps) 21%2 2182 %2
Angle (deyg) [} [ 6
t:ame lime f30¢) 0.% 1.0 1.0
toocauisition
dange (1L/9) NA 2i%0074%7 23007152
(lesing velecity (1p9) 2500 500 t3%00
(np9) 21%2 182 8152
atngle (deg) ] [ 4
trame Time $nec!? 0.170.¢ 0.0%/0.2 9.0%/0.2
103




Ta8Le 15 tContinuad}

DERIVED SENSOR REQUIRENENTS

RISSILE CLASS
PARANETER 1 11 11

P L e T R L T

Detection Petforeance

Prod. of Lat. In one second 0.9 0.95 3.9
Avg. Time between faise alares 1 sec T sec 1 3¢
Type/nege
(w-Seuisctive LT ] LYY} W/lERN
Puise Doppier-Sem8 active Na
Dedicated liluminater LT SC/7TERR
Shated llivuelinatar n(
Pulse Veppler-Active NA 1éom 1¢an
LECEYD!?

wa -~ natl applicadie
4 - @l¢cou: 30 phadse
Itan - tgreine!l phase

Ae - ARealing sl the may
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taryets the three sensors proposed can cope with ground clutter
since the taryet’s doppler frequency is outslide tne clutter
doopler frequency region. However, for the tall-chase missile
the target doppler must compete with ground clutter. The effect
of different waveforms on subclutter visibility or
signal-to-clutter ratio (SCR) for the receding target situation
has been analyzed in numerous studies. Flgure 18 is a
representative plot of SCR for a low altitude receding target as
a function of missile-to-tasrget range (RMT) for the SA-CW, SA-PD,
and A-PyU waveforms. The geometry assumed for this plot is a
co-altilude Al radar, missiie and target, with the Al radar
remaining at a constant 20 mmi range from the target. This
sitsation Is somswnat unfavworable for the A-PD system since the
missiie is assumed to be flying at a constant altitude which
implies that the clutter power antering the missile is
approximately constant throughout the filght. In the SA-CW and
SA-PD systems, the clutter power entering the missile decreases

as the missile yets further from the Al radar, i.e.:

oo )+ (a1
3 2
i (e () (22)

2
Rer
Wnere Ry. and Ryy are approximately constant throughout

tne flight.

The SCR for the SA-PD signal processor Is improved over
the SA-(NW signal processor by the ratio of the duty cycle {(a 3%

duty cycle implies 15db less clutter arez sesn by the missile).
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A high duty cycie is noemaily employed for A-PD to lower the peak

power requirements of the sensor transmitter,

R LR R P I I PPN
:z:-::i',f:uzamr o
" HeyvmHBpw Hye =000 FT .07

B R S
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g =-304d8 sm, 0 = L.am’
. BANDWIDTH # 200 Ha (X-BAND) |
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N TR =804l

Figure 16 radar 5Sensor Sig-al to Clutter Ratio (S(CR)

Versus Missile Target Range

A summary of deslign parameters for the three cnadidate

’ fadar sensors is presented in lable 16. Note tnat the A-PD
N sensof can be mechanized at X or K band. Tne resason for
u
considering the highet frequsncy K band is that narrower
u

antenna bpeamwidths and highef gain can be achesived and thus
better tracwking accuracy and multiple target resolution can be
optained. 1owever, a dual mode 52A-PD/A-PD system would want to
use the sane antenna thus requiring that the A-PD system use ithe

same KF frequency as the :.-PD system. Aiso, hignet transmitter

power (L3N be developed at X band than K band.
u




TABLE 16

RADAR SENSOR DESIGN PARAMETERS

;; SENSODR TYPE

e PARAMETER SA=CW SA-PD A-PD
2 T
i
! Carrier Frequency (band) X X X or K
Dynamic Range :
Doppler (KHZ) 4/100 4/150 4/1%0 2 X
| 6/295 @ K
B u
‘ Angle (deg) $60 260 160
Acquisition kinaow
ii Range (Us) NA 3 1
| Doppler (KHZz) 20 20 20/30
Tine (sec)
; Initial 0.5 1.0 1.0
‘f Reacq. Q.2 0.1 0.1
Angle (fraction of beamwidth)
Class | 0.3/70.6417 NA NA
Class 11 0.643/0.67 0.43/0.67 0.43/3.67
Class 111 0.57/0.67 0.5770.67 0.57/3.67aX
0.8/1.0 @k
u
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To prevent erroneous acquisition of clutter and its

designation as a target, the clutter mainlobe is acquired and

A tracked prior to attempting target acquisition. For approaching
| low altitude targets, the doppler region searched to acquire the
target is positioned above the mainlobe clutter doppler and for
B receding targets is positioned below the mainiobe clutter

doppler.

Rapge_and_Doppler_Irack - The range and doppler track

E system can be mechanized in several ways depending on the final
¥ applicatrtion. For a missile seeker that makes maximum use of
i. digital signal prccessing, the spectrum analyzefr approach appears

to be desirable. The generation of the range and doppler

tracking errors using an FFT digital signal processor is

illustrated In Figure 19.

@y PONT TARGET BPECTRUM
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Figure .9 «ange £ Doppier Tracking Error Gensration -

Spectrum Analyzer .mpiementation
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The doppler tracking error s generated from the sopectrum of the
main range gate retufrn by combining the ocutputs of the center
three doppler c2tls (see subsection 4.2.6). The main range gate
is kept centered on the peak of the target feturn by the range
tracking loop which uses the range error obtained from combiniry
tne outputs of the split gate FFT spectrums (see subsection
4.2.6)s The rarge and doppler errors are filtered in the
guiagance data processor to develop the estimated target doppler,

A ~
f y and the estimated target range, R « The estimated

tgt tgt
target doopier and ranges are then fed via D-A convartors to the

front and rear IF recelvers to complete the tracking loops.

dngle. lrack - The multi-channel digital spectrum analyzer
approach to the determination of monopulse pitch and yaw errors
also appears to be consistent with the optimum use of digital
signal processine in the varlous tadar sensors. This type of
angie erfror processing is lilustrated in Figure 20. The
ampl itude and pnase of the difference channel signal relative to
thas sum channel is cirectly proportional to the angle error for
the target beiny tracked. Cne important feature of this type of
proucessing is that the target beliNy tracked does not have to be
in any particular doppler cell to allow the angle errors to be
determined. For examaple, in the case o! a biinking jammer
enqaged by a SA-(w seeker, the ULoppler tracking error can grow
large during the time the jammer Is on due toc the target
maneuvers. However, when the jammer turns off it Is not
necassary to center tne target in the doppler spectrum tefore
determining the angie errors as long as the target is still in

one of the FFT doppier cells.
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Analyzer Implementation

Eiecieopnlc_Countac=Measuces - The ECCM techniques that
are considered in each radar sensor address ECM threats, such as,
barrage, spot, and deceptive jammers. The spot and barrage
Jamners are best handlea by a home-on-jam type receiver. The
digital signal processor is capable of handling this type of
signal as a normal signal and is able to identlfy tne jammer
signai frun a skin track signal. The use of a narrow band front

end filter at Xt providus the following additional advantages.
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i. Unly energy within the pass band of thesse fiiters can
degrade missile performance. AS anh example,
out-of~band AM or FM jammer energy will not result in
¢ross modulztion products being developed in the
front or rear recelver mixers.

2. The front and rear secelvers image response has been
supprassed 36 db by the RF pre-selection filters. In
facty, the lack of image suppression resuits in the
missile seeker being equally responsive to jammers at
th2 image frequency., A swept noise jammer, as an
example, could be within the seeker's pass band twice
every sweep offectively deubling the duty cycle of

receiver jamming.

The deceptive type of ECM tnreat can best be handleg by a
combination of a monopulse antenna and digital signal processing

logice.

The use of a monopulse antenna and the simultaneous
signal processing nf all monopulse antenna channels, greatly

reduaces susceptibllity to the amplitude modulation type Jjammer.

4. 2.2 Diglial y¥s_Apalpg._Sigpal _Processalng

fFrom the foregoing analysis of radar sensor tyoas
appiicable t0 air-to-air missiles, the following significant

points emerye concerning digita)l versus analog signal processing.
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1) The digital signzl processor has an analog-digital
interface with the front receiver only. The receiver

furnishes monopulse data and AGC levels.

2) The range and doopler tracking loops can be closed
through a digital processor as in the case of the
seeker head and autopilot toops.

3) The digital signal processing function consists of
two sub-functions; spectrum analysis and slgnal

processing logic as detailed in Section 4.2.4.

As can ve seen from the basic functional block diagrams
for the tnree radar sensors of interest (Figures 15,16 and 17),
the interface between analng and digital signal processin: has
bean defined to be at that point In the receiver whare the signal
spectrum has been narrow-banded (e.g., from 1.0 Kdz to 20.9 KH2
If bandwidtn). However, for the pulse doppler radar sensors, one
could consider moving the analog-diglital interface “up-stream® to
the pulse compression function. There are both advantages and
divadvantages to doing this and these are discussed in the

following sections.

4.2.2.1 Digital Pulsa_Loaprassiop

A functional signal processing block diagran for the
monopulise sum channel is snown In Figure 21(A) where the analog
digital interface has been moved forward to include the
pulse-compression function. Shown in Figure 21(8) for comparison
+..rp0SsesS, IS the equivaient signal processing functlional block

diagram where anatog pulse compression Is used. It should be
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noted that there are other possidle conflgurations utllizing
digital pulse compression such as converting back to analog after

pulse compression.

Signal processing utillzing digital pulse compression can
be divided into five major subsystems: Demodslator, sampler and
quantizer, pulse compressor, roughing filter, and spectrum
analyzer. The demodulator converts the chirped signal spectrum
centered in the IF passband into baseband in-phase and quadrature
cnannels. The demodulator consists of an If frequency local
oscillator with quadrature outputs feeding a balanced mixesr pair
followed by two tow pass filters to separate the baseband 1 and Q
termns from the mixer 2nd harmonic terms. The sampls/hold
circuits continuoualy sample each channel followed by two A-D
converters encoding the sampled time-varying channsis Intu a
corresponding digital data stream. The signal processing fron

tnis point onward IS entirely digital.

Pulse compression |Is performed on the chirped signal by
Foutiar transforming the signal channel, using the (Cooley-Tukey
FFY algorithm, and then multip!ying it by Its matched filter
spectrum, and transforming the resulting dechirped signal back to
the time domain witn andother FFT operation. At the same time, a
function analogous Lo range gatiny has taken place In the A-D
conversion process, as each time sample correspunds to a sampie
in range. The dechifped puises from the pulse ¢Ompressor are
integrated in a digital bandpass filter which Is essentially N
fiiters, filtering N sets of range samplies. This is analogous to

the N roughing filters used in the N range channels in the analog
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pulse compression system shown in Figure 21(E}), It is in these
filters that both systems obtain the magor portion of their
clutter rejection. At this point in the digital process, the
panuwidth of each of the N multiplexed channeis has been
sufficiently narrowed to allow the sample set from the roughing
filter to bpe sampled or "thinned”. The thinned date stream is
then processed by a Doppler Spectrum analyzer routine, data being
tfirst digitally time weighted. A spectrum analysis |Is then
performed on eath Dwell/Burst for each of N range cnennels by

performing an FFT on the digital sample Set.

The process of pulse coupression can be best illiustrated
by observing riyure 22. A chirped pulse anywhere in the sampling
interval has the same amplltude spectrum and quadratic phase term
put has a different Iinear phase term depending upon its position
in the sampling intarvai. If the time reference Is taken to be
tne conier of that interval, then a pulse fit) centered in that
intervai has a transform F! )y 0 PuisSe sShifted to the right, it

-Jjur
- ¢ )y a transform FU, )e and a pulse shifted to the feft, fi(t

¢ Y )y 4 transform b:u):jur. vatched filtering by multiplying by
the compliex conjugate spectruv, F®(y ), sSimply removes the
quaofatic pnave term, compressing tne pulse in the time domain,
but leaves the linear phase tern intact and thus maintaining the

pulse’s position in the sampling interval. ¥For an ideal pulse

compression the transformation would de
-jwt

F ulf'lw e (s-se=eee=> sipls_=_Y1
(t - v )
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Wweighting of the time sidelobes can be implemented by
multiplying the matched filter function Fe{ w) by a frequency
welgnting function, Wiw ), to mismatch the filter siightly but

tedsce the size of the time sidelobes.

4.2.2.2 Adyapntayssi{llisadvaptages_of_Digltal Pulse._(opuression

It has been determined for the purposes of this stuoy
that digital puise compsession will not be considered for sizing
the computer joads presented in Section 6.0. Present technoiogy
favors analoc puilse compression using acoustic dispersive delay
lines, especially for alrborne applications where a oremium is
placed on smal) size, welght, and pouwer consuaption. The design
and development of the acoustic dispersive delay lines has made
significant advances over the past several yea:s negating some of
the notivation for the dgevelopment of diglal puise compression
systems. <Homever, digital pulse compression does offer some
significant advantages for many applications where a oremium is
noy placed on size weight, and power. 1The aavantages
/disadvantages of digital pulse compression relative to analog

pJlse compress:ur are summarized Iin Table 17.
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TABLE 17

ADVANTAGES/DIS~ADVANTAGES OF DIGITAL PULSE COMPRESSION RELATIVE

TO ANALODG PULSE COMPRESSION

ADVANTACGES

o Performance -~ (an be ciose
to theoretical, better side-

love ieve!s can be achelved.

o Stability - (ompression
perfornance not affected

by temperature ©Or age.

o Flexibitliy - Stored
natched filter function
can be readity modified

10 handle oiner wavelorms.

o Time Si13eloue Recuction -
the stored matched filters
funct.on can inciude
wpectlrtal waruhting to
reduce sideicher (.94,

L0S freq weignting).
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DIS-ACVANTAGES

- een ar e - - - o - . .- - . - - .- -—-

A-D Converter -~ Must be

wideband and have 2 wide

dynamic range (e.g9., 19

MHZ chirp requires 10 MH2Z ’
Data rate; approx. 70 db

dynamic range reqQuired in

ciutter cnvironment iaplies

11 to 12 bits).,

Physical (haracteristics -
size, weight, power con-
sumption greater than
acoustic dispersive delay

lines.
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46.2.3 Sesctrum_Apalyzer_lypp._Dlgital. _Signal Processors

A functional block diagram outlining the basic structure
of the spectrum analyzer type of digital signal processor is
shown in Figure 23. 7hig type of digital sigynal processing is f
used for ali three types of racar sensor selected for air-to-air
missile appl ications. The only variation in this configuration

for the different sensos types/missiie classes is the number of

o EERT e an KT

A

channe!s nultiplexed fos A-D conversion and processing. This is

illustrated in Figures 24 and 25 which show the functional signal

processing block diagrams of the (W and PD radar seekers

respectively.
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Flyure 23 Radar Signal Processing Functional Fiow, Hybtid Analog

with Digltal Spectrum Analyzets
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Tne (W radar seeker utillzes three identical spectrum
analyzer channels to process the monopulse signais In the target
track mode and a single channel to process only the sum signal in
tQ9/6€;:?:;tlon mode. The only difference between the track mode
spectrum analyzer and the acquisition mode spectrum analyzer
being the width of the spectrum analyzed (l.e.» the intermediate

frequency bandwidth of the roughing filter).

The PD radar seeker, which emplioys range tracking, has as
a minimum five spectrum analyzer channel!s in the track mode
(leBey L .Ap 'AY vy L+, L - - splitgate). The number of spectrum
analyzer channels in the acquisition mode depends on the specific
mis.:le mechanization (see candidate sensor configurations in

subsection 4¢.,2.1).

It shouid be noted that the FFT type of spesctrum analyzer
is by no means the only type of spectrum analyzer tnat couild be
used in conjunction with digital signal processing. Recent
advances in charge-coupled dsvices (CCD) and acoustic delay lines
have made analog multi-channel spectrum analysis a feasible
alternative to digital FFT spesctrum analysis. However, for the
purposes of this study, which is to develop computer

requirements, tne FFT type of +xpectrum analyzer will be assumed.
Gede3.) Specitun-dpalyzst._Opecalrian
Rougbing._Ellitesr - The purpose of the roughing filter is

to 1imit the extent of the IF signal spectrum being analyzed.

The toughing filter is centered on the part of the spectrum
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required by controlling the frequency of the radar frequency (RF)
local oscittator (LO). In the track mode, the estimated doppler
frequency of the target being tracked Is used to control the
local oscillator frequency. In the acquisition mode, a search
generator controuls tne LD frequency by moving it in discrete

steps to cover the doppler ambiguity region.

fooxezrsiop_xo Basehand - The band limited IF signal is
converted to Its in-phase and quadrature baseband components by
mixing the IF signal with an in-phase and quadrature IF LD
reference followed by low-pass filtering to eliminate the high

freguency second harmonic terms.

Apalog=10=0Digital_Copyersiop - The in-phase and
quadrature basetand signals are digitized using a single
time-multiplexed A-D convertor. The use of a single A-D
convertor to dlgitize both channels minimizes hardware and
eliminates channel mismatch errors due to differences in A-D
convertor characteristics (e.g., conversion accuracy). In
msliti-channel spectrum analyzers, the use of a2 single wultiplexed
A-D achieves considerably mcre nhardware savings cospared to
dedicated A-Ds, The A-D sampling rate per in-phases and
Guaorature buseoand channel must be greater than or equal to the
1f rougning f.iter bandwidth to prevent spectral foidover
{aliasing) of tne spectrum being analyzed. For example, if the
roughing filter bandwidth is 1.0 KHz, the A-D sampliny rate per
in-pnase and quadrature channg) aust be at least 1.0 KH2

requiring a composite A-D conversion rate of 2.0 KHZ for a single
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compiex channel spectrum analyzer and 2 6.0 kHz for three complex

channel System, etc.

Buffer_¥emory - A buffer memory is also required slince
the FFT processing cannot commence until at lsast one-half uf the
number of compiex data samples has been coeliected. AISo, when
multiple complex channels are sampled (e.g., sSignals from
muitiple range gates or signals from the thres monopulse
chnannels) usino a single time-multiplexed A-D, the compiex
sampies must be "rearranged/sorted” {(referred to as
corner-turning) prior tc FFT processing. In this case FF1
processing is delayed until all of the complex sawples for a

compiete dwelil/ourst nave been input to the buffuvr. Such a

buffer ceculd be the main data base memory of a processor as

opposed to a separate unit.

Carpar=luzolng - As indlc:tcp sbove, 3 cornar-turning

operation on the buffered complex samples IS required prior to
FFT1 processing, when multiple-channel information has been
collscted ysing a single muitiplexeo A-D. The data sequenced

into the buffer for K channe!s may be represented as?

V}Ill)0V1Q‘1lpV2IlI)'V2Q‘ l’."vl(x(I'IQVKQ'130V1I(2)'V10‘2'

For FFT processing the cata IS rearcanged or sorted into the

following sequence:

(n),v (l)yom==y in),

Q0

----VKI(l)oVRQll’. rome Y (M)

KQ

k]
4
¥
1




This sequence of complex sampies allows sequential
orocessing using conventional general purpose computer Indexing
tecnniques and a single 2-point transform subroutine/program

module as described in Section 6.

batsi_Asclituda_Kelghxing - As indicated in Figure 23,
Burst amplitude weighting (sometimes calied Burst Time wWeighting)
is used to suppress/reduce spectrum sidelobes at tne expense of
broadening the spectrum mainiobe. The thecory of burst ampiitude
weighting is explainead in Appendix 8. It should be noted, that
the burst amplitude weighting may be executed on the complex
samples in real-time as they are input to tne buffer instead of

after the corner-turning opasration.

cisi k. utisr _lranstorep_Procassn: - The spectrum of the
weiynted data is generated by using a discrete Fourler transfornm.

This operation can be represented mathematically as:
Ne~1 nk
Xt¢) = & X(nlw y
n=0{
whRer e,
AMn) = ntn coxdlex sample of the 3ata sequence belng
vtursformed

" s e :i%l

N s wumper of complex samplss

Tne mcst airect computatio: of the FFT requires an aaount
of computation wvroportiona) to N 2. nowevet, by explioliting the

symaetry and periodicity properties of the cosplex exponential
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sequences, a fast Fourier transform procedute has been developed
which dramatically reduces the amount of computation required
(i.8s N logiﬂ instead of Nz computations). FFT processing Is

explained In more detail in subsection 4.2.4.

4.2.3.2 Basic._Seecirun_Apalyzer_Belatiansbigs

The spectrum of interest is defined by passing the signal

to be analyzed through a roughing filter. The rougning filtering

can be performed on the in-phase and quadrature baseband signals
or at IfF The bandwidth of the basebana roughing filters is
one-half the bandwidth of the IF roughing filter to preserve the
same signal spect/um.
B = 28
IF BB
The A-D convertor rate, f » must oe sufficientiy nigh

A-D
to satisfy the Nyquist criteria for the roughing fiiter output

spectrum. .8,

'
a-p2 Brp
or

{ 2248

A-D BB

The data collection interval, i B’ (atso called burst
time or dwell) is determined by first specifying tne desired
spectrum granularity or (FFT doppier cell width, Bopry ) or visa
versa. le.@e.

R
B .B&BLL

i
5

The number of points in the FFT spectrum is the same as
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the number of original cgata points taken, NFFT' The total
bandeidth covered by the FFT spectrum Is the oroduct of the

number of data points and the FFY dJdoppler cell width. i.e.

BeELL

The effect of burst time weighting is to rsduce the
amp! itude of the spectral sidelobes at the expense of broadening
the spectrum mainlobe. For cosinse-squared amplitude welghting,

the 3db width, Bwr of the weighted spectrum is:

] = 1.6 BCE

wTt LL

Burst ampiitude ~eignting theory is discussed in Appendix

A,

Tne above spectrum analyzer relationsnhips are illustrated
in Filgure 26. Ailso shown in this figure Is an example of the
spectrum of 2 sinusoidal signal. Note, that the position of the
FFT spectral sampies relative to the peak of the enveiope of the

signal spectrum depends on the exact signal doppler, ft.
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sens>0r operati

o GSctmg :

autonHmous to

serfor "ing tne

resviution and

processor at any given time

G246 d0da_(oo0trol

tracking of the designated target.,

nave been defined:

Pre-iaunch

Launch

Clutter Acquisition
Target Acquisition
Track Initiation
Target Track

Mainliobe (lutter Track

sesignation of any one of the above nodes for

on requires a control

racdar subsystems, with

functions of: wmode d

inpyut-output interface with associatsd avionics

“nd nissile sutsystems and teal-time

The functior of a radar sensor and assoclated signal

in air-to-air target engagements is
deter:mined by tne progress througn a specific chain of
interrelated operativnal modes culminating in the acquisition and
For the radar sensors

described in this report the following seven operational modes

hierarchy and modular

structure similar to tnat described in Subsaction 4.6 for missile

mode control in single computer systemns.

Fioure 27 snowsS a compatible control structure

a real-time exscutive

esiynation, conflict

inputs. Iindividual

Su,c? 1SO0fs are calleg by the executive in accordance with aode
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Figure 27 Radact Sensor Mode Control, Modular Hierarchical

Program Structure

selectlion logic routines responsive to status inputs from the

mode supervisor programs and external inputs to the sensors
subsystem. Mode supervisors in turn call the required radar
signal processing program modules (e.9. poOsSt-detection
integration, beta blanking logic etc.) described In subsection
4.2.5 which again, in turn, call for supporting utility routines.
Such a program control structure provides the necessary
modularity and flexibllilty to enable different/improved radar
sSensor types to be accomodated at a later date without major

redesign of the software.
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S3uth the executiwe program and the individual mode
supervisors are described in greater detai! Iin the following
paragraphs. Supporting signal processing program modules are

described in the following subsection.

“e20%.1 Executive_Progran

Flgure 28 Is a first-level flow diagram of the radar
mode control executive program which is applicable to all radar
sensof types selected in this study. ODecisions to select or
change modes are made by the executive program, based on flags
raised by the individual mode supervisors indicating mode
complete/incomplete or fesults demanding altetnative mooge

selection and/or input-output actions.
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Figure 28 (Executive Control Flow Diagram

(ommencing with the Pre-Launch Mode, the launch
aricraft designates target valocity (ana range for PD sensors),
to the aissile radar sensor. In the Laynch Moge, Initiated by
usbs lical ssparation from the launching alrcratt, oredicted
taryget and mainiods clutter joppler frequencies are computed.
Based Oon the predicted doppiers, a decision IS made by the
executive as to wnether or not mainiobe cluytter aust be acauires.
It no clutter fiag i2 set, the Target Acquisition Mode is
svlected and conversely, In a clutlter situation tne Clutter
Acquisition Hode i35 initiated, mainiodbe clutter I3 acquirted, and
its doppier notecd. In the Target Acquisition mode, signal
processing algorithas restrict the search region t0o avoid tne

sain-10be clutter signal.




Note, that for missiles employing mid-course guidance, the radar
Launen Mode is effectively prolonged until the acquisition phase
is calledy lioe. ttnc predicted mainliobe clutter and target
doppler are updated on a regular basis). If target acquisition
Is attempted ant no taryets are detected, a check is aade to
determine if the missile IS being jammed. If no jamr'ng is
detectea, a Taryet Search (Generator proysrar iS called wnich moves
the target acquisition rougning filter in discrete steps over tne
computed range of possible tarqet dopplers untit a detection is
obtained. After the target has been acquirgd, control Iis
transferred to the Trach Initiation Mode supervisor, This
supervisor provides tne verification of target acguisition by
fe-acquiring the targ9et in a narrower bandwidth (s»aller doppier
celt)., AlsSOo, in this mode, the range and doppler tracking (oops

are initlalized.

in the Turqet VTrack Mude, boresignt errdrs are
generated for skin track Or jamsming targets, and range and
cooplet trachiny errors for skin track targets. These data are
used in the vinal quidance ocata crocessing along with a track
Quailty indicatur, (TQ1), which is effectively a ssasure of
signal-to-nuise ratio for the skin track mode Or jasmer-to-noise
tatio for tne home-on-jam mode. On a regular basis during the
tinag the L qet is telin: shin-trached, the executive calls the
(ltutter Trach Mude sSuperviscr which proviges an update of the
masin-lobe clutter doppl.i. f the target dowpier agproaches *“too
cjose™ to the malnlode clutter aoppler, the T4l signal is

oddiflea 10 indicate that a “ciluttar coast” i3 des,red untii: the

B
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taryet doppler elther increases or drops below the main-lobe
clutter doppler. C(Control continues undef the Target Track Mode

supervisor until tarcet Intercept.

Ge2¢G.2 Mode_SugeryispoLs

The supporting radar mode supervisor programs are

.escribed in greater detatl in the following paragraphs.

relaupcb.Maode - The Pre~Launch Mode Supervisor flow
diagram s shown in Figure 29. 1In the Pre-Launch Mode, the first
task is to lock up the missile®s rear receilver to the RF
frequency that the Al radar is using to illuminate the target.
This is an all analog step requiring no digital signal
processing. After rear lock is accomplished, the target doppier
frequency is designated to the missile by injecting un RF signal
into the missiles front receiver that has a frequency offset
oroportional to tne target’s Joppler. In this process, the
misshles acquisition roughing filter Is moved In discrete steps
over the compiete target dopplier ambiguitiy segion until a

detection Is obtalned. After the injected video has been

acqulires a "Pre-Launcr Mode Complete” flag is set.
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Figure 29 xadar Prelaunch Mode Supervisor, Flow Diagram

Launcp_¥gde - The Launch Mode Supervisor flow diagram
is shown in Figure 32. Tne Launch Mode is called wnen the
Pre-taunch mode is complete and a Misslle-Away Indication is
received by the executive. Tne purpose of the computations made
in Launch Mode 15 to predict the mainloba clutter (ML(C) doppler
and target doppler used for tne purpose of initializing the
(lutter any Jaryet Acquisition 4Modes. Also, based on these
preaicted dJopplers, a decision is made by the executive to bypass
the clutter acquisition phase if the doppler separation between

tne “L( and the target is large en~ugh,




As indicated in Svction 4,2.4.1, if a4 midcourse mode I8
enploysuy the enecutive will continue tu desiynate the Launch
10de Supefvisor to recycle/refresh the dvoppler predictions until
completion of midcourse is indicated by the guiuance data

pPro.=ssing,

ENTER

POSIT 0N FOR
PREDICTED

MLC
OOPPLER

COMPUTE V(O
~0SITON FOR|
iPREDICTED

TGT
oorPPLER

SET LAUNCH

Fijure ?J) Radar Launch Mode Supervisor, Fliow Diagram

Clurier. dcguisitiun_Made - The logic flow diagram for
the Clutter Acquisition Mode Supervisor is shown in fFigure 31.
The Clutter Acquisition Mode is calleu prior tc tne Targyet
Acquisition 4ode when the pussibility of the target doa.ier pbeilna
contuseu with tne ciutter doppler exists. The first step in this
ptocedure Is to center the acquisition roughing filter (filters

for the range-quted Pu systems) on the predictea clutter aopoler.
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Figore 31 xkagar Clutter Acquisition Mode Supervisor,

Flow Diayram

An acyulsition sequence is then performed which
consists of ten cunsecutive 5 msec dwells. 0On eacn dwell tne FFT
lu computed tor each range channel resuliting in a matrix
consisting ot M range cells and N doppler cells. Tne magnitude
of tue complex tiynali in each range-goppler coll is calculated
and placed in an average value “YN array. The outouts fcr 19
dwelisS are summea in this array (this process is called
post-getection integration) to give an improvement in
s'‘gnal=-to-noise ratio. When the 10 dwelis have been completea, a

detectiun oreceaure is perfuormea on each range channel using a

emmrngerseeiih ra———————
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slidine window type of thresnold. (See Section 4.2.5 for a
description of the FFT/PD] logic and detection witn sliding
thresholid locic). The resulting signals that pass the detection
thresnold are tnen summcd in the range dimension resulting in a
doppler array containing the sum of the signals that have passed
tne tnreshold. This array is then searched to locate tne
greatest return which is designated the mainlobe clutter ang its
doppler, fMLC’ savea. hote, this doppler is used tc initialize ;

the clutter track filter (see Section 4.2.5).

If the mainlobe clutter is successfully identifiea, a
"Clutter Acquisition Complete” flag is set and the executive
responds by calling the Target Acquisition Mode supervisocr., If
mainliope clutter is not identified, the Jammer-to-Noise ratio is
computes to deternine if the missile is being jammed thus
obscuring main-lobe clutter. If the missile is being jammed a
flag 1s set, the executive tnen transfers control to the Track
Mode Supervisor, and targat acquisition is bypassed. If the
missile is not veiny jammed, clutter acquisition is again
attempted and it after a specified number of attempts, mainlobe
clutter has not been acquired (no flag set), the executive calls

tne Targyet Acquisition Mode Supervisor.
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largetl_Acquisitliop_Mode - The flow diagran for the

Taryet Acquisition 4oade Supervisor Is snown in tigqure 32.
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Fijgare 3¢ Radar Target Acquisition Mode Supervisor,

Flow Diagram

Tne first part of the control sequence is concerned with

Jetermining tne initlal posi’ion of the acquisition toughing

filterfs). wnether or not target acquisition must take place in

a clutter environment is indicated by the clutter acquisition
complete fiag set by the Clutter Acquisition Moage Supervisor.
acauisition must take place in a clutter environment, tne
acquisition roughing filter is positioned sucn that its low

frequency coftner is approximately 1 KNz gbove the wmalnlobe
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clutter doppler for approaching targets and its hign corner 1 KHz
belus the nainlobe clutter voppler for receding targets. For
appfvacning taryets in a non-clutter environment, the high
frequency corner of the roughing fiiter is positioned at the

upper ecage of tne taryet doppler uncertainty region.

Jnce the initial rougning filter position is
determined, subsequent roughing filter positions and range-gate
positions are determineu by the target range/doppler search
generator orogram module which Is discussed in detail iIn
subsecticn 4.2.6, The target Range/Doppler searcn generator
generates a sequence of ranye gate and roughing filter positions
such that the target range and doppler ambiguity region
taesignated as one search "frame”) is covered in cyclic manner.,
For example, if three range and doppler positions are required to
COver the amibiyuity reygion:

——-v25F3,R1F1,R2F sk F R F yR F yR F yR F R F ===y, R f y===~

1t 31 12 22 33 11 21 33
%t Frame #N r+<—~ Frane #N+] ~———

For a specified range and doppler, a targat acquisition
sequence is performed tnat is ‘uentical to that performed to
acquire mainlobe clutter. The only difference Is that after
detection with ne sliding window tnresnoid, the detected signais
ate not summed in range. i there has peen one of nore targets
deteclead tof this ranye-doppler position, the "target acquisition
complete” flug 15 set and the execytive proceeds to call up the
Track Initiation Mode Supervisor. 11f tnere were no target
detections, tne Jammer-to-Noise ratio Is computed. If it is

getermined that tne missile is being jammed, the executive
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immediately designates the Track Mode Supervisor ashere
Home-dn-Jam track will be initiated. 1f the missiie is not being
Jamned, the supervisor calls up tne target Range/Doppler search
generator which generates the range and doppler positions for the
next part of the Range/Uuppler ambiguity region. This process

continues until target acquisition is accomplished.

Icack_lpiiiation_Mode - The flow diagran for the Track

Initation Radar Mode Supervisor logic is shown in Figure 33, The
Track Initiation Mode performs the function of acquisition
verification by reacquiring tne target in a narrower-band
roughinyg filter and a narrower doppler cell (i.e.y the track
"dwell” of 20 to 40 msec as opposed to 5 msec). The Track
Initiation Mode also furnisties estimates of range error ang
dopptier error for guidance data processing to initialize the

rangye and dJdoppler tracking fiiters.

Tne first step In the Track Initiation Mode is to
center the narrow-band trach mode roughing filter and tne track
mode ranqe gzte on the range and doppler “coordinates™ founag in
taryet acquisition. The spectrum of the roughing filter is then
éxanined using an FF, or a single dwell. Target detection for |
xn ranqe channei is again accomplished with a sliding N )

threzsnold.
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F 19
r Note that a minimum of three range channels are involved in this
- orocess (one channel! for an SA-(W missile), namely: thne sunm
™ . .
! cnannel) main tracking gate and the leading and lagging split

9ales which are used to determine range sfror. Jf carget
acquisition is accomplished, the r. ge ang doppler tracwking
errcrs are computed and a *wrack inltiztion compiete” fiag Is

set. i1 tarqet acquisition Is not accompiished, ths

Jamrer-to-Voise ratio Is computed. It the missile is found to be
Ja®ac. 3, the executive designates tne larget Track “ode Supetvisor

tfor 43y Tracking)., If the missilie was not bsing jammeoa,

P S

4]

St R
7 s A 1 e 2 S et




reacquisition is attempted for a specified number of times and
then control reverts back to the Target Acquisition Mode

Superwisor.

larget_ lrack_Mods - Flow diagrams illustrating the
Target (Skin) Track Mode Supervisor logic are shown in Figure 364,
Tne objective of this lougic Iis to continuously provide target
track information for guidance data processing on the target
being engagna whether or not that target is being "skin-tracked"
or s jamming. An explanation of tne track mode §f operation 13

given below.

The first step in the target track moae control
sec.,ence IS to center the track roughing filters on the predicted
target doppler and the track range gates on tne predicted target
ranse. both these estimates are generated by tne guidance data
processing modules., Uata is then collected for a single dwell
(typlcally (0 to «0 msec as opposed to 5 msec in tne acquisition
mode). For an SA-Cd radar sensor, data s collectsd for 3
channels (g, Ap'by }o For tne PD radar sensor, data iIs collected
oNn twO addittonal chy nels to allow a determination of range
error using a spl!it range gate on the monopulse sus channel.
After computation of the channe! spectrums using an FFT, a
aLtectlion process is performed on the sum channel main traching
Qate to determine 1f any shin track targets are pgresent. If at
least one target is present ztrack processiny continues iIn tne

sSkin=-tsrack mode and the next sStep is to detersine if any of tne

detectleo taryuts lle outside the seeker antenna mainiode.
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Tnis is done by the Beta Blanking logic moduie whicn is described

in Section 4.2.6. If n« targets are founo In tne sseker
mainlobe, the track quality indicator (1Ql) proyran module is

executed which in turn provides an cutput to the guldance data

=

processing group indicating that no targets have bean found. ’

After a specified number of observations with no target showing

Sl i X

up in the seeker mainlobe, the executive Is flagged and mode

control is switched back to tne Target Acquisition Supervisor.

»
[ |
i

For all targyets passing %the Beta blanking check, the pitch and ;
yaw boresight errors ana the range and doppler tracking errors
arc computec. Inhese algoritnms are discussed in getail in
section 4.2.,6. Tne next step is to compute tae TGl for tne

angle, tange, and doppler errors. The TQl function indicates the

L T

signal-to-noise ratio for eacrh error which is inversely

proportional to the variance on the measufed errors. i.e. J
: | ? 1
%ep © SN o BN

b |

The detailed TQl loylc Is explained In section &.2.6.

Target selection logic is employes lumeciateily aftrer

tne 101 fuaction to select a single target when multipie targets

ats present plus tne 10gyic necessary to handle range ana/or
aoppler gate stualer types of deceptive ECM. Tne detalls of the

taryet selection logic are described in Section &.2.6.
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If no targets were detected in the output of the 7§
channel main tracking gate, tne f channel Jammer-to-Noise (J/N)
ratio is computvd to determine if the sceker is being jammea. I
the seekel is not being jammed, 2 missed look flag is set to tell
tie T4l function that no data is avallaole on tnis dweil. After
a soecified numoer of missed 10okS In a rowy the executive
redesignates the Target Acquisition Supervisor. 1If jaoning I8

detected, the Home-On-Jam (H0J) flag Is set to inform the Tyl

el st

k) WOl (e 1o

program module. If the jammer-to-nolse ratio is large anough,
the A0J boresiont errors are computed from a single FFT celle.
Tnis allows the radar sensor to take advantage of the difference
in jammer spectrums to possibly obtain guidance data or a single

Jamaer in a myltiple jammer furmation, If the J/N ratio ss not

Ao et enen 20 RIS

adegquate for tnis purpose, Lhe boresight errocs are computeo for
all FFT cells and averaged to ottain a singie pltech and yew srror
estinate. (Ine nuJ angle error algorithme is the same as that
snoan for suin track which ars discussed in sJosection 4¢.2.0).
beta blanking is used to eliminate jammets in tne sidelobes. |f
the jamming target passes tne beta blanking check, it is furtner
exgained by the radar angle gate logic (subsection G.c.6). Tae
ocbjective of the racar angle gate logic IS to force earty
resolution of a2 single blinking jaomer in a2 muttiple blinking
Jaaner vavironeent., After passing these checses tae TUl i
conputes and the a3ty used by the yuidance Jdsta processiny
|odules. NOtey 1N Lhe case whelfe tne HUJ ooresight errcr (psc)
is computed for only a single FFT cell, If either bata olanking
of rigial anale gate iogic toasets it, the multisgle cetl 5t is

computed IN an gndeavor Lo vblaln useable guicance information.




MaloziLobe_(ilurter_Icack_Made - The objective of the
Clutter Track Mode Supervisor is to kedp track of the mainiobs
clutter Joppler when the target engagemeni .5 taking place under
ground clutter conditions. The functional logic flow diagran for
the Clutter Track Vode Supervisor is shown in Figure 35. This
operation is the same as the Clutter Acquisiticn Mode. If
mainlobe clutter is acquires, tne nainiobe clutter tracking
errory, A8fyr~y and a track uaiity indicator are coaputed and

usea by the auiuvance prucessing clutter doppler estimator module.
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6.2.5 Sigpal Processipg_lesign heguiremants

The critical signal processing paramaters for several
canagidate radar sensor systems are summarized in Table 18. These
systems and their associatea signal processing parameters were
chosen as being practical and typical for the respective nissile

classes.

It must be puinted out that tnere are many others
possible radar sensor system configurations and waveforms in
addition to tnose chosen for the candidate systems in tnis study.
Also, there is considerable latitude in the selection of the
signal processing parameters for the candidate systems e.y.
number of range gates, rcugning fillter size, etc. TO determine
what an optimum system configuration would be to meet a more
specific/peculiar set of mission requirements would Invoive a
detailed cost-performance tradeoff which is beyona the scope of
this study. However, the results of this study do ingdicate tne
"cost” in terms of computer sizing/locading to achieve a systen
witn a specific guidance capability. Since a modular design
approach has been adhered to, the flexioility exity to configure

ano assess alternative vystems.

All of the candldate systemns defined eaploy digltal
stynal processing for butn the acquicition and track modes. Also
"nte that all ot the pulse Joppler Systems employ nigh PRFsS for
tne dual purpose of elliminating doppler ambiguities and for
ma<inizing the waveform duty cycle. This wmeans tnat tnese

tystens afe rfange ambiguous and cannot provide ranga accuracy
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"1
1

better than the range designation accutracy of the Al radar.,

Tnere is 1 technique to measure range In a ranje amblguous system
by transmitting multigle PRFS anc tnhen processing tne results by
a mathematical formu,ation known as the *Chinese Remainder
Theorem". AOmever, tnis technique nas not bean assumed in any of
the canaidate =ystems. A brief description of each candidate

radar sensor system is given below.
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4.2.5.1 Llass_l_Misslles_LSA-Iih_Seospr)

The significant gdigital signal processing design
parameters fcr the Class 1, SA-(W, Radar Sensor snown in Table
18. The target ambiguity region for the SA-CW sensor is !
completely searched witnh two roughing filter positions. For each
roughing filter position, ten £ 1sec owells are post-detection %
integrated to improve signal-to-noise ratio. This resuits in a
frane time of 1L0 msec (S50 msec/sequence x ¢ sequences/frame with ei

one sequence = !J3 dwells x 5 msec/dwell = 50 msec).

.
Pr————

In tne track mode tne roughing filter bandwidin is
reduced t0 1.0 KHZ ana gdata for three monopulse channels is
collected over 4 20.7 msec aa2lle A 40 msec dwell which results

in 25 42 doppler cells also appears to be reasonable based on the

resaits shown in section 5,3 for miss distance as a function of
time delay. Thnec effective time delay would be approximately 30
msec for the 40 msec dwell (20 msec from center of dwell to

completion plus 10 msec for signal processingl.

©.2.5.2 Class_ll_Yiaslles_(S&=Pu_Sensogl

Thnere are actually two types of SA-PL radar ssnxzor

4
o

v
e

systems shown in Taple 18, Tne Class Il missile system has a

dedicated illuminator, whereas the Class 11l (max) system has a

. v
P

shared illuminator. Note that the Class Il system a2aploys both a

ranye and doppler search to cover tne acaqulsition anbiguity, |
Thnree range ai1te and two rougning filter positions ars used to

Zover tnhe a2mbiquity region. Tn: data collected at sach

range-doppler position i1n the aadiguity region consists of ten S
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msec dwells (one data collection sequence) whicn are
post-detection-integrated (PDI) to improve the signal-to-noise
ratio. One frame consists of six data coillection sequences and

takes 300 msec (50 msec per sequence = 5 msec/dwell * 10 dwells).

In the track mode, the roughing filter bandwidth is
reduced to 1.0 iz and the same 64-point FFT is used for a 29
msec dwell whicn yields 20 50 Hz wide doppler cells covering the

1.3 £HZ bandwidth.
4.2.5.3 Class_lll_Vissiles_LA=PL_Senosorl)

This system diffars from the Class Il SA-PL system not
only in that it is an active system, (on-board PC transmitter),
but aiso in that the complete rznge ambiguity (1.2 usec) is
searched on eacn dwell., The complete ranye doppler ambiguity
region is searched with only two roughing filter positions. As
was the case with the Si-(w and 35A-PD systems, the data collected
for eacn range-coppier position is ten 5 msec dwells which are
~ost-detectivn-integrated to improve signai-to~noisa ratio. Une
frane for tnis system consists of two data collection seaquences

and takes 120 msec.

Tne track mode parameters are ldentical to tne (lass 11

SA=P) system.'
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9.2.5.4 Llass_lll_Max._Missiles_{SA=-P0_Sensorsl

This system is includeu as representative of a more
advancea Class IIl system. Tne primary difference between this
system and the ovther three candidates is that it is assumed tnat
the Al racar must support many simuitaneous engagements resulting

in short dwell times at a relatively low data rate.

Because of the assumed limited Al radar dwell tine, this
system searches the complete range doppler ambiyuity space on
eacn dwell. 1t is not possible to emgloy post-detection
-integration because of the limited dwell time. Therefore,
detection decisions are made each dwell ta singie dwell
constitutes a frame in this system). Notz also that 1.6 msec out
of the total dwell time Is usec tc allow filtter transients due to
larye amplitude out of vand clutter to dle out. 1Inis yielos the

effective dwell time of 6.4 msec.

In tne track mude, tne Al radar dwell time does not
change. The track signal processing parameters are unchanged
from acquisition witn tne exception that only five channels of
data are processed instead of fifteen. Note that tne capability
of processing 15 channeils exists since it Is required in the
acquisition woce. Tnerefore. a more sophisticateo ECCM logic
tnan that Jdescribed in subsectiun 4.2.6 could be Indlementec at

titrie acogitional cumputer cost.
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4.205 Slgoal_Processing_Program_MNodules._

In this subsection, radar signal processing algorithas
andg tneir corresponding program modules are defined for selection
according to ths type of raocar sensor used in a given missile. A
total of twenty one unigue program modules nave been definea for
radar sensor control anad siynal processing. Seven of these
modules (SP-1 through SP=-7) are mode supervisor programs
described in subsection 4.2.4. [The remaining fuurt2en modules
{5P=-8 trrouyh SP-21) are described Iin tne following paragragns.

A conplete listing is given in the computer requirements summary

at tne end of tnhis supbsection,
Copoute. Japmer.lo-Nolse Batio LJZN). -

A functional flow dilagram of the jammer-to-noise ratio
computation logic, Moduls SP=-8 is shomn in Figure 36. The lo0glc
is yeneral enouygh to handlie sinyle or multiple tange yates. This
computation depends on hnowing the gain of the receiver so that
the nolse level due to thermal noise can be computea. The sua
cnannel 1F AGC level is encoded on eacn dweil for this purpose.
Note, that the magnitude of the return in eacn rangs-yoppler cell

I= computed in the FFT/PDl proyram module.
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————— ti® MAGNITUDE OF THE RETURN
; =sir) | IN THE TR RANGE-DOPPLER
l CELL (AVERAGE MAGNITUDE IN
, Y ACQ MODE) ‘
_{—J-:J—;T-—j po K= SYSTEM GAIN (FNC OF T¥ AGC- {
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—_—— g VN®EYSTEM THERMAL NOISE
LEVEL»S
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Wovey !
“1
eEnT E

Figure 36. Computer Jammer to Noise Ratio (J/’N) Progran

Module SP-d, Flow Diagram

Post-uelectiop._lnieytatiop. =

A functional flow diagram of the post-detection
integration logicy, “ogule SP-9, is shown in Figure 37. Also
snown in this fiaure are the constants for the different siynal
orocessor configquration: which are discussed in subsection 4.2.3.
fFor each of tne “L* Sursts in an acguisition segquence, the
e nitude O0f e th cLaplex Juppler cell 1S compuied fange yate oy
tan.e guate and Stufug 1. 4 *average value” array of dinensiuns
ixe. Tue tire avii.'vile for one pass (L=1) tarcugn the PLI logic
15 .opfoxivately equal to tri. Jdata collection interval (e.g9. S

msec) at wnhicn Lime the next FFT output is available.
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Figure 37. FFT Post Dot%ction integration Program Module

; SP-9, Flow Diagram
¥

- Datecrivn_witb_Silidiog.lbzasbold.=

P

The loqic flow giagram for detection with a muiti-channel

[oRe——
*

sliging tnresnold, douvuie SP-10, is shown In Figure 26. The

outout frum this rostine is a taole of detections of targets that
crossed tne tnreshold. Tne Jetection with the slicing thresholo
is gone range vate by range yate. More complicated systems could
involve sliding a ranys=doppler ninaow across tne ranze ooppler
mairix. <dowever, for tne purpose of tnis study the siapler
appsoacn wis taren, iOte, that this s. ‘e routine is also usead to

fins detections In the trach mode wnhere onily a single I channel

1. ¢t xamined, tmudules SP-11).
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Figure 3. wvetection with Sliding Tnresnol3d Proyran Modules

SP=-10 and SP-11, Flow Diagram

lacgJelr_Ssarcb_Gepatator_isideband Qogalerl_z

The functional flow diagram for the taryet uowoler seafch
gensrator logic, Module SP~-12, is shown in Figure 233. This
scarch yenerator covers the corpioete range of oossitle targyet

Jovplers (10 to fD ) tuoking for thne injected viJeu. The
MIN MAX

numoef Of Jwelfs for any onc rougning filter oositivn ocepengs on
whether or not nhis is the tirs" try at acquisition. 1Tnis search
gent.ator can a'sc be used us a 133T resSOft L0 Sweed oOul the
entiry ur cler wcectrum if attempts at acqulisition in a limited

region tail.
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e

Tacq = Iacat!

Y
Pugies
ACQ

N
L acqg=O Iace 2T,

ExrT

Figure 39. Target Search Generator, (Wideband Doppler)

Program Module SP-12, Fiow Diagram
Jatgat _Seatch.Gansszator. lRange.and _Danplacl._=

The functionai fiow diagram for the target range and
dopplier search generator logic, Module 5P-13, Is snown In Filgure
4. Also shoun In this figure i3 a possible rangs doppler search
pattern where 3 range gate bank and 3 doepler roughing filter
positions are searched. This logic Is designed to search all
roughing tiiter positions for a given range gate bank setting,

If the target Is approaching, the roughing fliter center
frequency is incremaented In steps to search the doppler reglon
sbove the aalnlobe clutter. If tha target Is receding, the
roughing flliter center frequency I3 decrementsc In steps to

search the doppler region below mainiobe clutter.
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Figure 4V0. Tlarget Search Cenerator (Range and Doopler)

RECEDE

SNT

Program Module 5P-13,

TRGE +1 ! Faces Facq=
iﬁzhﬁm Paco%:
l F. F‘ F,
LFRQ = 11 Al
LFRQ+ .
M2is/e
1 36 ﬁ

POSSIBLE SEARCH PATTERN

Flow Diagran

Loagule_Aogla..datgyes.and. lopplacr ELrors.z

Tne angle, tange, and doppler efrtor nroyran modules

SP=-14, S5P-15, and Sk-16, are defined Iin Figure 4l.

of a2 jamming target,

Jarver=to~nuise ratios,
ceaputey for ea. n duppler coil
Alray ang dverayea 10 reaguce thermal noise errols.,

JuRBINg taryetls, ne plich ans yaw angle ocrrors are coaputed for

@ Single Joppter Ceald

anly the angle error is computed.

tu t:ar asovantage of tne innsrent

nun-uns 10T ity of the Jummer! NOiIise SPeCLIUMS.

For

the plitech and yaw angle efrors are

In the case

tn the spectrum analyzesr Cutput

For strong

teed

s
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AC+BO| B~ Sga (io-1)— Sea ligt) . NOTEs IF [ir-(ol22

Ce Sgz (ilo-1)— 2551 (lo) + Sgg Ligtd AF = (ip—toiedrEy)

D= Sgq (lo=t )— 2829 (io) + 3gq tigh)d

DOPRLER AF=Kg

WHERE
©cp= PHASE DIFFERENCE BETWEEN SUM & PITCH CHANNELS~ PREDETERMINED

(v = NUMBER OF DOPPLER CELL CONTAINING THE TARGET !
{p = REFERENCE DOPPLER CELL-DESIGNATED DOPPLER TRACKING POINT

KpgE ,"R,Mg = ERROR SLOPE CONSTANTS ;
Sgx (i) Sgqli) = COMPLEX CONPONENT® OF SUM CHANNEL FFT's (IH DOPPLER CELL :
S (i), Spg ()= COMPLEX COMPONENTS OF SUM CHANNEL “EARLY GATE® FFTs (TH DOPPLER CELL

Sex (i), Seq)= COMPLEX COMPONENTS OF SUMCHANNEL “LATE GATE® FFT's (THDOPPLER CELL

Spr (i), Spo(i)=COMPLEX COMPONENTS OF PITCH CHANNEL FFT's ¢ THDOPPLER CELL (S/MILAR FOR YANW)

Figure 41 Angle, Range and Doppler Track Error Program
Modulies

SP-16, SP-15 and SP-16

with skin track targets, the angle, range and doopler
errcrs are cumputed for each detected target in the track
narrow=-band roughing flilter. It Is not necessary for a taryet to
be centered in the doppler array to compute its errors. The

angle crrors ars computed using the spectrum analyzer compiex

outputs of the sum, plich, and yaw channels. The range error is
computed using simllar outputs of the split ranye g2tes (early
and late sum channeis), Voppler error is computed relative %o
the center cell by using the center tnree cells in the array. |if
the taryet is not in the center cell, doppler error is measured
as the numher of cells different from the center cell times tne

sinyie cell doppler width,




Bata_glapking_Loglc_-_

The functional fltow diagram for tne beta blanking logic,
Module 5P-17, is shown in Figure 42. The purpose of the beta
blankiny logic is fo determine if any of the detected targyets are
outside tne mainlobe of the missile seener antenna. This is
accomplished by comparing the magnitude of tha ¢argats (polar)
aifference signal to the targets sum signal. Wnenever the
magnitude of the targets difference signal is greater than the

magnitude of the targets sum signal, the target is declared to be

In the sidelobes.

ENTER
Y COMPUTE
 A%=0% +a2 |
| K=o ]
COMPUT
8%30%, +4%,

REMOVE
TST FROM
TJGT LIST

n
L. NeanNne) N >
o,
kNN ST sL | ExiT
2! | TE6T FLAG
<
EXIT

Figure ¢, odeta tlanking Logic Program Module $P-17,

Flow Diagram




This is Jllustrated in Figure 43 for a typical monopulse antenna
pattern. As can be seen the method is not foolproof, however,
the provability of rejecting sidelobe targets by tnis method can
be quite high (measurements have indicated uo to 90% rejection or
laryer can be achieved using beta blanking). Targyets that do not
pass the beta blanking check are removed from the "list" of
detected targets and are not processed further. If no targets

pass the beta blanking test, a wsL Target» flag is raised.

1YPICAL MONOPULSE ANTENNA PATTERN (SINGLE PLIVE)

—1

BETA BLANK/NG REGIONS [Al» X]

o

Figure 3. Typical Monopulse Antenna Patterns Snowing

»geta Slanking” kegions
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Baglal_4pngla_Gata_Logic._=.

Tne functiosal 10gic flow diagram, for the radial angle
gate logicy Module SP-1% Is shown in Figure 44. The objective of
this mocule is to obtailn discrimination of a singlea blinking
Jammer in a multiple blinking Jammer formation. Tnis is
accomplished by comparing the polar boresignt error (E% + E$ )
to a computed trreshold level. The computed threshoid level
increases with time to 2 specified maximum if no observations
pass the threshold cneck and decreases with time to a specified
minimum if all observations pass the threshoid check. A "“Ray
Blank" flag is raised for use in the TQ] functiun when the

observation exceeds the threshclid level.

ENTER

FORM POLAR

SET RAG
[ BLANK FLAG
b=o
T
CoMPUTE MAX (AT =14bn=1,T,
NE W Tn® s A= Tpin
TRRESRSLD MIN (@ Ta-19bn -1, Taean
4
T

fiwure «4. Radial Angle Gate LOgic Proyram Module S5P~19,

Flow Diagranm
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ldeatify _Maln_lobe_Clutter LMLCl_=

A functional flow diagram for the identify mainiobe
clutter logic, Module, SP-20, Is shown in Figure 45, The signals
that have passed the sliding threshold (l.e. detectad signals)
are first averaged in range for each doppler cell. Next, the
doppler cel! average magnitude is scanned to find tne largest

signal which is designed ninlobe clutter.

[ 2 104
T« NUMBER OF MANGE GATES
[+ NUMBER OF FFT CELLS
&7 *NUMBER OF UNUSED FFT CEBLLS
Vi;«MAGNITUDE OF RLTURN IN (™% DORPLER CELL

Figure 5. ldentify Mainlobe Clutter (MLC) Program Module

$P=20, Fiow Ulagram
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Irack_Quality_ladicator. (1Q1)_Logic.=

A functional flow diagram for the TQl logic program,

Module 5P-18, is shown In Figure 46. Tnhe objective of the TQi
(Track Guality Indicator) function is to indicate to the guidance
data processor the quality of tne information passed alung for
eacn of the detected targets. For jamming targets, the TQl |s
computed as the pitch and yaw Jawmer-to-(thermal) nolse ratio.

It the jamner is in the antenna sidelobes or does not pass the
radial angle gate the TUl is set equal to zero. For skin track

taryets the TQl is set equal to zero if there is a missad look or

Wi e

the missile is founo to be in a clutter situation (target doppler

Necrmnpe n

too ciose to tne mainiobe cliutter doppler, hence the clutter
warning flag Is raised by the guidance data processor based on -y
its estimates of the target and mainlobe clutter dopplers).

Jthersise, the TQI's are computed for angle, ranges and doppiler

errors.

ENTER

comMpruTeE
TeT (P, TOx(Y)

| oummannn T ¢ {h g

&x1T7

tigure 5. Track Quality Indicator (TQl) Logic Frogram Module

SP=16, Flow Viagram
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The functional)l flow diagram for the taryet selection

loglc, Module SP=21 Is shown in Figure 47,
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| AR(m). my (- Aoy | VALUES

Flgure 47 Taryet Selection Loglc Program koduls 5P-21),

Flow Dlagram

The Iinput to the target selection logic Is a list of ail targets

detectea by the digital signal processor in tnhe taryet track

mode. Thnis 1ist is structurea as folliows:
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The first action taken by the target selection logic is
to stabilize the measured errors. The pitcn and yaw botesight
errors are converted <o line-of-sight angles and the range and
doppler errors to target range and target dopplier. The next
step, whica can be combined with the first step, IS to compare
the stabilized measurements witn the current Kaiman filter
estinates to develop a set of *stabillzed” errors. A check is
then made to locate any range and/or doppler gate stealers by
comparing the stavilizec range and Joppler errors to a thresholas
value. Exceeding the threshold impiies a laryer range or docppler
motion than could be expected by target-missile pnysical aotion.
The action taken Is to set the track quality indicator tor ths
excessive range or doppler error to 2er0. 1This moans that if
tnis target is selected for angle track on the basis of the next
cneck fcur minimum angle error, the range or Joppler measuresnet

will not oe usec and the estimate coasted until the next

legitimate measurement.




The target that Is passed along to the Kailman filter is
that target closest in LOS angle to the present LUS estimate.
This target is found by computing the sum of the absolute values
of the pltch and yaw LOS ertors and finaing the minimum value in
tne target Iist. Since only one target Is identifliad by the
taryet track loyic Iin the HUJ mode, no target selection logic is

requirea,

Coaputer kequliramenis._Summpaty._=.

Digital signal procsssing computer requiremants for the
canalaate Class ], 11, and I1Il missile radar sensors jidentified
in subsection 4.2.1 are summarized in Table 19, 20 and 21

respectively.

Tnese tables list the digital signal orocessing proyrams
modales previously defined, and give the corresponding
add/subtract, multiply/divide and load/store operations for the
worst-case/critical path through each module. Similarly, program
modsies used in the worst-case/critical path of sacnh radar aode
are checked-off, and the corresponding instruction counts for
botn functionai program modules ana supporting utility routines
are given as totals togethesr with instruction mixes, for
determining worst-case throughput in Section 6. (See individual
mode supervisor flow charts for full complienent of prograa
modules per mode). Total operation counts are also given mitnout
the FFT, and without both FFT and PDl functions, for system

desicn flexiblity.
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Program memory sizes are given to cover tne total
instructions required for each program module with an acoditional
30% included to account for subroutine |inkages and other
miscellaneous overhead operations. Operations counts are

lncreased by 30% when converting these to Kops in Section 6.

Data memory requirements are driven by thes Clutter
Acaquisition Mode, due to the relativeiy rapid sequence of snort
radar dwell periods, multiple range gates (for SA-PD and A-PD
sensors), and tne need to store arrays of data acquired/processed
guring one dwell, for further processing in a subssquent dwell
interval. 0Oata memory totals given in each of the following
tabies make provision for 3 complex and 2 real data arrays, witn
additional space for a table of 12 taryet detsctions ang
scratch-pad storage. Array sizes are determineo by the number
and type of adata points/doppler cefls (N), (2 memory locations
for each complex data point/douppier celi), and the number of

ranys gates (R), 1.9.:

ARRAY STCGRAGE REWTS.

ARRAY TYPE o SA=PD A=PD
Complex (Nx2xR) 128 640 1289 o
Real (N x R) 66 320 649
B
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4.3 dnti-Radiation Missile_LARM)_SepsofLs

The ARM sensor relies upon the radio-frequency radiation
from the target aircraft radar, and this in turp denands a wider
range of performance compared to the semi-active and active radar
sensors described in the previous subsection. Piesently there
are no alroorne AKM sensors In sarvicey, but the Navy BRAZO air to
air missile is currently in the development phase. ARM sensors

are applicable to class 1] and 111 missiles.
%.3.1 Data._Acgulsitiaon

Data acquisition in ARM sensors is achlieved through the
rtarget-identification~-acquisition-system™ TIAS on-board the
launch aircraft. The TIAS iIs essentially an electronic
intelllgence {(ELINT) recelver wnich receivss the raciated energy
and identifies a friend or foe. TIAS deslgnation accuracles far

airborne ARM targets are listed in Taole 22.

TABLE 22
TARGET RADIATIUN CHARACTERISTICS € TIAS

DESIGNATION ACCURACIES

PARAMETER TARGET=RADIAT.ON TIAS DESIGNATION
ACCURACY
Frequency .0 - 18.0 GH2 £5.0 MH2
Pulse Adidt: 0.1 - 10.0 usec 20.2 pSec
PRF 0.2 - 353.0 KH2 £500.0 H2
Ang.e 360 dgey 2.0 deg
177
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4.3.2 Search_and_Dexection

The target cearch ara detection function in an ARM sensor
Is relatively simple due to initializing by the TIAS Iin terms of

the desired threat target.

4.3.3 dcquisition

Acquisition of the desired target relies upon a number of
discriminants which are provided in the ARM signal processor and
described below. Figure 48 is a functional block diagram of an

ARY rrocessor and Table 23 lists typical aesign requirements.

w7y e~ L5} Yo Guioance
s/H 5/H ALl
» ! > : SELECTION
Cay I LOGIC
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ATCT AMPYTHAEL
i AMP DISCRIMINANTL o &t vy
Q S/ DISC. Y:"'Pﬂ"f‘:“:, WEIGHTING PULSE"
m I ————— LEVEGL ™ Lagwe
e Diseé. ) 1
TR o Lo e BEE HIRRE ) acaciemin
W o”ﬂ (CONT HOLS DELAY) CELELT
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THHL SHOL O PuL Lt TOA L__ pRr. (34
o MET 1 HLHCE ;;-lx:::u L(’MLI CORR
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RANGL L hABIE (YOLE
b EELLCT
g e
< ~EEP onTRy
| I
Figyure 4. 'nM Sensor - Functional Block Diagram

178

D o T me—



TABLE 23

TYPICAL ARM SENSOR DESIGN REQUIREMENTS

PARAMETER

DESIGN REQUIREMENTS

Dynamic Range
Beam Forming (4 channels)
Video Bandwidth
Equivalent Receiver Bandwidth
Log Vvideo Processing
Galn Tracking
Pnase Tracking
Narrowband Frequency
Leading Edge Tracking
Puisewidth (3 ranges)
PRF Correlation - range iiTl
PRF Correlation - bandwidth
TJA Gate
Power Level
Pulse-to-Pulse Amplilitude Window
Angle Gate
Acquisition

Track

179

70 db
I £+ AP, I g AY
10 MHz

100 MH2

21/2 db

2 5°

215MH2

0.2 pusec.

0. to 10 usec.
200 Hz to ¥50 KH2
11 : 10%

CFAR Thresnold

26 db

25° both Axes

21° both Axes
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Tne three recelver channels feed a beam forming network
which forms the [ % Ap and I t Ay beams. The latter outputs
and the channel are video detected tc feed four gain-matched
logarithmic video ampiifiers. These logarithnic-gain amplifiers
allow operation to be maintained over a wide varijation in
received signal power. The respective angle channels and £
channel are summed and simuitaneously sampled by separate sample

and holag anplifiers ¢(5/H) for subsequent angie and pulse to puise

ampl ituae discrimination, i

Tne ARM processor provides a narrowband (20 MHz) and a

L.

wideband (300 MHz) fiilter netwotrk, The narrow band filter is

+

g

used against non-frequency agile targets.

The ARM video signal processor section provides the ;
additional discriminants in order tu cope with vther radiating

targets and/or ground clutter as follows.

LEL - Leading Edge Tracking is used to time gate the

multipath signal from the direct signal patn.

Lawar_Llexel - The signal level must exceed a variable

threshoid level before beinyg gated into the receiver.

Pulse=to=-Pulsa_Amgllitude - After target acquisition, a
level window IS put arouna the target level and returns outside

this window are rejectec.

180 J
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Aongle _Gate - Target signals outsice an angular window set '

around the antenna boresight, are rejected. This window can be
narromed to provide further discrimination after the target has

been acquired.

RPulse Widih - Received target pulses are divided into
tnree broad ranges from 0.1 to 10 usec. This discriminant is

useo to pregate the PRF and TOA discriminants.

I04 - The time—-of-arrivatl discriminant is obtained by

pnase-jocking the PRF oscillator to a real-time analog pulse

train from the avionics. The result is to put a coarse time gate

around the selected target pulse.

BRE_Corralator - The PRF correlator performs a frequency
measurement of its input signals and provides an output
indication when the PRF of the input puise train Is equai to a
preselected value. The preselected PRF comparison value is
sSuppiied by tne avionics control computer in the form of a2 7-bit
binary word corresponding to PRF values between 100 Hz and 350
XKi12. Tne allowable deviation of the input PRF to still pass the

PRF corcleation test s 210 percent of the noninat PRF reference

value.

dcqulsition _Criseclion - The taryet acquisition criterion
13 variaole and selectable depending upon the target'’s
caoddilities and avaitable designation information from the

avioniecs. c-ach discriminant can be selocted or delated upon

cumnand.
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Discriminants_Welghting_Loglec - The discriminants
weighting looic receives Inputs from all the discriminants
previousiy describea and determines If a given pulse is valid.
I1f validy the pitch and yaw angle signais which wer3 sampled by
s.mple-and-hoid amplifiers are converted to yigital values for
transiation into seeker head and missile guidance commands. The

valid target pulse is also used to update the AFC loop.,
4e3.% Angle Extraction

Pitch and yaw angle error signals are obtained from a
conventional monopulse antenna system requiring full aperture
gain over the complete frequency band to provide an ideal antenna

tfor dual mode RF sensors.
%.3.5 Elscitonlc_Counier=Countesr _Mpasuztes_LELLM)

Inherent in the ARM processor are the discriminants whicn
overcome the countermeasures used against ARM sensors. Frequsncy
agility is accomodated by increasing the oandwidth of the antenna
and receiver. Pulse-width variation, and PRF agility are handled
by increasing the discriminants to the wnider puise and the longer

duty cycle respectively.

The shut-down 0f the racar is dbest handlied by an active
terainal sensor. The dual mode sensor iIs discussed in a

sunsequent section,

»
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4.3.6 Digital_Slgpal_Processinog '

At the present time, digital signal processing for ARM
sensors appears to be limited to certain video processing
functions, e.9.y discriminant weighting logic, and overatl ARM
sensofr control oue to the wide bandwidths and narrow pulse widths

being processed.

4.4 lofra-R2d_Sensors

AT Iype_l_Retlcle_sSansors

The Type 1 reticle sensor is the most simpla of the three
types identified eariler and described in 3.1.2.2. Guioance
information is derived from a single channel electrical signal
which consists of an amplitude modulateog carrier frequency. The
amplitude modulated carrier fraquency is generated by a rotating
mecnanical chopper (reticle) located in the Iimayge plane of a
focusing opticatl system. A simpiified version of such u reticle

is shown in Figure 49,

NON TRANSMITTING

100 7.
TEANSMITTING

_S0%

TARGET - TRANSMITT/ING

Ar‘—d—.
IMAGE \

Fiyure 9. Simplified Amplitude-Modulation Reticle for Type 1

Sensors.
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Relative motion between the reticle and the taryget image
generates an interrupted carfrier wave (ICW) ot the frequency f,
where o = 2N&,, where the carrier bs off for a time 1/2&um and
is on for a time 1/2&y. If such an ICW signal is passed through
a filter whose center is at fo and bandwidth 20y, the output is
a signal at the carrier frequency which iIs amplituds mocduiated at

the rate Oy,.» The IF signal to noise ratio for a square IF

filter is
(SINdyp = Ho
NEPD
whered J_'__
fo AﬂaM
oTo 0.433D*
where:

H - Recelved radlant intensity at front of dome.

'o - Focal length of optics

Optics collecting area

ot
1

Optics transmission

=3
e}
0

Sotid angles fleld of view of the total reticle

Reticlie rotation rate

Q-
2
]

+
D - Detector sensitivity in n2* Watt

NEPD - Nolse Equivalent Power Density of sensor

It this signal is now half-wave rectified at the carsrier
frequency and the output filtered about Xm, the resuliing signal
is a2 sine wave of frequency t"J(M. This signal Is then phase
detected and used to drive the missile servo any seeker tracking
loops. For lafoe (S/Nip. the post detection signal to noise
ratio is given oy
rz

‘SIHPOD z lSIN)IF /) L &t/ A'M
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In this case the only effective digital signal processing

would be target track Initiation, updating and ECCM/flare
discrimination utilizing the outputs of the analoyg signal

processing secticn,

Z,

4.4.2 Iype_ 2. 1lmage_Plane_Scapnpar

The Type 2 sensor is a scanning array which for
convenience will be taken as a linear array scanning the optical
image plane in a direction perpendicular to its lenygtn. The
scanniny method is shown in Figure 1. This method of scene
scanniny provides a great deal more information than that of the
Type 1 Sensor. I!n the latter, the singie reticle and detector

combination gave a singile sine Or square wave whose phase

relationship was indicative of the direction in which the average

target was off boresight.

46,

i1l

11

pati— ex —

Figure 50. .insar Atray Scanner -

{Type 1] Sensor)
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In the Type 2 sensof there are N channels of spatial information

in the vertical (y) direction and M intervals of temporal

information in the horizontal (x) direction., GEtach of the M %
intervals will nave a tenpbral length equal to the detector Jdwell

time on a point source target and by appropriate clocking

elative to the beginning of a scan, each Interval can be

directly relatea to x-position in the fileld-of-view.

If the amplifier/filter bandwidth IS properiy matched to
a point sourfce pulse response | Af, Oy = 1/4), then the

signal—-to-noise ratio (S/N)g for a uniform background is given

by:

(SI\)F NI . N

NEPD

where:

NEPD = t__to___) VY 8 8y _Suyy

AoTo
1.06 Do

wnhere:

fo - Telescops focal length

Ag - Ubjective coliecting area

Ts = Optics transmission

0% = Detecior sensitivity

P T

6x, By - Anyular extent of optical flela-of-view in
the x and y direction

4 = Scanning frame rate

N = Number of detesctors in !inear array, and
NEPU= NOiSe Equivalent Power Density of Systea in

watts/cm? at objective of system.
’E
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in this case thereo are N channels of Information. If the
bacnground is uniform and there I8 a single point source In the
field-of-view tnen vertical cnhnannel response and time of
detection in the scan constitutes target position data. However,
even In this simple case it Is necessary to measure the mean
noise power in each channel and set a threshold avove which the
signal plus noise must rise to assure a low false alerm sate. In
more compllicated background situations it I3 necessary to resort
to more sophisticated signal processing to separate the "true"

target from the background clutter.

The functional uviock diagram for a linear array JR sensor
employing both analog and digital signatl processing s shown in
Figure Sl. The analog signal processor consists of a cell
selector/multiplexer, preamp, and double threshold logic
circultry. For any one position of tne linear array in tne
scanned fleld-of-view, tiie 3-cell silding window detector
operates to identify point targets and reject edges as caused by
large extendea targets e.9. the horizon or clouds. The opefation
of the 3-cell detector is basicaliy to compars the outout of the
center of the three celis with the sum of ail tnree. This Is
accowplisrey by using effectively a tapped detlay line as shown in
biyure 2. Wwnen the array scans across an “edgs”, the sua 0, the
tnfve celis wi . Llw.ys be larger than the szaled center ceil
ressiting in no detectiun. A cccond thresholding oseration is
fequifed 10 re oct dJetections from the fine structure of IR
clutter such as variations tn cioud t.ckgrounds. 1Inis is
accoaplisned by comparing the signal passing the first threshold

to a threshola which i3 the average of many cslis. 1Inis s
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effectively a CFAR type of operation as implementated in radar

signal processors.

With this type of thresholiding operation, only legitinate
IR point tarcets will be encoded and stored In the digital signal
processcrs ouffer memory, with a matrix position derived from the
“scan Jjecoder”. After acquisition, the target is "tracked"” into
the center of the matrix array field-of-view by the sensor

guidance data procesasing/sesker head loop.
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Figure 51,

2 Image Plane IR Sensor-

Functional Block Diagram
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Jnce the target is in the center of the array only a small number
of cells about the matrix center are examined to develop the
target track information. The flare loglic consists of entering a
coast mode for a specifies period of time when two targets are
suddenly detected in the tracking window. Flares having high
aerodynamic drag, wiil very quickliy move outside of thls narrow

tracking FJV and tracking is t..en re-established.
bebo3 Iype 3 _MIN_Matrix_Liray

Tne functional block dizgram for a Type 3 IR Sensor is
shown in Figure 53. Type 3 sensors perform the same functions as
Type 2 except that tne scanning iinear array Is replacead by a
non-scanning square array of detectors each of whicn Integrates
over a frame time, The frame time is determined by the rate at

wnich the information Is read out.

ANALOG<+—+—DIGITAL
|

UFFER] {TARGET
g.omcn conp 8 (3 TRACK FLARE

|
Li "‘& scae| |
| "‘J”“ FACTOR |
| CFAR |
I
| I [arRAY
L e + SCAN
’ LW /0L UMN SELECTION : G(NEMB
1
!
CSLCKRER fme e e e e e e e —} A D --—-——-——‘6-‘
b | ; Gun 6&3""““
l?{@"“ oA : T Pmcnsl PiL
e, w o TT T D-A -
an | 1RG0 SN IAND., L
-

Figure 53. Type 3 MXN Matrix Array IR Sensor

functional Biock Diagranm
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suppose that the matrix is square with N X N = N2
eiements as shown In Flgure 54. For the same elemental detector
siz: and for the same frame rate this situation gives a voltage
signal-to-noise ratio which Is YN times tnat of the scanning
linear array pecause each detector integrates the raceived signal
during a complete frame time. Otherwise exactly tne same signal

processing applies as described in section 4.6.2.

da,t. L Aa‘IN

Fiqure S5¢. Mvatrix Array of Detectors

er e e e kRt SRR e S




4.5 Multlomode_Sensor_Sysieas

Multimode sensor systems incorporate a mix of the single
mode sensors previously described, to provide near optimum target
nominyg data for ewery missile flight phase, by recognizing the
performince limitations of each sensor type for a given intercept
scenario and *arget environment. Multimode sensor systems are
considered for Class 1] and 1I] missiles only due to their
greater sopnistication and longer range, compired to more simpie
Ciass [, short-range weapons. Two0 types of multimode sensor
systems have been identifiea: dua! mode and tripie mode, the
forner for Ctlass [l missilies only, by virtue of size, welight ano
power considerations, whereas both dual and triple mode sensor

systems are evaluated for Class J]l] missiles.
Gl Qual_Mggs._Sapnsox _Systaas

Table 24 is a listing of five possible dual mode sensor
combinations. Tne candidate sensors for the Class [l missile are
IR/SAR, A/SAR, and ARM/SAR, Note that combinations 2, 4 and 5
incorporate a semiactive radar (SAR} and in fact the SAR mode
can be used effectively without the other modes. However, the IR
si¢nsor does provide the capability for low altitude talli=chase
more effectively than a SA-IW rajar sensor, Figurs 18 shows that
SA-PD cun a21%0 provide yood tail=-chase capabllity and therefore
t. 3 uniy reai auvantage in the IR/S2R corbination is some
additional effectiv:: us 1gainct ECM. Tne active radar (AR)
Sensor provider !ittie adaltional capadility over SAR for Class

11 missiie intetcert tunyges. The SAR/AKM constitutes the best
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TABLE 24

o dan e

OJAL MUDE SENSODR COMBINATIONS & APPLICATIONS BY MISSILE CLASS

MISSILE CLASS !

( i 11
| SENSTR COMBINATION MIOCOURSE  TERMINAL MIDCOURSE TERM INAL
! L 1. IR/ARM
N IR X " X "
AR Y " X " X
2. IR/SAR "
IR X " X "
SAR " " X "
' 3. IR/AR
| IR X " X "
N A1 X " X "
|
| 4. SAK/AR "
: SAQ P " X y ;
A X s X "
| 5.  SAR/ARW " "
5AR " " X "
AR y X " X
CEGENDS

{X) = Not tffective

(8) - Ettective




i

candldate for dual-mode for elther the (lass Il or Class 111}
missile. The AKM sensor can provide both midcourss and terminal
(deyraded) guidance. This iS a distinct asset to SAR iliuminator

power requirements since ARM can be employed at launch.

In summary, an attractive dual-mode candidate which

exnibits advantages over a single mode sensor systea IS SAR/ARM.
4.5.2 Itlala_Mode_Sensor_Sysians

Tnree triple mode sensor systems are svaluated in Table
25 for Class 1]l missiles. Again the SAR/ARM combination is
effective for thne reasons described above, and hencs the two most
practical candisates are SARZ/ARM/IR or SAR/ARM/AR. Thne
limitations of the IR sensor and the degree Of improved
capability it aads to the multimode sensor system would not
Justify tne IR sensor. In the light of tne foregoing assessaent,
the sest-choice triple=-mode scnsor system which provides distinct
advantages is tne SAR/ARM/AR. Figure 55 is a first level

functionail block diagram of an SAR/ARM/AR sensor.

In terms of hardware savings through comaon/shared
equipmaent, the antenna IS shaced by all three ssnscr typss and
one rucelver ano signal processor is common to the SAR and AR
sensors since tne additional Ak transmitter iIs the only
distinction betasen the two radars, HOmOver, due to the wider
bandwidth and other unique performance characteristics of the ARNM
sensof, a seoarate/additionat r:celver and analog signal

processor Is reyuired to support this target sensor.
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TABLE 25

| TRIPLE MODE SENSOR COMBINATIONS FOR CLASS 1II MISSILES
L.J
]
i MISSILE MODE
- SENSOR COMBINATION MIDCOURSE  TERMINAL
|

1. IR/ARY/ SAR

) IR X X
‘ ARM " X
SAR X "

2. IR/SARZ AR

IR X ¥
[} SAR X ¥
AR X ¥

3. SAR/ZARM/AR

SAR X ]
ARY ) X
AR X )

= == = 3

LEGEND:

[p——

tX) - Not Effective
(8) = Effective
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Figure 55 Triple Mode SAR/ARM/AR Sensor System

Block Diagram
6.5.3 xulilmode_Sensos. _Oparating_Modas

A jescription of nulti-sensor systems by operating mode

is given in the foliowling paragraphs. l]

lostagraisd._uata.Acgulsltion - Data acquisition for SAR ?]

~

and ARKM sensors is the same as for thelisr indivicual sodes. The

L
Snmorme

SAR sensor requires the Al radar to acquire tne target and
Initialize the AR sensor. ARM requires a TIAS to detect radar
radiatinn, verity the threat radar sensor, and initiailze the ARM
0de. The requirements for sach sensor have been stateo

previousiy for SAR and for the ARM wmode.

e
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Acaulaixlnn.aznna;hiog - The acquisition of a target
during launch can employ either the SAR or ARM sensor. For large
targets (>10m2 ) the SAR is tne ogical cholce while a small
radiating target can best be handlea by the ARM sensor.
Acquisitica ranjes beyond 80 nmi can be obtained by an ARM sensor
against any airoorne radar and 50 nmi against small (<0.5m% )
radar targets with the SAR sensor. The active sensor (AR) I3
best employed durinyg the terainal phase. Tne rangs lialtation
fcr an AR sensor IS weight and cost. Acquisition will be
accowpliished by tne SAR or ARM sensor with terminal guidance

depending Jpon the AR sensor.,

Itack Procassing - Track processing for the multinode
sensor is identical to the track processing required for
individual sensurs., The hand-over logic froa the sidcourse
sensors (SAR or ARM) to the terminal sensor (AR) will be
controiled by the AR sensor, and depends on tne signal-to-noise
ratio of the AR sensor. The advantiuge of the ARM/AR modes is the
capability of muitiple firings and a "launch and lsave*”
capavility. 1t snouild b2 made cleur, that with a ceftain unique
antenna desion, full aperture gain over the coaplete ARM band can
be votained and this elininates the neeo for twu separate

antenNnas, one for ARM and another for SAK.
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In this section the capablliities and complexities of
typical alr~to-air missile fuzing systeas and thelr amenity to
modular digital tecnniques are discussed. All systass under
consideration are integrated with the missiie guidance lunétlon
and hence the application of a fuze system to a specific class of
aissile is contingent upon the guldapcc program modulels) used
and thelr corresponding data outputs. The term target detection
device (TOD) refers to the target sensor section of the fuzin;
systea (Flgure 56) as distinct from the safing L areing and
warnead sectlions. DOiglital techniques becoams practical and nost
effective In sensor signal processing and optimally timing the
generation of the firing command, using available guidancs
information and computing the time of warhead detonation

following target detection.

SIGINL, BACKSCATIER, 383 rARLT RILL MEZNANISM
TARSLY #1898 SARI NG AN ragenat
[ 3 Ti08 ——— Agnt seA
osevice (ron | Comanns et [Toiromrres SREMAD
RSt
At . oy
8 4 »eise Pesosuss
monLt
SpANCE gl
svernea DvwAsics

Figure S6. Fuzing System - General Functional Block Diagras
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Various TIDs are described In the following paragraphs
which, although not all inclusive, nevertheiess cover a broad
speztrum of fuze types. Table 26 lists the various types of TCDs
and their application by missile class. The selection of a TODD
for a specific missilie class is not inflexibie however, since
there is no tecnnicai reason why active radar fuzes are not
applicadble to Class | missiles. The decisidon not to include them
in this class is based on high cost and complexity. Semi-active
radar fuzes were not chosen for sophisticated Class 111 missiles
due to their greater susceptibiiity to ciutter and chaff.
Jptical fuzes were not consijered for Class I} ana i1] missiles
because of prefunction pro.leas In an aeroso! environament, and
capacitor fuzes were simliasly rejected since they are extremely

range limitec, i.e. target detection range Oof 2x missile length.
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TABLE 26

TARGET DETECTION DEVICE (TOD) TYPES VS MISSILE APPLICATIOUNS

MISSILE CLASS
110 TYPE l 11 111

PR
Se——

Eliectrostatic/Cavacitor ¢

c"‘“"!

Ssai~Active (W Radar

(d-Doppler  § 4 X

Active Radar

e £

Delayed Local Oscilliator (DLO) X X
Injection Locked Puize Doppler (ILPD) X X 3
Psesudo-andom (odes (PRC) Cv Doppler X X
|
Active Opticsai X

[ — CEoooe
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Eliacicossaticilapaclianca 10D - Capacitance TODs, as shown
in Figure 57, are based upon the principle that the capaciiance

of a charged boay cChanges wnen a second ouJoét enters the

electrostatic field.

In practice an electrostatic field I3 set up by a number
of charged electrodos, and, to simplify the design of the target
sensof, the charge and assoclated fleld is sinusoidally pulsated.
Tne pulsation frequency is not critical to ths mechanization.

Tw. n0des of target detection are provided: one based upon the

tate of chanyge of field strength and the other upon tne ampl ituos

of the adetected field.

SIGNAL PROCLOOING l'l“ COMRALD SRVREATION

| PrrSE
WL ATOS i TR

—_ oWk ‘
l |
| ! . e
rreR T FILTER [ay POA 2‘%&7‘“ u’l‘”v‘u S
- b l evige
™I I INPyre

Figure 57. Capacitance T0D Functional Block Diagrae
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Rreoximity ¥ode - In the pro«imity mode of operation the
sensor responds to a sign change in tne rate of change of the
electrostatic field caused ty the intrusion of a moving object.
teonetric considerations have snown that this change of sense can
be arfranged to occur on a surface of a cone whose base faces
forward where tne axis is coincident with the longitudinal axis
of tne missile. In non-parallel path engagements tnhe axis of tne
detection cone rotates in a sense that increases th2 probabllity
¢t a warhead fragment striking the target. Figure 58(A)

itlustrates thne proximity 2one of a capacitance T0D.

Grazinog_Mude - This mode corresponds to the detsction of an
object a few inches from the missile (see Figure S8(B), and is
tne only mode of det ction for an obJect on the forward
longituainal axss of the missile since the detection
cnaracteristics of the proximity mode exhibit a null on the nose

of the missile. 1The graze mode can be employed as a back=-up to

tne proximnity mode.
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Figure 58 (apacitance TuD Proximity and Graze Infiuence Zones

aedlzdctive_Cu_Qoopler .2adas _IDD - Semi-active CW radar
Tuus sense the target doppler snift close to intefrcept using an
ir.ercept arm gate, enabled by a doppler signal from the seeker
signal processor, and generating a firing command for the safing
and arminy device. The firinyg conmano is generated when the
taryet enters the narrow beam formed by fixed antennas mounted on

the 5108 0f the Tissile seener.
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The SA-(w doppler TOD detects aircraft
illuninator-derived signals reflected from tha target or energy
received directiy from jammers aboard the target. Since the
signal level may vaty over wide limits, two direct coupled broad
pean antennas, and associated circuitry, detect the signal,
aajust the system sensitivity, and provide a reference signal for

a differential getector used to trigger the fuze.

A block diagram of a basic fixed-angle, SA-CW TDD is
shown in Figure 59. The doppler return from the target is
received oy the broad and narrow beam antennas. Tha broad beam
signat is larger than the narrow beam signal in all directions
except in tﬁe preferred direction of the narrow bean antennas.
Diode attenuators are actiwated in the home-on-jam mode to
increase the sensor dynamic fange and reduce the probability of a
premature firing command due to clutter. In each channel tne
doppler return is mixed witn the oscillator output to oroduce an
output at 1F. 1These 3ignals are amplified in tne fuze receiver
tne gain of which is controlieo by the detected broad channel
output., The dopplier is recovered by mixing tne IF signal with
the rear signatl in a baianced mixer. Tne detected doppler
signals are ampiified in a videu amp.ifier and applied to the
fuze loyic. This logic compares the siynals in the narrow and
broad channels, and generates a delayed fuziny conmand when tnils

difference exceeds a prescribed level!l.,
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semi-active (w radar

Significant/distinguishing characteristics of a

1) Less complex and

fuzing system are:

less expensive than an active System

2) Less burn through capability against noise jammers than

the active fuze.

3) Susceptibility to clutter and chaff (a sharp cutoff

range is not feasible because of the CW mode)
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Y e : : CENERATION
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‘ | |
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fFigure 59. Semi-Active Cw Doppler Radar Fuzing Systeam Functional
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Block Diagram
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Actixe Puise_[ogpplar_(elayed Local _Dsciliator (DLO)_120=

The ULO TOD employs an active pulse-doppler target sensor
which is enabled by an intefcept arm command from tne missile
seekef sianai processor. A series of pulses are transnitted %o
the targyet and the reflected energy received by tne sensor
exhibits a dopyoler shift proporticnal to the closing veloclity. A
functional block diagram of a DLO TDD is shown in Figure 60. The
receiveo energy is processed through a balanced mixefr which is
activated by delayed energy from the transmitter such that pulse
to pulse coincidence occurs at a specifled range from fuze to
target. The envelope is detected and integratea in the boxcar
generator and passed through an automatic gain controiled (AGC)
ampiifier to a set of parallel filters. One of the filters
passes the expected range of dopplers, while the other is set to
pass another portion of the spectrum using the same banawidth.
The output of the noise filter is used to normalize the signai
level out of the doppler filter. The normalized signal is then

compared with a thfeshold to initiate a firing commana.
Some charactaristics of tnhis T0D are?

1) Range Cutoff
¢} Electronics are cheaper than PR{ active fuze
3) No innetent FUJ capability, atthough sona could be

addea

4) Separate transmit and recelve antennas are necessary.
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Figure 50, Active Pulse-Doppies, Delayed Local Osciliator

(OLU) Target Detection Device.

lojaclion Lockad. Pulsad _loppler LILEDL_IDD - In this TOOD
{Figure 61) an injection locked transmitter and homodyne receiver

are emplioyed to provide coherent detection. With this approach,

1 the transaitter serves as a power amplifler for the local
i osciliator frequency. The pulsed transmitter is locked to a C¥

P Lunn oscillator which psovides the local oscillator drive to the

mixer.
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Figure 6l. 1Injection Locked Pulsed Doppler (ILPD) TDD,

Functional Block Diagram

Signal processing includes provisions to compensate for
broadband noise, and for sources observed in the sideloves of the
narfow antenna pattern. Separate and concurrent fuze-on~jam

capability is provided.

Iwo receivers are providsd, ons for the narrow beanm
antennas, and one for the guard antennas. Ildentical processing
Is eamployed so that the resuiting outputs contain only the
differences cdus to the antenna patterns. Both receivers are
9ated on twice aguring each transmit perioa, once just before
radlation and aga:n just after radiation. The pre-transait
signals are useo as a reference measuring the nolss level and the

leve o0f extraneous signals such as RF1 of jasminy. These
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signals provide an independent passive fuze-on-jam, (FQOJ),
capability to discriminate target returns from extraneous

: signals. The post-transmit signals are in-range target returns

plus the signals in the earlier gate. A fast acting AGC system

is used to adjust the gain at both narrow and guard channel video

amplifiers over a wide range to accomodate large varlations in :
- signal level. The information for the AGC loop is derived from

tne guard channel and adjusts the gain of the narrow channel to

the proper amount sucn that the fuzing threshold will be exceeded

by a targat return in the nar’ow channel.

1 Notable advantages of tne ILPC TDD are:

N

1) Conerent detection for the el imination of feedthrough

é‘ ‘. and the identification of moving targets.
A . 2) Narrow beam sidelobes are protected by aeans of a guard
o
S peam.
| " 3) Separate fuze-on-jam channel is provided for those
Y
4 ¢ .. cases where nclse precludes the nornal fuze on skin
jf mode.
£ Acsiiva_CN._00oR)RL.-PSaudo-Randon_Phass_Loda_IDD - The

pseudo-random code (PRC) TDD uses a pseudo~random coda aodulation

tecnnique in which the phase relationship of an RF carrier 2

changed by a binary code sequence. Specificaltiy, tne carrler

phase is changed by 180 degrees each time the modulating code

i b s

sequence changes from one to zero or from zef0 tO ONe. Thus, a

transaitted wavefora is generated having tne foea:




Et = A |[coslwt + ult)r )}

where: ult) = 0 or 1

A block diagram of a low-power (W microwave PR{ TDD Is

shown in Fiqure 62.
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A Cw microwave signal iIs generated by the transmitter and
routea through a coupler for local osciliator drive to the
balc-.ced mixer., The remainder of the output signal is then
modJslated in a diode phase modulator, sucn that the phase of the
output nas sither a 0° or 180° phase relationship to the input.
The modulated signal is then divided and radiated by the two
antennas. The 2° or 180° phase modulation is selected by the two
logic states of a digital feed-back shift register (FSR), or
pseudo-random code yenerator, whic.. Is in turn driven by the
clock oscillator. Signals returned to the two antennas from a
target, or other reflective source, are recomoined and routed to

the nixer.

Homodyne actiun between the local oscillator signal and
the nodulated return signal produces a bi-phase coded dunpler
output. The coded doppler siynal is then passed to a videou
correlator where it IS aixeo with a delayed form of the code used
to drive the moauiator. [f the target return signal originaias
from a tange corresponding to tne amount of delay between the
moduiating code and the correilating code, the signal will be
deaodulated and tne coppler can thsn be filtered, anolified,
detectea, and useod to initiate a firing signal. Whan the target
return delay ditfers stigntiy from the correlation delay, tne
correlator output wiit contain coded and uescoded slements wnich
can oe fliterea to remove the sStili coded portion. Tne ampiitude
cf tne decoded, or correlater dopplsr, is reduced nowever, and
' & amplitude aof the correlated puition continues to decrease as
tne Jifference in delay increases until a deiay equal to one bit

¢t tne code IS reached. At this time, Or.y uncorrelated

2N




frequency components are obtainsed. These zrs eliminated by the
doppler fiiter. This auto correiator action estabiishes the

range response of the fuze.

The principal advantages of the PRC are:

1) +High average-to-peak power ratio (the system Is CW so

that average power equalils peak power)

2) Unambiguous range mssasurement to large ranges (a iIzay

code gives the unambiguous range) -

3) Good sange resolution (the bit widtn deteraines the

range solution) o

) Adaptable parameters (code clock frequenclies, codes,

delay ranges, etc. can be varled by loglc commands)

Actlxs_Ootlcal IDD -

A typical active optical TOD Is shown In Figure 63. This
systen Is of the puise-amplitude-msodulated active, o0otical class
(toptical mnnopuise!) and utlilzes threshold detection with range

gating to estabiish snort and long range cut ofis. These fuzes

can be vpticaliy configured In several ways one of whicn is shown
in Flgute 63 for analysls purposes. This uses a single package
Ay taser asray and sleple optics, In this case reflecting cones
and reflecting wedges to obtain a full 360° fieid arcund the
nissile. The Incorporation of a position sensitive Schottky

photodliode as the detecting element perailts

212 a
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bearing of poiar angle, determination as well 2SS range and range

rate.

Another form oV Lthe optical TUC is the puise amplitude
system (proximity TO0D) utilizing amplitude only witnout range
gating. The puise width for such a system IS wide, l.e. up to
several microseconds, with gating of the receiver only to prevent
noise false alarm triggering aduring the Interpulse interval.

Tnis is a "1o0o0k-while-transmit” system and although low-cost is
sub.aoct to aerosol oachscatter triggering. This fuze nhas no

range cut off and is dependent on target radar cross section at

the optical frequency.

Significant characteristics of active cptical TODs z2re?

1) Execellient ECH oOperation
2) Severe prefunction problems In an aercusol environuent
3) lange liaited to about 50 ft/15.2a

“.6.2 Diglial_xs.ioalog.Eunctions

A paralliel can be drawn with the missiie seeker sensors
wnon Considering diglital implementations of f,.2¢ target detection

gevices, due tOo sidilarities in the types of target sensors

eBpIVLY@O.

Tne greatest lapact of ¢ aqltal processing, nowsver, can
be nage In the tiaing of the firing coanand to the safing and
a:ving device since this has a direct bearing on tne

effectiveness of sny glven warhead. Further, the use of more

b Bneed Beed
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sopnisticated timing algorithms using data from the missile
guidance system has been inhibited to date by the |imitations of
analog circult technology and design technigques. With the
foregoing observations in mind, the time deiay function has been
singled-out for further analysis and digital lepiementation as

described In the foliowing paragraphs.

©.6.3 liaa_Dalax_Algoslihas

The tiae delay algorithas seiected for this study are but
two of many possibilitiss. The oversiding objective is to time
the warhead detonation to insure intercept at the target by the
warhead byoroducts. This Is accomplished by a knowiedge of

intercept kinamatics at the time of target detection by the 700.

The selection of a proper algoritha is determined by the
information avaifable from the missilie guldance systea and the
accuracy of this data. Thia is apparent from the zigorithes
presented in conjunction with the input data asccuraclies shown In
Table 27 Part of the information needed I8 not available in Class
| missiies and nence the inputs of relative veiocity and aiss
distance become constants derived from analysis. Convasrsely all
the requirec real-time data Is availadle In Class )| ard 11}
aissliies. [m addition the iInformation available Is soie accurate
for Class 111l alssiies compared to Class Il systeas, resuiting In

isproved perforasance for the Class 111 case.
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TABLE 27
TINE DELAY ALGORITHM i
AVAJLABLE REAL-TIRE DATA € ASSOCIATED RMS ACCURACIES

(UNITS: wmeters, 3ec., rad)

MISSILE CLASS

PARANETER I 1 (N R}
]
V_ ¢t V.t . !
a : N/A R_go Rao 1o
i i
2000 P
i o
& H N/A =20. =
o . p ° Vl % i
E 0 N/A 3.6 3.0 i
B Pe 0.01 0.01 0.01
EpyEy 0.005 =12... =10
i Ve teo Veteo
1
AN ! 0.005V et - -]
' r stl -bﬂ-
i 0
e LEGEND
: {8
hy .¢ - Relative velocity (3082 = Yaw and pitch comporents
X\ = Angie between miss distance of the long range line of
vectur und missliie centeriine sight olabal anglee
- Anyle hetwsen vy and aissile Epes€y = Plteh and yaw components
contertine of the boresight error
4 z
| d - dise distance ¢' = Polar angle describing i
-
: Intersection of relative _:
& : - velocity vector mitn plane g
: -t
* nersal te elasile ;
1
) contertine
216




The best algosrithm for a system is therefore determined

. by the type of information available ang its accuracy. The two
algoritnms presented for computer sizing purposes were selected

i v to provide two viable approaches.

; l; Table 2u shows the improvement in lethality achieved in

proyressing from a system without a TDD i.e., guldance only, to a

it

TDD incorporating a simple time delay as a function of closing

veloclity and finally a system using the second time delay

algorithm described in the followiny paragraphs.

T PP
S S

TABLE 28

"}
P
4

wARHEAD LETHALITY VS FUZE COMPLEXITY

Bl 3 akilis
i

Fuze/Miss Distance (feet) 50 100 150
%: (meters) 15.2 30.5 65.7
.
l, J Guidance anly 0.642 Jd.11 0.925
% Guidance, TUD € Simple Time Delay 0.58 0.23 0.09
Guicgtancey, TUD € Complex Time Deiay 0.73 0.32 0.16

T v amenagy

; Brogtap_¥Module_E=1

For misslile guidance systems which provide the parameters

Vg » Oy B and v, tlisted In Table 27), complemented by the

constants given in Tanle 29, the algorithm shown in Flgure 64

optimizes the timiny 3f the firing coamano.
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TABLE 29

TIME DELAY PROGRAM MDDULE F-1 CONSTANTS

w - Fuze detection angle
Vp - Fragment velocity
K - Target size figure
e - Fragment throw angle

Figure 65 illustrates the intercept geometry associated

with Moagule F-1.

218 -




REr=rre-y

P S >

A e f A B A T R M 4T R S R M M e

.

[

-

[A—

o F 1 by
y-

T ey

Y Y
l o805y o5 w0838 1-
£=. COFFcon g

COS*/M~C0Yy 20

F— "——'-'———""J'— ey R
cosacos @jcosioo(co )
4 ¢054y-Cos?0

X -Y—

e

co05?3--Cos%O

B X YD /— : 2
ro Ve vt X e

Figure 64 Time Delay Proyram Module F-1l,

Flow Diagram
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Prograg Module F=2 -

improved lethality for a Class Il or 111 missile.

lllustrates the intercept geometry assoclated with
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For guidance systems providing Vo, 0, 3,y (G €p and €y
{Table 27) as real-time Inputs together with the constants Vp

and K {Table 29), the algorithm shown In Figure 66 would provide

Figure 67

Module F-2,

Figure 66 Time Delay Prograom Nodule F-2, Flow Diagrae
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Figure 67 Module F-2 Intercept Geometry
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46.6.% Caaputar _Regulizaments _Suspaty

# LY
_ﬁ ' Table 33 lists the computer requirements for each time
~;§ - delay module described In the preceding subsection, together with
by
Fz? coordinate transformation aigorithas for Interfacing the fuze

' with the missile guidance system. Both time delay modules

fequire only a small program (< 128 words), wnile data pase

reqiirements do not exceed 12 words. The need for the guidance

interface modules (FX1l, and FX2) woula be subject to further

I T

optinization ana Integtation of the two coordinate systeams.
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4.7 Maode_Lontrod

For the purpose of this study, mode control refers to the
selection and execution of a specific set of nissile control
functions te.a,, seeker head control, estimation, guidance, etc.)
to neet the performance requirements of a specific/distinct
operational phase. As such, mode control Is more appliicable to
the single computer missile system where all missile functions
must be executed sequentially yet still in accordance with the

system sampling and computational time delay constraints.

In contrast, totally distributed computer systems
(Section 7) are characterized by the assignment of sssentially

autonomous functions to sSeparate dedicated processors,

eliminating the need for function selection control, {(Ref. 1}. j

For the Qingle computer case, Table 31 illustrates the
various function mixes required for each operational mode of a
Class Il missile with the initlating conditions for each mode
shown in Table 32, Hence, for the single computer system,
c. nventional real-time computer programming practice appilies,
where & real-time executive proyram is used to monitor real-time
tvents/program interrupts, resolve priority conflicts and

maintain smooth system operation to meet the nission operational

ftes-.1tcments
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TABLE 22

MISSILE CONTROL MODE INITIATING PARAMETERS/EVENTS

CINTROL vIo¢E

CLASS 11 MISSILE

Test

Initialize

Target Acquisition

Launcn

sid=-Course

Teratinal

tinctiuding fuzing)

- . L e . o asedon oo

PARAMETER/EVERNT SOURCE
Power-on Launch aircraft
Command

Tests complete

and satisfactory

Head-ailm

satisfactory

Umblilical gnparation

{intertock broken)

tlapsed time

from iaunch

tiapsed time

Missile Control set/unit

Missile computer

test progran

Launch aircraft

aissile control set/unit

Uabilical

{Pllot control led)

Missile interval

timer

Missile interval

timer and

guidance progranm
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Figure 68 illustrates a modular hierarchical orograasing
structure for tne single computer missile system where calls are
made downward to subordinate program modules to select and
execute tne functions pertinent to the active missiie node. The
net result of this mode control function is tha calling and
configuration of spec«fic function timing templates as shown in
Figure 69 in response to mode initiating real-time events. These
temoiates are structured into groups of minor intervals (see time
line analysis of 6.2.2) corsesponding to the shortest data
sampliny/update interval e.9., Stability loops. A complete
temolate being determined by the longest data interval required

in the function mix ¢.9., guidance.
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Flgure 69 Typlical Function Nix Teaplate, Midcourse Mode

6. 7.1 Exacutlys_Prograns

CRIMCAL
P PERIOD

Flgures 70(A) and (8) are first level fiow dlagranms

ittustrating the exacutive control function for Cliass I, 1] and

subordinate aoduies caliing for ailssile gulidance noduies (0.9,

SLe S2¢ ADy GL otc.) as deflined in the Phase 1 Final Report.

Calls to mode supervisor progsams tesult In these

The

sxecutive and supervisory programs ate purely logical In naturs

and hence requirte onily “short” computer Instructions.

soth

prtograms ate fixed and stabile for a gliven missiie class and would

thete ore reside in program/read-only memory.

{1
é
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figure 70 Executive Control Flow Diagraas

Menory and throughput requirenents are deteranined in the
foliowing subsections ano suasarized at the end of this section

cf the report.,
ee7.2 doda_Suastxlspoz. Prograas

Mode supervisory programs responsible for teaplating the
i188ile guidance runctions are descelbed in soie detall) In the

fclioming paragraphs.
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Iast _Moda - Fligure 71 is a fiow diagram of the Test Mode

Supervisor for elthey a Ciass I, 1I, or Il] missile.

Each test

subroutine (See Section 4.9) Is itself a block of code exscuted

sequentially, and the call to the routine IS merely a jump to the

first locatlion in the sequance.

- - wp— -

res
ouTPUr M-50
TC Algcaarr [TLEAL SSTALTS
L I »o
(roagraii > *y .- CALL S )
1753 i
[Ceac 51 + wair Foe 60 comatano ]
]
T A ' wEw
FeagTeari C (Ceoro pyiriaiizz ]
T ; 0 TO MODS
LB \ NOTE: ¥ CLASSES 14 1, ¢ T€STS
[ | ARE CALLED; v CLASS 1T,
CALL OTHER TESI 12 7E8STS
FUNCTION'S
20N MEMORY: CL I 98
g 3
% o

Flgure 71 Test Mode Supervisor, Flow Diagram
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At the time of the jump, the superfvisor stores its current
instruction address to retusrn to the program when the test
sJbrfoutine nas been executed. This causes the superviser to
check a flag gyenerated by the test routine, and if the test has
been successful the next test is called. Failure to pass a test
causes a specific external status line to be set which alerts the
launcn aircraft missile control set ﬁo the no-go situation and
sets the computer into a telemetry Ohly mode until it is either

shut down or a restart from the aircraft is received.

After every two tests are passed, the telemetry program
modusle (Secticn 4.8) is called so the state of the system can be
assessed on tne launch alrcraft. Since the last test in the
sequence is a telemetry test, the computer idles until an
interrupt, generateJ by either the aircraft computer or by test
parsonnel, iS received, indicating that tnese external monitors
are satisfied with the system operation up to this point.
tontrol is then passea to the executive which calls for the

lnitialize Mode Supervisor.

Thirty 1.t words of RCM program memory are needed for
the Test Mode Supervisor of a Class I or 1] missile, wnile forty
eignt are needea for (lass 1ll. Note that there is no Inherent
througnput requirement on this mode, as esach test is cailled only
once; the requirement is dictated by the amount of time allotted

to tne overail test function.

loltializa_Mods - Unce the Test mode IS coapleted and the

computer anao Subsystem are known to be working properly, the

231
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executive calls the Initialize Mode Superv.isor to ready the

system for launch. Severai control flags are set to zero, and

tne computer inputs the required data from the aircraft (see
Figare 72). When this is cc .pletedy the missile fins (wings,
taiis) area commanded t0 zero degrees SO unwanted aerodynamic

mom.nts will not be induced on the missile during launch.

| The only expected differences between missile classes in

the initialize mode are the number of Iinputs to be read over the
missilefaircraft umpiiical. These inputs are listed in Figure 72 ..

and result in tne memory requirements shown for control of this .

] mode. Again, computer throughput requirements are not affected
by the initializaiton procedure, other than tnat ali pre-iaunch

functions must oe accomplished within some predefined time

T
" 5

interval. This interval should always be long enough that its

impact on computer speed is at most minimal, l.e. It should not
- drive the computer performance and hence the size, weight and

power consumption of the machine.

]
W ——

-
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Figure 72 Initiallze Mode Supervisor Flow Diagram

Lt >

Bralaunch_Moda - This mode takes the missiie from

[

28 N initiallzation to launch, as shown in Figuses 73 through 75. In

ww
. o

Classes | and 11, three distinct sub-modes can be identified in
. prelaunch: pre-acquisiticn, acquisition, and post-acquisition.
The first of these in a Class | missilie (Flgure 73) calis for
head-aim and telemetry functions, ¥ith gimbal angle commands
2H being received over the umbliiical and compared with gimbal angle
readouts. Note aiso that fin coamands, zeroed during
initialization mode, are repeatedly sent out in order to overcome

any possible D-A drift. j

Head-aim continues until the seeker i3 pointed to within

some predetermined error from the commanded angle. Until this

occurs, the mode supervisor keeps calling the head aim sequence,

s
b ol b o e -

as shown in the figure.
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234 .i

_ o , P i el i i s liaiaiiont 2 Bk i aa sl - S ot 4 v - M




.

—

oy AT ABtE T0 006 DOES NOT
GOEL RLLY CEGBLE PRODUCTION

L MODE =y ]

(ON CLECK INTECQEUPI,

(A iwoicare ®eady: 100 20"

1
(oUTPUT Bic, 82, bacin]

READ ©,,, STORE l

READ gy, STORE

READ ©40 FROM A/C, STORE I ROM MEMORY: ¥
READ gyo FROM Al STORE

T
C CALL 5] ]
!
[ ourput ve. vy ]
READ 3 BGDY GY£OS Cu/t HH0feat 13)
READ 3 BODY ACCEC ; ‘
b CALL 2 | [ ¢=0 ]

1

cALL I
CALL TEWE

'N” t‘_ i

| 20 b ]
" ' = " Lo TS o0 P g PySarian ]

Het Y AN 4 ST t
= -~

et - - B

t
!
)
1 3
~———— | [RESME BACKGLOUND
¢;oro,|r MEL] Gy
i
'

bt
aumen kuag = 1 HIERL 6O TO ]
AUNCH FLAG /> —
L-ﬂ&tﬁ%ihjﬁj

Figure 75 Pre~Launch Mode Supervisor, Flow Diagram,

Class 111 Missile

Cycling is sccomplished by means of a WAIT routine (see Figure
76) which aliows the computer to idle until the required number
of miltiseconds (8, in this first case) have elapsed since the

ssquence was last started.

Unce the pointing error is within limits, the acaulsition
submode 1S untered, similar to head-aim except that acquisition
sigunal processing is called after the rdead-Ailw program module.

{For clarity in tnese mode dlagrams, all signal processing |s

jdentified by tne call SIGPRO. The specific function baing
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Figure 76 Mode Supervisor Utilities, Fiow Diagrams.

accomplished is evident from its locition in the control stream).
As Figure 73 ingicates, it is assumed that all of the acquisition
phase functions can be accomplished in an 8 msec interval, after
whic - the phase recycles. If the signal processing operations
overrun the interval, they can be hand!ed as background/

inte- leaved functions, as explained below.

wnen the target is acquired, the acquisition flag Is set,
attar which the Head-Aim module (53) is no longer needed. The
~eever is then stablizeo along the line of sight by the Track and
Stat lization routine, Module Sl, called every & wnsec. Other
fun.tuns pertformed during this phase include sending a ready

indication to the aienraft, issuing zsro fin commands, and
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telemetry. Also on every pass a check is made on whether tha
umbilical has separated (which sets the launch flag), in which
case control immediately transfers to the Launch Mode supervisor.

If this has not occurrted, the track signal processor is callsd.

As the Class | controller is configured, track signal
processing is treated as a background function. That Is, it is
not an operation that must be completed every 4 msec, as the 51 H
and TELE functions must., Rather, If the calculations invoived %
are going to overrun the basic minor Interval (4 msec for Class -
I)y the signal processing |Is Interrupted and its current
instruction address stored. The & msec routines are then
re-executed, after wnhich the tracking function resymes from where
it had left off. That the function will be completed within Its
allotted update time Is assured by designing sufficlient

throughput capabliliity into the computer.

In general, all routines that run at a siower rate than
the basic minor interval will be considered background functions,
to be called as time permits. The interrupt routine, triggered
by puises from tha real-time clock, is shown In Figure 4.7-9, and
is used to control the iInterruption of the backgsound

calculations.

Note that, if the target has been lost, the supervisor

feverts back to the acquisition, sub-mode.

The Pre-launch supervisory progsam for a Ciass Il (max.)
missile Is shown In Flgure 74, and Is more compiex than the Class

1 supervisor because of the attitude reference updating that
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pegins immediately after initialization (see Figure 5.2-5 0f the

Pnase | renort).

while tne basic minor interval is now 2 msec, missile
attitude is updated evefy 10 msec; an? velocity, position, and
aerodynamics estimates are updated every 50 msec. These last
functions are considered background operations, while the 10 msec
routine IS triggered by a counter, (. Note tnat either the
backyground or the attitude determination can be interrupted by

the 2 m<ec clock.

txrept for the added functions, the (lass 1l mode control
IS essentially the same as Class l. In Class 1lly, nowever
(Figure 75), acquisition does not occur until after launch, so
this pnase is omitted from the Pre-Launch mode, accounting for
the lower memory requirement in the Class ill supervisor coapared
with Class I]l., since the attitude reference functions operate at
a higher data rate in (lass [1l, they have been removed from the

bachaorund plock and piaced Iin the aain control straam.

Laupcp_¥ode - The Launcn mode supervisor for a Class |1
rissile IS snown 'n FiqQure 77. In this mode, tne aissile flies
witnout quidance coamands, tne fins commanded tuv zer0, unti) the
tauncn aircraft is clsared, a durationr of less than a halt
second. In each class, inerefore, tne gupefvisor is a repeat of
tnhe last phase uf Pre-launch rode, with scae additional functions
acded to prepare tne missiie for othet flignt pnases.
Specifically, in each background block; the guidance filters ana

autopilot gain selection routines are now included, 30 that their
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transient responses may die out before their outputs area needed

for guidance.

Although only the Class 11 fiow is shown on the figure,

memory fequirements for all three classes arfe given,

Slew _Moae - Onily Class 111 missiles execute an air siew,
the control for which is shown in Figure 78. Missile motion is
controlled by the slew algorithm (Module A3) andg sSlew autopilot
{Moaule A%); anu the seeker continues to be aimed by the 5%
modJsle, driven oy outputs from the attitude reference system.

All other functions are the same as during Lainch mode.

239

P

O RO S




Sy T

TV

el K et o i -

- esemg
L e e A TR I TR I e T A B e e

C " Tmeprsy T KOA PEOCAAM MEMORY CL Ty #1

L vy
" b PN 7L T AT O P
A CAIRCFAL T CiinRED T ol snicona 1 I @ s
)
T AL storc TimE ON CLOCK INIT P
. 2. storc vime ] GO 10 A P o
-s?
(007707 3,0, 53¢, B3z, b e | r=C . _cest > pesume BACrGRoUNO |

“Jves

. . 1
SAVE BACKGROUND CALL
RAD @y, i, &1, [ apacken '————iﬁg‘f——]
AL .
ﬂ} X e m, ©
2 KEAD 3 BOOY ¢Y20S CaLL 1y, IS, X6
[___ourrus ve,ve ] PEAD 3 BODY ACCEL CALL g '
1 catt It cate £3
T CALL AS

S (e e |

CeCHL
o g oot WAIT F 24PT
[eésimi Bacxcrounp) LT tof mreseary |

Figure 77 Launch Mode Supervisor

L MODLeS ]
1 e
C Siiw compiiret }‘L‘-‘—-‘, S e
TA0 -
CALL A3 5w
CALL Av 1o Ay

y——

{ CAL Livu -

purrar a,, {(.r-"u M)

- .:557_7,_'.:1{{;3

e f
~ PEAN iy, wu ‘ 4.
[ CALL ) Pl Terses T
-y - T — o = ———
GAD) nbenged ‘ ¢ ITT No  eusumt
A ®IDY GrROS [ 4 )
[luo 3 8OOy Acce; ; - backarouxp
_ | [ ozezseoum) !
cA. g ADDPESS CALL sv
S S ‘ f:“ AS
L A3, A
\. ,‘_.“'.”.__._) {__m““ ( CALL v i. .
e ... g3 ! CALL 2§
. A ‘ I [ | CALL Z6 wa:T Fos
L i - - L . v raseuor

e

T | saccarounp |

Figure 78 Siew Mode Supervisor, Fiow Diagraa

(Class 111 Missllie only)

240

[———

]

.
[

b
!
fery




PRrTa—

et s

@ —
0

Midcourse_¥ode - In a Class | missile, Midcourse and
Terminal modes are the same, SO a sSeparate Midcourse is not
dgiscussed.s In (lass Il (Figure 79), Midcourse continues until
e.thel range-to-go or time-to-go drop below some specified value;
proportional navigation guidance is used, the seeker I3
staollized alony the target line of sight, and autopilot and
attitude reference functions are exscuted at their required
rates. In short, all of the functions needed for guided missile

flignt are utilized ir Midcourse.

Tne basic minor inter al is 2 msec in Class 1], and since
the pasic autopilot calculations need oniy be executed at a
257 42 rate,y these Operations can be skipped on alternate passes
tnrough the supervisor routine. The attitude determination
module, ily wnich runs at a 100 HZz rate, is called by thne
counter, Cy wnile all of the siower 50 msec routines are handied
as vpackyround functions. As shuwn, 69 words of progras memory

ifte needed for control.

Note that, should the target be lost during flight, the
exacutive does not "espond by calliing for the acquisition
supervisor as in Class 111 missilea, since the desired |line of
sight angle is not anown, but insteac sets the warhead detonation

‘1ag to Initiate ~"ssile self-destruct.
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Figure 79 Misccurse Mode Supervisor, Fiow Diagras (Class I}
MNissile)
i Class 111 didcourse (Figure B8U) Is essentiaily the sane .
‘ 3
q
as Class Il, except that some of the update sates are changed.
Ir Alsu, guldance coamands are not computed On boartd, but are )
H -
‘ feceivea via an uplink. 3Seeker pointing cosmands are aiso
P received via the uplink (the target having not oeen acquireo at
1
i this point) anc thne system uses the )inear 9-state feedback .
ptoyram for stanilization. 69 words of memory are requirted for
f tne supervisor,
5
E
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Figure 80 Mid-Course Supervisor Flow Dlagram

(Ciass 1] Missite)

Acgulisitiop ¥ods - This mode 2pplies onily to Class 11}
migssiles that acquire the target during Midcourse. It is in fact
identical to the Midcourse mode except that in the background
block the acauisition signal processor is callea in addition to
the other Iow update rate routines. Onca the target Is acquired,

the executive transfers control to the Teralnal Mods Supervisor.

Oniy 63 words of program agaory are needed In this aode,
a reducticn fcom the Midcourse requirensnt because the tests at

the beginning of Ridcoucrse are no longer needed.
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Iermipal_Mode. - Figure 81 shows the Class | Terminal
Mode Supervisor, including the caili to the fuzing algofithm when
estimated time-to-9o0 drops be'ow a specified value. The minor
interval in this phase of flight is 4 msec, and seeker
stapilization, autopilot, fuziny and telemetry functlons are
calied at this rate. Note tnat, should the target be lost at any

time, the warhead is detonated, self-destructing the missiie.

TR ATT T\ JES lc»u FUZE
M, 5 [
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. 1
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Figure vl Terminal Mode Supervisor, Filow Diagram (Class ]

Missile)
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Inse maximum throughputl requirement for mode control I8
determined by the lerminal mode, sSince all of the missile
functions are being performed at this time and the number of
supervisor operations per minor interval are also a maximum. For
Class I, 28 thousand equivwalent adds per second are needed, along

with 48 worgd of RUM memory.

The Ciass Il and IIl missile Terminal Mode Supervisors
are shown in Figures 82 and 83, respectively. They both have 2
mseCc minor intervals, and to save time the pitch and yaw basic
autopilot functions (outer acceleration loop closures), which
each run at 4 msec intervals, are split up and executed in
alternate ninor intervals. The (Class I] missile self-destructs
when the target is lost, but the Class l]] executive transfers
contfol back to the acquisition mode supervisor. Memory and
tnroughput increase in the higher classes, keeping pace with the

increasing number of subroutines that must be called.

4ele3 Cazpuiar _deaulLudenis _SumBaLy

Taole 33 summarizes the memory requirements for the mode
controi function as it applies to the single computer system, o7
eacn missile class. Including the two utility routines shown and
2 3.% Increase for uncertainty, from 280 to 629 ROM words are

noedede.

Throughput in Kaps, incliuding the 3J0% uncertainty factor
ranges 1roa 36 to 117. These must be inciuded wity all other
missile functions when determining the maximun compulas? iocads for

a singyle central computer system.
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i? TABLE 33
MODE CONTROL FOR SINGLE COMPUTER SYSTEMS

OSSO,
S|

COMPUTER REQUIREMENTS SUMMARY !

(PROGRAM MEMODRY €& THROUGHPUT)

gi MISSILE CLASS
ii OPERATING “DDE I 11 111
%
| Test 38 38 48 i
| Initialize 12 26 48
| ePrelaunch 7L 99 46
R Launch 21 47 52
] Sles = - 52
' i_ Midcourse - 69 69
i - Acquisition = - - 63
- Terainal/End Game “8 7 81
| P Utiiity Routines (Interrupt, Walt) 25 25 25
1 Contingency §30%) 65 113 145
! Program Memory (Wds)? 280 88 629
TOTALS i
ssThroughput (Kaps}):? 36 105 117 %
LEGENDZ §
¢ (Classes I € Il acquire in Prelaunch Mode. (ilass Ilil

acquires during Acquisition (Post-Launchi Mode.

s¢ Terminal Mods, including 30%x uncertainty factor.
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4.8 Ielemetr y

The telemetering of missile parformance data to

gfound-based receiving equipment becomes most effective when the

missile i9 flown in an all-up tacticzl configuration and in a

realistic intercept environment. Consequentiy, in a digital

missile the on-board computer system must be capable of

supporting teiemetry throughout the test flights and without

i APk

interfering with the normal guidance and control functions.

ON-BOARD COMPUTER l

F l
PROGRAX DATA |
; I S$TORAGE ?/von M STORAGE
I
k i I coouUTE BUS |
1 T 1 cry
1
¢ { I MA PARALLEL} SERIAL '
. o o
_ Y 1/0 1/ |
f I : l SERLAL
3 e e o e | — = = pream | oosw-
! ' mix MODU- RS- |po/me | LINE
4 A-D LATUR Plurrren
UNVERTER
PABALLEL DISCRETE
DICITAL  DIGITAL
LR R L]
DisCAETE
ARALOG

Figyure 8¢ (omputer Controllied Telemoetry Data Acquisition/

Transmission System Block Diagram
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Throughput and memory requirements for telemetry must
therefore be added to the computer loads for missile guidance
wnen specifying the computer requirements for a single computer
system configuration, of, alternatively the telemetry load can be
assigned to a separate microcomputer, dedicated to the telemetry
function which in turn could be removed entirely from final

production models of the missile,

Since the data to be duwnlinked is stored in computer
memory as digital words, the simple t and most accurate means of
transmittal to the yround equipment is serial pulse-code-
modutation (PCM) using frequency modulation of a radio fregusncy

carrier i.e. PCM/FY,

Figure 84 shows a modular on-board missile computer with
data acyuisition and transmission modules added for the telemetry
function. Analog test data (e.9. battery voltages, analog
pick-0offs) are time muitiplexed for sampling, A-D conversion and
direct entry into assigned locations in computer memory (RAM).
Paraillet digital and discrete data sources (e.g. shaft-encoders
a«) relays) are innput to adjacent RAM locations via programmed
inout-output channeis. The data to be telemetered shoulad be

ordered into contiguous locations for
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sequential access and output word--serial, bit-paraliel to a
buffered serial 1/0 channel which temporarily stores and converts
eacn paralles|l computer word into a serial bit stream, adding
message synchronizing, control and word parity bits. Completely
formatted messages can then be output to a modulation module (I/2
modem) which converts tne serial bit stream into a frequency
modulated signai for transmission via the transmitter and antenna
to the PCM ground telemetry facility. Figure 85 shows typical

PCY telemetry formats for missile flight testing.

FRAME SYNCHRONIZATION WORD

.
== == -
FRI|FUW2 3‘7 ;:
| !
] |
| o x e T | b Lsve
L o o=
| WORDS/FRAME | 52 Franes
' [
]
| |
- s/m

_ W32 g
FRAME RATE: 20 PER SEC(PERIOD«SOMSEC)
BIT RATE: 10 KBPS

tigure 85 P(M Teiematry Formats
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G.Bol Islemeiry Algoriihps

In single computer system configurations telemetry is

Just one of many functions the computer must execute, and hence
data transmission can not be performed continuously as in analog
or federated/distributed computer systems. Telemstry gata must
tnerefore be arranged into blocks of words which can be sent out
at a rate of one block every minor timing interval (see
Subsection 6.2.2), and formatted with parity, identification (1D)
and synchronization information to permit digital decommutation/

dersitiplexing by the ground equipment.

In a federated/distributed computer system a processor
would bte dedicated to the telametry task and consequently the

timing constraints are relaxed.

Since the single coaputer system presents the most
critical case for computer sizing purposes, the following
discussion will be confined to this method of implementing the
telenetry function. Computer control of the telemetry function
in a single computer system is performeo as follces. During each
minor tining interval, the active mode supervisor calis the
telemetry subroutine which Is indexed to transfer sequantial
blocks of data to the serial /0 chennel. A beginning of block
(80g) audress pointer (1) is used such that prior to exiting the
telemetry subroutine, ! is incremented, so that on the subseauent

cali a new block of data can pe accessed.
The telemetry subroutine TELE |Is shown in Figure 86.

Deperniding on the current mode of the missiie (Prelauncn,
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Figure 86 TELE Subroutine, Flow Diagram

Midcourse, etc.), a different initial value of the BOB address
pointer | is chosen, as well as the final value the pointer will
have mithin the particular mode, hence, the data block to be

transferred can be changed from mode to mode, If desired.

A separate parameter, J, is used to keep track of analog
inpat parameters not used In missile guidance computations but
required for telemetering. The computer feads one of these
volitages on each pays througn the subroutine and stores the value
In <AM mewory from which It i3 called later for transmittal.

Jncu 13ad, therefore, ar analog quantity can be treated as any
otner vaurlabtle in 3 oarticular data block. As the TELE
subtoutire is configured, the same analog signals are read

regardiess of missile mode. This arrangement could be modified

o S N S AN




ty a software change, If desired.

The first word output during each minor interval is the
data block identifier, which Is the current contents of the BOB ;
i, address I pointer. The word contained In memory location I is
the address of the first data point in the particuiar data block

- belng calied. The subroutine then automatically Indexes through

| the string of variables until a programmed number, M, has bsen

output, i.e. ena of block. Folliowing this, 1 Is Incremented so

i d i

that in the next minor interval the next data block wiil be sen:
L} out. If all) of the data blocks for a particuiar mode have been
senty the I Is reset to its Intial vajue for that mode, and tne

! entire process recycles.

By organiz.ng the required datas into blocks, it can be

readily changed from flight to fiight and aiso from mode to mode

i during a particular flight, since the pointer register | points

to the address of the first word iIin the data block, which in turn

is used for "relatively addressing” the teiemetsry data.

4.8.2 Ialasatcy Daga_Llsts

Tables 34, 35, and 36 list representative biocks of data

by missile class., Forf (iass ] and mininum Ciass 1] missiles aach

, data olock is limited to ¢ words, to ainimaize the cosputer icoad.
' for maximum Class ]l and for Class II]l missiles, telemetry data
blocks contain & words each. The data shown in the tables is
based on the algorithms used In each missile class, and these aré
listea in Chaptar 5 of the Phase [ Final Study Report. Two

analog voltages are converted and telemetered for sach actuator
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L

and gimbal and for the receiver electronics. Test flags included
in the lists are internally generated indications of the status
of test rostines that the computer runs through prior to launch.

Tnese would only be telemetered prior t0 launch.

Although a certain number of data blocks are projected
for each missile class, any particular block can be sent out Ct
any desired rate. Assume, for example, that in a miniaum Clacs 1|
missiie all 18 cgata blocks ara to be sent out each major h
telemetry cycle, and that it is desired to transmit the antenna o
rates, block 15, twice as often as the other variables. If tne
8J8 aadresses occupy location 10C to 117 in memory (corresponding -
to 1l = 100 to I = 117), then all that is neucessary to send olock o
15 twice as often is to put tne B8UB addrass for this block (e.g9.,
the locatior of éu ) In totn locations 105 and 114, and to add
location L18 to the memory requizements for the teiemetry

function.
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TABLE 35
TELEMETRY DATA LIST
CLASS 11 mISSILE

Blockhs 1 through 21 of (tass | missile Data plus the following:

! MINIYUN NAKINUN
8LOCK NO. PARASETER CLASS 11 (MiN.) DATA PLUS THE
FOLLOWINGS
| . BLOCK NO.  PARAWETER
E‘ 1. Actuator #)d wvolt. - -
| I 12. Actuster #e velt o b
2. 63 (ommand . 0 12) -E
i
' 8) 64 Comaend -
{ 3 - 6 A
‘?* 3. Ny (Azisl Acc.) 4 13. : (Roasured Vo ) ..
: Q. uoll: Sody Rotse) A, (Covarianse Elga)
. i (nessured mT) Mg (Covariance Eles) a
£ testinated rum) Nyg(Covarionce tien)
5. i testieated vg )
SR (Rel) Fin Cosmand) le. Pc tRol) Commpng!
.. 6o (Pi1tech Fin Connane) Qs 1.'. Angle of Attach)
Sy iveu Fin Conmand) Oty t:‘ Angle of Attach)
1. C, ta/? Gain) Q (0yn. Prossvre)
Cg (AP Gain) rs. ¢ (34) Elsmenty
.. Cy 1477 Galinm) 3. Hisella RMawe
% (hilger Gatn) 3 (M) Elomenty
’. e (Flliter Gain)
M (FilRer Caind ‘
10, €pp tn20080 (00p.)
Ery (nagome (0np.)
il lt.. (tot, Acc,!
o‘r ftet. dse.)

ivtent Als Clavwe 1) (Ras.! Oata Dlechs contaln & vatiswioes.

* Inelicaton cata vioch 1o 20AL out at a higher tale (Remiaal x2)
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- Gusamy

{lass I: Blocks 1 through 21

Class 11: Blocks )1 through 16

MINIMUM

BLJIK NO.

Pius the following:

PAaRAMETERS

1.

* lrJicstes

GLY (Seeker Comp.)

GLP (Seeksr Comp.)

Te (Seeker (Comp.)

Tul (Track Quality
Inaicator)

4 calculated aero

variaoles

Ve (Cuidance Lain)
Ve (Guldance Gain)
% fbuidance Gain)

Pz (Guidance Gain)

.4ty block iIs sen? out at a higher rate (nominal x2).

TABLE 36
TELEMETRY DATA LIST

CLASS T11 MISSILE

Arranged in blocks of

4 varlables each

L. ) e U ies 3 ke
b N+ i e e 7 EA A

y
MAX IHUM K

:j;

BLOCK NO. PARAMETERS i
TS [
o, 4 IP) elements ¢
of Seeker quadratic ]
control %
:
5. K, (Slew A/? Gain) y
Kz (Slew A/P Galn) ;

Up (Slew A/P Gain)

Ug (Slew A/P Gain)




BB da b b i
- 3

4.,8.3 (oopuler BReguiremenis _Sugmary

Menory requirements for the telemetry function are listed
in Tabte 37. Data memory {ocations are included for each value
of [, {assuming a software pointer) and locations must be added
for thnose olocks that are sent out at a higher rate
i.e. repeated. For the purposes of this study, those blocks
l1sted with an asterisk in Tables 34 through 36 are assumed to be
sent out twice as often as the other variables, resulting in the

additional locations shown in Table 37,

In each telemetsy mode, an initial and a final value of
the BUB address pointer (1) must be provided, and in Missile
Class | and Il 3 telemetry modes are assumed: Pre-Launch,
Pre-Acquisition; Pre-Launch, Acquisition; and Post-Launch. The
first of these covers testing and missile checkout prior to
target acquisition and the second covers all activity from
acqu¢sition to taunch. A Class I1] missile breaks the
Post-Launch mode into Launch/Slew, Midcourse, and Terminal modes,
since in this (Class each of these modes may have widely differing

characteristics.

Last!y, space must be provided for each of the analog
variables that are read into the computer prior to transmittal.
‘hese were | istee in previous tables, and their nuaocer is shown
1n Taole 37. Tne subtoutal of RAM data memory locations is shown
ang 2vuX of this subtotal is added for contingency pLfFposes. The
Tetr subroutine of Figure B4 requires approximately 50 words of

program merory vRGM) resuilting in the toutal memory

RIS LSt 2e e
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D TABLE 37

é %; TELEMETRY COMPUTER REQUIREMENTS (MEMORY)
H
i i MISSILE CLASS
i r MEMBRY I 11 111
[ ASSIGNMENTS MIN  MAX  MIN  MAX  MIN  MAX
N o _
% s
: { Data Blocks 18 21 32 21 264 26
L Repeated Data Blocks 2 o 6 o 5 6
Telemetry Yodes 3 3 3 3 5 5
(2 Locations/Mode) (6) (6) (6) (6) (10)  (10)
Analog Sources 13 13 15 17 17 17
SURTITAL (RAM) 39 44 59 48 56 59
20% CLontingency{RAY) 8 9 12 10 I2 12
Programs (R3JM) S0 50 50 50 50 50
TOTALS  RAMS 47 53 71 58 68 138
ROM: 50 50 50 50 50 50




requirements shown in the table.

Using the smallest intervals shown itn Chaptar 5 of the
Pnase I Final Report ana assuming l6-bit words are downl inked,
bit rates from 12 Kilobits to 40 Kilobits per second are required

depending on missile classy (Table 37).

The teilemetry subroutine, except for the read function,
is composed of short operations (load, jump, etc.). AnRalog data

inputs are assumed 1o take 10 add times each. -

TABLE 38

TELEMETRY COMPUTER REQUIREMENTS (THROUGHPUT € DATA RATE)

1 3

MISSILE CLASS N

l 11 11
PARAMETER MIN MAX MIN MAX MIN MAX
Minor Interval {(msecs) 4.0 4.0 2.0 2.0 2.0 2.0
Computer Wds/Minor Interval 3 3 3 -] 5 5
Serial bit Rate 12.0 12.0 24.0 «0.0 40.0 40.0
(Kilobits/Sec)
Data Kepetition 72.0 92.0 72.0 46.9 5¢.) 60.)

Interval (msecs)

CIMPUTER THROUGHPUT (Kaps) 16.0 16.0 32.0 36.0 36.0 36.)




4.9 Iast

For the purposes of this study missile readiness tests
encompass the on-board computeris), guidance and control
programs, input-output interfaces, telemetry, seeker and missile
control servos. Such tests are performed by the execution of
test program modules in the on-board computer(s) prior to missile
launch and in response to a command from the aictcraft
avionics/central integrated test subsystem (CITS) computer via
ine umbillical interface. Test programs are thesrefore assumed to
be executed off-line without severe timing constraints with

mamory fequirements becoming the chief consideration.

In the case of a single computer system the execution of
all test programs depends upon the serviceablliity of the missile
conputer, specifically: the 1/0 channel, CPU, program memory,
data mamory and powefr supply. A single fallure in any one of the
latter computer components would therefore inhiblt missile

syosystem tests.

For federated/distributed computer systems the
avionics—missile test command would be distributed to each
subsystem computer, such that, a computer fallure would be
syntnomous with a specific subsystem failure, (8.9, radarc sensor,
I~ sensor, guidance, autopilot, fuze, teliemetry), thereby

isvlating a fault to a line replaceable unit (LRU).

In all cases, test resuilt reporting is in tne form of a
"go/no-4¢" indication to the launching aircraft avionics/CITS

computer.

PP R N -
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4.9.1 Cozputer_Self-Iests

lastruction Exegution _Jest- The first computer self-test
is an operational check of the instruction set, using the central
processing unit (CPU) and main memory. Operands with predefined
bit patterns, such as all 1*'s or alternating 1's are used to
ensJyre that subtie failure modes are not present in either the
CPU or in memory transfers. Figure 87 is a flow diagram of the

instruction test module, ST-1.

CONSTANT: A(D)-inITIAL BIT PATTERNS; IMAX (NO. OF INITIAL
BIT PATTEENS); AMAX

INITIALIZE: Im0, FLAGTL =0

- IMAL=Y, CLI
(cwrer =6, OLT
[ =g, O
i 2A( -
i A f_p Jeacn=n
r B~ 2xA
l C T 3rA
o D= A+B ARITHMETIC CMECK
i E=¢C-8
F = 0+E
L
C =i~
s,
¢ E_;f 1 > >NO &0
YES
o YYES
»o
NEW BIT PATTELY

i AAD T Tmar
ves
SET FlAGT/ = I

Figure 87. C(Computer Instruction JTest Program Module ST-1,

oulrurs FLAG™!

Flow Diagram

Erremnet
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Four basic arithmetic operations are performed on the
operand A, whicn could be unity on the first pass through the
froutine. Pre-computed results are stored in main memory to
verify each test result. On subsequent passes, the single binary
“1" bit is placed in increasingly significant bit positions of
the A word, and the arithmetic operations are rechecked. Wnen
each bit location has been exercised, two "1” bits (e.g., binary
101) are placed in Ay and the entire test recycles. In addition
to aritnmetic and logical operations jump instructions, indirect
addressing, and shi‘t operations are checked In the process,
prior to any other tests being conducted. The output of this
test is a go/no-go flag Indicating whether or not the test was

successfully completed.

Module ST-1 occupies approximately 50 words of read<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>