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FOREWORD

NASTRAN (NASA STRUCTURAL ANALYSIS) is a large, comprehensive, nom-
proprietary, general purpose finite element computer code for structural
analysis which was developed under NASA sponsorship and became available to
the public in late 1970. It can be obtained through COSMIC (Computer Software
Management and Information Center), Athens, Georgia, and is widely used by
NASA, other government agencies, and industry.

NASA currently provides continuing maintenance and improvement of NASTRAN
through a NASTRAN Systems Management Office (NSMO) located at Langley Research
Center. Because of the widespread interest in NASTRAN, and finite element
methods in general, NSMO organized the Sixth NASTRAN Users' Colloquium held at
Lewis Research Center, October 4-6, 1977. (Papers from previous colloquia held
in 1971, 1972, 1973, 1975 and 1976 are published in NASA Technical Memorandums
X-2378, X-2637, X-2893, X-3278, and X-3428, respectively.) The Sixth Colloquium
provides some comprehensive general papers on the application of finite element
methods in engineering, comparisons with other approaches, unique applicationms,
pre- and post-processing or auxiliary programs, and new methods of analysis with
NASTRAN.

Individuals actively engaged in the use of finite elements or NASTRAN were
invited to prepare papers for presentation at the colloquium. These papers are
included in this volume. No editorial review was provided by NASA, but detailed
instructions were provided ecach author to achieve reasonably consistent format
and content. The opinions and data presented are the sole responsibility of
the authors and their respective organizations.

Cochairmen:

Deene J. Weidman, Manager

NASTRAN Systems Management Office
Langley Research Center

Hampton, Virginia

and

Christos C. Chamis
Lewis Research Center
Cleveland, Ohio

iii



CONTENTS

Page
FOREWORD. L] . L] L] L ] L] . L] L] L] - L] L] . . . L] L] L] . . L] L] - L] L L] L) L] L L] L] L] iii

NASTRAN: STATUS, PLANS, AND PERFORMANCE

Deene J. Weldman. . . « . &+ ¢« ¢ ¢ o ¢ 2 ¢ o o s o ¢ ¢ a s s ¢« ¢ s 4+ 1x
MANAGEMENT OF NASTRAN DEVELOPMENT AND MAINTENANCE IN A MULTI-DIVISION
CORPORATION

W. D. Mock and R, Narayanaswami . . . . + ¢ ¢« ¢« o o ¢ ¢« o o s o s ¢« « 1

FLUIDS AND THERMAL APPLICATIONS

3~-D HYDROELASTIC ANALYSIS IN NASTRAN WITH GENERAL FLUID AND STRUCTURE
GEOMETRY

D. N. Herting, R. L. Hoesly, and D. L. Herendeen. . « « « « ¢« « o « & 3
ON THE THERMO-FLUID ELEMENTS AND THEIR APPLICATIONS

His Bl L€® 32 o 9@ & 6 10 % & (o5 7 gl v @ de 5 |7 s W R m sk m e 3 T B 2D
FINITE ELEMENT SOLUTIONS OF FREE-SURFACE FLOWS

P. Richard Zarda and Melvyn S. Marcus . . + . « ¢« o ¢ ¢ s o o s o o o 27

NASTRAN PROGRAMMING

MODIFYING THE NASTRAN S{STEM WITH A NEW CAPABILITY

John R. McDonough 53
NORCK: A NASTRAN MODULE TO CHECK INPUT DATA AND ELEMENT GEOMETRY

David ' T, ZelEaes 3 2 wde ¢ 5 N ilB D & » 7% o % 6t 5 5% a6 a4 » 65
STUDY OF THE NASTRAN INPUT/OUTPUT SUBSYSTEMS

W. K. Brown and W. F. Schoellmann . . « « « « o« o« s s o« s s s« o o o s 15
STRUCTURAL MODEL INTEGRITY

D. V. Wallerstein, R. S. Lahey, and G. W. Haggenmacher . . . . . . . 93

SUBSTRUCTURING METHODS

A DIRECT MATRIX ABSTRACTION PROCEDURE FOR A STATIC SOLUTION DURING A
PHASE I SUBSTRUCTURING ANALYSIS

David T. ZemeY. . « « « o o o o s o o o 5 o s o s o o o o o o s o+ « 105
A NASTRAN DMAP ALTER FOR THE COUPLING OF MODAL AND PHYSICAL COORDINATE
SUBSTRUCTURES

Thomas L. WIlSOMa s 5 's 5 6 5 o 6 ¢ ¢ o o o o 5 o o & o o ts 5 o o« » 219
APPLICATION OF NASTRAN LEVEL 16.0 AUTOMATED MULTISTAGE SUBSTRUCTURING
TECHNIQUES

R. M. Bereznak and C. S. S8hot& . « « + + ¢ o o o 2 o o « o o o o « o+ 131
AUTOMATED MULTI-LEVEL SUBSTRUCTURING FOR SPERRY'S VERSION OF NASTRAN

Gordon C. Chan and Ronald P. Schmitz . . « + ¢« ¢ ¢« ¢« ¢« ¢ o ¢ « o « » 133
UNEXPECTED DIVIDENDS FROM LEVEL 16 AUTOMATED SUBSTRUCTURING

DelctEo Pi@ldr= i &1 o 5 5 G o Glolesmile nl cils e B ol e 1@ 8 e o omil5D
SUBSTRUCTURE COUPLING - A DIFFERENT APPROACH

B B TN . % 4 66 4 & '8 & 5 5 e bow oo miB i . e sk s s o kB




UNIQUE NEW APPLICATIONS

ANALYSIS OF MAGNETIC FIELDS USING VARIATIONAL PRINCIPLES AND CELAS2
ELEMENTS

John W. Frye and Rolf G. Kasper . . . ¢« « ¢« & ¢ ¢ + o o o s o s «
APPLICATION OF SYMBOLIC/NUMERIC MATRIX SOLUTION TECHNIQUES TO THE
NASTRAN PROGRAM

E. M. Buturla and S. H. Burroughs . . . « ¢« ¢ &+ o &« s ¢ o o & o &
ALTERNATE APPROACHES TO VIBRATION AND SHOCK ANALYSIS USING NASTRAN

Richard E. Denver and Joseph M. Menichello. . . . . . . . . . . .
NASTRAN USE FOR CYCLIC RESPONSE AND FATIGUE ANALYSIS OF WIND TURBINE
TOWERS

C. C. Chamis, P. Manos, J. H. Sinclair, and J. R. Winemiller . .

LARGE DEFORMATION APPROACHES

NEW LARGE DEFLECTION ANALYSIS FOR NASTRAN

Myles M. Hurwitz. . . . s e erils S W Me: P e e
SINGULAR PLASTIC ELEMENT: NASTRAN IMPLEMENTATION AND APPLICATION

M. A. Hussain, S. L. Pu, and W. E. Lorenson . . « « « « « &« s « &
APPLICATION OF THE TRPLT1 ELEMENT TO LARGE AMPLITUDE FREE VIBRATIONS
OF PLATES

Chuh Mel and James L. Rogers, Jr: « « « o « & o o = ¢ s « ¢ o o« «

GENERAL AUXILIARY PROGRAMS
A CONDENSED FORM OF NASTRAN

James L. Rogers, Jr., Chuh Mei, and W. Keith Brown. . . « « « . &
INTERACTIVE GRAPHICS SUPPORT FOR NASTRAN

William E. LOrenson « « « o o ¢ o s o & o & v STEr ) e e
A STAND-ALONE INTERACTIVE GRAPHICS FINITE ELEMENT MODELING SYSTEM

Jeffrey Z. Gingerich, Marv M. Abe, Randall L. Vinecore,

Gary J. Romans, and Barry M. Ratihn . . . « + + ¢« ¢« ¢ ¢« ¢ ¢ « &
RINA - AN INTERACTIVE SYSTEM FOR THE RAPID INTERPRETATION OF NASTRAN
RESULTS

A. I. Rajbstone and A. Pipano . . « ¢ « ¢ ¢ ¢ o ¢ o ¢ o o s o o
SOFTWARE FOR TRANSFERRING NASTRAN DATABLOCKS BETWEEN DISSIMILAR
COMPUTERS

Richard Rosencranz, James L. Rogers, Jr., and Reg S. Mitchell . .
FINITE ELEMENT ANALYSIS OF FIBER WRAPPED SHELLS WITH NON-SYMMETRIC
LOADS

G. Peter O'THAT@ « ¢« « & « ¢ o o o o o o o o o o o o o s o o o o s

SPECIFIC APPLICATIONS
NASTRAN FINITE ELEMENT IDEALIZATION STUDY
W. R. Case and J. B. Mason.: .« « « « ¢ o o ¢ ¢ o o s o o o s o o »
STRESS ANALYSIS OF PRESSURE VESSEL ASSEMBLY
Richard T. Eppink, Furman W. Barton, and Lawrence H. Gilligan . .

NEW CAPABILITIES
AN AUTOMATED DATA GENERATOR FOR NASTRAN
Edward L L stanton L] . L] . L] * L ] . L] . . . L] . . L] L L] L] L] L] L] . .

vi

175

. 193

199

213

235

257

. 275

299

305

327

341

357

369

383

405

419

¥ e



DEVELOPMENT OF AN AUTOMATED MULTI-STAGE MODAL SYNTHESIS SYSTEM FOR
NASTRAN

D. N. Herting and R. L. HoeSly. « « « « &« o s o o o o o o o o o o o « 435
ADDITION OF RIGID ELEMENTS TO NASTRAN

R. R. Pamadi and J. D. Cronkhite. . « « « « « ¢« ¢« ¢ o« o o o o o » « » 449

USE OF NEW MATRIX ASSEMBLER FOR DIFFERENTIAL STIFFNESS MATRICES
R. Narayanaswami and J. G. Cole « « &« + « + o « o o o o o « o o o« o o+ 469

vii

7 e



NASTRAN: STATUS, PLANS, AND PERFORMANCE

Deene J. Weidman
NASA Langley Research Center

INTRODUCTION

NASTRAN has been developed and improved over the past thirteen years,
and is currently one of the most widely used programs in the U. S. In order
to provide users with some indication of the future content of the program,
this paper outlines the NASA plans for new capability to be released in
Level 17 and the dates this new capability will be completed. The target
release date for Level 17 is December 1977 and this version will be leased
domestically through COSMIC. As an example of the improved efficiency of
NASTRAN Level 16, a table of CPU run~-time comparisons is shown.

LEVEL 17 IMPROVEMENTS AND STATUS

The most needed additions to NASTRAN Level 16 have already been selected
and are in the final processes of being developed and installed. A list of
these improvements, their expected installation dates, and colloquia references
describing the additions are given below:

ITEM DATE REFERENCE
Matrix Conditioning Checks 6/77 Ref. 1, paper 1
Improved Elements (Rigid, Membrane, Plate, 7/77 Ref. 2, paper 21
Shell) Ref. 3, paper 35
Subsonic Flutter Improvement Package 8/77 Ref. 2, paper 23
Supersonic Aeroelasticity with Gust Analysis 8/77 Ref. 1, paper 1
FEER Eigermethods (Real and Complex) 8/77 Ref. 2, paper 8
Automated Modal Synthesis 9/77 Ref. 3, paper 34
General Purpose Data Generator Package 2/78 Ref. 3, paper 33

From this table, it appears the only capability that may not be available for
Level 17 release in December 1977 is the data generator package. All of this
work is progressing rapidly towards completion.
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The Error Correction Information System (ECIS) is a system available to
all users that supplies complete, up-to-date information on all known errors
in the standard version of NASTRAN. This information includes procedures for
avoiding errors and allowing users to work around these program faults. It
is also used by other installations maintaining their own company-unique
versions of NASTRAN since it gives them correctlons that are usually applicable
to fixing their own versions. This system is working very well, has been
extended to allow (1) reporting of errors by users and (2) direct response
from the maintenance contractor to the reporting individual, and contains a
current "important information' file that can be easily accessed (for each
computer) with the latest urgent messages.

The NASTRAN User's Guide (NASA CR-2504) has been available for two years
now, and has received much favorable comment. This document allows a new user
to become familiar with some aspect of NASTRAN analysis that he hadn't run
before, and shows examples using Level 15 to lead him to correct application of
the program. This document is currently being improved and up-dated to be
-applicable to Level 17 and should be available in 1978 to any interested user
through the National Technical Information Service in Springfield, Va. 22151,

RUN~-TIME COMPARISONS

In order to give an adequate comparison of computer run-times (CPU
seconds primarily) between variors versions of the standard levels of NASTRAN,
tables 1 and 2 have been assembled showing run-times for all of the standard
demonstration problems as delivered to the users on the User's Master File,
They illustrate a full range of NASTRAN capabilities, It can be noted that
Level 16 saves approximately 37% of the CPU time of Level 15 for the IBM
360/95 computers, and over 39% of the Level 15.5 CPU time for the CDC 6600
computers., The UNIVAC values shown are CAUs(Cost Account Units, a general
overall cost estimate) for the 1110, and results are not directly comparable
with the Level 15 values for the 1108. These values are only shown so that
UNIVAC users can estimate their computer run-times for Level 16. Further
significant savings in run-times over these Level 16 values could be obtained
if its unique features (such as CNGRNT cards) had been utilized. These
capabilities were not available in earlier levels.

A comparison of computer run-times after the intrcduction of a new
compller is shown in table 3., For the nine problems chosen at random, an
improvement in run-times of over 30% was noted and indicates that versions of
NASTRAN usipg different compiiers during their generation cannot be directly
compared to determine the efficiency of the structural coding.



CONCLUDING REMARKS

The status of Level 17 of NASTRAN was discussed and incorporatiou dates
for new capability specified. In addition, computer run-times were presented
indicating a significant reduction in CPU times for Level 16.

REFERENCES

1. NASTRAN: Users' Experiences. NASA TM X-3278, 1975.
2. NASTRAN: Users' Experiences. NASA TM X-3428, 1976.

3. Sixth NASTRAN Users' Colloquium. NASA CP-2018, 1977.
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TABLE 3.- COMPARISON OF NASTRAN DEMONSTRATION PROBLEM EXECUTION TIMES

ON THE CDC CYBER 175 USING A NEW COMPILER

Run Time (Plot Time), CPU Sec.

Demonstration % Reduction
Problem RUNX Compiler,L16.0.1 | FTN Compiler,L16.0.8 |{ of RUNX Times
1-1-1 11.825 10.021 15.3
3-6-1 8.025 6.417 20.0
8-1-3 16.996 15.473 9.0
9-4-1 8.983 (.004) 7.728 (.003) 14.0
10-2-1 18.083 (.002) 14.493 (.003) 19.9
12-1-1 75.205 (23.979) 66.808 (12.141) 1.2
15-1-1 18.353 16.956 7.6
1-12-2 4.849 3.827 21.1
7-2-1 493, 356 312.307 36.7
TOTALS 655.675 454.03 30.75
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MANAGEMENT OF NASTRAN DEVELOPMENT AND MAINTENANCE
IN A MULTI-DIVISION CORPORATION
W. D. Mock* and R. Narayanaswami**

Rockwell International

ABSTRACT

Managing the NASTRAN program development and maintenance in a multi-
divison aerospace corporation is an involved process that presents technical and
management-related challenges. This paper presents an overview (attached sche-
matic) of the NASTRAN program management system developed and implemented at
Rockwell International. The NASTRAN Level 16.0 as released through COSMIC was
installed on IBM OS 370/168 and CYBER 175 computing systems located at Rock-
well's Central Computing Center. The basic program has been modified to incor-
porate technical and efficiency improvements. Eleven divisions of Rockwell In-
ternational participate in NASTRAN Group Service, which develops and maintains
the Rockwell NASTRAN program system. A Rockwell NASTRAN Configuration Control
Board with representation from the participating divisions provides divisional
inputs to the program development. The Rockwell NASTRAN program manager and
project engineer administer the management and technical direction of the Rock-
well NASTRAN program development.

®
Rockwell NASTRAN Program Manager.
Rk
Rockwell NASTRAN Project Engineer.
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3-D HYDROELASTIC ANALYSIS IN NASTRAN WITH
GENERAL FLUID AND STRUCTURE GEOMETRY

D. N. Herting, R. L. Hoesly and D. L. Herendeen
Universal Analytics, Inc.

SUMMARY

The implementation of a general three-dimensional hydroelastic mode
analysis capability in NASTRAN is presented. Finitz elements with polyhedral
shapes define the fluid; existing NASTRAN plate elements define the fluid/
structure interface. Efficient solution methods were implemenied to allow
a separate structural matrix reduction and to allow connection of the fluid
mass directly to a small set of grid points or modal coordinates representing
the structure. Test case results for the various solution options are
presented.

INTRODUCTION

This paper describes the implementation of a general three-dimensional
hydroelastic capability in the NASTRAN (NASA Structural Analysis) computer
program. Although NASTRAN had provided capabilities for the analysis of
compressible fluids with axisymmetric geometry, a more general capability
and more efficient solution procedure were desired. The basic approach
described in this paper extends the capabilities to provide for arbitrary
fluid shapes, including tilted free surfaces, and allows for more efficient
methods of obtaining the solutions.

Although the present Level 16 NASTRAN hydroelastic capability, described
in Reference 1, will handle non-axisymmetric structures, the fluid finite
element model must represent an axisymmetric volume. Furthermore, the
NASTRAN method of formulating the solution matrices for compressible fluids
results in large, unsymmetric stiffness and mass matrices, requiring costly
complex eigenvalue extraction methods.

However, most applications do not require the compressibility effects.
With this assumption, a modified method of formulating the matrices may be
be used, resulting in symmetric matrices with the fluid represented by a mass

e



matrix. Programs using this technique, as described in References 3, 4, 5,
and 8, are typically restricted to axisymmetric fluids and result in
large-order, full mass matrices connecting all of the structure node points.
The method described herein reduces the order of those matrices and provides
a more efficient solution for large-order problems.

The primary goal of the program development was to provide a general
method for analyzing the combined mode shapes of arbitrary fluid and struc-
ture finite element models. The fluid is modeled with three-dimensional
solid elements with options for tetrahedral, wedge, and hexahedral shapes.
The elements are connected to fluid grid points which define the pressure in
the fluid at the specified location. The structure may be modeled arbitrarily
using the existing NASTRAN elements. The fluid/structure interface and the
free surface are defined by the user with special NASTRAN boundary elements.
A special purpose mesh generator program was used to generate the actual
NASTRAN data cards for the fluid, the structure, and the boundary elements
for typical tank-type models.

A second goal was to provide efficient solutions for large-order problems.
This was provided by a method in which the structural matrices are processed
separately and may be reduced. Matrix condensation procedures (@#MIT) or modal
formulation using the normal modes of the empty structure as solution coordi-
nates may be used. The fluid matrices are then transformed and connected to
the reduced structure coordinates resulting in small, symmetric solution
matrices. This approach is particularly valuable when several different fluid
levels are to be analyzed for one structure. The structure formulation and
reduction is processed only once. The additional calculations for each dif-
ferent fluid case require only fluid matrix operations and solution processing.

User convenience was provided in the system with the implementation of
several alternate solution paths and modeling options. These options, which
allow a wide variety of problem types and provide the user with efficiency
and accuracy trade-offs, are summarized below.

o The Direct formulation option uses structure grid point coordinates
and free surface displacements as solution degrees of freedom. The
structural matrices may be reduced using the NASTRAN matrix conden-
sation technique (ASET or @MIT data) for more economical processing
of large-order problems.

e The modal formulaticn option uses the mode shapes of the empty struc-
ture as generalized solution coordinates.

® Gravity effects are provided which affect both the free surface dis-
placements and the structure-fluid interface. The gravity effects
may also be deleted on user option.

% % ‘ﬂ.“;_.n.'



e Symmetric boundaries with symmetric or antisymmetric solution cases
may be modeled.

e Compressibility effects may be modeled by either providing a factor
to define the overall pressure versus volume change or provide a
constraint on the volume change.

® Restart logic is provided in the DMAP (Direct Matrix Abstraction
Program) to allow changes in the fluid model without reformulating
the structure matrices, or generating structure modes.

e A special purpose NASTRAN mesh/input generator, MESHGEN, is provided.
This feature allows both the finite element idealization of a struc-
tural shell and its three dimensional fluid contents. This is a highly
versatile stand-alone utility controlled by an english language
based control structure, MESHLAN, that is oriented toward the
structural analyst using terminology that is familiar. This package
significantly reduces engineering time in solving hydroelastic
problems.

All of the above capabilities were specifically designed for the large-
order finite element models anticipated for use in the analysis of the Space
Shuttle tanks.

THEORETICAL DEVELOPMENT

In this section the basic, theory for the general three-dimensional hydro-
elastic analysis in NASTRAN is summarized. Both the structure and the
interacting fluid will be idealized as general, three-dimensional finite ele-
ment models. Effects of free surfaces and steady-state gravity will be in-
cluded. The fluids are assumed to be incompressible, irrotational, and
nonviscous. Small motions of both structure and fluid relative to the static
solution will be analyzed.

The basic development of the finite element equations for small motions of
fluids is described in Reference 1. 1In Reference 2, the basic equations are
cast in the form of integrals representing the time derivatives of Energy and
Work using the fluid pressures as the unknown coordinates. The scalar pres-
sures, rather than three displacements, will be used as degrees of freedom at
each point in the fluid, which avoids extraneous rotational motions and
directly provides for incompressibility. The disadvantage 1is that the struc-
ture and fluid are not automatically connected at the boundary. The
pressures in the fluid must be related to the displacements of the boundaries
through area factors and flaw relationships.

Py N



Fluid Field Equations

In Reference 2 the fluid field equations are developed in the form of
energy integrals using principles of variational calculus. The basic result
for the compressible case is the equation:

1 : 1 1 -
5P +5=-Vp - Vpjav| - Sp{ =Vp)- ds =
G[IV(ZBP 20 P p) ] fs p(p p) 0 (1)
where: p is the pressure

is the time derivative of pressure

Do

B 1s the bulk modulus
p is the mass density
V is the volume
dS is an incremental surface vector (outward)
V is the vector gradient operator
§ is the variational operator
With the incompressible fluids, the bulk modulus is assumed infinite and

theeﬁzterm disappears. On the exterior surface the pressure gradient may be
replaced with the acceleration vector using the basic momentum equation:

Vp = - pu (2)
Equation (1) therefore becomes:

aj-zil—(vp-vp)dv+I pu. - df = 0 (3)
Vp S

or

SU+6W = 0 (4)

In the finite element method of solution, a set of variables, pj, equal to
the value of p at specific points, is chosen and the volume is divided into
subregions, called fluid elements, with vertices defined by the location of
the variables. Using finite elements, Equation 3 may be expressed in the
following matrix form:



ikf1{p} + [BI{i} = o (5)

where
d j O
B = e— pu * dS (6)
ij Bpi Buj .
and
f ) 1
K = e———— — Vp * Vp 4V 7
13 9, 9, Iv o - &

On the other hand, the fluid produces work on the structure by applying
forces over the structure surface area. The structure forces {F} may be
defined as:

{r} = [Al{p} (8)
where
. >3
Agy Bu; o, JS pu - dS ()

Comparing Eqs. (6) and (9) we observe that

[A] = [B7] (10)

If[MS] and[Ks] are the mass and stiffness matrices of the structure, the
matrix equation for the structure coordinates is

M%)} + (K%1{u} - [Al{p} = {0} (11)

Equations (5) and (11) become the system of equations for a solution.

Finite Fluid Elements

Three types of fluid elements are used to represent the three-dimensional
fluid: the 4-point tetrahedron, the 6-point "wedge," and the 8-point hexa-
hedron. The wedge and hexahedral elements are fabricated from three and ten



tetrahedra, respectively, as shown in Figure 1. The pressure function within
each tetrahedron is assumed to be a linear function in the three directions,
or:

P = q, + q;x+qyy +qy2 (12)

Element stiffness matrices are formulated with the same equations as the
present NASTRAN solid elements except that the factor (1/p) is used as an
effective scalar "stiffness" coefficient.

Fluid/Structure Boundary Matrices

From the general development, the area matrix [A] is defined as

8 I
A,, = —%— | puds (13)
ij Bui Bpj g

where u and p are the displacements and pressures at the surface, S. The
intersecting areas of the structure and the fluid are specified by the user
as fluid-structure elements pairs. From elementary geometry, the locations
of the fluid points and the structure points are obtained in a coordinate
system on the fluid face. Equation (13) is evaluated for each intersecting
area of structure and fluid. For simplicity, only triangular structure ele-
ments are considered below. Quadrilateral elements are treated as four over-
lapping triangles.

Several possible examples of overlapping areas are shown in Figure 2.
Clearly, the number of combinations is too numerous to identify each case
and provide a specific set of equations. Rather, a general algorithm was
developed.

Briefly the method may be described as follows:

(a) The intersection points defining the planar projection of the
shaded area are obtained from the geometry of the two basic
elements.

(b) The pressure and displacement fields within the associated ele-
ments are assumed to be linear functions of the corner points.

(c) 1Integration over the shaded area is performed using Eq. 14 for
each of the area coefficients Aij'



Gravity Effects

When a steady-state acceleration such as gravity is present in a hydro-
elastic problem, additional terms must be added to the fundamental equations
to account for the steady-state pressure gradient. In the fluid formulation,
the Euler equations assume that the pressure is defined at points fixed in
space, and the fluid particles flow across the point. In the structure for-
mulation, a Lagrange assumption is used whereby the grid points rema:ln
attached to the moving system, and the forces are applied at the displaced
location. These contradicting assumptions require formulation of additional
matrix terms. The conventional Lagrange integral methods may not be used,
but rather direct evaluation of the physical terms must be derived.

A change in force on the structure is illustrated in the sketch below.

y Original Position
Displaced Position

Structure

The normal force, Fn’ required to support the pressure is:
-t - .
F = - Alpy + (g * u)m (14)

The term Api is included in the area matrices discussed previously. The

second term on the right-hand side of Eq. (l4) takes the form of a stiff-
ness. The matrix takes the form:

Fx ux
= [K] : (15)
F u
z z
where
- 0 nx
[K] = - p|g|A 0 nz (16)



Note that the matrix is not symmetric ifn_# 0. This violates the funda-
mental rule that symmetric system matrices must occur for the conservation
of energy.

Another method of viewing the problem resolves the non-symmetric issue.
If the structure moves, the total fluid weight changes as illustrated below.
Original Position

.

')

Displaced Position

The additional weight on the structure, w, due to the motion is:
w = pgAu = pgA(n + ) a7

Since each point, including free surface points, may move independently
of the oth-rs, the increased vertical force must be applied locally and the
force required to support the load is:

F, o= - gA(@ - ®) (18)

The corresponding stiffness matrix is:

(19)
[K] = - pgA

Comparing Eqs. (16) and (19), we observe that the lower right-hand terms
are equal, but the off-diagonal terms are reversed. The conclusion is
that each approach missed an off--diagonal term, and the true result is:

' 0 n,
(AR] = - pgA (20)

X z
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These stiffness terms may be processed along -with the fluid-structure area
coefficients described previously. The intersecting structure fluid areas are
used to define the factor A. The displacements and resulting forces are
assumed to be variable on the surface. These integrals are evaluated in a
manner similar to those developed in the area matrix calculations.

Free Surface Effects

A free surface is defined as a moving boundary with no restraints. When
gravity effects are neglected, the boundary condition, p = 0, may be enforced
by simply applying single-point constraints (SPC) to the input which causes
the rows and columns corresponding to zero pressure to be removed from the
matrix equations. However, when gravity is present we must remember that the
pressure may not be zero since it is actually measured at a point fixed in
space. For an upward displacement, uf,of the free surface, the pressure at a
point defined at the surface is:

P = p8ug (21)

(For a downward displacement, it is also convenient to use the same equation,
measuring a fictitious negative pressure above the surface.)

In the actual solution of the free surface points, it is convenient to
implement Eq. (21) in the following form:

- Ap + pgA u, = 0 (22)

where A is the free surface area associated with the fluid point. The terms in
the above equation may be implemented directly into the matrix formulation. 1In
effect, the free surface points are treated as though they were structure points,
although no structural stiffness is present. The area factors A are identical

to the fluid/structure interface matrices defined previously. The terms (pgA)
are, in effect, positive springs providing the stiffness terms, [K 1, for the
normal displacements, u Uc, and causing the ''sloshing'' modes.

Equation (22) may therefore be written in terms of the generalized coordi-
nate vectors in the form:

- [A1{p} + [KZlu; = O (23)

System Matrix Solution

The previous development has provided the basic matrix equations to define
the fluid, the fluid structure interface, and the free surface. For the
general case, when gravity is present, all the previously derived matrices
will occur. The desired form of the solution matrices are:

11



[(M}{i} + (K}{u} = ({F} (24)

where {u} 1is a vector containing both structure and free surface dis-
placements and {F} is the applied load vector.

Combining Eqs. (5), (11), and (23), into the form of Eq. 23 we obtain:

] = |-24—-|+ (K 17HA)T (25)
[0l o
[K_+ AK_10
K] = [-2-—---Bf-- (26)
o  xf

where

_ A
[A] -~

We observe that the matrices [M] and [K] are symmetric, and may be
processed as normal structure matrices.

Unfortunately, the effect of the fluid mass terms in Eq. (25) is to
fi1l the mass matrix, resulting in potentially time-consuming solutions
for large structures. However, it is typical for large structures that
a reduction procedure is employed. Defined symbolically, this reduction
may be defined as:

{us} = [G]{ua} (27)

where the vector {uz} 1is defined by a much smaller number of degrees

of freedom than {ug}. Components of the vector {ug} are removed by appli-
cation of constraints through the "Guyan" reduction procedure or through
a modal formulation where the columns of [G] are eigenvectors of the
empty structure normal modes. The area factor matrix may be treated as
a set of load factors in the reduction process.

For the Guyan reduction [A] is reduced using the equation:

12
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] ==
(a1 = [-g--g-] [A] (28)
thus,

(A1 = |-3-2 (29)

The "reduced" matrices Maa, Kzz, Ag, etc. may be used in Eq. 24 and 25 in
place of the full size matrices.

Note that as the size of the matrix [A] is reduced, the evaluation of

the matrices for Eqs. (26) and (27) will be more economical. 1In the
actual formulation, the columns of the matrix [Kfllnay be treated as load
vectors on the structure, and the NASTRAN reduction procedure for the
load vectors may be applied directly. The gravity "stiffness" matrix
may be reduced in the NASTRAN svstem with the same algorithm as the mass
matrix reduction process.

Treatment of Completely Enclosed Fluids

When the fluid boundary is completely enclosed (by the structure and free
surfaces), the incompressible fluid effects must be considered. The in-
compressible fluid, in effect, provides a steady state constraint on the
motions of the boundary. Furthermore, the fluid matrix [Kf] is singular
because a constant pressure defines zero flow. Mathematically, a unit
pressure vector, defined as {I}, produces the result:

K 1{1} = {0} (30)

Since the matrix [K¢] has a singularity of order one, a constraint must
be supplied. Because of incompressibility, we know that the total flow
must be zero. The basic pressure-flow relationship is:

(k1{p} = {q} (31)

The pressure is obtained by removing one row and column, and solving
Equ. 31 in partitioned form:

K, | K 0 :
11, 1 {_p.,.} ra(n| = {1 (32)
3

13



After some algebraic steps we obtain the equations:

{Qj} = [Hj]{Q} (33)
{p} = [ule{pj} (34)
and
) [P 1
1,1 = Eﬁnntn-ﬁunn] (35)

The matrix "inverse' may be written symbolically as:

-1 -1

. T
(Rel™ = [H,1(K, 17 (8] (36)

Furthermore, it may be proven by examples that [ij] may be obtained by

partitioning any fluid point, P;, from the matrix. If the matrix [Kg]

is singular (of order 1), the results are exactly the same regardless of
the choice.

As described above, the net volume change due to boundary movement is
eliminated from the fluid inertia matrix. However, the incompressibility
of the fluid requires that the volume change due to structure and free
surface displacements be restricted. This constraint could be implemented
by supplying a constraint equation of the form:

AVol = I L A = 0
o i3 u (37)

or, in terms of the matrices:
T
Avol = [I][A] {u} = O (38)

For this approach, one of the displacements, uy, 1is removed from the
matrices, redistributing its associated mass and stiffness to the other
degrees of freedom.

In the alternate method, we add a compressibility factor such that the
net volume change will be small. If we define the factor, B, such that
for the static case:

14



{p} = {1} B Avol (39)

then the static compressibility may be defined by the stiffness matrix
[K.] where:

(k] = BIAI{T}1][A]" (40)

This matrix is added to the structure/free surface stiffness matrix and
provides an effective approximation to the overall fluid compressibility.
It does not account for local compressibility effects or acoustics.

TEST RESULTS

The choice of demonstration problems had to be limited to cases with
known results from experimental tests and/or published analyses. Large-
order detaliled models representing the Space Shuttle External Tanks have also
been analyzed by NASA using the program. Results of these tests are forth-
coming from NASA. The basic test and demonstration problem analyzed by UAI
is described below.

SRI Test Tank

As a test on the performance of the 3-~D analysis of a typical problem, a
series of analyses were run on a real tank model. This actual model was built
and tested by Southwest Research, Inc., and the experimental results are
described in Reference 6. Other analytic results were obtained using the
DYNAS@R axisymmetric program described in Reference 7.

The finite element NASTRAN model is shown in Figure 3. A 15° sector was
modeled with one layer of elements and two layers of grid points to solve for
the axisymmetric modes. The mesh size was chosen such that when it was
extended to a three-dimensional half model (12 sections), the number of degrees
of freedom (2900) would result in a reasonable running time.

The effects of nearly all of the available options in the hydroelastic
system were evaluated with the SRI model. The results are summarized in
Table 1. The error ratios in terms of the test results are given in Table 2.
Each of the analysis cases is described below.

15



NASTRAN ~ Phase I Program: The first system delivery contained limited
optiors and a crude method of calculating area coefficients. No overlapping
struc:ure/fluid elements were allowed. All runs were made using the direct
formulation method with no matrix condensation.

Test 1: Model A - Compressible. This model was generated by simply converting
the DYNAS@R data to the NASTRAN format. The mesh was similar to that
shown in Figure 3 except that only four-sided elements were used. The
compressibility factor was obtained from the properties of water.

Test 2: Model B - Compressible. This was the basic test case using the model
shown in Figure 3 with overall compressibility of water. The second
and third modes were excellent but the first mode was suspiciously
high.

Test 3: Model B - Incompressible. The incompressible option was used in
this model to determine its effect. The first mode became worse but
the second and third modes were hardly affected.

Test 4: Model B - 1/6 Compressibility. The compressibility factor was
divided by a factor of 6. The first mode frequency became lower than
the test results with no change in the second and third modes. This
indicated that fluid compressibility had affected the test results.

NASTRAN ~ Phase II Program: The final delivered program contained more
accurate area factor calculations and the complete set of user options. The
tests given below were run on this version. For comparison with the prelim-
inary version, Model B with the calculated compressibility was used as the
basic model.

Test 5: Direct - Not Reduced. The direct method without matrix condensation
was used to compare results with the Phase 1 program. The results
for the more accurate area factor calculations became slightly lower
in frequency than for the original area averaging method. It was
determined that the structural stiffness was causing low frequencies
and that the first method provided an error in the opposite direction.
It was decided that the use of a better structural model would be
more preferable than trying to compensate for the inaccurate struc-
ture with less accurate area factors.

Test 6: Direct - Reduced. In this case the solution matrices were reduced
from 257 degrees of freedom to 60 degrees of freedom to represent
only shell displacements at every other point. This reduction would
be equivalent to reducing the three-dimensional model to 300 degrees
of freedom for eigenvalue extraction.
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Test 7:

Test 8:

Direct - Ignore Gravity. The gravity effects were removed from the
problem which reduced the solution size and the running time.

Modal - 30 Modes. The modal formulation was used in this problem to
reduce the structure matrices to 30 modal coordinates representing

the modes of the empty structure. Only three of the 30 empty struc-
ture modes participated to any extent in the first mode of the combined
fluid and structure systems.

CONCLUDING REMARKS

From the experience of running the test and demonstration problems,
several conclusions may be made regarding the NASTRAN hydroelastic system.
These are listed below.

Accuracy of the system was better than expected for the mesh
sizes used in the demonstration problems. With only linear
elements and averaged area factors representing the fluid, three
good slosh modes were obtained from only eight degrees of
freedom. It appears that the accuracy for hydroelastic modes is
limited more by the existing NASTRAN structure elements than by
the fluid formulation. Results indicate that 15° sectors are
adequate for a cylindrical or spherical shaped fluid model.

The results were relatively insensitive to modeling procedures.
On each of the problems, different methods of subdividing the
fluid space into elements were tested. For similar mesh sizes,
the changes in results were insignificant. The use of either
Modal Formulation or Guyan reduction to condense the structural
degrees of freedom tends to increase the natural frequencies of
the system. For the relatively small demonstration problems,
their effects on execution cost were small. Since the hydro-
elastic formulation produces dense solution matrices, large-
order problems will require one of these reduction methods.

Although free-surface gravity effects are necessary to obtain

pure sloshing modes, their effect on the hydroelastic modes for
most problems is small. The alternate method of constraining

the free surface pressures to zero is more efficient and requires
less data input. Also, the overall compressibility factor used

in the new methods provides a simple, efficient manner of treating
enclosed fluids. It will produce more accurate results for very
stiff tanks such as those used in the SRI demonstration problem.
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TABLE 1. COMPARISIONS OF FREQUENCIES FOR SRI TEST TANK

Mode Frequencies

Analysis Case

Mode 1 {Mode 2 |Mode 3

Test Results 495 835 1255
DYNAS@R Program 531 807 1179
NASTRAN ~ Phase 1 Program
Model A - Comp. 519 822 1239
Model B -~ Comp. 516 826 1239
Model B - Incomp. 541 828 1240
Model B - 1/6 Comp. 423 821 1234
NASTRAN - Phase 11 Program

(Model B - Comp.)

Direct - Not Reduced 513 809 1174
Direct - Reduced 612 914 1279
Direct - Ignore G 539 811 1175
Modal - 30 Modes 568 814 1185
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TABLE 2 COMPARISONS OF FREQUENCY ERRORS
FOR SRI TEST TANK

Test
No.

Analysis Case

Frequency Difference
Ratios (%)

Node 1 | Mode 2 | Mode 3

s W N -

X N O W

Test Results
DYNAS@R Program
NASTRAN - Phase 1 Program

Model A - Comp.

Model B - Comp.
Model B - Incomp. ’
Model B - 1/6 Comp.

NASTRAN - Phase 11 Program

Direct -~ Not Reduced
Direct -~ Reduced
Direct - Ignore G
Modal - 30 Modes

0 0 0

7.3 -3.35 | -6.1

4.85 | -1.56 | -1.28
4.25 {-1.08 | -1.28
9.3 -0.83 | -1.20
-12.5 -1.68 | -1.67

3.7 -3.1 -6.5

23.6 9.5 1:9
8.9 -2.9 -6.4
14.8 -2.5 -5.6
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ON THE THERMO-FLUID ELEMENTS AND THEIR APPLICATIONS

_ H. P. Lee
NASA Goddard Space Flight Center

ABSTRACT

Two types of one-dimensional thermo-fluid elements have been developed
and added to the NASTRAN Thermal Analyzer (NTA). One is an element of a
Tinearly tapered bore with the constant diameter as a special case. The other,
being treated as a nonlinear load, permits the specification of a time-depen-
dent flow rate in a transient problem. Both types are capable of simulating
the effect of a flowing fluid in a fluid loop, either in a closed or an oper
system, to transport thermal energy.

The objective of this paper is to present the basic formulation of these
elements including descriptions of pertinent input data cards with emphasis on
applications.

Detailed 1isting of input data cards of demonstration problems explicating
modeling techniques and essentials are given. Accuracy of solutinns obtained
via the NTA are discussed and compared with those based on other numerical
methods. Engineering applications of this capability are exemplified by a
radiator panel, which simulates a segment of the payload bay door of a space
shuttle orbiter, and a solar water-heating system, which consists of a solar
collector, an energy storage tank and an associated plumbing system.
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FINITE ELEMENT SOLUTIONS OF FREE SURFACE FLOWS

P. Richard Zarda and Melvyn S. Marcus
David W. Taylor Naval Ship Research and Development Center

SUMMARY

This paper presents a procedure for using NASTRAN to determine the flow
field about arbitrarily shaped bodies in the presence of a free surface. The
fundamental unknown of the problem is the velocity potential which must satisfy
Laplace's equation in the fluid region. Boundary conditions on the free sur-
face may involve second order derivatives in space and time. In cases
involving infinite domains either a tractable radiation condition is applied
at a truncated boundary or a series expansion is used and matched to the local
finite elements. Solutions are presented for harmonic, transient, and steady
state problems and compared to either exact solutions or other numerical
solutions.

INTRODUCTION

The pressure distribution and flow field about submerged bodies are
important in the determination of hydrodynamic variables such as 1ift and wave
resistance and the calculation of boundary-layer characteristics. The
investigation of these variables can be realistically modeled by assuming the
fluid to be inviscid and incompressible. In this case the equations of motion
can be reduced to the solution of Laplace's equation in the fluid region. The
linearized free surface condition (small wave amplitude) may involve second
derivatives of the velocity potential ¢ in both space and time and considerably
complicates the problem. The free surface flows investigated in this paper can
be divided into three areas: harmonic, transient, and steady state.

An exhaustive list of literature for forced harmonic motion or diffraction
problems may be found in Wehausen (ref. 1). Problems of this type were
generally solved by using a distribution of sources or dipoles on the body
boundary with an appropriate Green's function for the problem. The boundary
condition on the body is used to determine the strength of the source distri-
bution (for example, Hess and Smith, ref. 2). Such solutions are only
appropriate for problems of infinite or constant depth.

Bai (refs.3-6) uses finite elements to model both harmonic and steady state
problems of arbitrary geometry. Similar methods which employ variational
functionals have been used by Berkhoff (ref. 7) and Chen and Mei (ref. 8). For
steady state problems Bai developed a localized finite element method (ref. 6)
in which finite elements are used in a localized region around the body and a
series expansion is used in the remainder. The finite element representation
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is matched to the series expansion along the common boundary to form a
consistent set of equations for the nodal potentials and series coefficients.

Finite elements solutions for transient free
Visser and van der Wilt (ref. 9). Unfortunately,
there seems to be no suitable method to construct
boundary in cases involving radiation conditions.
boundaries are taken far enough away so as not to

It is the purpose of this paper to present a
model the three types of problems described above

surface flows are given by
for the transient problem
a completely absorbing

For that reason truncated
affect the region of interest.

procedure, using NASTRAN, to
using finite elements. The

procedure described is presented for either 2-D or axisymmetric problems but is
readily extendable to 3-D problems using the existing 3-D capability within

NASTRAN.

FREE SURFACE EQUATIONS

For an inviscid, incompressible fluid in an irrotational flow field, the

equations of motion and continuity reduce to
V20 = 0

where ¢ is the velocity potential (ref. 10). The

be determined from Bernoulli's equation,

PR3,
p ot * 2 [(ax)

where p is the density of the fluid and g is the gravitational constant.
is assumed to be small compared
In that case the linearized conditions on the free surface are

Fig. 1 the deflection of the free surface n
to the depth d.
(ref. 10)

an
ot

@l
<|e

on y=0

and
3% _

Y 5= 9n on y=0

99
+ (5;0{]+ gy

(1)

pressure p in the fluid can

(2)

In

(3)

(4)

The surface elevation n may be eliminated from Eqs, (3) and (4) at the cost of

increasing the order of the time derivatives by one. This gives
?.2_4_’. e l. _32 -g 22. on y:O (5)
at2 p ot By

Once the potential ¢ is determined, the surface elevation n may be determined
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from Eq. (4).
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Figure 1. Free Surface Wave
HARMONIC FREE SURFACE PROBLEMS
2-D Wave Maker

Consider the 2-D wave maker shown in Fig. 2. At x=0, a wall is oscillating
in simple harmonic motion with velocity V. For the harmonic problems, assume
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Figure 2. Geometry and Boundary Conditions for 2-D Wave Maker
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2(x,y,t) = o(x,y) et (6)

and
p=0 on y=20 (7)

Then Eqs. (6) and (1) give
V2 = 0 (8)

Using Eqs. (5), (6), and (7), the free surface condition becomes

§$.= 23 =0
sy S g oy (9)
At the wall,
3 -
s V on x=0 (10)
and, along the bottom,
3¢ . z -d = -
=3 0 on y d L (11)

The solution of this problem can be obtained by separation of variables
(see Bai, ref. 3) and is given by

-aoix ® =o)X
o(x,y) = A, cosh a,(y+d)e + I A, cos a,(y+d)e (12)
0 0 Ne1 N N
2

where E"a— = oy tanh(ayd) (13)

w? _ 1
5o tan(aNd) for all N (14)
Ag = 1nh%24id) T 70 d Ul (15)

S (10 (10 U.O
A 4 s1n(aNd) (16)
N S1n\2uNd) + ZGNd oy

The first term of Eq, (12) represents a traveling wave in the x-direction,
while the succeeding terms are local terms that are only significant for small
X. Thus
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3 -5
X 1a0¢ (17)
for large x. Eq. (17) is a tractable radiation condition which can be applied
at suitable boundary far enough away from the wall, Eq. (8), together with
boundary conditions given by Eqs. (9), (10), (11), and (17), constitute a well-
posed problem for Laplace's equation.

The boundary conditions Eqs. (9), (10), (11), and (17) all have the form

) -
Live=s (18)
where y and B are constants. The functional form for Laplace's equation with
the mixed boundary condition of Eq. (18) is

o) = 7 ({607 + G* ar+ [ (et~ saes (19)

where B is the boundary of region A. When variations are taken with respect
to ¢ such that

§F = 0 | (20)
then Eqs. (8) and (18) are satisfied,

Eqs. (19) and (20) can be approximated with finite elements using NASTRAN
structural elements. A procedure for using structural elements to model fluid
domains which satisfy the wave equation (or, as a special case, Laplace's
equation) is given by Everstine et al (ref. 11), and has been successfully
applied using NASTRAN on several problems by Schroeder and Marcus (ref. 12),
Marcus (ref. 13), and Everstine (ref. 14). A translational degree of freedom
(in this case the x displacement) is chosen to represent the potential ¢,
and all other degrees of freedom at a node are permanently constrained. The
linear isoparametric membrane element, QDMEM1 (NASTRAN Level 16), was used.
The material matrix G and the mass density P of the QDMEM1 elements are chosen
as follows:

1 -1 0
G = [1 1 0f, p=0 (21)
0 0 1

NASTRAN's Rigid Format 8, with governing equation given by
(-w?M+ iwB+K¢ = Flw) (22)
is chosen as the analysis method. The stiffness matrix K generated by the

QDMEM1 elements with material properties given by Eq. (21) is equivalent to
the finite element representation of the first term in Eq. (19).
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The free surface condition, Eq. (9 ), corresponds to y = w2/g and 8 = 0 in
the second term of Eq. (19). A consistent formulation for th1s term is
implemented using NASTRAN by inserting the matrix

o |20 i=k,2
(M2PP),5 = &g [1 2] 3=k, G

1nto the mass matrix M in Eq, (22) using DMIG data cards., In Eq, (23), k and

2 represent the two nodes which 1ie on the free surface for each of the QDMEMI
surface elements, while Ax is the spacing between nodes k and 2. The frequency
w is inserted into Eq. (22) using a FREQ data card,

The radiation condition, Eq. (17), corresponds to 8 = 0 and y = ia, in
Eq. (19). A consistent formulation is obtained by inserting the matrix

) -aOA.X 2 1 , i=k,2
(MZPP)i’j = -'1;5 2 R ek, 2 (24)

into the mass matrix M in Eq. (22) using DMIG cards. In Eq, (24) k, 2,and ay
are defined as in Eq. (23) except that in this case the relevant boundary
surface is the truncated boundary,

The bottom condition, Eq, (11), is a natural boundary condition which is
automatically satisfied within the finite element approximation. The boundary
condition at the wall, Eq. (10), is implemented by inserting the vector

F.o= Vay [}g] ., i=k,2 (25)

into the forcing function F(w) in Eq. (22) using DAREA data cards, The
relevant boundary for the quantities k, %, and Ay in Eq. (25) is the oscillating
wall.

The above procedure was used to compute the fluid response for the
oscillating wall problem illustrated in Fig, 2, A1l data is presented in non-
dimensionalized form using the length L and the velocity V. Results are
shown in Fig. 3 for dimensionless spacing Ax = Ay = .0625 which corresponds to
approximately 10 nodes per wave length for the linear elements. In Fig, 3,
the amplitude of the surface elevations are plotted. The NASTRAN solutions
obtained by both consistent and lumped formulations, as well as the analytic
solution, are presented The lumped formulation is determined by using
diagonalized matrices in Egs. (23) and (24) where diagonal terms are determined
by adding together all terms in the corresponding row. The consistent formula-
tion is a significant improvement over the lumped formulation. In subsequent
problems only a consistent formulation will be used.
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except for the additional term in the radiation condition.
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Figure 3. Amplitude of Surface Elevation for

the 2-D Wave Maker

Axisymmetric Wave Maker

The geometry and boundary conditions for the axisymmetric wave maker is

in Fig. 4.

Boundary conditions are the same as the 2-D wave maker

The radiation

condition is determined by investigating the exact solution (see Bai, ref, 3):

#(r,z) = Befy(agr) coshag(z+d) + T By o (- oy 17) cos ay (z+d)

where

B0 =

N=1
4 sinh(aod)

H.I (aor‘(ﬁ aO{S‘inh Iaod) + Zaod}
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4 Sin(aNd)

By = W (o T v o (571 and ¥ Zagd ] (28)

and where ag and ay are given by Eqs. (13) and (14), r, is the inner radius of
the cylinder, and H,, Hy are Hankel functions of the sdcond kind of order 0
and 1, respectively. The first term of Eq. (26) is an outgoing wave and the
second terms represent local disturbances. Thus it can be shown that

%%-= - { é%-+ iao }¢ for large r (29)

where a is defined in Fig. 4.

This problem was modeled using NASTRAN's Rigid Format 8. CTRAPRG
elements were used (Everstine, ref, 14) with dimensionless spacing given by
Ax = Ay = .0625 (all variables are non-dimensionalized with respect to V and L).
This corresponds to approximately 10 nodes per wave length, Results showing
the amplitude of the surface elevation along the free surface are presented in
Fig. 5. These results are based on applying consistent boundary conditions,
and are in good agreement with the series solution.
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Refraction Problems

A surface wave, given by

i(wt-aox)
n(x,t) = Ae
is incident upon the bottom obstacle shown in Fig, 6,
corresponding to the incident wave is given by

Aq i cosh ao(y+d)
w cosh(aod)

The potential o1

-1 an X
i 0

°I<Xoy) =

where w, an, g and d satisfy Eq. (13). In order to determine the total
potential
is divided into

¢ = ¢; * R
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of the fluid corresponding to the incident wave, the potential ¢
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Figure 6. Geometry and Boundary Conditions for
Refracted Waves Due to a Bottom Obstacle

where ¢, is the refracted potential, The boundary conditions and governing
equatioﬁs on ¢p are shown in Fig. 6, A1l variables are non-dimensionalized
with respect to the length L and frequency w, and boundary conditions are
specified in a consistent formulation,

The NASTRAN results shown in Figs. 7 and 8 are presented for dimensionless
spacing Ax.= .125 and Ay = ,0625 which corresponds to approximately 41 nodes
per wave length. These results compare favorably with the finite element
solution recently re-computed by Bai as a correction to his originally
published (ref. 5) results. Accuracies within 4% have also been obtained using
coarser grids of 10-20 nodes per wave length.

A similar free surface problem is illustrated in Fig. 9, The dimensionless
spacing used was Ax = Ay = .125 which corresponds to approximately 42 nodes per
wave length. Again, the NASTRAN results shown in Figs. 10 and 11 compare well
with the finite element solution recently re-computed by Bai (ref. 5).

TRANSIENT PROBLEMS

Consider the transient free surface problem shown in Fig, 12 illustrating
the time dependent pressure distribution on the free surface, The pressure
distribution is given by

p(x,t) = P(x) sin wt (33)
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and where P0 is the maximum pressure.

and

.aj. = . = =
= f](x) y=0,t=0
ns fz(x) y=0,t=0
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Initial conditions which could be specified are on the free surface are

(35)

(36)
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Eqs. (35) and (36) must be put in terms of ¢ and 3¢/3t since this is the only
suitable input to NASTRAN. Specifying an/3t on y=0 is equivalent by Eq. (3) to
specifying 3¢/3y on y=0. Then Laplace's equation may be solved with the
boundary conditions shown in Fig. 12, except that 34/3y is specified on the free
surface. This will determine ¢ everywhere initially. Similarly, specifying n
on y=0 is equivalent by Eq. (4) to specifying 3¢/3t on y=0. Then the procedure
just described may be repeated to determine 3¢/5t everywhere initially, since
3¢/3t alsn satisfies Laplace's equation and the boundary conditions shown in
Fig. 12 (not including the free surface condition). This determines ¢ and

36/5t everywhere initially.

The variational form for the free surface problem shown in Fig, 12, based
on Hamilton's principle (see Courant and Hilbert, ref. 15), is

t t t
1 ] ]
1 3dy2 , 190y\2 1 1 ,3%
F(o) = 5 [ [U(SD2+ (5% dAdt+ [ [ (5ye2+ge)dsdt+ [ [ —-(22)*dxdt
2on X 0B 2 0 Free 29 3t
t} e Surface
+[] — £ o dx dt (37)
0 Free P9 °%
Surface
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Figure 11. Phase of Refracted Waves for the Surface Obstacle

where B is the boundary of the region A, and all geometric boundary conditions
are enforced. If variations of F(¢) taken with respect to ¢ equal zero,

Eqs. (1), (5), (18), (35), and (36) are satisfied for zero initial conditions
(f1=f2=0 in Eqs. (35) and (36)). Non-zero initial conditions can be easily
incorporated into Eq. (37).

The finite element representation based on Eq. (37) was implemented using
NASTRAN by modeling the fluid with QDMEM] elements where material properties
are given by Eq. (21). Any translational degree of freedom can be used to
correspond to ¢, but all remaining degrees of freedom are permanently con-
strained. The analysis method chosen is NASTRAN's Rigid Format 9, with the
governing equation given by

M3 +Bd + Ko = F(t) (38)
The stiffness matrix K generated by the QDMEM]1 elements is equivalent to the
finite element representation of the first term of Eq. (37).

The last two terms of Eq. (37) represent the free surface condition and
may be incorporated into NASTRAN as follows: Let ¢ for any point on the free
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surface be given by

¢ =z N; o, (39)
where N. is the shape function for node i and ¢ is the nodal potential. Then
the finlte element formulation for the third term of Eq. (37) is implemented
using NASTRAN by inserting the matrix

1
(M2PP)..= — [ N.N. dx (40)
U9 Free 1

Surface

into the mass matrix M in Eq. (38). The finite element representation of the
last term of Eq. (37) is implemented using NASTRAN by inserting the vector

x 1 3p
F.=- ]  —ZEN.dx (41)
! Free P93t 1
Surface

into the forcing function F(t) in Eq. (38).

Referring to Fig. 12, the natural boundary condition 3¢/dn=0
(corresponding to y=8=0) on the bottom and left face are automatically
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satisfied. 7The geometric boundary condition ¢=0 is implemented by constraining
¢j =0 at all nodes i on the downstream boundary.

The above procedure was used to model the geometry and boundary conditions

shown in Fig. 12. A1l variables have been put in dimensionless form using the
pressure Po. the depth L, and the gravitational constant g.

42



This procedure was used to model the geometry and boundary conditions
shown in Fig. 12. QDMEM] elements were used with dimensionless spacing
ax=0.1 to 0.5, and Ay =0.25; this would correspond to approximately 13 to 60
nodes per wave length, where the wave length is based on the steady state
problem. A dimensionless time step of At=.1 was used. Rules of thumb for
estimating spacing and time steps are given by Visser and van der Wilt (ref. 9).
In this case approximately 60 time steps per period of the forcing function
were used.

In Fig. 13, the NASTRAN results are compared to a Fourier series solution
given by Haussling and Van Eseltine (ref. 16). The wave heights are in good
agreement with the series solution and illustrate the capability of NASTRAN to
model transient water wave problems.

STEADY STATE PROBLEMS

Consider the steady state problem shown in Fig. 14 where a cylinder of
diameter L is moving at constant velocity U below the free surface. Steady state
solutions are sought for which all variables are independent of time when
referenced to a coordinate system moving with the body, that is, the x-y
coordinate system shown in Fig. 14. In this coordinate system it can be shown
that the potential ¢ must satisfy Laplace's equation, and the free surface
condition expressed in Eq. (6) becomes (with p=0 on free surface)

2 82
3¢ - _ U 3% (42)

The boundary condition on the rigid cylinder shown in Fig. 14 is

3 -
T Ucos 6 (43)

where 8 is the angle between the x-direction and the normal to the body directed
out of the fluid. No upstream waves are allowed and the Froude number,

= J U
F-‘)gL

is such that downstream waves are allowed (see Bai, ref. 6). Considerable
effort was devoted to developing tractable radiation conditions for the up-
stream and downstream boundaries, resulting in the conclusion that ione were
possible. For this reason a series expansion is used in the regions beyond the
upstream and downstream truncated boundaries and matched (at these boundaries)
to the finite element solution. This technique was developed and successfully
applied by Bai for both steady state problems (ref. 6) and frequency response
problems (ref. 4). A similar finite element-series expansion technique for an
acoustical fluid has been implemented using NASTRAN by Zarda (ref. 17).
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It can be shown, using separation of variables, that downstream from the
body

N+3
¢ = jfl Aj fj (44)
where
ta.X
cos oy (y+d)e Y 15j<EN
1 J = N+l
fj = cosh uo(y+d) . (45)
Zosh aaa— COSan J = N+2
cosh uo(y+d)
Zobh °0d sinaox J = N+3
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and

U o whanh ad s L, = tan ayd
'—g—ao"tan Go Y g(!j— an aj
Upstream from the body,
N+1
¢ = .2] ijj (46)
J:

The sign in the exponential is (+) for the upstream boundary, and (-) for the
downstream boundary. Furthermore, N is the number of series terms chosen

(the same number is assumed upstream and downstream, although this is rot
necessary), and d is the depth. Eqs. (44) and (46) satisfy Laplace's equation
and the boundary conditions on y=0 and y=-d. The first N terms represent local
terms that decay away from the cylinder, and the last two terms in Eq. (44)
represent an outgoing downstream wave; no such waves are allowed in the upstream
expansion.

Consider the variational functional given by

Flo) = 7 [UGH* + (F%5eA - v ){A (38)2 gx + Ly v e

Free
Surface (47)

- J Y edy - (247 gy - Lidty, + L2t

Upstream ==X Downstream X=X -
x= X, L X=X R X=Xp X=X
y=0 y=0

where points A and B and boundaries x| and xp are defined in Fig. 14, and

n is the normal to the boundary directed out of the fluid. If independent
variations of F with respect to ¢, ¢p and ¢g are set equal to zero, then
Laplace's equation and the boundary conditions shown in Fig. 14 are satisfied,
and 3¢/an is continuous on the upstream and downstream boundaries. No
variations of the bracketed expressions in Eq. (47) are allowed, and these
expressions can be evaluated in terms of the series coefficients by taking the
appropriate derivatives using Eqs. (44) and (46). This will increase the
number of unknowns by the number (2N+4) of series coefficients. The correspond-
ing additional equations come from requiring that the potential ¢ is
continuous at the upstream arrd downstream boundaries. Let the finite element
representation at the truncated boundaries be given by

NN
o= I Ny (48)
i=1

where NN is the number of nodes on the truncated boundary. Then, for continuity
of ¢ on the downstream boundary, it is required that
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NN N+3

IN.g. = ZAFf on x=x (49)
i=1 V1 k= k' k R
and on the upstream boundary
NN N+1 50)
£ N.¢. = L BF on x= X 50
i=1 V1 k= k' k L

Eq. (49) is multiplied by f., j=1 to N+2, and integrated from -d to 0. This

gives a system of equationsJ
NN N+3 E
j= 1 to N+2

where .

G,. = [ Nifjdy i=1to NN (52)

Voo j=1 toN+3

and 0

ij = _5 fjfkdy jsk =1 to N+3 (53)

Egs. (51) are N+2 equations involving the N+3 unknowns A,. Multiplying Eq. (49)
by fN+% and integrating from -d to 0 does not determine an independent equation
since fy+2 is proportional to fys43 for fixed x.

Multiplying Eq. (50) by fjis j=1 to N+2, and integrating from -d to 0 gives
NN N+1 X =

Sig¢i = kB

XL
1 to N+2 (54)

z
i=]

Eqs. (54) are N+2 equations in the N+1 unknowns By. The additional equation,
determined by multiplying Eq. (50) by fy4», correspond to the condition that no
upstream waves are allowed (see Bai, re¥. 6). Egs. (51) and (54) give the
additional 2N+4 equations involving the 2N+4 unknowns Aj and Bj.

The procedure just described can be modeled using NASTRAN. CIS2D8 elements
are used to model the fluid (see refs. 18 and 19). These second order iso-
parametric elements with the material properties given by Eq. (21) determine a
stiffness matrix equivalent to the finite element representation of the first
term of Eq. (47).

The second term of Eq. (47) is modeled using additional CIS2D8 elements
along the free surface as shown in Fig. 14. For these elements, the height in
the y-direction is unity, and all nodes having the same value of x are con-
strained to move together. This is equivalent to having 1-D isoparametric
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elements along the free surface. The material properties for these elements
are given by Eq. (21) except that the material matrix G is multiplied by the
constant factor (-U2/g).

The third term of Eq. (47) represents a loading term. It is implemented
using NASTRAN by entering i

F.=- [ UcoseN;ds (55)
T Body 1

as nodal forces, where N; is the shape function for node i on the body.

The fourth and fifth terms of Eq. (47) represent coupling terms at the
upstream and downstream boundaries. Using Eqs. (44) and (46) to determine the
normal derivatives, the finite element modeling yields, for the downsiream
boundary,

N+3 0 of,
(KePP); 5= = [ -=L| N;dy i=1 to NN (56)

o X 1
j=1 -d X=xXp j= 1 to N+3

where the matrix K2PP is added to the stiffness matrix. In order to implement
this condition, N+3 scalar unknowns A; are created using SPOINT data cards.

Then the matrix term (K2PP); . in Eq.”(56) refers to node i on the downstream
boundary and to the SPOINT réﬂresentation of the unknown Aj. Similarly, for the

upstream boundary

N+1 0 of,
(K2pP); ;= = [ =L Ndy i=1toNN (57)
3=l -d X= X, j=1 to N+l

For the last two terms in Eq. (47), the finite element representation
yields

e ] 7
I j=1 to N+3 (58)
, of .
(K2PP), 5 = %—ﬁl j=1 to N+l (59)
X=XL

Eqs. (51), (54), and (56) through (59) are entered into NASTRAN using DMIG cards
and complete the set of equations to solve for the nodal potentials and the
upstream and downstream series coefficients. NASTRAN's Rigid Format 1 (Static
Analysis) does not accept DMIG cards. Therefore, Rigid Format 9 was used for
one time step. (Since no mass or damping matrix exists, static equilibrium is
reached for any time step.)
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Computations, with all quantities being non-dimensionalized with respect
to the cylinder diameter L, velocity U, and fluid density p, were carried out
using NASTRAN for the grids shown in Figs. 14 and 15. Each mesh has approxi-
mately the same number of unknowns since the series solution is used for

| x| 2 3.0 on the coarse grid and for |x| 2 1.5 on the fine grid. Approxi-
mately 9 and 17 nodes per wave length were used for the coarse and fine grids,

respectively.

Wave height along the free surface is plotted in Fig. 16. Results for both
the coarse and fine NASTRAN grids are seen to compare favorably with a solution
obtained by Giesing and Smith (ref. 20) using a distribution of sources. The
solutions shown here all satisfy the condition that no upstream waves are
allowed. (In this case, since the Froude number based on the depth is less than

one, downstream waves are generated.)

The pressure distribution on the cylinder may be determined from Bernoulli's
equation. Assuming the flow about the cylinder is steady, then, in the x-y
coordinate system that is moving with the body, Eq. (2) becomes

p=-ol - orE @Y (60)

Fig. 17 illustrates a plot of the dimensionless pressure as a function of the x
coordinate on the surface of the cylinder. Results are shown for both the fine
and coarse grids shown in Figs. 15 and 16. The discontinuities of the curves
occur at element juncturec on the cylinder. Although the potential ¢ is
necessarily continuous, 3¢/9x and 3¢/3y are not necessarily continuous within
the finite element approximation, and discontinuities in these terms are
magnified in determining the pressure in Eq. (60). Also shown in Fig. 17 is a
table showing computed values of the wave resistance and 1ift coefficients,

C, and CL’ defined. by

D
(pU2L)Cy = - [ pdy (61)
Body
(pU2L)c, = [ pdx (62)
Body

The values of C, and C, computed using NASTRAN compare favorably with those
given by GiesinB and Shith (ref. 20).

CONCLUSIONS

The problems illustrated here demonstrate the capability of NASTRAN to
successfully model linearized free surface flow problems for harmonic, transient,
and steady state cases. Although the results presented here are for arbitrary
2-D and axisymmetric geometries, the procedures described are directly
applicable to 3-D flow problems and readily extendable to the coupled problem of
fluid flow about an elastic body.
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The steady-state flow due to a cylinder moving below the free surface
was computed using the technique of coupling finite elements with a classical
method at an appropriate common boundary. Finite elements are used to model
irregular geometry over to some specified regular boundary, and classical
solution methods are used beyond this boundary. The coupling of the series
solutions to the finite element model may be regarded as determining a stiffness
matrix for a "classical finite element.” Such "elements", if available in the
libraries of finite element computer codes, would broaden the range of problems
efficiently handled using finite elements. Furthermore, the enhancement of the
NASTRAN capability described here may be used to investigate the coupled
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problem of fluid flow about an elastic body near or on a free surface. In such
a case both the structure and surrounding fluid would be modeled using existing
NASTRAN elements and would be coupled at the fluid-structure interface.
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MODIFYING THE NASTRAN SYSTEM WITH A NEW CAPABILIT"

John R. McDonough
Computer Sciences Corporation

SUMMARY

The purpose of this paper is to discuss the need for a new capability/main-
tenance interface specification for the NASTRAN system. The paper highlights
those problems most difficult to resolve when a new capability is delivered for
inclusion into an archive level. The guidelines presented show the objectives
of new capability integration as they relate to design and development, delivery,
checkout, and documentation. Examples of new capability/maintenance interface
already done on an informal basis are presented to illustrate the "test condi-
tions" of the idea of defining implementation objectives.

INTRODUCTION

Since the first release of NASTRAN to the user community, the program has
been modified with numerous enhancements, modifications, and the addition of a
substantial number of new capabilities. Quite frequently, new capabilities are
developed in separate efrorts outside the maintenance cycle. The problem sub-
sequently encountered is the difficult task of integrating a new capability
into an archive level thdat has itself been modified since the original base
level the new capability was developed for. It was apparent that guidelines
were needed to specify requirements for new capability additions and accompany-
ing documentation in order to lessen the impact of the new capability on the
archive level.

INTEGRATION OBJECTIVES

The purpose of developing a new capability for NASTRAN generally fits one
or more of the following reasons: to correct a design deficiency incorporated
in present versions; to install an enhancement that is an advancement in the
state of the art (mathematically or conceptually); to add a feature in response
to user requirements; or to relieve the user from the burden of manual data
preparation or interpretation in favor of automated input or detailed output.

It is assumed, for the purposes of this paper, that the new capability is
not developed by the maintenance contractor but is developed by a separate
("New Capability") contractor. Once the new capability is delivered to the
NASTRAN Systems Management Office (NSMO), it is the responsibility of the
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maintenance contractor to formally install it in the current archive (in-house)
level. The maintenance contractor must (if not previously done to some extent
by the new capability contractor) certify that the newly installed capability
functions according to its intended design and that, when installed, does not

degrade the existing system.

The most evident problem, and clearly the most significant, is to integrate
the new capability into an existing level. Usually, the two contractors proceed
along their respective paths which may diverge. Furthermore, the longer the
period of time the new capability is in development, the more divergent are the
paths. This occurs because, during the new capability development, the mainte-
nance contractor advances the new capability contractor's common base level in
the performance of his tasks. When the integration effort is initiated, the two
systems do not necessarily merge; in fact, the chances are they will not merge
without further modifications.

This type of situation has occurred ever since NASTRAN itself was developed
and released to the public. One of the earliest examples occurred in 1971. By
tiat time, Computer Sciences Corporation (CSC) was performing maintenance of
Level 12 on the UNIVAC 1108. At the same time, The MacNeal-Schwendler Corpora-
tion was modifying an improved Level 11 on the IBM 360 to develop the Thermal
Bending and Hydroelastic capabilities (References 1, 2, and 3). Both contractors'
systems were separately functioning satisfactorily, however when the new capa-
bility was installed in an archive Level 12 system, modifications had to be
performed to address problems associated v..ith different levels and different
machines. Fortunately, the impact was lessened in that there was a set of
formal demonstration problems (Reference 4) that served as a basis for compari-
son.

To minimize the integration effort as much as possible, there exists
sufficient justification for a set of specifications to delineate the respon-
sibilities of both the maintenance and new capability contractors. The pro-
posed specification® is intended to address the problems which repeatedly occur
during the integration and consequently provide reasonable and logical objec-
tives.

DISCUSSION OF PROBLEMS

The problems most often encountered in the integration process encompass
one or more of the following:

o Deliverables associated with the new capability
o Programming definitions of the new capability code

! Unpublished model specification tentatively entitled NASTRAN General Purpose

Interface Fequirements Document principally developed by Frank J. Douglas
(general), W. Keith Brown lprogrammingg. and John R. McDonough (system test-
ing) of Computer Scienres Corporation under NASA Contract NAS1-12969.
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e Documentation additions to the NASTRAN manuals
e Installation, Testing, and Certification
In order to address these problems, the proposed specification defines the
new capability deveiopment cycle to be in six phases. These are:
Definition
Design
Programming
System Testing
Installation
Acceptance

Definition Phase

This phase establishes the specific requirements the new capability will
satisfy; i.e., the problem to be solved and the Mathematical Specification (MS)
needed to obtain the solution.

The MS has been the basic tool utilized throughout the initial development
of and subsequent additions to NASTRAN to define the problem and propose its
solution. Typically, an MS contains a theoretical development whose content is
of sufficient detail that it can readily be inserted into the NASTRAN Theoreti-
cal Manual (Reference 1). If new input cards are to be developed, they are
defined for the appropriate NASTRAN data deck and are specified in the same
content and format as are the cards in the NASTRAN User's Manual (Reference 2).
If new functional modules, data blocks, rigid formats, or elements are proposed,
they are defined in the same manner as applicable sections of the NASTRAN Pro-
grammer's Manual (Reference 3). In essence, the MS clearly describes the in-
tended direction the development of the new capability will take from concept
to certification.

Design Phase

This is the phase which contains the New Capability Contractor's (NCC)
definition of the types of subroutines, overlays, and operating system require-
ments needed to fulfill the solution proposed in the Definition Phase. In
addition, this phase contains a test plan to define the objectives of test cases
that will be used to check the new capability. This type plan roughly approxi-
mates appropriate objectives shown in the tables in the front of the NASTRAN
Demonstration Problem Manual (Reference 5). The new capability contractor is
assumed to develop specific tests to validate his addition in the form of ori-
ginal tests or modified NASTRAN Demonstration Problems.
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Programming Phase

This is the actual coding phase in which subroutines, block data programs,
and overlays are constructed. Subroutines are expected te contain certain ele-
ments in sufficient detail so as to assist any future modifications. These
include, in commentary form, the purpose of the subroutine, the Direct Matrix
Abstraction Program (DMAP) calling sequence, input variables, output variables,
and other descriptive material as may be needed for the subroutine. The need
to code comments throughout the subroutine is an essential aspect of the effec-
tiveness of the subroutine's design since this technique serves a dual purpose
of producing a form of documentation.

System Testing Phase

The purpose of the System Testing Phase is to verify that current NASTRAN
capabilities still exist and to validate the new capability with respect to its
intended design. To accomplish this goal, system testing is divided into three
categories.

The first category consists of a sample of procblems from the existing
standard NASTRAN Demonstration problems. These are a specifically chosen set
of problems which exercise the NASTRAN operational capabilities (Checkpoint,
Restart, Plot, Punch, Rigid Format Alter, Rigid Format Switch) and the NASTRAN
computational disciplines (statics, normal modes, buckling, frequency response,
transient response, cyclic symmetry, conductive heat transfer, radiation heat
transfer, convective heat transfer and aeroelastic flutter analyses). These
tes* cases are executed on the contractors' common base level prior to new
capapility development and again on the proposed final integration level which
includes the new capability.

The second category of system test problems are those devised to specifi-
cally emphasize the area encompassing the new capability. These may be special
modeling problems exhibiting the new capability's features or an alteration of
an exisging NASTRAN Demonstration Problem to show its results are repeatable or
improved.

The third category of tests are those not usually associated with structural
modeling. These are special tests to verify the mathematical computational re-
sults of selected stand-alone areas of the new capability contractor's code.

Installation Phase

The Installation Phase is a critical phase in which the New Capability
Contractor (NCC).and the Maintenance Contractor (MC) merge their respective
areas of expertise to actively integrate the new capability code int) two ar-
chive levels. One level is, by definition, on the CDC equipment at Langley
Research Center. The other level is on one of the other two NASTRAN machines
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(IBM or UNIVAC). The third machine integration is performed by the MC alone
with consultation by the NCC.

Although the installation of the new capability is designated as a separate
phase near the end of the new capability development, it may not occur in such
simple terms. It must be recognized that by the time this phase is initiated,
the basic problem of integrating a new capability into an archive lev.” ;s be
hindered due to the wide disparity between the New Capability Contractor's
modified base level and the Maintenance Contractor's current archive level.
Obviously this Phase may have to be adjusted to occur at different times through-
out the new capability deveiopment cycle. If the cycle is short, it need only
be done once. If the cycle is extended, it may have to be done several times.

Acceptance Phase

The final Phase in the new capability development is the acceptance by
NSMO of all the elements of the new capability. The elements of a new capabili-
ty include the required deliverables associated with each phase and the necessary
documentation. (The format of the documentation has been previously presented
in Reference 6.) In the context of this paper, documentation refers to the
formal and final additions to, the four NASTRAN manuals (sections of which have
been previously referenced). These new capability elements are discussed
separately.

ELEMENTS OF A NEW CAPABILITY
Definition Phase Elements

The deliverable associated with the definition phase is the Mathematical
Specification (MS). The MS is a statement of the technical problem to be solved;
the new capability requirements to be met; and the mathematical solution pro-
posed.

A typical MS would contain the motivation for the new capability, the soft-
ware requirements to implement it, reliability requirements or limitations, and
expected documentation. The definition of the capability is specified by a
rigorous and detailed derivation of the equations needed to solve the problem
with an in-depth discussion of the theory developed or a relation compared to
current technical literature. The style, content, and detail of this develop-
ment is produced in the same format as the NASTRAN Theoretical Manual with the
ultimate goal being that much of it will eventually be placed in that manual.
The MS would also define new data cards anticipated in order to utilize the new
capability.
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Design Phase Elements

Two deliverables are associated with the Design Phase. These are the
Design Specification and a proposed Test Plan and Test Specification.

The contents of the Design Specification would detail the information users
would need in order to take advantage of the features associated with the new
capability and a formulation of the software requirements needed to implement
and support the new capability. That information associated with user features
and software requirements would be sufficient in content to be easily incorpora-
ted into the NASTRAN User's and Programmer's Manuals, respectively.

Relative to the user, the Design Specification would contain appropriate
information (where applicable) concerning a discussion of modeling techniques,
input deck(s) data cards, changes or additions to the Rigid Formats, diagnostic
messages, plotting instructions and definitions of terms. Relative to the soft-
ware requirements, the Design Specification would contain (where applicable)
descriptions of necessary data blocks, tables, subroutines, functional modules,
and links. If a new element is defined, the highlights of the mathematics
associated with it would be included.

The Test Plan and Test Specification would also be produced in the Design
Phase to formulate the anticipated tests required at various steps in the new
capability development. These are subsystem tests and installation tests.

The purpose of a subsystem test is to independently test software in a stand-
alone environment while an installation test is more general to include a for-
mal interface with all of the NASTRAN capabilities. The test plan would include
a discussion of the features to be tested and operations required (checkpoint,
restart, plot, etc.). The test specification would define the objectives of the
test, the model(s) employed to perform the test, and a checklist to verify the
expected output and results.

Programming Phase Elements

Since the Programming Phase is the one in which the software is being
implemented and subsystem tests are being performed, it is presumed that the
definitions put forth in previous phases (which produced the Mathematical
Specification and the Design Specification) would, in this phase, be assembled
for preliminary documentation.

Based on the results of subsystem testing, the first design criterin are
essentially checked. Therefore, a preliminary manuscript of the information
intended for inclusion in the NASTRAN manuals would be produced. In addition
it would be required, at the end of this phase, to produce compilation listings
of altered source code and load maps.
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System Testing Elements

This phase requires full scale installation system testing to verify the
successful incorporation of the new capability in the NASTRAN environment. The
tests would encompass executions of selected standard NASTRAN Demonstration
Problems plus the NCC's special purpose test problems. At the completion of
these tests, a report of test results would be produced to discuss the impact
of the new capability on the existing NASTRAN system. At the completion of the
phase, a final edition of compiled source, object, and execution tapes would be
delivered as well as decks of alters needed to produce them on two computers.

RECENT INTERFACE EXPERIENCE

During the course of the current NASTRAN System maintenance contract, a
model specification for inteqrating a new capability into an archive level has
been formulated?, reviewed and critiqued®, revised (to incorporate critiques),
and is in the final stages of release for publication. Concurrently, portions
of the specifications have been tested with various new capability contractors
under varying degrees. Table 1 shows the new capabilities under development.

Automated Multi-stage Substructuring
and Improved DMAP

The Automated Multi-stage Substructuring (AMSS) and Improved DMAP capabili-
ties were developed by Universal Analytics, Inc., (UAI). The basic purpose of
the AMSS capability (Reference 7) is to provide the NASTRAN user with the ability
to analyze components (substructures) of a large structural model to reduce data
preparation and computational time and to have the matrices associated with the
substructures automatically assembled (Reference 8). The primary purpose of the
Improved DMAP capability (Reference 9) is to provide the user with a DMAP
language that is less stringent (in terms of format rules) and is more flexi-
ble (in terms of statements required) than the language that was originally
developed for NASTRAN Level 12 and remained in existence through Level 15,5.
Level 16 supports both forms of the DMAP language (Reference 10).

Both capabilities were initiated using Level 15.5 as a base and were in-
stalled in an archive Level 15.9. Because UAI is a subcontractor to CSC on the
NASTRAN Maintenance Contract, a less formal relationship exists between the two
contractors than one which would exist if UAI were not performing some of the

2 gee Footnote 1.

3 Richard S. Pyle, Charlene Welch, Dr. P. R. Pamidi (Computer Sciences Corpora-
tion); Dr. Eric I. Field, David N. Herting (Universal Analytics, Inc.);
Allen R. Curtis (Lockheed California Company); Keith H. Redner (Consultant).
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maintenance tasks in addition to the new capability development. In this case,
the installation and checkout of the new capabilities was incorporated in con-
junction with other activities such as error corrections, demonstration problem
evaluation, and documentation additions.

At the time the CSC-UAI subcontract was initiated, what would have been the
Definition, Design, and Programming phases of the UAI new capability development
were virtually complete. It remained to proceed through a joint effort consis-
ting of the rudiments of System Testing, Installation, and Acceptance phases.
The new capability code was jointly installed on the Langley Research Center's
CDC 6000 series computer and the first and second category tests were executed.
Code changes necessary to correct errors discovered, installation and testing
of both capabilities on the Goddard Space Flight Center's IBM 360/95 and the
Lewis Research Center's UNIVAC 1110 computers, and the finalization of the docu-
mentation were completed in time to include them with the public versions of
Level 16.

Fast Eigenvalue Extraction Routines

The purpose of the Fast Eigenvalue Extraction Routines (FEER) is to incor-
porate a tridiagonalization technique to extract roots but to allow the user the
option of 1imiting the number of roots extracted. The capability is intended to
be applicable in both real and complex analyses.

Analytical Mechanics Associates (AMA) is the development contractor of this
capability. Presently, the real version is complete (Reference 11) and the com-
plex version is still in development.

This was the first instance in which the Maintenance Contractor and New
Capability Contractor were able to define a course of action through NSMO that
was based on a first draft of the proposed interface specification. This was
not contractually binding on either contractor but was a device to test the
concept at an early point in the development of the new capability.

At the completion of the Design phase of the new capability, a plan was
developed to define the NCC support to be provided by the MC during the Pro-
gramming phase. It also defined the preferred condition of the Programming
phase deliverables since the new capability was being developed on the GSFC
IBM 360/95 (with an installation on the LaRC CDC) but installation on the LeRC
UNIVAC would be done by the MC alone.

Development began on an archive Level 15.9. Since the IBM was the develop-
ment machine, one installation was performed as soon as the IBM public Level
16.0.1 became available. The first and second category tests were executed at
GSFC by AMA and at LaRC by CSC and AMA. The final integration of the real
version of FEER was completed on an archive Level 16.
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Matrix Conditioning

This is another capability that was developed by Universal Analytics, Inc.
The purpose of this capability is to incorporate a greater level of confidence
in the computations associated with singularity conditions and element stress
and force calculations. In addition, the Matrix Conditioning package provides
the user with the option of requesting output due to forces contributed by
multi-point constraints.

The CSC-UAI relationship has previously been described. However, with
respect to the development of this capability, another aspect of the proposed
specification was tested. This was the development of a Test Plan and Test
Results report associated with a System Testing phase. By executing selected
NASTRAN Demonstration problems and supplementary problems as well as special
purpose problems designed for the new capability, certain areas of code were
identified that needed to be changed in order to guarantee acceptability. The
Installation phase is presently in progress on an archive Level 16.

Higher Order Plate, Membrane,
and Shell Elements

The purpose of the development of the higher order plate, membrane, and
shell elements is to provide the user with additional structural elements that
incorporate greater accuracy in calculating displacements and defining thermal
effects. In addition, the shell element, which couples the bending and membrane
properties of the other two elements, provides the user with a modeling tool
developed from the mathematics of thin shell theory.

These elements were developed under a NASA research grant with 01d Dominion
University. The motivation behind the development of these elements can be
found in the technical literature (Reference 12). Because this research was
monitored by NSMO, in effect, NSMO became the NCC in so far as the new capabili-
ty integration was concerned. The steps taken through each of the proposed
phases resulted in a final installation of the new elements on an archive Level
16. Of particular interest, is the report (Reference 13) that encompasses the
deliverables associated with the Programming and System Testing phases.

Aeroelastic Response and Additions to
Aeroeiastic Flutter Analysis

The Aeroelastic Flutter Analysis, which is available in the public versions
of NASTRAN Level 16 (Reference 14), and the Aeroelastic Response capability were
developed outside the scope of the NSMO NASTRAN maintenance responsibility. The
Aeroelastic: Flutter Analysis provides the user with the capability to predict
flutter conditions associated with a model that contains structural elements as
well as aerodynamic surfaces. The basis for the computations is derived from
the Doublet Lattice theory and the k-method of analysis (Reference 15). The
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Aeroelastic Response capability will provide the user with the ability to
analyze an aerodynamic model under frequency or time dependent conditions in
the subsonic or supersonic regimes (Reference 16). The purpose of the new capa-
bility activity is to add the Aeroelastic Response and to incorporate enhance-
ments to the existing Flutter Analysis.

This activity is presently in progress. To date, a working archive level
has been created and System Testing is in progress on the LaRC computer.

CONCLUDING REMARKS

Six phases were defined in a model specification for the purpose of inte-
grating a new capability into an archive level of NASTRAN. Five new capabili-
ties have been or are being delivered to the maintenance contractor through
NSMO. As each new capability was delivered, certain phases of the proposed
specification were tested under "field" conditions to evaluate the propositions
a? dgfined and to incorporate critiques and comments made from different points
of view.

The proposed specification defines the means to add new capabilities to
the NASTRAN system to facilitate the management of these activities by NSMO and
to provide the user with a level of confidence when they are incorporated and
released in the next public level.
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TABLE 1. RECENT INTERFACE EXPERIENCES

CONTRACTOR

NEW CAPABILITY

Universal Analytics, Inc.

Analytical Mechanics Associates
Universal Analytics, Inc.

01d Dominion University

MacNeal-Schwendler Corporation

Automated Multi-stage Substructuring and
Improved DMAP

Fast Eigenvalue Extraction Routines (FEER)

Matrix Conditioning

Higher Order Plate, Membrane, and Shell
Elements

Aeroelastic Response and Additions to
Aeroelastic Flutter Analysis
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NORCK: A NASTRAN MODULE TO CHECK INPUT DATA AND ELEMENT GEOMETRY

David T. Zemer
NASTRAN Utilization Improvement Program
Northrop Corporation

SUMMARY

NORCK, a new Direct Matrix Abstraction module, has been written which allows
the user the ability to define error limits for finite element geometry and
properties within the solution flow, and to find these errors before the more
expensive parts of the analysis are run.

INTRODUCTION

As the computer becomes faster and computer memory core increases, the NASTRAN
user increases the complexity of his structure. His normal method of checking
his input data, aside from reading it one card at a time, is through plots and
then later by analyzing the output. The best check to date is plotting the
structure in sets and trying to interpret the plots. However, this method
cannot find all of the errors which may be in the structure or in the proper-
ties of the structural elements. For a large project, several engineers or
even several groups of engineers may be involved and they constantly change
and up-date data. This often leads to common errors, some of which are due

to keypunching, misinterpretation of information, and of elements and proper-
vies being poorly defined.

NASTRAN finds obvious errors such as missing grid points or blank element
properties, but the user has had no method of defining limits to geometry or
property data. This can lead to mistakes which are never found or only found
after a job is run and the output data has been analyzed. With very large
complex models containing tens of thousands of structural data cards which
may constantly be updated, it is almost a certainty that errors will be
induced allowing geometry failures such as very large or small lengths, areas,
and volumes, poorly defined internal angles and out-of-plane quadrilaterals.
Complex structures quite often have many property and material cards and a
bad property is very difficult to find, especially for matrix type input.
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OBJECTIVE

Due to the many different needs of NASTRAN users, an open ended method of
checking input errors was deemed necessary. It was required that the limits
be user-defined because of the large variety of models which would be run.
Other requirements were: compatibility with existing NASTRAN modules, an easy
method for the user to define his boundary limits, and a user definition of
output form for different models.

NORTHROP DATA CHECKING MODULE - NORCK

Purpose

A. Print the element ID, connecting external grid ID's and the length of
every linear element which has a length less than or greater than given
in Table CHECK.

B. Print the element ID, connecting grid ID's, areas, internal angles,
aspect ratio and '"warp" angle of every planar element which exceeds:

1. minimum/maximum internal angles

2. minimum/maximum areas

3. maximum aspect ratios

4. out-of-plane or warp angles for quadrilaterals

all of which are defined in Table CHECK.

C. Print the element ID, connecting grid ID's and volume of every solid
element which exceeds the volume limit given in Table CHECK.

D. Print the property card when an element property lies out of the limits
given in CHECK.

E. Print the materials card when any element material property lies outside
the limits set in CHECK.

F. Allow the user to print out only the errors found above, or all geometry
and property information with the use of a parameter.

G. Allow the user to print out the information in floating point format and

to choose the number of places following the decimal or exponential format
as a default.
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DMAP Calling Sequence

NORCK ECT, GPECT, SIL, GPL, EST, EPT, MPT, CHECK//V,N,Pl/V,N,P2/V,N,P3$

Input Data Blocks

ECT - Element Connect Table
GPECT - Grid Point Element Connection Table
SIL - Scalar Index List

GPL - Grid Point List

EST - Element Summary Table
EPT - Element Property Table
MPT - Material Property Table

CHECK - Direct Table Input from User with Limits Defined.

Output Data Blocks

‘None.

Parameters

Pl - Input-integer-default = 0. This parameter provides user control over
output if:

Pl is +1 then full output is obtained
Pl is -1 then only errors are printed.

P2 - OQutput-integer-default = 0. If a duplicate element is found, set:
P2 = -1.

P3 - Input-integer-default = 0. This parameter provides user output print
control.

P3 = 0 gives exponential format
P3 =1 to 4 gives printout in floating point format where P3 is the
number of digits behind the decimal point.

Any other number gives exponential format.

Remarks

For geometry type testing, Tables ECT, GPECT, SIL, GPL, CHECK are necessary.
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For element property testing, Tables EPT and CHECK are necessary.

For material property testing, Tables MPT and CHECK are necessary.

Direct Table Input CHECK

The following card input is necessary.

1 2 3 & 5 6 7 8 9 10
DTL CHECK 0 1 2 3 4 5 6 0001
+001 LINE Min Max 0002
+002 TRIA Min Max 0003
+003 QUAD Min Max 0004
+004 SOLID Min Max 0005
+005 ANGL Min Max 0006
+006 WARP Max 0007
+007 AR Max 0008
+008 MT1 n Min Max 0009
+009 MT2 n Min Max 00010
+0010 PROP n m Min Max 00011
+0011 ENDREC
Field Conteuts
LINE Two grid element length
TRIA Three grid element area
QUAD Four grid element area
SOLID Solid element volume
ANGL Internal angle
WARP Out-of-plane warpage for ouadrilateral
AR Aspect ratio = longest side/smallest side
MT1 For MAT1 type cards
MT2 For MAT2 type cards
Min Minimum value allowable
Max Maximum value allowable
n Field number on this particular type of
material/property card
m Internal card number for property cards

output from IFP (User's Manual, Page 2.3-16)

Remarks

If a value is not defined, default values are in the module.
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Example

The s-* of elements in Figures 1 and 2 were used to test the boundary conditions
given in DTI CHECK (Table 1).

Element 62300 has had ¢t grid order of the second and fourth nodes on the
element card reversed wi ch plots a hour-glass figurc.

Element 62400 has one grid (6242) out of the plane formed by the other three.
The other elements are used to test the min-max internal angles, lengths,
areas, etc., and the answers shown in Table 2 are printed for the errors found.

FUTURE WORK

The names of the limits for DTI CHECK will be changed to match NASTRiN conven-
tion and the output will be put into a more legible form.,

RECOMMENDATIONS

More features which could be included would be loads integration at planes
specified by the user and other checks for input data.

CONCLUSION

NORCK gives the user, and especially the user with a large complex structure
and without a graphics capability, more confidence in his analysis and allows
him to define his limits for element geometry acceptability before he runs
the more expensive steps in his solution.
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STUDY OF THE NASTRAN INPUT/OUTPUT SUBSYSTEMS

W. K. Brown
Computer Sciences Corporation

and

W. F. Schoellmann
Computer Sciences Corporation

SUMMARY

The basic characteristics of the NASTRAN Level 16 I/@ Subsystem are
presented with particular reference to blocking/deblocking aspects, I/@ methods
used on the IBM, CDC, and UNIVAC machines, definition of basic NASTRAN I/@
control tables, and portability of parts of the I/@ subsystem to other programs
outside the NASTRAN environment. Included is an explanation of the IBM
primary, secondary, and tertiary files defined by the data definition (DD)
cards in the NASTRAN JCL procedure. The explanation is intended to enlighten
users as to the purpose of these DD cards, how they relate to one another, and
why there are no similar type definition cards required on the CDC and UNIVAC
versions. Enhancements designed to increase overall efficiency and decrease
core requirements are also recommended.

INTRODUCTION

The Level 16 NASTRAN I/@ Subsystem is divided into two parts: the
blocking and deblocking of data and the actual I/@ interface with the host
operating system. The blocking and deblocking of data essentially involve
two different types of data. The first type is general data which may be any
one or a combination of alphanumeric, real, or integer words. The second type
involves matrix data that is stored in string format. The blocking techniques
for these different types of data are discussed.

The I/@ interface with the host operating system is different for IBM,

CDC, and UNIVAC machines. This interface is explained and enhancements to
improve this area of the I/@ Subsystem are recommended.
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DATA PACKING
Blocking and Deblocking of Data

The blocking/deblocking part of the NASTRAN I/@ Subsystem is extremely
flexible. The capabilities supported by this part of the I/@ Subsystem are as
follows:
read a complete logical record
blast read a logical record
read part of a Togical record
read one non-zero term of a matrix column
read all non-zero terms of a matrix column
read a complete matrix column with zero padding
convert precision of a matrix column
convert type of a matrix column (i.e., real, complex)
read matrix data directly from the I/@ Subsystem buffer

The blocking and deblocking of data is done by subroutine GIN@ which is
driven by modules for general data, and, in the majority of cases, by
subroutine PAKUNPK for matrix data. The data is blocked and deblocked out of
buffers pre-allocated from open core by modules. The format of the buffer for
each machine is defined in Figures 1, 2 and 3. Blocking/deblocking is best
explained through examples.

Consider a call to entry WRITE in subroutine GIND to write a 10-word
logical data record as the first record of a file. The logical data record
will be prefaced by a one word record header and appended by a one word record
trailer. The format of record headers and trailers are defined in Table 1 for
the three machines. Example 1 in Figure 4 shows the twelve words that will be
generated in the physical record block by this call to WRITE.

Ncw consider a call to entry point PACK in subroutine PAKUNPK to write a
column of a real single precision matrix into the physical recaord block.
Assume the column contains ten rows of which rows 2, 3, 9 and 10 contain
nonzero terms. String packing implies only the non-zero terms will be stored.
A string is defined as a set of contiguous non-zero terms in a column.
Therefore, in this example, there will be two strings. One string will contain
the values of rows 2 and 3 and the second string will contain the values of
‘rows 9 and 10. The column will be prefaced by a record header and a column
header and appended by a column trailer (on option) and record trailer. Each
string will be prefaced by a string header and appended on option by a string
trailer. Note that the type of data, i.e., real single precision, real double
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precision, etc., is stored in the column header and trailer. This allows the
option for the calling subroutine to specify what precision and what type of
data is to be written to or read from the buffer. For example, a subroutine
may have a complex single precision matrix column in core but may specify that
only the real values of the column be written in the physical record block
thus losing the imaginary values within the column. Example 2 in Figure 4
shows the words that are generated for this example assuming the call to PACK
was made after the call to WRITE in the first example. To maintain double word
boundary, a dummy string definition word is available for insertion into the
physical data block buffer.

A call to the entry point CLASE in subroutine GIN@ will result in an
end-of-file and end-of-block definition word to be written into the physical
record block. Example 3 in Figure 4 shows the result of this call. Once a
call to CL@SE is made, the physical record block will be written to mass
storage. It should be noted that the trailer information is not written as
part of the file on mass storage but is kept in core within the File Allocation

Table (FIAT) (see Reference 1).
NASTRAN I/@ SUBSYSTEM/OPERATING SYSTEM INTERFACE
Characteristics of the CDC NASTRAN I/@ Interface

The CDC I/ Subsystem issues I/ requests through Peripheral Processor
(PP) calls and calls to Combined Input Output (CI@) in subroutine XIPRTN. The
I/9 requests are initiated by the blocking/deblocking subroutine GIN@ and the
I1/@ initialization subroutine GNFIAT through calls to subroutine I106600.
Subroutine IP6600 maintains the Subindex array pointer and calls XIPRTN for
the actual I/@ request. The CDC I/@ Subsystem processes requests for both
sequential and index files. For index files, subroutine Ip6600 maintains the
index for each record written in the Subindex array of the buffer’ (see Fiqure
1). Once the Subindex array is ¥ull, this.arra¥ is then written on the file
and the index for that record is maintained by 106600 in the Master Index array
permanently located in core (see Figure 5). There is a 62-word array in the
Master Index for each file that is maintained in the FIAT (see Reference 1).

The only subroutine in the CDC NASTRAN I/@ Subsystem package that is
portable is subroutine XI@RTN. Subroutine XIPRTN needs the following

information:

an array for the FET

unit reference number to apply the I/P request
buffer to receive/write data from/to the I/@ unit
flag to receive 1/@ status

index for read operations

number of words to read/write
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o flag to indicate complete or incomplete record
e length of circular buffer in the FET

The purpose of subroutine XI@RTN is to perform the following functions:

set up the FET

issue I/@ requests

check I/ status and set flag for the calling routine
read/write data from/to supplied buffer

Table 2 documents the entry points in XI@RTN and the operations they perform.
This subroutine has been used by several programs outside the NASTRAN

environment.

Files that are maintained in the FIAT are dynamically opened by XI@RTN
on call from the preface subroutine GNFIAT. Any file that is not preassigned
by the user will be dynamically assigned during this open operation.

Characteristics of the IBM NASTRAN I/P@ Interface

The IBM I/@ Subsystem is the most complex of the NASTRAN I/@ Subsystems.
Due to the complexity of dynamically assigned files during execution, external
files are assigned by data definition (DD) cards in a JCL procedure file. The
majority of the DD cards assign files with names prefaced by the characters
"PRI" (primary), "SEC" (secondary), and "TER" (tertiary) used by the I/p
Subsystem to store data. The number of "PRI" files assigned determines the
maximum number of files to be maintained in the FIAT. Each "PRI" file
represents one unit in the FIAT. The "SEC" and "TER" files are spill files
that become extensions of the "PRI" files when primary space is exhausted.
A deficiency in the logic regarding the extension of a "PRI" file to "SEC"
or "TER" files is that no attempt is made to determine whether secondary space
may be used on the "PRI" file before connecting a "SEC" or "TER" file since the
DD card may have specified secondary space allocation on the "PRI" file. Also,
since there may be several "SEC" and "TER" files assigned to the "PRI" file,
the same deficiency exists when primary space on the "SEC" or "TER" files is
exhausted and other available "SEC" or "TER" files are connected without first
trying to use secondary space that may exist on the current "SEC" or "TER"
file.

In future releases of NASTRAN, the FIAT printout obtained by requesting
DIAG 2 (see Reference 6) will be expanded to tell the user how many "SEC" and
"TER" Files are connected to each "PRI" file and also tell how much space was
used on the "PRI", "SEC" and "TER" files. This supplies the user valuable
information regarding file utilization and the actual sizes in words of the
data files that NASTRAN is generating. This will aid users in determining
which files are costly in terms of storage and in determining reasonable space
allocations for certain types of NASTRAN rur.;.
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The File Control Block (FCB) is the means by which the connection between
“PRI", "SEC" and "TER" files are maintained by the NASTRAN I/P Subsystem.
Table 3 is a description of the FCB. One FCB resides in core at all times for
each "PRI", "SEC" and "TER" file. Figure 6 shows core allocation for the IBM
NASTRAN System. The parameter FCBNEXT connects the next "SEC" or "TER" file to
the current "PRI" file. The parameter FCBPREV is used for "SEC" and "TER"
files to refer to the previous connected file which may or may not be the "PRI"
file. Through these parameters the chain of connected files is maintained.

A Data Control Block (DCB) (see Reference 2) is generated by the Preface
subroutine GNFIAT for every file assigned by a DD card with the exception of
the FPRTRAN files. The DCB permanently resides in core (see Figure 6).

Space is allocated for the Data Event Contru. Blocks (DECB) (see Reference
3) by subroutine GNFIAT (see Figure 6). These DECBs are used only for files
that are open and, therefore, the DECBs are used repeatedly. Because of this,
the number of DECBs allocated is the maximum number of files (see Reference 4)
that NASTRAN may have open at any point in time. Subroutine NASTI@ assigns the
DECBs when a file is requested to be opened.

The IBM I/ Subsystem uses the IBM Basic Sequential Access Method (BSAM)
(see Reference 5) to issue I/ requests. This method was chosen because
NASTRAN's blocking/deblocking capability eliminated the need for any blocking
to be done by the operating system. Thus, BSAM allows the capability to write
or read a block of data either sequentially or randomly. Most users desire the
block of data to be a full track and therefore set the BUFFSIZE parameter (see
Reference 6) accordingly. Since every block written goes to a separat~ track,
the relative block number maintained by the I/ Subsystem becumes the relative
index for the P@INT supervisor call (see Reference 5). A1l calls to subroutine
NASTI@ are made from subroutine GIN@.

Because of the complexity of the IBM NASTRAN I/@ Subsystem, no I/9
subroutine is easily portable to be used outside the NASTRAN environment.

Characteristics of the UNIVAC I/9 Interface

The UNIVAC I/ Subsystem requests I/@ operations through NTRAN (see
Reference 7). The files that are written through NTRAN are dynamically
assigned by subroutine GNFIAT which allocates 1360 tracks for each file. There
will be "MAXFIL" (see Reference 4) files assigned by GNFIAT and they have the
file names of 1, 2, 3, 4, etc. The number of files assigned is the maximum
number of files in the FIAT plus 5. In order to use NTRAN, three alters are
necessary to allow the maximum number of files to be available at one time.

The altered NTRAN is the element NTRAN$ in the NASTRAN source library. The
alters do the following:

o set the NTRAN Control Table (NCT) length to 15
o set the number of packets to 37
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e set the packet size to 9

The UNIVAC I/P Subsystem maintains a File Control Block (FCB) for each
file assigned. The FCB is used only to keep the current block number of a
file. On each I/@ operation the FCB is compared with the block number of the
block just read to insure the correct block was read (see Figure 3). The FCB
is part of the /GIN@X/ common block. A1l calls to NTRAN are made from
subroutines 11108 and SPTRAN (used only for substructuring).

The only I/@ subroutines that lend themselves to portability outside the
NASTRAN environment are subroutines IP1108 and SPTRAN. The inputs required for
101108 and S@TRAN are:

o I/P operation desired

e [/0 buffer
The following operations are performed by I@1108 and SPTRAN:

rewind a file

write a block

read a block

backspace one block

read requested block (191108 only)

swap tapes for a multi-reel file (191108 only)

The only alter required is to either maintain a FCB when using If1108 or to
delete all code referencing the FCB.

RECOMMENDATIONS
Enhancements to the CDC I/@ Subsystem

It is suggested that the concept of maintaining a Master Index and a
Subindex be deleted, thus freeing up core for other purposes. The indexes that
were stored in these arrays may be calculated since it only reflects the
relative Physical Record Unit (PRU). The relative PRU is a function of the
NASTRAN buffer size and the PRU size.

A feature that will be included in the next NASTRAN release is the

extension of the FIAT printout (obtained by requesting DIAG 2) to include the
size of each file in words.
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Enhancements to the IBM 1/@ Subsystem

The allocation of the right amount of disk space for program work files
has always been a problem on the IBM operating system. The problem arises
because IBM assumes a program user ‘can mak: a good estimate of the amount of
disk space needed for each work file. Making a good estimate, however,
requires a knowledge of the NASTRAN I/@ Subsystem which most users should not
be required to have. It is for this reason that the design of NASTRAN includes
the concept of the spill work files (i.e., the "SEC" and "TER" files). The
a]qorithm for logically concatenating the spill files to the primary ("PRI")
files has been a point of interest to many NASTRAN system programmers and
consequently it has been changed manvy times. The present algorithm is usually
sufficient for small or medium size NASTRAN applications, but, large problems
recuire a large amount of disk space overkill or, as stated before, a knowledge
of the NASTRAN I/P Subsystem.

Presently, NASTRAN avoids using the user specified (via the JCL) secondary
space allocation since a program abort will result if the secondary space is
not available on the disk. An improvement would be a check in NASTRAN to see
1f secondary space is available and allow for secondary space allocation before
using a spill work file to logically extend the primary file. An IBM system
supervisor call already exists to determine the amount of available space left
on a disk. The coding changes necessary to utilize the LSPACE supervisor call
(see Reference 8), are not extensive and should result in a further NASTRAN
refinement to a long existing problem.

Enhancements to the UNIVAC I/@ Subsystem

The subroutine NTRAN, because of its generality, requires a considerable
amount of time to process an I/P 1ist (sce Reference 7). It is suggested that
subroutine NTRAN be replaced bv other subroutines employing IQW$ executive

request calls. This will allow faster processing of I/@ lists, better error
handling techniques and messages, and an overall general improvement.

A feature that will be included in the next NASTRAN release is the
extension of the FIAT printout (obtained by requesting DIAG 2) to include the
size of each file in words.
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Table 2. Entry Points in XI@RTN

Entry Point Name

Operation Performed

X@PEN Generates FET and opens the file

XCL@SE Closes the file but does not purge it
XEVICT Releases space occupied by the file on disk
REINDX Redefines the index in the FET

XWRITE Writes partial or complete records on option
XREAD Reads partial or complete records on option
XREWIND Rewinds the file

XBKREC Backspaces the file one record

XFRDREC Forwardspaces the file one record

WRITEX Performs blast writes of complete records
READX Performs blast reads of complete records
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Table 3.

Description of the FCB

Parameter Length (Bytes) Description

FCBFRST* 2 Points to first block of core file

FCBCURNT* 2 Points to current block of core file

FCBLAST 2 Last block number of file

FCBFLAGS 1 1/9 flag

FCBDECB 1 Points to DECB assigned to file

FCBBLKN® 2 Block number at which file is currently
positioned

FCBPREV 1 Previous unit assigned to the file

FCBNEXT 1 Next unit assigned to the file

FCBLOW 2 First block number of file for this unit

FCBHIGH 2 Last block number of file for this unit

FCBLKPRI 2 Number of blocks in this unit's primary
allocation

FCBLKSEC 2 Number of blocks in this unit's secondary
allocation

FCBCLAST* 2 Last block number in core for a core file

FCBNBPT 2 Number of blocks per track

FCBBUFF* 4 Address of I/@ buffer assigned

FCBMAX 2 Usage statistics

FCBTIQT 2 Offset in TIPT to entry for this file

* Used only for files kept in core
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Open Core

Master File Index Table
(62,MAXFIL)

Figure 5. Core Allocation for the CDC NASTRAN System
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Link NASTRAN
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Open Core

File Control Blocks
(FCB)
(one FCB for every file)

Data Control Block

(DCB)
(one DCB for every file)

(number is maximum number of open files)

Data Event Control Block
(DECB)

FORTRAN Buffers
and Core for the
Operating System

Figure 6.

Core Allocation for the IBM NASTRAN System
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STRUCTURAL MODEL INTEGRITY

D. V. Wallerstein, R. S. Lahey, and G. W. Haggenmacher
Lockheed-California Company

SUMMARY

Many of the practical aspects and problems of ensuring the integrity of a
structural model are discussed, as well as the steps which have been taken in
the Lockheed-California Company's NASTRAN System (Level 15.1 and 16.1) to
assure that these checks can be routinely performed. Model integrity as used
in this paper applies not only to the structural model but also to the loads
applied to the model. Emphasis is also placed on the fact that when dealing
with substructure analysis, all of the checking procedures discussed should be
applied at the lowest level of substructure prior to any coupling.

INTRODUCTION

The error checking methods prevalent among NASTRAN users appear to fall
into four categories: the line-by-line check of the bulk data deck echo; the
use of computer generated mesh plots for the detection of improperly shaped or
connected finite elements; the use of condition numbers to measure the acc:racy
of the solution; and the final results look strange method. All of these tech-
niques are both necessary and irreplaceable. There is, however, often a vast
amount of data to be checked and questions to be answered once an error is
detected by the last two categories. Is the trouble in the applied loads? If
the condition number indicates ill-conditioning, is it because of poor sequenc-
ing, are the constraints improper, or is the s:iructure unstable? What equations
are causing the trouble (if indeed there is any trouble)?

To attempt to answer these questions, the various checks discussed below
have been introduced as standard procedure in the Lockheed-California Company's
NASTRAN (NASTRAN-LCC). In keeping with the spirit of the philosophy contained
in the generation of mesh plots, namely, visibility; an attempt has been made to
make the checks as visual as possible. The checks, which have been introduced

into NASTRAN-LCC through new modules and modifications to existing modules, fall
into the following categories and subcategories:

] Equilibrium
(e] External loads ~ unit load distribution
o MPC equations

0 Structure boundary stiffness and loads
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@ Rigid body checks for compatibility of constraints
o A full structure with support degrees of freedom in the A-set
o A substructure with boundary points in the A-set
° Equation conditioning (singularities)
o Stiffness matrix
o MPC equations
° Selection of simple load conditions to examine model behavior
o 1-g loads
o Pressure loads

These checks are, in general, executed through simple DMAP Alters.

SYMBOLS
g-set Unconstrained grid point displacement set
[PG] External static load matrix - g size
GPWG Grid point weight generator module (NASTRAN-LCC)
BGPDT Basic grid point definition table
CSTM Coordinate system transformation matrices table
EQEXIN Equivalence of internal and external indices table
MATPRN Utility module for printing matrices
[UG] Displacement matrix - g size
# Number of load conditions
a-set NASTRAN analysis set
[RG] - [RMMERMN] Multipoint constraint equation
Bmﬂ MPC dependent degrees of freedom
DUN] MPC independent degrees of freedom
[PM} ternal loads corresponding to [UM]
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PS Constraint set on grid cards

SPC Constraint set on SPC cards

MPC Multipoint constraints

DIAGMAT A module to form diagonal matrices (NASTRAN-LCC)

USET Displacement set definition table

[GO] Transformation matrix of stiffness matrix partitioning

SDRP1 Stress data recovery - Phase 1 module (NASTRAN-LCC)

Pcr Critical buckling load

RBMG2 Rigid body matrix generator - Part 2

[GM] Multipoint constraint.transformation matrix
EQUILIBRIUM

In the analysis of aircraft structures, the number of applied load condi-
tions can number in the hundreds. While no guarauntee can be made that the
loads are correct in the sense that a given column of the [PG] matrix represents
correctly a desired flight condition, i.e., Nz = +6.00, not +7.20, each load
condition can be checked for static balance. To facilitate this check, the
NASTRAN module GPWG has been modified to form a static load summation for each
load condition in the [PG] matrix. The actual check consists of the Alter

GPWG BGPDT,CSTM, EQEXIN,PG/PGCK/-1/0.0 §$

(1)
MATPRN PGCK,,,,//$
The check is based on the fact the GPWG forms a rigid body matrix [ D ]
such that g x 6
[ve] _ [p] [(we] 2)
g x # g x 6 6 x #

holds. [Uo] is the vector of six rigid body motions of the reference point.
Hence, from the principle of virtual work, the following load transformation
holds
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Peck] _ [T [PG]

6 x # 6xg gxi 3

Rows 1 through 6, respectively, correspond to the PX, PY, PZ, MX, MY, and
MZ load summations about the basic coordinate system origin. Table 1 shows
that for a unit load in one particular degree of freedom, the values of the
three moments about the origin are numerically equal to the location coordinates
(basic) to that degree of freedom. Thus, if the applied external loads repre-
sent a zero force system (D'Alembert's principle), the [PGCK] matrix should be
numerically zero.

An important bonus of this check procedure is that it is useful for deter-
mining missing or superfluous PLOAD cards. The PLOAD cards really represent
pressure panels whose continuity can not be determined via mesh plots. A
pressure vessel must be closed, i.e., produce zero resultant due to pressure.
The equations of table 1 can give useful information in determining the
approximate location of a hole.

Often, the [PG]) matrix represents a matrix of unit load distributionms.
When this is the case, the [PGCK] matrix directly indicates the locations of
the resultant of the unit load distribution as shown in table 1.

Thus far, the equilibrium check has been considered in the context of the
[PG] external load matrix. Many other matrices can, however, be considered as
load matrices for the purpose of a load check. Two such Tatrices are the
boundary stiffness matrix of a substructure, and the (RG]  matrix of the
multipoint constraint equation. In the former case, each of the colums of any
stiffness matrix must, if correctly formed, sum up to zero. In the latter
case, the MPC equation

) [ = 01 G

via the principle of virtual work implies the static equilibrium relationship
T]- 1
eN@) = - [Ro)” [Ran®] 7L o) (5)

This equation expresses equilibrium between [PN(m)] and [Pm]. The resultant
(PGCK] is then

[PGcK] = (D1” [ [Pm) ] = [0] (6)
- [Pn(m)]
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If we let each of the constraint forces necessary to enforce the MPC equation,
in turn, equal unity;

[PM] becomes

(Pm) = (Rumi]®

and
[PN(m)] = - [Run]®
hence
[peek] = [p]” Ram’ | m)* ®a)T = [0 (7
RmnT

and [RG]T then plays the part of [PG].
RIGID BODY CHECK

The rigid body check is the principal check on the compatibility of all
constraints (PS, SPC, and MPC). The rigid body check should be executed after
the MPC check, as outlined above, so that the evaluation of results can concen-
trate on the correct specification of PS and SPC constraints. Errors may be a
PS-constraint on a nonsingular degree of freedom, or misspecified SPC con-
straints. Currently, NASTRAN's rigid body check consists of the print-out of a
single error ratio whose nonzero value indicates the existence of a problem
somewhere. The check outlined below pinpoints the error by causing a nonzero
constraint force to be printed for each incompatible constraint in the standard
NASTRAN output. The essentials of the check are the same whether or not it is
used on a full structure or a substructure. In the former case, the static
supports are on ASET cards instead of SUPORT cards (in essence a substructure
analysis has been formed) and in the latter case, the ASET cards represent sub-
stitute boundary degrees of freedom.

The check applies rigid body motions to the structure for which all result-
ing constraint forces should be null. Consider the beam shown in figure 1
which is supported at gridpoints 1 and 3 as shown, with the supports in the
ASET., Assume a unit load acts at each ASET degree of freedom and at no other.
Form the diagonal matrix

(uaa] = (1] (8)

axa axa

Merge this matrix into a (g x a) matrix
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(LDA] = (1] (9

(o]

g x a

Treat [(LDA] as a static load vector and form

(uLT] = [3 g BT] [[1]] = b (10)
6xa 6xa 6x(g-a) (o]

by use of NASTRAN-LCC's GPWG. The [ULT] matrix represents the static balance
at the reference point for unit loads at each of the grid points. Then [ULV] =
[ULT]T are the rigid body displacements in the a-set corresponding to unit
(rigid body) displacements at the reference point. This is so because

[ve] = [B] [RBY] (11)
5

Module SDR1, modified in NASTRAN-LCC to double precision, then forms (vo) =
(co] [ULV], and by merging techniques forms the full solution [UGV].

The Alter for Level 16 NASTRAN is

ALTER 98

DIAGMAT USET,/UAA//1.0/*A* §

EQUIV UAA/KAA/ALWAYS é

ALTER 121

VEC USET/VPA/*G*/*A*/*COMP* S

MERGE UAA,,,,,VPA/LDA/1/2/2 $

GPWG BGPDT, CSTM, EQEXIN,LDA/ULT/-1/0.0 S
TRNSP ULT/ULV $

In the last step of the Alter, [ULT]T is output directly as [ULV] since no
SUPORT cards are permitted and hence the ASET and LSET are equivalent. The
normal solution sequence of NASTRAN is now continued. To find incompatible
constraints, simply look for numerically nonzero values in the constraint forces
output.
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EQUATION CONDITIONING

As a prelude to equation conditioning checks, a positive method of equation
identification is desirable. To accomplish this, NASTRAN module GP4 has been
modified to increase the visibility of the USET table print between internal-
external degree-of-freedom numbers and subset indication (DIAG = 21) by print-
ing the equation number within each subset rather than just an asterisk.

Figure 2 shows the new print. The advantage of this print lies in the fact
that, if the user thinks something is wrong in equation 216 of the OSET for
example, he can immediately correlate this to external grid point 1002, degree-
of-freedom 1.

Il1l-conditioning arises from several sources. A column under an applied
load equal to Pcr is ill-conditioned if a small lateral load is applied
(Rigid Format 4). More commonly, however, ill-conditioning arises because of
modeling oversights such as improper constraints on a grid point or because of
computational difficulties due to computer number manipulation. There are many
ways to measure ill-conditioning; unfortunately, none of the methods guarantee
that the matrix is ill-conditioned and most do not yield information as to
where the ill-conditioning is occurring. For example, the check procedure
based on use of a condition number defined as the ratio of the maximum eigen-
value to minimum eigenvalue can be expensive to compute and may, as in the case
of a structure made up of trains of linear springs numbered from tip to root,
be overly pessimistic as to the quality of the solution.

A simple test, which Lockheed-California Company has had good experience
with for over 15 years, is the independence index. This index provides a
measure of independence for each row/column of the matrix being decomposed and
has the attraction of being inexpensive. If di represents the value of the
diagonal coefficient just before it acts as a pivot and Kii is the original
diagonal coefficient, the index is defined as

S(I) = di/Kii (12)

A very low value of the index S(1) indicates an almost zero value of the pivot
and hence a singularity. Each negative power of ten for S(i) represents an
accuracy loss of that many leading digits in the solution.

The NASTRAN-LCC module SDCK computes S(I) for each diagonal term of the
matrix being checked and prints di, Kii, and S(I) for each term as well as the
equation number. Additionally, however, to increase visibility, the module
also prints next to each S(I) an asterisk for each negative power of ten in
S(I). A sample print is shown in figure 3. Many asterisks, representing
small values of S(I), may readily be scanned for visibility.
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Whenever a pattern as delineated in figure 3 appears, a close inspection of
the local structure is warranted. In this particular case, the pattern was
contrived for demonstration purposes. The Alter to produce the check for the
stiffness matrix would be (for Level 16, Rigid Format 1):

ALTER 106
(13)
SDCK KLL,LLL// §
or in the case where ASET points are boundary points,
ALTER 97
(14)

SDCK KO00,L00// §

Matrices other than stiffness matrices can of course be checked. A case
in point is the RMM matrix. Module MCE1l has been modified in NASTRAN-LCC to
output GM (no change except GM is purged i1if RMM is singular), RG (instead of
from GP4), and RMM. If RMM is multiplied by its transpose, a positive definite
symmetric matrix is formed. ' Putting this result through RBMG2 and its output,
LLL, through SDCK yields a check on RMM. The motive behind this check developed
when NASTRAN claimed that the MPC's were singular. As it turned out, they were
not; rather the pivots during decomposition in MCEl fell outside the attainable
range of the algorithm. Resequencing fixed the problem.

SIMPLE LOAD CONDITIONS TO EXPLORE MODEL BEHAVIOR

This procedure is mentioned for the sake of completeness, as it is common
at most installations. The checking process consists of a critical review of
standard analysis output to check the rational behavior of the structure. For
this, some suitable unit load cases should be chosen so that the physically
rational behavior of the structure in terms of deflection and internal force
flow can be verified. A fairly realistic condition loading all degrees of
freedom can be obtained, through the use of simple 1-g inertia condition, by
loading the structure by its own weight. If a density is specified on material
cards and the GRAV bulk data card is used to form the gravity acceleration

matrix
1.0 O. 0.
0. 1.0+ 0.
0. 0. 1.0

then a mass matrix generation based on element weight will occur. This is
always a reasonable mass matrix. Deflections and stresses can then be judged
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on the basis of a 1-g load in the structure. Similarly, for a pressure vessel
type structure (such as a fuselage), a unit pressure load is useful.

CONCLUDING REMARKS

While it is impossible to ensure computationally that a structural model
correctly represents the structure which the engineer has in mind, it certainly
is possible to ensure that the solution is correct and reasonable for what has
been modeled. Also, cognizance should be taken of all the nonstructural pro-
blems which arise when substructure coupling is involved. Large structures
consisting of tens of thousands of degrees of freedom, hundreds of load condi-
tions, and data recovery output that can rumber a million lines of print for a
single substructure will yield their own traumatic surprises in bookkeeping and
organization. To attempt such a coupling, without the previous knowledge of
successful checks as outlined in categories 1 through 4, can only be considered
a masochistic exercise.
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TABLE 1. MOMENTS AT REFERENCE POINT FOR UNIT VALUE OF LOAD AT X,Y,Z

Unit Value of Load
Moment
Equation PX = 1.0 PY = 1.0 PZ = 1.0
MX = YxPZ-ZxPY 0 -Z (WL-AS) Y(BL-AS)
MY = ZxPX-XxPZ Z(WL-SYM) 0 -X(MS-SYM)
MZ = XxPY~-YxPX -Y(BL-AS) X (MS-AS) 0
v Uy
— | \ -t
' B
© ! Do
ASETll——é /)—( i X PS=3,4,5
= REFERENCE GRID =—
ASET I \ ASET i
U, Uy Gz
[ULV] =11 0 0
o 1 -/
0o 1 /

Figure 1. Rigid Body Check
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A DIRECT MATRIX ABSTRACTION PROCEDURE FOR A

STATIC SOLUTION DURING A PHASE I SUBSTRUCTURING ANALYSIS

David T. Zemer
NASTRAN Utilization Improvement Program
Northrop Corporation

SUMMARY

This paper describes a Direct Matrix Abstraction procedure which allows a
static solution to be obtained in Phase I of a three phase NASTRAN substruc-
turing analysis while at the same time storing all information needed to

complete the substructuring analysis.
INTRODUCTION

Substructure analysis has been used for several years now in NASTRAN (ref. 1,
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