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Abstract. This paper describes a production system impiementation of Bobrow’s STUDENT
program. The main features of the new program, Studnt, are described. Conirasis
between the two versions are pointed out. A discussion of the implementation brings out
several properties of production systems, especially with regard te control

Studnt is then used as an example of the embedding of knowledge in a production system.
The knowledge in Studnt is expressed as 218 natural language siatements of three types:
task-oricnted knowledge, implementation and pregramming techniques, ond knowledge
aboi! production system control. Task-oriented knowledge is charactarizea by an abstract
moae! with 16 statements, which can be organized as a problem space. A detailed example
illustrates how the knowledge is mapped to the production rule form. The knowledge is
iargely at the problem space level, with about a fourth of the statements dealing with
programming techniques, and a much smaller fraction dealing with production system
control, The knowledge analysis brings out the importance of the explicitness of
unordered production systems with respect to determining the knowiedge encoded in each
production. The model of knowledge acquisition suggested by the analysis indicates
unique properties for production systems with respect to programming, debugging, and
augmentation. The analysis gives rise to some measures along eight understanding-system

“dimensions. Comparisons with other research and consideration ot the processes involved

in the analysis point up the need for further work on this approach.

This research was supported in part by the Defense Advanced Research Projects Agency
under Contract no. F44620-73-C-0074 and monitored by the Air Force Office of Scientific

Research.
@0 03 08 266

A

SRR

YAESE TS
AREEE



Studnt

TABLE OF CONTENTS

SECTION PAGE
A Introduction 1
B The Studnt Production Sysiem 5
B.1 General overview L]
8.2 An example problem in detan ! o 8 5o o o 100
Fig. 3.1 Inilial Working Memory contents for TEST2 .............. 6
GinRE:2 Rk nalfalit DUR AT EST 2RSS et R B ol ool e, Bh o o 8
B.3 Comparison with the original 8
B.4 Description of the productions . ‘11
B.5 Descriplion of the predicates 19
B.6 Conclusions on the implementation 23
C  The Knowledge in Studnt . 27
C.1 Characterizing the content ot the knowledge statements 29
c.2 Knowledge inleractions in forming a production: $13 32
C.3 Summaries of interactions for selected productions . 37
Fig. C.1 Knowlergz inleractions in [OEMIQEAS TRRRERC LIS i ) 38
c.4 Summary comments on the details of the analysis 43
Ch Furlher characterizations of the knowledge statements 45
C.6 The knowledge extraction process . o 1 RS U R /1
Fig. C.2 The mapping of NSsto SPs . . . . . . v v v v v v i e 51
7 A model of knowledge acquisition S 5
Fig. C.3 The model of knowledge acquisition: Bodies ot knowtedge ...... 53
c.8 Conclusions on the knowledge analysis . - 56
cC9 Comparisons with other approaches 58
C.10 Understanding and intelligence in Studnt 60
C.11 Directions for further research . 63
D Summary of Conclusions . . . . . . . . . . . .. . . . ' . 67
D.1 Acknowledgements 69
E References 7l
APPENDIX PAGE
A Short Summary of Ps nlft Features . ., . o, 73
Al System architecture and productlon format ot Psnlst 73
A2 Features of Psnist programs . ., ., . . . . . . , . 74
A3 Features of the trace output A, O Romailt, LS 76
B  The Studnt Program . . . ot T BITOLT | R e Tk et TR Yo 80
C Cross-reference of Studnt Predlcates 87
D Summary of Control Flow 90
E  Results for 27 Tests . |, . Sl T T | 51 E Rt | N i A 91
F Listing of the Knowledge Statements T2 08 T d L, B dES Y Bl i 2y L ke 96

S .

DL PPN

““““

e £



Studnt

A. Introduction

This paper is concerned with Studnt, a production sysiem implementatiori of the
STULIENT program of D. Bobrow (1964a, 1964b), The analysis of STUDENT grows out of a
more general research program whose aim is to rationalize the field of artificial
intelligence (Al). The purpose is to clarify the scientific issues involved in Al, to
characterize and justify the methods, and to firm up the theoretical and conceptual basis
of Al. It is hoped that this would give better direction to research, bring about better
teaching and learning of Al, improve the quality of reporting of research, and in general
make Al more productive. The approach is to try to extend some sound preliminary work
(Newell, 1969) by looking ai specific Al programs. Given any system, questions were to
be asked along the lines of: "Nhere is the intelligence in it?", "How does its behavior come
about?, "Whal are the methods it uses?", "Is there some measure of its effectiveness?”,
and "Can we measure the relative contribution of its parts?. These questions arise
naturally in the context of Al programs whose basis is heuristic search, where analysis and
experimentation can lead, in a straight-forward way, to satisfactory answers, or instance,
in evaluating a chess heuristic like the sorting of capture moves according to the value of
the captured piece, it is possible to test various versions of a chess program and contrast
their behavior.e That kind of evaluation is in consonance with the scientific tradition of
gathering knowledge by controlied experiments. It is not possible to carry over that
approach to an analysis of STUDENT because apparently minor variations in STUDENT's
structure can give rise to major deficiencies in its behavior, so major that comparisons
lose their significance. Therefore, we take the approach of making explicit and analyzing
the knowledge embodied in STUDENT, and in measuring the degree to which that
knowledge is understood by STUDENT. Then we can go on to determine what parts of the
kriowledge represent methods, what parts contribute intelligence, and so on, This paper
presents some initial progress, including some tentative measures, and puts forth a
conceptual structure that may shape future work.

The goal of exploring the properiies of production systems (PSs)e® as an Al
language provides a second mofivation. /4 PS program specifies everything in its beliavior
in terms of condition-action rules. The conditions ali refer to a common Working Memory
which is lhe complete dynamic knowledge state of the program, and actions are simply
changes to that knowledge state. In practice, the numbers of conditions and aciions are
both in the range of half a dozen to a dozen. There are no control primitives as such, but
rather control is achieved through explicit elements of the Working Memory. From this
simall collection of rather abstract properties, there are some features of PSs that we
might look for in a PS program: uniformity and explicitness of expression of the knowledye
content; flexibility and intelligence in the sense of doing a significant amount of condition-
testing for each small sequence of actions; flexibility also in the sense of being able to
respond to unexpected items in the knowledge state; and modularity of knowledge
organization, following from the way knowledge is encoded in small, independent units. In
addition to these attractive properties, there is evidence that a PS-like organization is
prominent in human cognition (Newell and Simon, 1972). The task area of Studnt hardly

® This is being done by James Gillogly, as part of a Ph.D. thesis, in preparation.
e® P'S is used to abbreviate production system in this paper; PSs is its plural; P will be
used t¢: abbreviate production, plural Ps.
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A. Introduction - ‘ Studnt

one that places demands: on the language that will exercise all of those properties, but
nevertheless we will get some preliminary data from examining the extent that STUDENT’s
slructures and concepts have changed in order to be functional in a different programming
environment,

The choice of STUDENT wvas based on personal preference, on the availability of a
good descriplion of the program, including a listing of the program in a rule-based
language, and on simplicity and exoccted ease of implementation,

Input to STUDENT (the original) was a story problem expressed in a highly
restricted subset of natural language. STUDENT converted that to a set of equations plus
a set of unknowns to be solved for, and then solved the problem. It was able to apply
optional transformations, consult a global store of "knowledge", and ask the user for more
information, in case {he set of equations derived from the input was insufficient for a
solution. A typical problem js:

“The price of a radio is 69.70 dollars. If this price is 1E per cent less
than the marked price, find the marked price."

STUUIEMNT s version of the equations and variables to be found can be expressed as:

. {price of radio) = ( (69.70) X (dollars) )
‘price of radio) = ( (.85) X (marked price) )
(solve~-for (marked price))

STUDENTs answer is: the marked price is 82 dollars.

Studnt is designed to do only part of the above, namely, the translation from
English-subset eypressions into algebraic equations. Studnt thus includes the most
interesting segments of STUDENT fron: the point of view of problem solving and natural
language processing. In addition that portion of STUDENT was written in a readable PS-
like language (Meteor), and the relevant parts of STUDENT were included in Bobrow’s
report (1964a), so that the present implementation follows the content of original rather
closely. The omitted portions, except for the equation-solving process, seem to be
straight-forward extensions of Studnt, while the equation-solver is a distinct piece of
program and rather peripheral to the interesting natural language and problem-solving
issues. -

So, given a problem similar in form to those given to STUDENT, Studnt outputs: a set
of equations; the set of variables in those equations as represented by the natural
language text of the input; and a set of variables to be solved for. In addition, Studnt
outplits the equivalences that it is assuming between certain phrases (which became
- variables) in the natural language texl.

Section B contains a description of Studnt, with progressively more detail towards

the end of the section. The material starting with Section B.4 is optional for the first

reading. Section C discusses the knowledge content of Studnt, and investigates knowledge
interactions in forming the Ps. Some of the appendices deal with detaiis of the Studnt
processing, while the othors are relevant to the knowledge section, as will be explained
below.

A, 2
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Studnt Introduction A,

Studnt is implemented in Psnist (PS analyst), a PS language specifically designed for
Al appiications, A PS is an unordered set of rules, Ps, specifying changes to a symbolic
model of a situation, to be applied according to satisfaction of explicit conditions on that
model. In Psnist, condition- or left-hand-sides (LHSs) of Ps match an associative,
unstructured Working Memory of data instances (items), each of which is a list headed by a
predicate, followed by arguments. On matching, changes as specified by the action~ or
right-hand-sides (RHSs) are made to the Working Memory, either adding or deleting
instances. The match distinguishes between new and old data, and Ps are selected for
matching according to a stack regime whereby those relevant to the newest data are tried
first, with older ones pushed down for later consideration. The stack is called :SMPX, stack
memory for production examinations. The set of Ps is thus ordered dynamically, not
statically, if indeed it can be considered to be ordered at all. The following is a typical P:

T1; "HOW OLD->WHAT" :: TFSCAN(X) & EQHOW(X) & LEFTOF(X,Y) & EQOLO(Y)
& LEFTOR(Y,?) i
=> MODLEN(-1) & EQWHAT(X) & WORDEQ(X,'WHAT) & NOT WORDEQ(X,’HOW)
& LEFTOF(X,7) & NEGATE(ALL);

"T1" is the label, "HOW OLD->WHAT" is a comment string, and the condition (LHS) and
action (RHS) are conjunclions separated by "=>". T1 is intended to recognize the sequence
"HOW OLD" and change it to "WHAT", deleting and updating "LEFTOF" links. This brief
descriplion should be sutficient for the reader to follow the examples scattered throughout
the fext. Appendix A gives a more systematic explanation of Psnist features and explains
in detail the various characters that are output by the running interpreter,
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B, The Studnt Production System

B.1. General overview

The main processing of Studnt is driven by a single [gtt-to-right scan of the input,
dividing it into smaller units called chunks, which are then parsed before continuing the
scan. During this initial scan three things are done to provide information ror the parsing
process. First, simple string transformations are made, mapping the input to a form more
acceptable to later processes, for instance, "twice" is converted to “iwo times". Second,
dictionary tags are attached to key words, for instance, "times" is tagged as an operator of
class "OP1". Third, the initial scan detects the operator, in the portion scannea, which has
fhe highest "precedence”, according to the parsing scheme to be described beiow. After
the occurrence of a question word or phrase, the initial scan goes into FY mode (FV for
find-variable). Each type of FV, as determined by the first word, has its own chunking
cues, and each chunk becomes a variable, which requires no parsing.

The parsing of a chunk is based on a system of precedences, in such a way that the
chunk is split at the leftmost operator ot the set of those operators having the highest
precedence in the chunk, The chunk is split into two chunks, and zach of these is
processed in the same way, The precedence system, for instance, assigns a high value to
"s" the main equation operator, and lower values to "plus’, "times", and "the sum of",
respectively. That is, the higher-precedence operators are assumed to apply to higher
levels of the resulting expression tree, for instance, "a times b plus ¢ times d" is taken fo

mean "(a times b) plus (¢ times d)".

When a chunk can be split no further, it is taken to represent a variable. Thus,
noun phrases are determinzd by their boundaries (operators and delimiters), and the only
knowledge about internal structure consists of the features used in determining
equivalence with previous noun phrases. Each variable is compared to each previously=-
determined variable. Two variables are the same if they have the same words in the same

rasitions, with the following exceptions: a phrase which is the "head" of a previous phrase.

is taken to refer to the same object, for instance, "the number of fish" will match to a
previous phrase "the number of fish in the pond"; "the" corresponding to "a" is taken as a
match; and so on. The features used are independent of the meaning of the nouns wused,
and dependent on properties of structure and function words {pronouns, determiners), A

variable containing "this" might be taken as referring back to some previous variable, in

particular the "subject" of the previous sentence (for sentences of the form “xxx is equal-

to ..", where xxx containg no operators). Alternatively, "this" refers to a whole
expression, as in “this product”, provided the previous sentence had an operator as its
main connective different from EQUAL.

After each variable has been examined, the pieces of the origina! rentence are put
back together into a tree-structured éxpression according to labels thai were formed as
the chunks were split. That is, as each chunk is split, a marker is formed for each half of
the chunk, with a pointer back to its parent; the halves become operands, the parent
becomes the operator at the node of the tree. The label of the parent chunk in turn points
to its parent, and so on. The tree is built from the bottom up until labels run out, and if
the operator at the top of the tree is "EQUAL", it is noted as ai equation.

5 8.1
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8.1 The Studnt Production System Studnt

The subdivision of FV (find-variable) chunks is quite distinet from the preceding. An
FV chunk is simply a list of one or more FVs, delinuted in special ways according to the
initial words of the FV chunk. For instance "Whal are" is followed by two or more FVs
separated by "and". As another example, "How many .. do .. have ?" is taken to mean
"whal is the number of .. .. have 7" that is, the FV starts out, "the number of" Each
portion of an FV chunk delimited in Ihese special ways is taken to refer to a variable of
the problem, and a comparison is made to previous ones until a match is found.

When the end of the input is reached, unreadable internal representations are
transformed into lists suitable for output. The natural-language text corresponding to
-each variable is collected into a list, and variables determined to be FVs are gathered into
a single list,

B.2. An example problem in detail

This subsection summarizes Studnt’s processing on the example TEST2. This should
give a good idea of how Studnt works in a general way; fine details of the actual Ps and
data represeniations are given in later subsections.

The run begins by inserting the full representation of the text of the problem into
the Working Memory (Figure B.1), The last insertion gives the external representation of
the text.. :

INSERTING (ASCAN PB-1) (PROBLEM PB-1) (TGSCANFIN $8-1)
(LEFTOF SB-1 Al-1) (EQA Al-1) (WORDEQ Al-1 A)
(LEFTOF Al-1 F2-1) (EQFIRST F2-1) (WORDEQ F2-1 FIRST)
(LEFTOF F2-1 N3-1) (EQNUIBER N3-1) (WORDEQ N3-1 NUMBER)
(LEFTOF N3-1 P4-1) (EQPLUS P4-1) (WORDEQ P4-1 PLUS)
(LEFTOF PA-1 #5-1) (EQ6 #5-1) (WORDEQ #5-1 6)
(LEFTOF #5-1 16-1) (EQIS 16-1) (WORDEQ 16-1 1S)
(LEFTOF 16-1 E7-1) (EQEQUAL E7-1) (WORDEQ E7-1 EQUAL)

(LEFTOF S34-1 NG5-1) (EQNUMBER N35-1) (WORDEQ N35-1 NUMBER)
(LEFTOF N35-1 ?36-1) (EQ? 736-1) (WORDEQ 736-1 7)
(LEFTOF ?36-1 SE-1)
(STRLENGTH 36) (ENDMARK SB-1) (ENDMARK SE-1)
(TEXT . .
(A FIRST NUMBER PLUS 6 IS EQUAL TO A SECOND NUMBER .

TWICE THE FIRST NUMBER IS THREE TIMES ONE HALF OF THE SECOND NUMBER .
WHAT ARE THE FIRST NUMBER AND THE SECOND NUMBER 7))

Figure B.1 Initial Working Memory contents for TEST2

B.2 =6
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Studnt The Studnt Production System B.2

The portion starting with the first LEFTOF and ending, with the lasi LEFTOF is the internal-

representation of the text, which is the argument of TEXT. Each word of the text has
associated with it a token, Al-1, F2~1, N3-1, etc. A token consists of the first letter of the
word concatenated with the position of the word in the text, then "-" and a number which
gives the number of tokens that have been generated from the identifier which precedes
the "-" {the final number insures uniqueness for all such generated tokens). Relations are
then attached to these toliens (the structure of token names is never used internally).
LEFTOF gives relative positions of tokens in the string, while EQwww (for some word
www) and WORDEQ relate the tokens back to the external representation. (Why two
predicales are necessary for this is explained in Section B.4.) The two tokens SB-1 and
SE-1 are ENDMARK’s marking the left (beginning) and right (ending) ends of the string,
respectively, The first insertion, (ASCAN PB-1), is a signal that the problem is fo be
cheched for clues as to whether it is an age problem. This age-problem check must be
done before everylhing else, because transformations and other processing depend on the
result,  PROBLEM gives the problem an internal name, which ‘s very rarely used.
STRLENGTH means "string length", and its value is used in making estimates of certain
quantities having to <o with the monitoring processes (I Ps), which will be explained in
Section B.4. TGSCANFIN is the single most important predicate in the above list, since it
initiates the scanning process, at token $B-1.

The first major picce of processing has to do with the text up 10 the first period.
The following describes the essence of this processing, ignoring many ot the finer details.
The first segment is the chunk C-1: (A FIRST NUMBER FPLUS 6 IS EQUAL TO A SECOND
NUMBER). After the initial scan, PLUS is marked as an operaior of class OP2, with
precedence 7. The EQUAL TO is deleted by a transformation, and IS is assigned precedence
8. The highest precedence in C-1 is thus 8, and the chunk is split at the IS, to form CL-1:
(A FIRST NUMBER PLUS 6) and CR-1: (A SECOND NUMBER). CL-1 and CR-1 are labelled so
that when fully parsed the tree for the arithmetic expression can be re-built from the
fragments. For instance, we have (LABELU C-1 1 TOP) and (LABELU CL-1 2 C-1); thus,
CL-1 has a level-2 label, with parent node C-1. The U in LABELU sianus for "unfinished",

A precedence scan is now done on CL-1 (picked by virtue of its being leftmost of
the "unfinished" chunks, computed by a numerical priority; the effect of the numerical
ordering is similar to that of a stack) and a split occurs at PLUS, which is the only thing in
CL-1 which has a precedence value. In general, the precedence scan picks the element
-with highest precerderce for the next split, and in case of ties picks the lettmost such.
CL-1 becomes CL-2: (A FIRST NUMBER) and CR-2: (6). CL-2 undergoes the precedence
scan, and lhe absence of any precedences indicates that it is a variable chunk. The
variable identification process is done, and since no other variables have the same form, it
is given a new token, VAR-1, as its expression (a chunk has associated with it an
expression, which may be trivially a single VAR token). CR-2 simiiarly becomes VAR-2. In
the process of giving the two chunks expressions, LABELU is changed to LABELF, F for
“finished", and the presence of two "finished" chunks with the same "unfinished" parent
node (CL-1) results in assigning CL-1 the expression formed from its operator, which was
noted when it was split, and its two descendant nodes, namely (PLUS VAR-1 VAR-2),
Having done this, control passes again to the precedence scan, which now examines CR-1;
CR-1 was formed in the first split, but was "forgotten” while the left half of the split was
being parsed. CR-1 has no precedences, and becomes VAR-3, after checking that it is not
identical to any of the other VAR's. This prompts the construction of (EQUAL (PLUS VAR-1

7 8.2
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B.2 The Studnt Production System Studnt

VAR-2) VAR-3), since the two descendants of C-1 are now "finished”. This expression is
‘marked as an equation (ISEQN) by noting that it has EQUAL as its operator, and that its
expression-tree level is-1. The first chunk is now complete, and the scan resumes,
starling at TWICE.

The second main chunk is processed in a way similar to the first. Three new
transformations are applied before it is parsed: TWICE becomes 2 TIMES, ONE HALF
becomes 0.5, and the OF after the 0.5 becomes TIMES.

The third main chunk, starting at WHAT, is an FV chunk, since WHAT is recognized as
a QWORD (question-word), The action on the third chunk involves splitting it at the AND,
and processing the two halves as variables. The variables (A FIRST NUMBER) and (THE
FIRST NIUMBER) are recognized to be the same, differing only in A as opposed tv THE, so

thai (THE FIRST NUMBER) is known to be VAR-1. Similarly, (THE SECOND NUMBER) is
VAR-3. ;

The portion of the Working Memory that gives the final solution is in Figure B.2.

ISEQN (C~) (EQUAL (PLUS VAR-1 VAR-2) VAR-3))
(C-2 (EQUAL (TIMES VAR-4 VAR-1) (TIMES VAR-5 (TIMES VAR-6 VAR-3)))
HASREPR (VAR-1 (A FIRST NUMBER)) (VAR-2 (6)) (VAR-3 (A SECOND NUMBER))
(VAR-4 (2)) (VAR-5 (THREE)) (VAR-6 (0.5))
FVLIST (PB-1 ((VAR-1 VAR-3)))
EQVARCHUNK (C-3 CL-2) (C-4 CR-1) (CR-4 CL-2) (CR-6 CR-1)

Figure B.2 Final output for TEST?

ISEQN denotes the two equations found; MASREFR gives external representations for each
of the VAR's; and FVLIST gives the list of FVs. Instances of each predicate are ordered
lexicographically by their first element. The EQVARCHUNK instances give which chunks are
assumed to be equivalent. We see that two occurrences of VAR-1 (CL-2) are noted in
addition to the first, and also two other occurrences of VAR-3 (CR-1). (The chunk names,
C-1, ete, refer to actual text segments, whereas the VAR’s are more abstract, and can be
represented by several different C's.)

B.3.. Comparison wilh the original

One of the primary differences in the overall processing between Studnt and
STUDENT is due to Studnt’s being driven by the left-to-right scan. The Meteor language
had built-in facilities for efficient scanning over arbitrary string segments to pick out
patterns; Psnist is more general, and must do the scan more deliberately. The original
repeatedly applied its templates to the entire input string until no more valid applications
could be made, thus imposing an order on template application as opposed to Studnt’s
order of examining texl. This means, for instance, that sentence-boundary templates in
STUDENT were all applied before, say, the breaking of sentences into equations was
starled. Studnt proceeds in contrary fashion, making full use of all information seen in the

8.3 8
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Studnt The Studnt Prpduction System B.3

scan up to a boundary, before continuing beyond that boundary. This contrast is quite
visibie in the actual programs. A significant portion of STUDENT consisted of sets of rules,
with individual rules in those sets consisting of processing plus a branch to the initial rule
in the set. Exhaustion of one set of templates led to a branch to another set. The
corresponding left-to-right sequencing is evident in Studnt’s "S" group of Ps, which control
applications of the various rule sets at each scan point.

A second major difference arises from the internal representation. STUDENT was
written in a language specitically oriented towards processing data organized as one-
dimensional lists. The underlying ianguage for Studnt, Psnist, is designed to require all
such structure to be explicit rather that built-in, partially ftor the purpose of allowing
examination of just how much use is made of the string structure of the input, and partially
for the purpose of retaining generality,

This can be illustrated by comparing a specitic rule from STUDENT:
(* (HOW QLD) (WHAT) . IDIOMS)
to the co rasponding rule from Studnt:

T1; "HOW OLT->WHAT" :: TFSCAN(X) & EQHOW(X) & LEFTOF(X,Y) & EQOLD(Y)
& LEFTOR(Y, )

=> MODLEN(-1) & EQWHAT(X) & WORDEQ(X,'WHAT) & NOT WORDEQ(X,"HOW)
& LEFTOF(X,7) & NEGATE(ALL);

In the former rule, there are four elements: the label of the rule (actually % is just a place-

“holder, with control passing implicitly from the previous rule); the left-hand-side; the right-

hand-side; the "GOTO" field of the rule. Somz rules have an optional action sequence
between the third and last positions. Note that the Studnt P makes exnicit the LEFTOF
links and the updating necessary for the transformation, while this is implicit in the
STUDENT rule. Also, the Studnt rule has a data signal TFSCAN instead of the combination
of a label, which might be the target of a GOTO, and a GOTO field, Overall, STUDENT had
about 290 rules, which included high-level control and output printing, whereas Studnt has
about 260 Ps, so thal the advantages of the specialized notation seems to result in
compression in size of rules rather than changing the number of rules In the entire system.

Minor differences can he noted in some of the details of the processing. Not
everything done by STUDENT was in the program as published; thus certain assumptions
were made along the way that resulted in some differences in the final results. For
instance, STUDENT used a plural convention, converting occurrences of singuiar- forms to
their olurals ("1 span" becomes "1 times spans") whereas Studnt converts plurals to
singulars ("6 feet” is "6 times foot"). STUDENT deleted occurrences of "the" and "a", so
that noun phrase comparisons have some automatic equivalences, while Studnt retains
those words, and uses explicit Ps to encode the knowledge that the difference between
“the” and "a" is non-essential. In this case, and perhaps others, Studnt is less general,
since it doesn’t have Ps to handle all of the cases implied by STUDENT's mechanism; this
specificity seems desirable from the standpoint of analysis of just what knowledge is
required for the task, Studnt doesn’t check for error conditions; STUDENT recognized a
few limited types of "errors” in the input problems. Overall, Studnt performs as well as
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B.3 The Studnt Production System Studnt

STULDENT on the test problems published in the original report (given the more modest
definilion of "solution"), so that there is good reason to assert close similarity in
knowledge content of the two versions (see Appendix E for results on that set of tests),

The ways in which the control of the two programs differs can be illustrated by
displaying the actual code for processing that results in parsing the input according to the
operator precedence tags. First, the rules from STUDENT, with commentary enclosed in

7's: i \
(* (8 (81 /OP1) §) ((EN CAR {xK 2)))
{/ (S LEFT (K 1)) (¢S RIGHT (K 3))) OPTST)
7 this stacks the left operand onto LEFT, the right onto RIGHT 7
(OPTST ($) $) (1) )
7 lhe operator itself is used to determine branch target 7%
(TIMES () (+EN LEFT)) - 1)
(# ($1) : ' OFOK)
7 1¢sls for nonempty, prepares to work on left operand %
(OFOK  (8) ((+K TIMES (FN OPFORM (K 1))
(FN OPFORM (N RIGHT)))) END)

7 the recursive step: these rules are all part of OPFORM %

Studnt does the same thing by a loop for the precedence scan (F20-P29, P50), followed by
the split into operator and operands (C25, C60), followed by the assembly (C70):

P20; "NIEW HIGH PREC" :: PRECSCAM(C,X) & HIGHPREC(C,N,Y) & HASPREC(X,M)
& SATISFIESZ(M,M,(GREATERP M N)) & LEFTOF(X,W)
& NOT CHUNKENDIXX,C)
=> PRECSCAN(C,W) & MIGHPREC(CMX) & NIEGATE(1,2);
P23; "PREC SCAN ON" :: PRECSCAN(C,X) & HIGHPREC(C,N,Y) & HASPREC(X,M)
& NOT SATISFIES2(M,N,(GREATERP M N)) & LEFTOF(X,W)
& NOT CHUNKENDR(X,C)
=> PRECSCAN(C,W) & NEGATE(1);
P26; "PREC SCAN ON" :: PRECSCANC,X) & NOT( EXISTS(N) & HASPREC(X,N) )
& LEFTOF(X,W) & NOT CHUNKENDR(X,C)
=> PRECSCAN(C,W) & NEGATE(L);
P27; "PREC SCAN DONE" :: PRECSCAN(C,X) & HIGHPREC(C,N,Y) & HASPREC(X,M)
&SATISFIES2(M,N,(GREATERP M N)) & CHUNKENDR(X,C)
=> HIGHPKE.C(C,MX) & PRECSCANDIC) & NEGATE(1,2);
P28; "PREC SCAN DONE" :: PRECSCAN(C,X) & HIGHPREC(C,N,Y) & HASPREC(X,M)
& NOT SATISFIES2(M,N,(GREATERP M N)) & CHUNKEND!:X,C)
=> PRECSCAMIXC) & NEGATE(1);
P29; "PREC SCAN DONE" :: PRECSCAN(C,X) & NOT( EXISTS(N) & HASPREC(X,N) )
& CHUNKENDR(X,C)
=> PRECSCANID(C) & NEGATE(L)

P50; "HASOP1" :: PRECSCANIXC) & HIGHPREC(C,MX) & SATISFIES(M(EQ M 5))
=> HASOPI(C,X) & NEGATE(2);

3
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Studnt The Studnt Production System

C25; "OP1 BRK" : HASOP1(C,X) & WORDEQ(X,XW)
=> CSPLIT(C,X,X) & HASOP(C,XW) & NEGATE(1); ’

|

|

C60; "SPLIT CHUNIKK" w: CSPLIT(C,LOCL,.OCR) & LEFTOF(X1,LOCL) & LEFTOF(.OCR,X2)
& LABELW(C,N,F) & MXCPRIOR(M) .
=> EXISTS(CL,CR) & NEWPLOP(C) & RRENAME(X2,C,CR) & LRENAME(X1,C,CL) | l
& LABELU(CLN+1,C) & LABELU(CRN+L,C) & HASCPRIOR(CL,M+2)
& HASCPRIOR(CR,M+1) & MXCPRIOR(M+2) & CHUNKENDL(X2,CR)
& CHUNKENDR(X1,CL) & NEGATE(1,2,3,5);

C70; "FINISH SEG" :: LABELU(C,N,P) & I.LABELF(C1,MC) & LABELF.C2,M,C)
& HASQP(C,X) & SATISFIES{P,P NEQ 'TOP) & HASCPRIOR(Ci,PR1)
& HASCPRIOR(C2,PR2) & SATISFIES2(PR1,PR2,PR1 7+GREAT PR2)
& SATISFIES2(M,N,(EQUAL (74DIF M iN; 1))
- & HASEXPR(C1,Y) & HASEXPR(C2,2) :
=> HASEXPR(C,<X,Y,Z>) & LABELF(C,N,P) & NEGATE(!) i

(For help in understanding those Ps, the reader might refer to Section B.5.) How Studnt
encodes the choice of which chunk to do the precedence «can on (P10) is not shown here,
but il suffices to note that the choice is based simply on a numerical priority (HASCPRIOR):
assigned to the chunks. How STUDENT makes the same selection is implicit in the
recursive calling of OPFORM illustrated above.

One further example illustrates the differences in the languages wsed to express the
two versions. STUDENT uses the following:

REMEMBER (.. (PEOPLE IS THE PLURAIL OF PERSON) ... )

where there are many similar phrases as arguments to REMEMBER, to set up internal
properties which are then used by the rule:

(WORDS (S$1) 0 (/ (+Q SHELF (FN GETDICT 1 DICT)) WORDS) i
which cycles repeatediy over the entire problem string. Studnt’s correspondirig rule is: {
D6 1; "PEQPLE PL" :: TGSCAN(X) & EQPEOPLE(X) => ISPLURAL(X,’PERSON) & NEGATE(ALL);

Thus STUDENT could be augmented by adding rules of a natural form, but the class of such
forms was rather small, and the larger issue of significant augmentation could certainly not

be encompassed by this mechanism, One of the aspects of the Studnt knowledge analysis
below is an approach to the more general problem of augmentation,

B.4. Description of the productions

Now we describe the Ps of Studnt in some detail, in groups according to their
function, poiniing out features of interest with respect to the use of PSs. Some of the
descriptions include a typical P and a trace segment (starting at ") showing its operation. {
In order to understand everything in full detail, the reader will need to refer to the
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B.1 The Studnt Production Syslem Studnt

meanings of the predicates, Section B5, the program listing, Appendix B, and perliaps
the cross-reference, Appencix C. The groups of Ps in this subsection are ordered by
importance, which correspunds to their order in the program (though such order has no
effect on program behavior). There are twelve groups: S {scan), T {transformations),
D (dictionary tags), P (precedence tags), M (main verbs), C {chunking), R (renaming),
V (variable identification), F (FV chunking), A (age problem), R (building output), and
I (information monitoring). P names in Studnt are a single letter (the letter of the
containing group) followed by one or two digits, e.g. 513, perhaps in rare cases foliowed
by another letter, e.g. V33R.

S Ps: Scanning the problem string (14 Ps)

The S Ps make lha primary scan of the input, resulting in the application of
transformations, the addilion of dictionary tags, the segmentation into sentences, and the
determination of lhe highest operalor precedence secen in each segment scanned. The
important  predicates  are: LEFTOF, TFSCAN, TFSCANFIN, ISSCANCHUNK, TGSCAMN,
TGSCANFIN,  TGSCANFIND, TFASCAN,  TFASCANF T, HIGHPREC, HASPREC, FVSCAN,
ISSCANEV.  These Ps have the effeci of sequencing the firing of oiher sets of Ps to
accomplish the things mentioned. This sequencing is ewplicit, using two signals for each
evoled process. Tor instance, TFSCAN evokes (he transformation processirg, and
TESCANFIN signals that the TFSCAN signal has been examined. These two signals are both
asserfed by SI3 (and others), bul TFSCANFIN follows TFSCAN in being assered, and is
therefore stacked in :SMPX until all the consequences of the TFSCAN have besn examined,
The signals for major processing are asserted as follows: TFSCAN (transformations, see T
Ps), TFASCAN (age-problem {ransformations, catled optionally, see A Ps), TGSCAN
(dictionary tags, D Ps), and TGSCANFIN? (leads either 1o precedence checks of $20-530, or
to FVSCAN, see F Ps). $20-530 determine the lefimos) position that has the highest
precedence.

SA0 is the key to segmentation of the input at the period delimiter. The
PRECSCAND assertion in the RHS of $40 evokes lhe evtensive parsing process on the
chunk just scanned, passing control to the P Ps. S40 also contains the start of the scan of
the next segment (TFSCAN and TFSCANFIN); these signals are stacked in :SMPX throughout
_ the parsing. S70 noles that the end of the input is reached, and signals the answer-
building process (B Ps).

A typical 5 P;

S13; “TF SCAN" :: TGSCANFIND(X) & LEFTOF(X,Y) & NOT ISDELIM(X) & ISSCANCHUNK(C)
& CHUNKLEN(.)

=> TESCAN(Y) & TFSCANFIN(Y) & INCHUNK(X,C) & CHUNKLEN(L+1)
« NEGATE(L,5) & NOT TGSCAN(X):

7. S18-1 "“TF SCAN"

USING (TGSCANFIN2 Al-1) (LEFTOF Al-] F2-1) (ISSCANCHUNK C-1) (CHUNKLEN 1)

INSERTING (TFSCAN F2-1) (TESCANFIN F2-1) (INCHUNK Al-1 C-1) (CHUNKLEN 2)
(NOT (TGSCANFIN2 AL-1)) (NOT (CHUNKLEN 1)) (NOT (TGSCAN Al-1))

This P firing moves the initial scan pointer from Al-1 to F2-1, i.e., from "A" to "FIRST", in
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problem TEST2. C-1 is the current chunk. Transformations are invoked on F2-1, Al-1is
added to C~1, and the lengin of the chunk goes from 1 to 2. This is the seventh P firing in
ihe process of solving TEST2.

T Ps: Transformations on the input string (38 Ps)

These Ps specifly that certain sequences of tokens in the input are to be repiaced
by equivalent sequences, so that the parsing process can work with a standard form of
input. Examples of transformations were mentioned in Section B.2. Some Ps achieve this
by changing external names associated with tokens, while others assert new tokens and
remove the old ones. In doing this, the LEFTOF links are maintained, sometimes requiring
changes to the scan pointers that were set up originally by the S Ps. There are many
uses of the macros STRINGEQ and STRINGINS; for an explanation of what these expand
into, see the comment at the very beginning of the Studnt program listing, Appendix B.

External names of tokens are encoded in two ways, by FQwww and WORDEQ, as we
saw in Section B.2. WORDEQ's could be used everywhere, without a need for the
EQwww’s, except that since WORDEQ has an instance for every input token, there would
be much more searching during the matching process. On the other hand, WORDEQ is

required to give a direct link from a token to its external name, for instance in comparing

arbilrary phrases for identity.

The T Ps form a non-deterministic if-statement (COND). All of their conditions are
keyed to the TFSCAN signal, and the checking of the conditions is done in a non-
deterministic order. When a P succeeds in matching, the result is to delete the TFSCAN
sighal, thus disabling any further firings of other transformations. Another view would call
these Ps a subrouline, control being passed by a data condition instead of in the
conventional way. Olher sets of Ps in Studnt also maintain control of processing in a
coherent way, but use a larger set of signals to achieve communication. .

T50-TH52 are used (as a sort of subroutine) by several other Ps to properly re-
arrange the global scan pointers in case old tokens become inoperative as a result of
replacement. The S Ps function as if nothing had happened.

Example:

T2; "IS EQUAL TO->IS" : TFSCAN(X) & EQIS(X) & STRINGEQ((EQUAL TO),X,Y)
=> MODLEN(-2) & LEFTOF(X,Y) & NIEGATE(ALL,-2); '

126, T2-1 "IS EQUAL TO->IS"

USING (TFSCAN 16-1) (EQIS 16-1) (LEFTOF 16-1 E7-1) (EQEQUAL E7-1)
(LEFTOF E7-1 T8-1) (EQTO T8-1) (LEFTOF T8-1 A9-1)

INSERTING (MODLEN -2) (LEFTOF 16-1 A9-1) (NOT (TFSCAN i6-1))
(NOT (LEFTOF 16-1 £7-1)) (NOT (EQEQUAL E7-1)) (NOT (LEFTOF £7-1 T8-1)
(NOT (EQTO T8-1)) (NOT (LEFTOF T8-1 A9-1))

“IS EQUAL TO" is transformed to "IS" by removing the two extra words, E7-1 and T8-1,
and by fixing LEFTOF pointers to make 16-1 left of A9-1. The first insertion is a signal to
the 1 Ps that a change in problem length has taken place.

13 B.4
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D Ps: Dictionary tags (43 Ps)

. The tags apnlied to word tokens are: ISOP?2, ISOP1, ISOPO, ISVERS, ISPERSON,
ISPRON (uplionally, only in age problems), ISPOSSPRON (another optional one), ISPLURAL,
ISSINGULAR, ISQWORD, and ISDELIM. These tags are applied in a control environment
similar to the thal for the T Ps.

P Ps: Precedence scanning and lagging (23 Ps)

P1-P9 are sensilive to the fags applied by lhe D Ps, adding precedence values for
operators. P10-P29 form a precedence-scanning process that is called after chunks
scanned by the S Ps are split. P10 and P15 determine which chunk to scan next,
according to the explicit sequencing tag, HASCPRIOR. The unscanned chunk with highest
value is chosen.

Actually P10 also notes the next-highest chunk, and re-inserts the ISCHUNK
predicate for Ihat chunk, This is necessary to be sure that P10 or P15 will be tried again
after a precedence scan is compleled, because ISCHUNK, as used in P10 and P15, actually
means a new ISCHUNK, al least for the CO one. Each time the match is done, though (even
if it fails to succeed using a particular ISCHUNK as the new one), all new ISCHUNK’s
become old, and wilhout the re-asserlion, P10 or P15 would not be examined again,
resulting in neglecting some 1SCHUNK's, 50, in P10, the next-highest chunk is re-asserted,

making it new again, and stacking it in :SMPX behind other data which cause other

processing to he done before coming back for more precedence scanning. P15 checks that
no other unprocessed ISCHUNK's exist, so that no re-assertion is necessary.

P20-P29 make up a precedence-scanning loop, going from left to right in the chunk,
with the result that the leftmost instance of the highest precedence is selected.

PRECSCAN is the scanning signal, CHUNKENDL. is used to start the scan at the left end, and’

HIGHPREC records the progress. The set of Ps is a loop. because each new assertion of
PRECSCAN results in examinalion of {he elements of the set to determine the next action.

P30-P75 emit signals thal are picked up by C, M, or V Ps, depending on the
particular signal; so, after the precedence is determined, the chunk is split at an operator,
transformed according to its verb slructure, or taken as a variable chunk with no further
splits possible,

Example:

P10; "START PREC SCAN" :: ISCHUNK(CO) & CHUNKENDL(X,CO) & HASCPRIOR(CO,MO)
& NOT PRECSCANINCO) & ISCHUNK(CL) & HASCPRIOR(C1,M1)
& SATISFIES2(MO,M1,MO ?+GREAT M1) & NOT PRECSCAND(C1)
& NOT( EXISTS(C2,M2) & HASCPRIOR(C2,M2)
& SATISFIES2(MO,M2,M2 2*GREAT MO) & NOT PRECSCANIXC2) )
& NOT( EXISTS(C3,M3) & HASCPRIOR(C3,M3) ‘
& SATISFIES3(MO,M1,M3,(GREATERP MO M3 M1))
& NOT PRECSCANIXC3) )
=> PRECSCAN(CO,X) & HIGHPREC(CO,0,X) & ISCHIINK(C1);

!68. P10-1 "START PREC SCAN"
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USING {ISCHUNK CL-1) (CHUNKENDL Al-1 CL-1) (HASCPRIOR CL-1 3) (ISCHUNK CR-1)
(HASCPRIOR CR-1 2)

WARNING (CR-1) ALREADY UNDER ISCHUNK -2+

INSERTING (PRECSCAN CL-1 Al-1) (HIGHPREC CL-1 0 Al-1) (ISCHUNK CR-1)

A precedence scan is initiated on Cl-1 at position Al-1, its teft end. (ISCHUNK CR-1) is
re-asserted so that P10 will be examined again, after Cl-1 is processed, to ook at CR-1.
P10 insures that CO, assigned to Cl-1, is the chunk with highest priority, and that no
chunk has priority between CO and Cl, assigned here to CR-1.

M Ps: Main verbs, Misceilaneous post-tag transformations (10 Ps)

M10-MS5 split or re-arrange chunks according to the main verb. MI10 handles the
simple "is" case. The others are much more complex. For instance, M20 applies in
siluations such as "Tom has twice as many fish as Mary has guppies"”, transforming it to
"The number of fish Tom has is twice the number of guppies Mary has".

MB60-M75 are sensilive to outputs of D Ps, either un-doing their etfects, or carrying
them somewhat further, according to context not taken into account in the tagging. These
actions could be incorporated into D's; their form is a carry-over from the original
STUDENT, which did the tagging and transforming in such a way that assumptions about
the contexts used in M60-M75 couid not be made until after all of the transformations had
been done. The left to right scan in Studnt removes that difficulty.

C Ps: Chunk splitting and re-combining (19 Ps)

C2-CB5 act on the signais sent by P1-P3, by setting up to split chunks at the
marked operators. The actual splitling and attendant bookkeeping is done by C60. C70-
C78 put the chunks back together after they are parsed fuily, with a separate P for each
of three cases. C75 and C78 are concerned with saving referents of future “this" (this is
only done for the highest level in the sentence, so that C70 handles other cases). C80-
C85 handie hookkeeping for the "this" referents. C90 notes that a completed expression
is an equation. The important predicates for this segment are: CSPLIT, URENAME,
HASUOPCHUNK, 1SUOPDUM, NEWREFEXPR, ISREFEXPR, ISEQN.

C15-C52 (except C25) are somewhat more complex than the other Ps. Their
purpose is to control the parsing of unary operators (square, squared) in such a way that
the single operands of the operators are parsed before further action is taken. This is as
if parentheses were put around the operands. It is necessary to do this because the
other operators in Studnt are binary, and expect a variable as argument. But in the case
of, say, "two times the square of the number”, the second operand of the "times" is the
unary-operator expression. Thus the unary operators insert a dummy where the unary
expression used to be, rename the unary expression as another chunk (using URENAME
and Ps C20-C22), parse the unary expression, and signal that the dummy stands for the
unary expression, so that it won't be treated as text when the ordinary processing gets to
it (see V10). '

C70; "FINISH SEG" :: LABELU(C,N,P) & LABELF(C1,MC) & LABELF(C2,MC)
& HASOP(C,X) & SATISFIES(P,P NEQ 'TOP) & HASCPRIOR(C1,PR1)
& HASCPRIOR(C2,PR2) & SATISFIES2(PR1,PR2,PR1 ?sGREAT PR2)
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& SATISFIESZ(MN,(EQUAL (?4DIF M N) 1))
& HASEXPR(C1,Y) & HASEXPR(C2,2)
=> HASEXPR(C,<X,Y,2>) & LABELF(CN,P) & NEGATE(L);

P12, C70-1 "FINISH SEG"

USING (LABELU CL-1 2 C-1) (LABELF CL-2 3 CL-1) (LABELF CR-2 3 CL-1)
(MASOP CL-1 PLUS) (HASCPRIOR CL-2 5) (HASCPRIOR CR-2 4) (HASEXPR CL-2 VAR-1)
(HASEXPR CR-2 VAR-2)

INSERTING (HASEXPR CL-1 (PLUS VAR-1 VAR-2)} (LABELF CL-1 2 C-1)
(NOT (LABELU CL-1 2 C-1))

Two finished chunks, CL~2 and CR-2, which are variables VAR-1 and VAR-2, are formed
into an expressior using the operator PLUS of the parent chunk CL-1. CL-1 is marked
finished (LABELF) and is ready fo be formed into the expression of its parent C-1 (that
won’t occur, though, until the second operand, CR-1, is finished).

R Ps: Renaming chunks after splitting of a chunk (6 Ps)

R2-R4 rename a chunk going from right to left. R6-R9 rename a chunk going from
left to right. R6-R9 additionally are able to name pieces of a sequence of text that were
not previously in any chunk (R2 and R4 assume a previous chunk). New piceces of chunks
as checked for by R6-R9 are added by Ps like M20. The important predicates are:
INCHUNK, LEFTOF, CHUNKENBL, CHUNKENDR, LRENAME, RRENAME. Each group of R Ps is a
loop, maintaining control structure through LRENAME and RRENAME instances. After
completion of the renaming, the ISCHUNK signal is emitted, to be picked up by P Ps.

V Ps: Variable comparison, for equivalences (26 Ps)

V5-V37 perform a number of tests on new variable chunks (chunks with no
operators), in order to determine if the chunk, or something very close to it, has been
seen before. These tests are performed in a particular sequence, as controlled by
instances of the predicates UNTESTED, THISTESTED, EQVARREMD, and EQCHUNKTEST. V5
emits the UNTESTED, after a check for a unary operator dummy; V10 handles the dummy
case. V15-V21 check for "this" in the chunk, and resolve references accordingly. V23-
V24 remove comparisons to variables that have already been proven equivalent to others
(such comparisons would just be duplication of effort). V25 initiates comparison of the
new variable to all previous variable chunks, except as just mentioned. The comparison is
done by -stepping {hrough the variables to be compared, on the LEFTOF links, with either
check for equality or check for correspondence according to several special equivalence
conditions. These special conditions are checked by V31-V37, as follows: "the" = a
previous "a"; "they" matches “"the xxx", where xxx is an unspecified word, e.g. "the
Russians"; "the” may be skipped; a singular form matches "the number of xxx", where xxx
is the plural-form of the singular word (only for words that have been tagged by D's);

“first number" = "one number" (the latter is in a new variable); "first number" = "one of.

the numbers" (latter s new); “"second number" = "other number" (latter is new).
V40-V50 note that two variables are equivalent, when the comparison goes through

the entire chunks being compared. V55 counts the variable chunks as they are compared
to the new one, in a particular sequence to prevent the P match from finding multiple
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assignments; if it were allowed to find multiplz ones, incr »menting the count as kept by
CHTESTED would be done only once, effectively, since eachr increment would use the value
of CHTESTED before any of the multiple firings. Allowing multiple firings is a feature of
Psnlst; it was used to advantage in V25, to find all comparisons to be made with a single
malch, but in V25, the order didnt malter, and no values depended on non-multiple firings.

The presence of V55 is actually not necessary, by analogy with a similar comparison
process elsewhere in Studnt, A63-A69, The latter test makes better use of the implicit
stacking mechanism of Psnist; it was coded somewhat later in time than the V tests. V55

was left in because il seemed dcsirable to use it as an illustration of alternative methods:
-of expression in Psnist, and because it illustrates an approach applicable in more general

situations, where stricter control is essential.

V60 notes that all tests are finished, and creates a new VAR :oken, V65-V90 are

used to remove all tesling signals from the Working Memory; this is useful in case one test

succeeds before all 1he others are done, so lhat thev need not be continued.

V30; "VAR =" :: EQCHUNKTEST(C1,C2,X,Y) & WORDEQ(X,XW) & WORDEQ(Y,XW)
& LEFTOF(X,X2) & LEFTOF(Y,Y2) & NOT CHUNIKENDR(X,C1)
& NOT CHUNIKENDR(Y,C2)
=> EQCHUNKTEST(C1,C2,X2,Y2) & NEGATE(L),

1123, V30-1 "VAR ="

USING (EQCHUNITEST CR-1 CL-2 A9-1 Al-1) (WORDEQ A9-1 A) (WORDEQ Al-1 A)
(LEFTOF A9-1 §10-1) (LEFTOF Al-1 F2-1)

INSERTING (EQCHUNKTEST CR-1 CL-2 510-1 F2-1)
(NOT (EQCHUNKTEST CR-1 CL-2 A9-1 Al-1))

This is an example of the variable comparison process. In this case the next positions to
be tested will not be the same, since CR-1, "A SECOND NUMBER", is being matched to CL-2,
"A FIRST NIJMBER",

F Ps: FV scanning and segmentation (15 Ps)

The lype of scanning and segmentation for FV chunks depends only upon the initial
question-words. For instance, if a sentence starts with "What are", Studnt expects more
than one variable, separated by "and'. These expectations are set up by asserting
instances of: RTANDQMGOING, RTQMGOING, RTROGOING, RTDOESGOING, RTHAVEGOING,
RTAMDPERGOING. The scan is actually sequenced by the S Ps, using FVSCAN. In-a couple
of cases, more complicated transformations are done, for instance, F45 will change phrases
like "How many fish does Mary have?" to "the number of fish Mary has". Example:

F5; "WHAT ARE FV" :: FVSCAN(X) & EQWHAT(X) & ISSCANFV(C) & CHUNKENDL(X,C)
& LEFTOF(X,Y) & EQARE(Y) & LEFTOF(Y,?)
=> CHUNKENDL(Z,C) & RTANIIQMGOING(C) & NEGATE(1,8);

!439. F5-1 "WHAT ARE FV" :
USING (FVSCAN W27-1) (EQWIAT W27-1) (ISSCANFV C-3) (CHUNKENDL W27-1 C-3)
(LEFTOF W27-1 A28-1) (EQARE A28-1) (LEFTOF A28-1 T29-1)

INSERTING (CHUNKENDL T29-1 C-3) (RTANDQMGOING C-3) (NOT (FVSCAN w27-1))
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(NOT (CHUNKENDI. W27-1 C-3))

Haere the beginning of an FV chunk is noted, T29-1, starting "THE FIRST NUMBER", keyed to
"WIAT AR, A signal is set up so that "AND" and "QMARK" are treated appropriately
when encountered.

A Ps: Age-problem transformations (44 Ps)

The age heuristics in Studnt closely parallel those in STUDENT, so that the following
description is somewhat cryplic; scanning the Ps should help to fill in the details. Most of
the relevant predicates start with "AGE", Al1-A3 detect clues to whether a problem is an
age problem; the occurrence of any of the special words is conclusive evidence, All-Al2
delete superfluous phrases. A15-A20 transiate the occurrences of verbs like "will be" into
more suitable forms. A24-A28 note the occurrence of phrases that may be used later on
to modify age variables thal are not otherwise modified. A31-A35 transiate age operators
into arithmetic operators, for instance "age 5 years from now" becomes “"age pluss 5"
(pluss has a different precedence from plus). A38-A43 detect the need for an age
operator, as first noted by A24-A28, collect that operator, and place it in the string after
the current age variable. A%0-AB9 replace an-occurrence of "their ages” by a list of all
age variables seen so far, separated by "and". These AGEREF’s are collected in the order
seen, by using a numeric argument. Pointers to all age variables are collected as scanned,
by A61-A69, which also do a comparison, so that several occurrences of the same age
variable <o not appear in the replacement for "their”. A71-A75 replace the occurrence of
a personal pronoun by the first age variable seen. A81-A85 do a similar thing for a
possessive pronoun.

B Ps: Build up answers (6 Ps)

Several functions are performed in building answers: chunks that are FVs are
collected into a list, replacing the chunk name ‘with the variable it stands for (B1-B2); a
check is made for an answer unit (as in, "How many spans .."), by B3; and the external
representation of problem variables is collected for output, by B5-B8. Note that the FVs
are collected in a particular order, by using HASCPRIOR. B2 constitutes a single-
production loop, continually firing until all the ISFV’s have been collected onto the FVLIST.

135 is also a single-production loop of sorts: the RHS specifies that BUILDREPR is to

be done, followed by a re-assertion of an ANSWERBUILD2 instance, which causes B5 to be

examined again for more possibilities, and so on until the variables to be represented are
exhausted. In the variable-representation collection process started by the B5 BUILDREPR
asserticn, since several varisbles may be equivalent, and since those that are equivatent
have the same expression but not necessarily the same string representation, HASCPRIOR

sequencing is used, so that the first representation seen in the scan is used as the

collected list (the second HASREPR argument),
I Ps: Information gathering (13 Ps)
These Ps are not part of Studnt proper. Rather they monitor Studnt’s progress by

counting operators, variables, equations, and FVs, and by estimating how many more of
those are likely to be found, assuming the worst case. These counts and estimates are
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recorded in SPACESIZES instances. The information as recorded was at one time used to
atiempt to measure the contribution of each P-firing towards reducing the combinatorial
possibilities of the final output of the process. Thus, as each piece of naw information is
added, more is known about the form of the output, in terms of a reduction in the number
of a priori possibilities. On the basis of that.reduction, the ultimate "value” of each P
might be measured, with due account being taken of the fact that it depends on outputs of
previors Ps, and so on.

Ps: Examples for testing (27 Ps)

Each X P containg the initial data for an example, including signals to start the Studnt

prucessing.

These tests are in sets of three, so that during testing, only a small amount of

storage is taken up by problem statements. The modules represented by the EXPR’s were
loaded separately, and after testing, deleted, before loading the next set. Eacly test uses

the macro

INITPROB to translate from a string representation into a sequence of

predicates with arguments, for the internal representation. INITPROB is explained in a
comment at the very beginning of Appendix B.

B.5. Descriplion of the predicates

In the following alphabetical listing of predicate descriptions, conventions on the
types of arguments have bheen adopted to shorten the descriptions and to ease
comprehension. Unfortunately, this typing is not Jone in exactly the same way in the body
of the program (its value was not realized soon enough). Six argument types are
distinguished, based on the first letter of the argument:

chunk; a chunk is a sequence of tokens linked by LEFTOF which forms
a unit,

list structure.

number,

position in string; each position is represented by a token, for which
various properties can apply.

: word; tha external name for a chunk element, e.g. "TIMES",

other, to be explained with specific uses.

Arguments that are multiply used within a predicate description are numbered. If numbers
for different types correspond, then the arguments also correspond, for instance,
(cl,c2,p1,p2) refers to two chunks, and two positions in those chunks, with pl in cl, and

p2 in c2.

The reader can refer to Appendix C to find names of Ps (Appendix B) that use these

predicates,

]
AGECOMP(p1,p2) loop status for comparing age variables in an age problem to sse if » now ono is
thn anme an one already seon; the tokenn nt pl and p2 sre to be comparsd noxt,
AGECOMPFIN(p) signel that an nge vsrisble comparison has boen initintad, for s new varisble
storting ot p; croates a new AGEREF if not removed by the AGECOMP foop.
AGECOMPREM(p) daloto il AGECOMP signals, sints the test has failed.
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AGEOP(p,c}
AGEOPNEED(p1,p?,pa,t)
AGEPOSSCOL(p1,},p?)

AGEPROB(x)
AGEPRONCOL(p1,,,p?)
AGERLF (9,n}

AGEREFCHK(p)

AGEREFCNT(n)
ANSUNITCHK(x)

ANSWERBUILD(x)
ANSWERBLILD2(x)

ASCAN(x)

BUILDREPR(x)
CHTCOUNTED(c1,¢2)

CHTESTED(c,n)

CHUNKENDL(p,e)
CHUNKENDR(p,¢)

CHUNKLENCR)
CSPLIT(e,n1,n2)

DEFOPLIST(n,w)
DELAYEXPND(x)

" ENDMARK(p)
EQCHUNKTEST(c1,c2,p1,p?)
EQVARCHUNK(c1,¢2)
EQVARREMIX(c)

EQwwwip)
FVLIST(x,N
FVSCAN(p)
FYSCANEND(p,c)

HASCPRIOR(c,n)

HASEXPR(¢,»)

HASIS(c,p}
HASOP(c,w)

HASOPin(e,p)
HASPREC(p,n)
HASREPR(x,1)

ASSQUARE ¢e,p)
HASSQUARED(¢,p)

B5
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p statlo an age operator for c: thn operator may be used latar in tho chunk to
madify an nge varishle that is atherwise unqgunlitine.

callect tho woids of an AGEOP, as list I, with curreni coliecting posilion p3; thn
resull will fill in hnlween p} and p2.

colinct words starting at pl into |; rasult ia fo replace the possessive pronoun
at p2.

x ig pn oge problom; this antblaa spocial heuristic irannformatiors ol processing.
coliret words atarting at ol into ; resull is to replace tho pronoun ot p2.

p in the storting pooitien of on age varisble with priority n (lowor means aeen
bnfars); an ogo veriabk i any ago problom variable which starta with a person.
phrane storting at p in to be chocked to sea if it ie 8 new distinct cge variable
(AGEREF),

count AGEREF'w, for sssigning prioritien to now ones.

chnek for crantion of an ANSUNIT, in tho process of snawer-buikiing for problem
X

nignal thot the onnwor.buikling proceas shoukt bogin for problem x.

nignal tho chnck for initintion of tho collection of the sxternal representation of
verinbles, in nnswer-buikling, problom x,

do proliminary check f:/ keywords signifying an aga problem; x ia the current
problem

buikl up the nxternal string reprasentation for varisble x.

in the voriable-teat couniing process, marks cl as having been countod with
raspoct to tonts on ¢2

¢ has beon ionted with respoct to n other chunks; initinhized to 1 to include ¢
itsait,

element at p in at thn Inft and of c.

aloment at p is at the right end of c.

curront length of curront scan chunk in n; usad in I Pa,

chunk r in to bo split into two chunks, with pl dirsctly to the left of tho
operator phrnoe at the splif, and p? diractly to the right.

the n'th definito oporator fountl in w.

Paniit primitive for delayod expinrion of a PSMACRO: uaed hore bocsuse of
inserlion nf now, varieble text duwiing tho problem runs.

an onth of tho problem text slring ic at p (lett or right end),

teal tor nuivalence bolwsan ¢l and c2. which ars sssumed to be veriables.

c' and ¢2 rapresont tho anme variabk.

nignal '~ai all EQVARCHUNK's have been ramoved from conaxderation in the
varinbin comparisann,

Ihe veord at pin tho atring is aqual to "www"..

Vin o list of FVe for problom x.

signal to initinte chock for apocial FV tranafovmnhnno at p.

p in ¢ marka tho and of an FV; resulla in the sat-up for another FV to follow, or
in dotoction of the and of the input atring.

¢ has priority n; lower meana saan first, if the ehunk was created in the initiol
scan; othorwisa a higher value is given to the laft chunk than ta the right, whon
a chink; in aplit in two; valuoo from latar opltto sra higher thon for aartior ones.

¢ has expeasion x; x ia aithor o tokon refarring to a variable, or a tist structure
for tho oxpiession,

¢ hat IS ap highest pmcodnnw olpment, at p.

¢ hos .operator with nnme w; thio will be uaed in eunsitucting the ocutput
oxpiosaion,

¢ hon OPin, for m n 0 1 2, aa highest precodence slement, st p.

p hoo pracodonoe n.

x has exlornal repmasntation |; uguslly the tiat of worda for the token x of a
variable chuni

¢ has highest.pracedonor oporator SQUARE, at p.

¢ hoa higheat-pracedonce oporator SQUARED, at p.
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HASUOPCHUNK (p,c)

ASVERB(¢,p)
HIGHPREC (c,n,p)
IFDELETEI(x)
INCHUNK(p,c)
ISARSUNIT(w)

ISCHUNK(c)

ISDELIM(p)
ISEQN(c,x)
ISFV{c)
1S1S(p)
1S0Pin(p)
1SPERSON(p)
ISPLURAL (p,w)
1SPOSSIRON(p)
ISPRON(p)
ISQWORDB(p)
ISREFEXPR(e)

ISSCANCHUNK(c)
ISSCANFV(¢)
ISSINGULAR(p)
1SUOPDUMIp)
ISVARCHUNK(¢)

ISVERB(p)
LABELFlc1,n,e2)
LABELH(c1,n,e2)

LEFTOF (p1,p2)
LRENAME (p,e1,62)
MODLEN(n)

MODLENC(x)

MXCPRIOR(n:

NEWOVAR(c)
NEWEQN(x)
NEWFV(c)
NEWOR(x)
NEWPLOP(x)
NEWPLVAR(c)
NEWREFEXPR(¢)
NEWREFOP(w)
NEWSIZE(x)

NUMVARCHUNKS(n)
PLACOPLIST(n,w)
PRECSCAN(c,p)
PRECSCAND(c)

PROBLEM(x)

B5
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p in a unary oporotor dummy, set up to hokl a posilion in ¢ while the unary
opoiator oxpiassion it reprosento is parsed; result will rophco the dummy as an
oporant in ¢,

¢ iR A vorb s highoet pracedones eloment, at p.

the higheot procodence tor ¢ in n, of p.

nignat thal an IF has been doketod in the acan; » is o dummy argument,

oloment at pininc,

w in tho unil in which the anrwor is Io be oxpressed; befors the anrwer-buikling
ploceas, it in just w positian in the atving.

¢ ig a (now) compinte chunk; inneiiadi after the entire chunk has boen initinily
scanned, o tler it has boen renamed 8a  result of the aplitting process.

p in a doliaitor, |

¢ in an nquation, with axpression .

cinanfFV.

p in “ie"; used to eatablich precedonce value.

p is oporator of chas m m » 0,1,2; uood to steblish precedoncw valuo.

p ia n parson,

p in tho plunt form of w.

p i 0 poosecrive pronoun (only nga problome).

p io 8 pronoun (only ngo preblems).

p ia a quontion.-word,

c in a refarence oxpinesion, io, a candilate for a future "this™ ¢ is eithor 8
sontonco thal ign't an equnlinn or the aubject ot a sentance.

c in currontly being ncanned; it is nat an FV.

¢ it an FV, andt in cureontly boing s:snnod.

p in the aingulsr form of aome word.

p i 8 unary operator duinmy, sce HASUOPCHUNK.

¢ io a varishin chunk, ie, nn operstors, s noun phrame; thia is » asignal for
initintinn of verisble comparison processes.

pisa verb,

cl ia lnboled fininhed, exprassion-tree lavet n, parent c2.

cl is Inbeled untininhed, oxpression-tree lavel n, parant c2.

pl in ditnctly to the loft of p2.

cl in rennmed to c2, current pooition p, proceeding to tha loft from p.

modity tho length of the string of the problom by n; used for estima: jing space
siren in I Pa.

x in a dummy argument; & chink bountlary hae boen reeched; the string length
uond to compute worst-cuse spnce-sizes (I Pa) can be sdjusted based on the
longth of the chunk junt scanned.

maximum chunk. priority number ia n; used to apsign to ench chunk n uniguo order
minbsr.

¢ io A now digtinet variable; signel to 1 Py,

signals a now equantion to I Pa,

c in anow FV; signel to I Ps.

signat that x in a naw voorator; for I Pa.

eignal a nowly.-pinced oparator to the I Ps.

¢ is a nowly-pinced variable; aignst to 1 Pa.

nignal  now referance expmanion, to become the ISREFEXPR.

gignal that w in tha opoizior of » refsrence axpression, to 1 Pa.

eignal that a new space-size vector needs 1o ba computad; x is a dummy
argument,

n dintinet varisble chunts ara known.

the n'th piaced operator in w.

pracedonte scan ia boing donn on ¢, currant point p.

pracodence scan has beon donn on chunk ¢; aignel to nots result and procead
accordingly, oithor to split chunk or tast as vumbb

x in the name of the currant problem

2l 8.5
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PROBxxx(a..)

RRENAME(p,c1,62)
RTANDPERGOING(c)

RTANDOMEDING(c)
RTDOESGOING(¢)
RTDOGOING(c)
RTHAVEGOING(c)
RTQMGOING(<)
SPAGESLZEN(n)
SPAGESIZES(n,l)

STRINGEQ
STRINGINS
STRLENGTH(n)
TANDDIFF(c)
TANDSUM(<)
TBYIS(c)
TFASCAN(p)
TFASCANF IN(p)
TFOUT(p1,p2)
TFOUTDELAY(p1,p2)
TFOUTLENGpL,p2,n)
TFSCAN(p)
TFSCANFIN(p)
TGSCAN(p)
TGSCANFIN(p)

TGSCANFINZ(p)
THEIRCOLL(p1,p2,n3,p1,1)

THEIRCOLLD(p 1,n2)
THEIRREF(p1,p2)
THEIRREFL (1)
THISTESTEN(c)
UNTESTED(c)

URENAME(¢ 1,¢2,n3,00,p5)

VARCHCOUNT(cl1,c?)

VARCLEANUP(c)
WCOLLECT(c,x,p)

The Studnt Production System Studnt

whore xxx in VARS, EQNS, OPS, or FVS; argumeats ars valueo contributing to
sphre-size as aoted in the commecls accompaaying Il (aeo Appomliz B); INDEF
io an estimatn based oo striog length of what in connklered the worst care for
the givon quuntity; io, assumptionn ara made on lengthe of entities giving rise to
tha largant axpoctod count; DEF roflects actual coun! so far foumd; PLACED
reflocts that no operotor or verinble mey be determined but its position in the
output oxproseina traa remaion undetormined.

cl in renamect to ¢2, curraot poitica p, procseding to the right from p,

signal to apply FV tracoformationn whoa "PERIODY or "AND® is scanned,
somrwhoro to the right of tho curreat scan positior; ¢ is the current scan Fv,
limiting the scopo of the signal.

similar to RTANDPERGOING, for "AND" or "QMARK".

similar to RTANDPERGOING, for "DOES".

similar to RTANDPERGOING, for "DO".

mimilar to RTANDPERGOING, for "HAVE".

similar to RTANDPERGOING, for "QMARK".

tha number of opoce-size veclors.

Iis tho o'th space-size vector; compongnte correapond io argumente for all of
the PROBxxx's.

macro for gearrating strings of EQwww's, LEFTOF's, etc. - see comment in
program linting

macra for gacerating alrings of EQwww's, LEFTOF's, ete. - see comment in
program lintiog.

the feopth of the input string remsiciog to bo scanned.

traonform "AND" in ¢ to "MINISS", since the difference oporstor has praceded it.
traaaform "AND" in ¢ to "PLUSS", since tho SUM oporator has been soen.
tranpform "BY" to "IS", as required by "EXCEEDS",

signal to chock for spocisl ago-prablom treneformationn.

signal completion of TFASCAN st p.

renrrange the TFSCAN pointars that used to be at pl, o bis ot p2; necessary in
some trannformatioon that actunlly re-order the atriog,

do n TFOUT on pl and whal botomes to the left of p2, after inrerlion of
goammated, variable text. -

TFOUT with a striog loagth.adjuntinent of o

sigoal to initinte chock for siring tranntormatinoa at, p. :

sigaal completioo of TFSCAN al p, ready for naxt step io the ecan process.

sigoal to initinta chack for dictionary tngs at p; .

daoa with TGSCAN et p, record precedanoes or do FVSCAN: alsa a special signal
to iniliota the echo to bogin the problem.

campledion of iaitinl ncan praceesiog at p, ready to move scan pointor.

calirct an ago variable starting al p3, currsnt collection position pd, lint of text |,
to bo iorertad atung with othar variablos botwsen pi ead p? when collectod.

age reference atarting at pl hos beon collectod, for "THEIR" which In to be-
replaced al p2.

# sigoal to collect e liot of all nger veon ao far, which ars raferred to by
“THEIR", actl put them betwaon pl and pi* whon collectod.

8 list of all toxt collectod so far for a “THEIR" replacement; ench varinble is
callrctnd anpurotely and theo ndded to thin tied,

the voricbln tont for "THIS" has boon done for ¢; eignals the initinticn of the

mateh of ¢ ogainnt other vorisbe chuni:s

¢ in not tontad with respost to aquivilencos with other varisbles; pignals for the
first of a enties of toats to bo started.’

cl, which in the operand for a unary oporstor, is to be renamed to bo c¢Z;
rennming ie currantly at p3, to bs terminated st pd; on termination, the chunk ie
to bo eplit at p5.

signele failuio of equivalence testa of cl with respect to ¢2; chunks kre countod
aftar boing teated.

clean up aaoertionn having to de wilh the teating of ¢, since the result is known.
colirct wards for c, with axpresaion x, at p.
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WORDEQ(p,w) the word at pis w.
WORDINS macro for gonorating EQwww and WORDEQ for a string position - pes comment
in pregram linting. ;

B.6. Conclusions on the implementation

This subsection considers the following aspecis: validation, program control,
representation, and efficiency. First, in order to verify thai Studnt is close to the original,
Appendix E gives the results of test runs on 27 problems as given in the original
publication. All of Studnt’s answers are acceptable approximations to the solutions
produced by STUDENT. These lests used all of the Ps of Studnt except: 565, T3, T6, T7,
T19, T20, D1, D9, D13, D14, D65, D67, D75, D87, P8, P28, P65, M30, M50, C5, C50, C52,
V21, A3, A15 (that is, 25 out of about 260). There is no essontial difference between
these Ps and Ps that were actually used for the tests, so that this deficiency is not
serious,

Programs written in Psnlst must use data signals to provide control, as is the case in
all PSs. Several features of Psnist are useful in coordinating control signals. The main one
is its stack memory, :SMPX, which is a temporary memory that effectively orders new
elements of the Working Memory by their recency of assertion. Ps are selected for firing
oh the basis of this recency order, with those using the most recent data selected first,
and with others pushed down in the stack until all the consequences of the newer data
have been considered. The recency order is specified by the left-to-right order in RHSs
of Ps, such that the left-most assertion is considered to be the most recent. If a data
instance is re-asserte; at some time after its initial assertion, it is given a higher position
in the recency order, corresponding to its most recent assertion. This re-assertion is
analogous to data rehearsal in other systems. Another Psnist feature is that when a P is
selected for matching, it may fire more than once, as opposed to firing once, allowing other
Ps to be examined relative to the new data from that firing, and then returning to consider
other possible matches that were available at the time of the original match. That is, all
possible firings occur, in arbitrary order, hefore proceeding. Thus a set of Ps
representing steps in some process can be working on more than one input element at a
time, with multiple firings giving the appearance of paraliel sequencing on the inputs.

In Studnt, control passes in various flexible ways between: S Ps and T, A, C, and F
Ps; P and C, M, and V; C and R} M and R; R and P. The | Ps are evoked by most other
groups. Appendix D gives a picture of the changes in control. The recursive nature of the
parsing process, that is, the maintenance of the tree structure of the chunks, is encoded in
the labels attached to chunks as they are split. Strict control sequencing is exhibited in
the initial scan processing (S Ps), in the splitting of chunks (P10), in the variable
comparisons (V Ps), and in the answer-building (B5). That is, the S, V and B Ps use
specific signals to perform definite sequences of steps in fixed orders. The chunk-splitting
process crders the chunks by attaching to each a numerical priority, and then processing
according tu that, resulting in the appearance of a stacking mechanism. The sequencing of

the main scan, with control passing from S to (and from) T, A, D, and F Ps makes use of the

stacking mechanism of :SMPX to order the consideration of process initiation and
completion signals, which are emitted simultaneously by S Ps. That is, an S P emits both
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an initiation signal and a compiction signal, with the initiation signal processed immediately
and lhe other stacked in :SMPPX for consideration after everylhing relating to the initiation
signal has been complefed. Many looping processes were noted : P20-P28, C20-C22, two
in the R’s, V5-V60, several in the A’s, and two in the B's. A loop can easily maintain tight.
control by using a special signal which is asseried first in its actions, and which is only
used by other Ps in the same looping process. The mechanism <f re-asserting data to
cause re-examination at some later point is used twice, in P10 and in 85. Multiple firing of
Ps is used to advantage in three places, V25, A63, and A67, and special care is taken to
prevent it in VB5, In V25, for instance, a new variable is compared to all grevious ones,
with lhe set of previous ones considered all at once instead of serialiy. in summary, we
see that in an environment wilhout conventionai control primitives it is straight-forward to
achieve a variety of flexible control facilities.

The unstructured Working Memory of Psnlst is intimately connected with Studnt in
two ways. The number of items in the memory is much larger than is efficiently stored in
the linear Working Memory of other PSs. The range of Working Memory size for the Test2
example is from 115 lo 321 items (these are initial and final figures, since no intermediate
values are known, but no significant differences are e.pected for more accurate
monitoring). The final memory size for Testl6, the biggest test, is 765. The :SMPX
mechanism narrows the focus of attention to a small nortion of this mass, but even :SMPX
becomes relatively large. For instance, the maximum number of :SMPX entries for Test2 is
126, but this is probably much larger than the number of distinct memory items that are
referred to, since a data item occurs in many entries. Very little effort was made to limit
the memory size, since the interpreter is capable of handling such magnitudes efficiently.
Thus, these figures should not be taken as representative. The second eifect of the
Working Memory is Ihat it is more general and more cumbersoms than the special string
representation used in STUDENT, but the benefit of making averylhirg more explicit
counteracts that minor difficully, as we see in Section C.

The execution times of the tests given in Appencix E are in the range from 2
minutes to 20 minutes, with the average around 5.6 minutes (on a PDP-10 computer). This
is within an order of magnitude of what would be considered reasonable times for these
tasks as performed by humans. One might expect a computer with the limited knowledge
thal STUBENT has to do an order of magnitude better than that, so that PSs seem not
parficularly speedys. Two things might easily make this order of improvement: more
etficient implementation of the interpreter, and somz way of compiling Ps (they’re run
interpretively at present). Also, the efficiency limitation may not be as serious as it
appears, because one might argue that as more knowledge is added, little is .added to total

.run time, since the number of applications of Ps in doing a. particular task would not

necessarily go up significantly. This assumes that not much is added to the time required
for seleclion of the next ‘P to fire. This is reasonable based on limited experience so far,
which indicates that the ratio of examinations to firings is fairly low. (Humans proably
have no problem with huge amounts of knowledge because of some parallelism in the
recognition-selection process.) It also may be that new knowledge would interact only
slightly with existing knowledge, so that there would be little interference with the

@ These times are in the right range for humans; the only STUDENT figure is that it took
less than a minute (on a 7094) to do the age problem TEST6, which Studnt does in about
7.5 minutes, about a factor of 20-30 slower.
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selection processes. Thal is, things thal are relevant to present Ps would only rarely be
relevant to new onese, Menmiory

usage is on the average about 95K 36-bit words. About
35K of thal is devoted lo the Lisp and Psnist interpreters, .

@ This is gimilar to the problem space closure concept in Newell and Simon (1972), chapter
14, pages 819-820.
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C. The Knowledge in Studnt

The primary results presented in this section are based on viewing Studnt as the
result of a hnowledpe encoding process. Philosophically This view is similar to McCarthy’s
Advice Taker proposal (1958), which laid out a plan for a general program that could
modily ils knowledge and its inlernal working procedures in accordance with advice given
externally., The details of McCarthy’s proposal were expressed with reference to a
syslemalization of common sense knowledge as declarative statements in predicate logic,
whereas the present cpproach expresses knowledge informally in unrestricted natural
language and has a PS program as ils target. Thal is, Studnt is analyzed as if it were the
r.sult of the assimilation of a large number of knowledge 'latements (KSs) in natural
language. These KSs are shown to interact with each other to form the encoding of the
knowledpe as a PS.

The general strategy taken here is appropriate when viewed in the framework of a
knowledpe acquisition approach to Al This general approach consists of several steps: a
precise formulation of the knowledge that it is necessary or desirabie for an Al program
to have; a suitable programming language, interpretable by a computer, for the ultimate
expression of knowledge as procedures and data; and some way to bridge the gap
between the exlernal representation and the internal (procedures and data) representation
of the knowledge. This is to be contrasted with a knowledge generation approach, which |
believe is implicit in approaches using mechanical {heorem-proving techniques, perhaps
inspired by McCarthy’s Advice Taker. Knowledge generation takes knowledge in the form
of axioms and operales on it according to inference rules, in the hope that knowledpe
sufficient 1o produce intelligent behavior will result. A generation approach does not
distinguish the lhree steps above, in part because the internal and external
representations are the ‘same; also it is not concerned with exhibiting a full body of
knowledge, but rather with finding an adequate basis for generation. Since the generation
approach has not yet been successful, the present approach is proposed as an alternalive.
Since il is a first approximalion, some aspects have been alluded to, illustrated, and
circumseribed, but it remains informally (and vaguely) expressed. Expressing the
knowledge precisely in any language (nalural or artificial) is no small endeavor, and it is an
activily that has not been carried out at the present scale by any previous work. The use
of unrestricted natural language in the present work will be justified be'ow (Section C.11).

At present, a computer prog-am for the knowledge encoding process does not exis*t,
although no insurmountable difficuities in construcling such a program can be foreseen.
Rather, the knowledge has been obtained by an analysis (also not computerized) that
represents a dual of encoding knowledge, namely, by a knowledge extraction process. The
extraction is based on the meanings of the predicates that compose Studnt’s Ps. Although
the KSs were oblained analytically by an extraction process, it has seemed most natural to
express them as if for use in encoding. Of course, Studnt is the result of an encoding
process, but lhere is no basis for saying what the author had in mind during that original
encoding, since accurate records were not kept.

The KSs fall quite readily into three major classes, which will be referred to as the
N class, the (§ tlass, and the Z clans. The Neclass statements (Ns) contain all of the task-
oriented knowledge, for instance, knowiedge about how arithmetic expressions are
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represented in natural language, how to recognize a specification of which variable is to
be solved for, how to transform idioms, and so on. Most of the description of Sludnt in the
preceding section is at this level, loosely speaking. To organize this knowledge, we will

use and augment slightly Ihe concept of problem space (Newell and Simon, 1972, chapters

3 and 14), and we will refer to N statements as being at the problem space level,

Q-class statements (Qs) deal with implementation knowledge. Thesa define terms
used at the problem space level and provide a collection of programming techniques
stitable for the requirements of the problem space. The Qs are stated in a sufficiently
general way lo be useful in conjunction with other problem domaing than Studnt’s domain
and with other programming 1anguages besides Psnlst,

The Z class of statements (Zs) deal with Panist control constructs, namely the special
control features of Psnist that aifect the actual form of the Ps. The present analysis
neglects other Penlst features such as syntax and the properties of P conditions and
actions; this level is suppressed because of its straight-forward, routine nature.

In addition to the three classes of KSs that comprise the abstract content of actual
Ps, a fourlh, concrete component is central lo the analvsis: the predicates, which are the
problem-specific programming constructs. The knowledge extraction process is entirety
dependent on the predicales’ meanings (see the preceding section) for forming the KSs.
The knowledge encoding process as presently formulated takes lhe predicales as given,
and uses them al Ihe appropriate (near-final) step in building the Ps. The predicates are
the basic expressive primitive for all the KSs, so that their meanings span ihe three
classes (N, Q, and 2).

The division of KSs into Ms, Qs, and Zs raises some interesting questions relating to
whal kinds of KSs might be necessary to augment Studnt’s capabilities and relating to what
might happen to the contents of each class as shifts to other programming languages,
other lask domains, and so on, are considered. BSut the division has also led to the
hypothesization of a more general model of knowledge acquisition. The model puts the N,
Q and Z components into a larger frameworl, and indicales the location of some
interesting topics for further work. It is used to display the interdependencies of those
lhree classes, it makes more explicit what other knowledge is needed to complete the
knowledge encoding process, and it allows questions about the origins of the N, Qs, and
Zs to be posed. in particular there are interesting questions relating to the formation of
the problem space that is the basis of Studnt. Finally, the model of knowledge acquisition
makes contact with work by other researchers.

This section commences by presenting a model that can be used to give an overview
of the Ns; lhe model describes |he knowledge at the problem space level abstractly, and
provides a basis for determining the relationships of various subsets of KSs. A definition
of problem space is included in that discussion. Section C.2 goes through the knowledge
encoding process for a particular P, illustrating haw KSs interact and how contact v-ith
Studnt predicates is made. The interactions of KSs in forming a selection of other Fs is
given in Section C3, illustrating the uniformity of the encoding process over all of
Studnt, and raising the question of "bugs” that became evident. The encoding process is
summarized in Section C.4. We then shift the focus to the division into Ns, Qs, and Zs,
giving abstract characterizations for the Qs and Zs to paraliel the model given in Section
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C.l; other aspacts of the division are discussed at the same time. Section C.6 returns
o the topic of knowledge extraction, the preceding subsections having laid a feundation
for the necessary details. The more global view provided by the hypo*hesized k-owledge
acguisition mode! is elaborated in Section C.7. The last four subsections, Section C.8
through Section C.11, give conclusions, comparisons to other approaches, considerations
with respect to understanding systems, and foreseeable problems in exiending this work.

C.1. Characterizing the content of the knowledge statements

The Ns are the class of KSs that deal with the knowledge in Studnt at the problem
space level, namely knowledge about the task environment and how to deal with it
(probler: space is defined more precisely later in this subsection), In other words the Ns
are a mixture of process-independent facts about the domain of algebra word problems
and of knowledge ahout specific methods and control sequences that can be used to
coordinale the application of the domain facts to produce appropriate problem-solving
behavior., They are a mixture because they are what is immediately extractable from the
Studnt Ps. As we will see below in discussing the model of krowledge acquisition (Section
C.7), the consideration of pure task environment knowledge is one level removed from
the problem space fevel, and in any case the probiem space level cannot be bypassed, as
that model is presently envisioned, :

To provide an overview of the N and to establish a vocabulary of elements and
relations, we propose a model, in the following sense. A model is a coherent body of
objects and refations that represents some more complex structure, in such a way that
manipulations (relations) on elements of the model correspond to manipulations (relations)
on elements in the modelled structure. A model generally abstracts, suppressing some
eleyents and relations and thus emphasizing others, In this sense a flowchart is a model
of the controf flow of a process.,

The model of the Ns gives a global overview, grouping the Ns according to their
more global function. For instance, key terms in the model (for instance, “chunk") are
defined at some point, have relations to other terms, are manipulated or transformed, and
SO On, in ways that are clearly specified in the model. For more detail, the model provides
pointers into the actual subsets of Ns, The presentation of the model at this point should.
help the reader to place the Ns that occur in the following subsections in perspective; the
model is also essential to the identification of .this level as the problem space level. The
model is central to the knowledge encoding and knowledge extraction processes, but in
ways that are difficult to pinpoint given the informal stage of the present analysis. That
is, the use of such a model was evident at many places while the analysis was being done,

but a clear picture of its use did not emerge; it probably will not do so until the processes

are automated. We will discuss this further below.

The model of the Ns consists of statements a. through p. below. The objects in
square brackets, such as [N56-NS 10, NS13), are sets of KSs that are elaborations of the
associated model statement, The KSs are listed in full in Appendix F, and they will be
discussed further in the subsections following this.

a. Input: a sequence of "words", each occupying one "position”,
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Output: a set of "equations” composed of “expressions” consisting of.

algebraic variables (domain: real numbers), real constants, and
common arithmetic operators; a list of specific variables whose values
in the solution of the set of equations ig sought, with an optional
"answer unit" in terms of which the answer g to be expressed; a set
of assumed equivalences beiweer sequences of words that stand for
algebraic variables, [NI31-NI23],

For every sequence of words there is a desired {canonical) form, to
which the sequence is transformed. [NTI-NT32, NM9-NM] 1.

A word may belong to one of several classes of words; other
operations that depend on the word may use its class membership
Properties. [ND1-ND1 4, NM13], :

The operations of transforming the input sequence ang assigning
words to classes are correct only if done in parficular order relative
to each other ang within the word sequence; this sequencing is
achieved by the "initial scan”, [NS1-NS5, NSL1, NS12, NS14, NP2,
NC15].

The sequences are broken into "chunks” according to membership of
words in parlicular word classes, and according 1o interrelationships
between the words in these classes,

The first subdivision into  chunks is based on membership of
boundary words in a set of classes distinct from the classas that
determine further subdivisions, [NS6-NS 10, NS13].

Further subdivision of the chunks js conditional on certain class
memberships, ie., there are two ways of proceeuing from the first
subdivision. [N54, NSS ],

Under the first kind of further subdivision, the chunks are subdivided
according to the properties of words of the “operator” class. and
according to relative positions of these, as determined by 4 "scan",
wilh each resulting chun associaied with the operator which formed
its boundary as an ‘operand"; when a chunk is subdivided, the chunk
membership property of the operand parts is changed by "ranaming",
(NP1, NIP3, NMI, N8, NC1-NC10, NC15, NR1, NR2].

One class of words requires a chunk to be rearranged in specific
ways before it can be subdivided into variables and operators; ie.,
"verbs", [NM2-NMm7, NM12].

The resulting chunks and operators are then arranged as expressions
in a tree structure (the tree structure s thus also determined by
class memberships of its operators); such a tree structure with the
Operator "EQUAL" at its top node is an equation. [NC1{, NC12,
NC17]

A chunk that can be subdivided no furlher is termed a “variable"
variables which have similar word-sequence structure are assumed
to refer to the same algebraic variable; similarity is determined by a
set of rules; a variable may also refer to some previous expression.
[NPg, NC14, NC16, NV1-nNv18].

The second type of subdivision is determined in ways specific to
particular word configurations; its result js the second output
component, i.e., the list of variables to be solved for, termed "Fvs".
[NF 1-NFF9]. :
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n. An input sequence thal is recegnizably of s particular iiass,

problem", undergors, spectal transformations n addition {o those
normally  apphicd in caching the desirnd (canomical) torm for
sequences of words {fIAL-NAI 1, NA13],
In an age prohien, cerlun sepments of text may be copied from one
position to another, dependsnt on class meniberships or on {he
presente or absence of pariicular word sequences. [NAL2, NAL4-
NAL7],

p. The resull of erlain of the above aporations
estimates of ihe sire of the 5p

or adjusted, [M] -1 0],

llage

is that certain
ace of possible outputs can be made

The concepi of piohlem wpace arose oul of lhe need to describe the space in which l
human prohlem solving activihic ; take place (Newell and Simon, 1972, p. 59). In particular,
it is essential to be able |o describe the possililities for the behavior, rather than being
limited to describing onty the aclual behavior, Ag vriginally formulated (Newell and Simon,

19728 0p) 810-811) a prohlem tpace has five components: (1} a set of elements, each
representing a state of Knowledan

& about a task; (2) a set of operators that produce new
eleraents from exishing coes; (3) the inilial glement; (4) the aesired 2lement or set of
elements, to b

e reached from fhe initial element by applying operators; (5) the total . E

knowledge available, which ranges from temporary dynamic information to long-term

reference information, This can be seen to be similar to a general formulation of the
heuristic search method (see, for instance, Newell, 1969), but there are differences, In
human problem solving, a set of invariant fealures |hal cre restrictive compared fo

heuristic search hold for prohlem spaces: the set of operaors is small and finite (or I
finitely generated); a new knowledge state is produced every few seconds or so; and

backup (the set of elements that can he returned to) is very restricted. Also, as we will
ilustrate below, the Newell and Simon definilion allows the existence of dlans that can give

varying amounts of direction to the search, The 1nstantiation of the problem space
concept for Studnt presented below has ordered components (3) and (4) before (1) and
(7% it has combined (1) and (5), any distinction in

since there is n Sludnt no heed for
knowledge states; and it has added .two components (e’ and f') whose presence will be
further discussed below, The following gives Studrt

s problem space by referring to the
mode! of the Ns above.
a’. The inilial stale of knowledge is statement a
b’ The problem or desired state is b,
c’. Elements, or knowledge states: the partially processed input string +
all of the internal symbol structures perlaining to the problem.
d. The operators, which produce new elemenls:
i, initial-scan operator set; transformalions, dictionary tags, and
segmenting: statements ¢, d, f, g, n and o,
ii. FV-segmentation operator: m, i
iii. parsing operator: scanning  and splitting  chunks, building
expressions: f, h-k, ;
iv. variable-matching operator: |, {
e’. Plans: g; sequencing implicit in g-m. i
f’. Monitoring transitions to new knowledge states: p. 1
%
|
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Two features of this problem space descriplion deserve closer attention. First,
something needs to be said to justify the size of the operators chosen, sirce {he operators
are sets of Ps. Studnt fortunately has a set of Ps thal monitor the knowledge state as
major new information comes in, the | Ps, providing a natural dynamic boundary for the
operators. To bricfly reiterate the function of the I's, they are connected with measuring
the size of the space of possible outputs at any point in the process of solution. For
instance, at some point, we may know that there are two equations, five operators, and
four distinct variables, which determines a finite number of possible outputs (the task of
Studnt being to reduce that number to ene). Further support for this division into
operators comes by assuming 50 milliseconds for each Working Memory action of the
process, and then computing the time this gives for each dynamic operator segment. The
result (measured on a typical example) puts the time within the three- to five-second
range observed by Newell and Simon (1972) for comparable problem space operators in
general human problem solving. In parlicular, on the problem TEST2, the P I3 fires about
30 times, and there are aboul 2100 Working Memory actions, giving 70 aclions between
firings of 13; 70 X 50O milliseconds = 35 ¢econds. These figures are approximate, and
actually only about two-thirds of 13% firings are meaningful as operator boundaries (it
fires more than once at some boundaries), but this still gives five seconds as the result,

The second feature of the problem space that needs to be discussed is the
existence of plans, point e (e. in the model). A plan is some kind of explicit control that
guides the applicalions of operators (Newell and Simon, 1972, pp. 822-823). At one
exireme of planning in this sense is a specific algorithm that is guaranteed {o achieve the
desired result, The main plan in Studnt is the initial scan, which rigidly controls the order
of application of the operators by moving a scan pointer alcng the input string from left to
right. A plan controls the ordering of the operators in the initial-scan operator set. If we
remove the sequencing assumplions in these plans, we get a process with more of a
heuristic search structure, with various orderings tried according to some search scheme,
and with some way .of ordering the resulting end products in order to pick the best. Some
search is necessary as is illuslyated by the phrase "30 per cent of". "Of" is changed to
the operator "times" if preceded by a number, and “30 per cent" becomes "20" Clearly
two different results ohtain depending on the order of testing for "per cent" and "of
preceded by a number". An interesting problem for further research is the transition from
a planless process 1o the final Studnt, and in particular, whether plans are added bit by
bit, wiih processing taking advantage of pieces of plans wherever possible, and searching
olherwise. To investigale {his furlher, the PS formulation, with all control explicit in the
data state and .in P conditions, seems more suitable than standard control structures,
Formulating Studnt as a problem space in this way serves to o) ganize the model (at le ast,
for purposes of exposition), it points out interesting research questions, and it makes
contact with other research in problem solving that will be discussed in Section C.7.

C.2. Knowledse interactions in forming a production: 513

We now present an example of the knowledge encoding process as it is envisioned
for an important Studnt P, The implied form of the encoding process, however, is not
neariy as important at this stage as the KSs themselves and how they can be seen to
interact, The fallowing briefly introduces the process, postponing a more exact discussion
until examples are presented.
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The knowledge in a P is built up around a particular KS, its principal KS. The P
results as parls of the principal KS refer to subjects of other KSs, thereby causing them
to interact with it, defining its terms and elaborating the conditions under which it applies.
A particular N interacts with other Ns to give the total intention of the P. Qs and Zs are
then added as required to define terms, to provide specific techniques, and to make
contact with the control structure of the underlying language. This process will now be
ilustrated by examining S13 in detail. In case the reader loses the overall structure of
the following details,  the material is summarized in Figure C.1 at the end of this
subsection, and Section C.3 gives a summary in a different form.

S13 is a P thal controls the initial scan of the input problem, invoking the
transformation process and doing some bookkeeping on the string elements scanned.

S13; "TF SCAN" :: TGSCANFINZ(X) & LEFTOF(X,Y) & NOT ISDELIM(X) & ISSCANCHUNK(C) .
St & CHUNKLEN(L) % P RO

~=> TFSCAN(Y) & TFSCANFIN(Y) & INCHUNK(X,C) & CHUNKLEN(L+1)
& NEGATE(1,5) & NOT TGSCAN(X);

where NEGATE(L,5) & NOT TGSCANFIN(X) & NOT CHUNKLEN(L)

The principal XS for $13 is NS1 | e:

- NSLL THE INITIAL SCAN PROCEEDS FROM LEFT TO RIGHT IN THE PROBLEM STRING,

PERFORMING THE FOUR FUNCTIONSe® AT EACH POINT IN TURN, AND ADDING EACH
WORD SCANNI:D TO THE CURRENT CHUNK. '

The first phrase brings in Q4:

Q4  THE PROCESS OF SCANNING INVOLVES MOVING A SCAN POSITION FROM AN OLD
POSITION TO A NEW ONE.

To determine the old position, use is made of TGSCANFIN?:
TGSCANFIN2(p) completion of initial scan processing at p, ready to move scan pointer.
The new position is determined by using Q8 which brings ineee LEFTOF:

Q8 PROBLEM STRINGS AND SUBSTRINGS ARE SEQUENCES OF WORbS, READ FROM LEFT TO
RIGHT, WITH EACH WORD DIRECTLY TO THE LEFT OF THE WORD FOLLOWING IT.

LEFTOF(p1,p2) pl is directly to the left of pe.

This has determined everything relevant to the old position of the scan pointer,

® Ns are given labels of the form N + initial of a P group + number + occasionally a letter.
®e These are defined by separate KSs presented below, ]

e@e® Some of the connections between KSs and between KSs and predicates may require
free interpretation and detective work on the part of the reader. It is beyond the present
scope and purpose to be more precise. ' :
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represented by the first two LHS conjuncls in S13. At a knowledge level that is 4
suppressed here, it is understood that "old" would imply something in the condition (LHS), !
whereas the "new" refers to something in the action side of the P. What actually goes into’

the action side for the new pointer position depends on parts of NSL1 that will be taken

up later, after the interactions from what has been done so far have been discussed.

Now, the iniliat scan does not alwﬁys proceed unconditionally, as stated by NS12:

NS 12 WHEN THE END OF A CHUNI TS SCANNED, THIE CHUNIC IS COMPLETE, AND THE INITIAL
SCAN I3 INTERRUPTED FOR THI: CHUNK SPLITTING PROCESS. '

This inleraction results, by indireclion, in Ihe third LHS conjunct. First there is an
association to N&7, which cefines how the end of a chunk is recognized:

NS7  WEHEN A PERIOD WITH A BELIMITER TAG 1S SCANNED, THE END OF THE CURRENT
CHUNIC HAS BEEN REACHED, IF THE CHUNI IS NOT AN FV CHUNK.

Using the meaning of ISDELIM, we get the third conjunct:
ISDELIM{p) p is a delimiter,

Here, a choice was made on whether the ISDELIM argument should be X or Y, that is,
whether to inlerrupt the scan before or afler looking at the delimiter af the chunk. The
choice of X, namely lhe element just passed, follows from consideration of QL4 (which the
knowledge encoding process would consult every time such a condilion were tesled):

Q14  DURING A SCAN PROCESS, WHIEN A CONDITION 1S STATED IN TERMS OF THE POSSIBLE
OUTPUT OF SOME PROCESS THAT IS APPLIED AT EACH SCAN POINT, THE TEST FOR

THAT CONDITION AT A PARTICULAR POINT SHOULD® BE DEFERRED UNTIL THE SCAN
HAS PASSED THE POINT.

In this case, one example of a relevant Studnt lransformation is stated by NT25:
NT2% ", AND" TRANSFORMS TO "PERIOD"

We now proceed to the second phrase of NS1L, which refers to performing four
functions in lurn. This is elaborated by Q5: ‘

Q5 APPLYING A NUMBER OF FUNCTIONS IN TURN MEANS TO APPLY THE FIRST, AND WHEN
THAT IS DONE, APPLY TIHE SECOND, AND SO ON.

So we need to know what the first function is:

NSL - THE FIRST FUNCTION OF THE INITIAL SCAN IS TO APPLY TRANSFORMATIONS AT EACH
POINT IN THE SCAN.

Since we're doing a sequence of functions, we ook at:

® This kind of imperative language is typical of expressing KSs as if to an encoding process.
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Q15 WHEN A SEQUENCE OF ACTIONS IS TO BE PERFORMED, MORE FLEXIBILITYs IN
ALTERING THIZ COURSE OF THAT SEQUENCE OBTAINS BY BREAKING IT INTO
SEPARATE STEPS, EACH REQUIRING AN INITTATE SIGNAL AND HAVING A
COMPLETION SIGNAL; THIS BREAKING INTO STEPS IS ESPECIALLY USEFUL FOR
LONGER SEQUENCES WHIERE UNDER VARIOUS CONDITIONS, DIFFERENT ELEMENTS OF
THE SEQUENCE ARE ACTUALLY EXECUTED.

This yets us {o the use of TFSCAN and TFSCANFIN:

TFSCAN(p) sighal to iniliate check for string transformations at p.
TFSCANFINGR) signal completion of TFSCAN at p, ready for next step in the scan
process.

We use two signals because of:

Q24  WHIN THERE ARE MANY MORE WAYS OF COMPLETING A PROCESS EVOKED Br AN
INITIATE SIGNAL THAN WAYS OF INITIATING IT, THE COMPLETION SIGNAL
SHOULD BE EMITYED AT THEE SAME TIMIE AS THE INITIATE SIGNAL, IN SUCH A
WAY THAT THIE INITIATE SIGNAL 1S EXAMINID FIRST.

Since the order of consideration of these two insertions is critical, we must make use of:
722 THE FIRST TWO RIGHT-HAND-SINE INSERTIONS ARE ORDERED AT THE TOP OF :SMPX;
WHEEN 1T 15 DESIRED TO DO ONI: THING FOLLOWED BY ANOTHER, ORDER THE

"INFTLATE" SIGNALS ACCORDINGLY.

So, now we have the first two conjuncts of the RHS,

The final phrase of NGL1 deals with noting that each word scanned is part of the
current chunk, This cannot be unconditional, because of an interaction with NS40:

NS0 THIZ PERIOD AT THE END OF A CHUNK 15 NOT INCLUDED AS PART OF THAT CHUNK OR
ANY OTHER CHUNF.

This associates first to NS7 (see above), which says we’re testing on "period”. By the
same reasoning as uscd before, this exclusion also has to be done after the scan on a
posilion is done, so the NOT ISDELIM lest serves a double purpose. To add to the current
chunk, we need to know whal it is:

ISSCANCIRINK(e) ¢ is currently being scanned; it is not an FV.

This is the fourth LHS conjunct, and the act of noting is taken care of by the third RHS
conjunct, which uses:

INCHUNK(p,€) element at pis inc.

@ The Qs at times express qualitative goals like flexibility and efficiency, rather than simply giving
absolute direction.
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The use of ISSCANCIHUNK allows us lo clean up a loose end regarding the use of NS7. We
must verify that in fact the end of the chunk has not been reached, and the NOT ISDELIM
will work, provided this isn't an FV chunk; the definilion of ISSCANCHUNK guarantees it.

This takes care of the central action with respect to NSL1. It remains to consider
some olher associations which are related bul are less essential lo the main process. NI7
has to do wilh scanning, in fact, with lhe number of words scanned:

NI7  THI: LENGTH OF THE PART OF THEE PROBLEM AS YET UNSCANNED CHANGES EACH TIME A
~ NEW OPERATOR, EQUATION, OR PERICD IS SCANNED, AND IT CHANGES BY THE
NUMBER QFF WORDS SCANNED SINCE THE |LAST CHANGE OR SINCE THE BEGINNING OF
THE PROBLEM,

CHUNKLEN is the counter:
CHHUNKLEN(n) current length of the current scan chunk is n.

To change a counter, we need lhe old value in the LHS, wilh the new value as part of the
RHS. Q6 requires us to delete the old value of the counler:

Q6 WHEN A VALUE OF A COUNTER IS CHANGED, THE OLD VALUE SHOULD BE REMOVED.
This gets the sixth RHS conjunct.

We have not menlioned (he fifth and seventh RHS conjuncts, whose purpose is to
erase old scan signals. The appropriate KS:

Q3 FOR STORAGE EFFICIENCY, PROGRAM SEGMENTS THAT RESPOND TO SCAN SIGNALS OF
THE "COMPLETION" TYPE SHOULD ALSO REMOVE THE CORRESPONDING "“INITIATE"
TYPE, AS WELL AS REMOVING THE USED “COMPLETION" SIGNAL, IF IT IS
POSSIBLE THAT NO PROGRAM SEGMENT RESPONDS TO THE INITIATE SIGNAL.

There are other KSs that deal with the initial scan, which would be examined, but
rejected, in the process of building $13.

NS2  THE SECOND FUNCTION OF THE INITIAL SCAN IS TO APPLY AGE-PROBLEM .
TRANSFORMATIONS, IF THE: PROBLEM IS AN AGE PROBLEM, AT EACH SCAN POINT.

NS3  THE THIRED FUNCTION OF THE INITIAL SC‘AN IS TO PUT DICTIONARY TAGS ON WORDS
AS EACH WORD 1S SCANNED.

NS4 THE FOURTH FUNCTION OF THE INITIAL SCAN IS TO CHECK FOR A NEW HIGH
PRECEOENCE WITHIN THE CHUNI BEING SCANNED, IF THAT CHUNK IS NOT AN FV
CHLINE AS EACH WORD IS SCANMNED,

NS5 THE FOURTH FUNCTIOM OF THE INITIAL SCAN IS TO APPLY THE FV
TRANSFORMATIONS, IF THIE CHUNK BEING SCANNED 1S AN FV CHUNK, AS EACH
WORD 1S SCANNED; AN FV TRANSFORMATION 1S ANY OPERATION THAT DEALS WITH
THE DETERMIMATION OF FV CHINKS.

NS6 A CHUNK THAT STARTS WITH A WORD THAT 1S A QWORD IS AN FV CHUNK.

NSE. THE FIRST CHUMK TO BE SCANNMED STARTS IMMEDIATELY TO THE RIGHT OF THE LEFT
END OF THE PROBLEM STRING.
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NG9 WHEN THE END OF ONE CHLINIC IS REACHED, ANOTHER BEGINS IMMEDIATELY, UNLESS

THE RIGHT END OF THE PROBLEM STRING HAS BEEN REACHED.
N§J3 THE LAST CHUNK IN A PROBLEM IS ALWAYS AN FV CHUNK,

NSZ through NS5 are rejected because they deal with functions of the scan other than the
first. NGS6 and NSI3 are rejected bacause the QWORD %ag is the result of the third scan
function, and is thus unavailable. NS8 is relevant, and interacts with NS1i to produce
another P, §10. NG9, N510, and N512 (the last two were displayed previously) do not add
to the action because of Ihe exclusion of their conditions with the third LHS conjunct.

Figure C.1 summarizes the interactions between the KSs that form S13 as

described above.. [Cach arrow represents an interaction, with its origin at the KS (or
predicate, in one case) that initiates the interaction by requiring further etaboration.

C.3. Summarics of interactions for selected productions

This subsection gives summarics of the formation process for a representative set
¢f Ps. Since each summary lisls only a P and its principal KS, the reader must refer to
Appendix F, which lists the KSs in full, in order to follow the detail.

Each summary starts out with a listing of the P and its principal KS. If the P has any
macros, their expanded form is given. The body of the summary is organized into
“sentences", delimited by ".", broken into segments delimited by ";". A sentence represents
closely interrelated processing, wilh each segment dealing with the determination of a set
of conjuncts of the P. The conjuncts are referred to by labels such as "L1" and "R3",
which stand, respectively, for "first LHS conjunct" and “third RHS conjunct”. In counting in
RISs, EXISTS conjuncts are ignored. Lines giving macro expansions also give labels for
the conjuncts in [J's to aid in determining referents of labels for the conjunctions
containing the macros. Within segments, "&" is used to indicate “interacts or combines
with", a binary operator on KSs; "->" is used for "associates to". "&" has a higher binding
power than "->" jie., a& b -> ¢ & dis really (a & b) -> (¢ & d). These are, of course, to
be interpreted Ioosely. Each sentence has as subject its first element; segments that start
with "&" or "->" implicilly have an occurrence of the subject.

The summary of S$13 appears first, so that the reader may become accustomed to
the notation on familiar material. The meaning of "excitatory interaction" is explained
below, 0
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NSL1

Q4 Q8

NS7 Ql 4 NT25

TGSCANFIN2(X} & LEFTOF(X,Y) & NOT lSDEl IM(X) & ISSCANCHUNK(C)

—.

TP, -
\& CHUNKLEN(L) -
L=

=> TFSCAN(Y) & TFSCANFIN(Y) & INCHUNK(X,C) & CHUNKLEN(L+1)

o -y

& NEGATE( 1,5 ) & NOT TGSCAN(X);

NS1 0}24 22 Q3 Q6

e nE o

NS11

Figure C.1 Knowledge interactions in forming S13
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Summary for 5)3:

S13; "TF SCAN" :: TGSCANFINZ() & LEFTOF(X,Y) & NCT ISDELIMIX) & 1SSCANCHUNK(CY
& CHUNKLEN(L)
=> TESCAN(Y) & TFSCANFIN(Y) & INCHUNK(X,C) & CHUNKLEN(L+1)
& NEGATE(L,5) & NOT TGSCAN(X);

where NEGATE(L,5) = NOT TGSCANFINZ(X) & NOT CHUNKLEN(L) [R5, R6]

principal {(model statement e.):

NSIL THE INITIAL. SCAN PROCEEDS FROM LEFT TO RIGHT IN THE PROBLEM STRING,
FERFORMING THE FOUR FUNCTIONS AT EACH POINT IN TURN, AND ADDING EACH
WORD SCANNED TO THE CURRENT CHUNIZ

first phrase: Q4 -> L1; Q4 & QB -> L2,
evcitatory interaction: NG12 -> NG7 -> L3;
QLA & NT25 (& others) -> arg of L3,
second phrase: Q5 -> N§J & Q15 & Q24 & 72 -> R1, R2.
third phrase: L4, R3;
excitatory interaction: NSJ0 -> NG7 & L4 def'n -> L3
(again, arg as above),
Q4 -> NI7 > LB, R4; Q6 -> R6.
Q3 -> Rb, R7.

The following summarics are given to indicate the uniformity and general
applicability of the above knowledge encoding: process to all of Studnt’s Ps. T12 is a
typical initial-scan transformation P, with much simpler structure than 513 M10, C60, and
C75 deal wilh Ihe process of breaking down chunks into operators and operands, and then
putting the completed expressions logether to form an equation. F60, F70, and F75
illustrate the processing of one type of FV form. These examples illustrate the application
of over half of the Qs, and introduce twenty new Ns.

The examples also include three "bugs" which were discovered by the knowledge
analysis (see C75, F70, F75), These are bugs from the standpoini of the analysis, not
defects in the -actual output of the program. The first involves having two Ps with
overlapping conditions, where a combination of the two into one is more appropriate, and
is dictated by the analysis. The second bug is an inconsequential incorrect ordering of
RHS assertions, The third seems more serious, since it is an omission of updating the
element That denotes which chunk is the current scan chunk. However, its bad effects are
cancelled by the failure of other Ps {o check for or make use of that information. A more
general discussion of the types of bugs encountered in the process of doing the
knowledge analysis is Ibelow, Section C.4,
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Summary for T12:

T12; "TWICE->TWO TIMES" : TESCAM(V?-1) & STRINGEQ((TWICE),X,Y)
=> MODLEN(]) & EQ2(V7-1) & WORDEQ(V?-1,2)
& NOT WORDEQ(V?-1,"TWICE) & STRINGINSC(TIMES),V?-1,Y)
& NEGATE(ALL,-2);

where  STRINGEQ((TWICE)X,Y) = LEFTOF(X,V?-1) & EQTWICE(V?-1) -
& LEFTOF(V?-1,Y) (L2, L3, L4]
STRINGINS((TIMES)V?-1,Y) = EXISTS(T1) & LEFTOF(T1,v?-1)
& EQTIMES(V?-1) & WORDEQ(V?-1,'TIMES)
& LEFTOR(V?-1,Y) [R5-R8]
NEGATE(ALL,-2) = NOT TFSCAN(V?-1) & NOT EQTWICE(V?-1)
& NOT LEFTOF(V?-1,Y)  [R9, RIO, R11]

principal (model statement c.):
NT12 "TWICE" TRANSFORMS TO "2 TIMES".

NT12 -> L3, R2, R3, R6, R7; (checks other NT’s, by Ql1, but no effect);
Q8 -> L2, LA, RS, R8; Q12 -> R4, R10, RI1.

“iransforms to" -> N§1 -> [}; Q7 -> R9; Q9 -> args of R2, R3, R4;
NI9 -> R (order determined by NILO & Z1).

Summary for M10:

M10; "CONN +" 11 EQIS(X) & HASIS(C,X) & LEFTOF(X,A2)
& NOT EQMULTIPLILD(A2) & NOT EQDIVIDED(AZ) & NOT EQINCREASED(A2)
=> NEWEQN(X) & CSPLIT(C,X,X) & HASOP(C,EQUAL) & NEGATE(2);

where NEGATE(2) = NOT HASIS(C,X) [R4]

principal (model statement i.):

NCA A CHUNK WITH A HIGHEST-PRECEDENCE OPERATOR MARKED, EXCEPT "SQUARE™ AND
"SQUARED" , IS SPLIT INTO TWO NEW CHUNKS, WITH THE LEFT END OF THE LEFT
CHUNK THE SAME AS THE ORIGINAL, RIGHT END OF THE LEFT CHUNK THE WORD
DIRECTLY TO THE LEFT OF THE PHRASE REPRESENTING THE OPERATOR, LEFT END
OF THIz RIGHT CHUNI DIRECTLY TO THL RIGHT OF THE PHRASE REPRESENTING THE

OPERATOR, AND RIGHT END OF THE RIGHT CHUNK AT THE RIGHT END OF THE
ORIGINAL CHUNK,

NCA -> L1, L2; & NML & NC5 -> R3; & Q16 -> R2.

string in condition -> Q11 -> inter with NC1 -> L4, L5, L6;
& Q8 -> L3,

"equal” in NML -> NC12 -> NI1 -> R] (order by NILO & Z1).

“split" in NC4 -> Q13 -> R4.
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Summary for C60:

C60; "SPLIT CHUNK" :: CSPLIT(C,LOCL,LOCR) & LEFTOF(X1,LOCL) & LEFTOF(LOCR, X2)
& LABELU(C,N,P) & MXCPRIOR(M)
=> EXJSTS(CL,CR) & NEWPLOP(C) & RRENAME(X2,C,CR) & IRFNAME(XI ,C,CL)
& LABELU(CL,N+],C) & LABELU(CRN+1,C) & HASCPRIOR(CL,M+2)
& HASCPRIOR(CRM+ 1) & MXCPRIOR(M+2) & CHUNKENDL(X2,CR)
& CHUNKENIDIYX1,CL) & NEGATE(L,2,3,5);

where NEGATE(1,2,3,5) = NOT CSPLIT(C,LOCL,LOCR) & NOT LEFTOF(X1,LOCL)
& NOT LEFTOF(LOCRX?2) & NOT MXCPRIOR(M) [R11-R14]

principal: NC4 (see above)
NCA -> NC5 & Q16 & QB -> L1, L2, L3.
"new chunks" -> NR1 & NR2 & Q53 -> NC15 -> Q19 -> R2, R3.
NCS -> Q20 -> L4, R4, Rb, L5, R6, R7, R8.
renaming -> Q21 -> RY, R10,
operator placed in expression -> Nj1 -> Nf10 & Z3 -> Rl,
order of Rl, R2, R3.
QI8 ->R1). Q17 -> RI12, R13. Q6 -> Rl4.

Summary for C75:

C75; "FINISH SEG =" :: LABELU(C,N,P) & LABELF(CL,MC) & LABELF(C2,MC)
& HASOP(C,X) & SATISFIES(X,X EQ 'EQUAL) & HASCPRIOR(C1,PR1)
& HASCPRIOR(C2,PR2) & SATISFIES2(PRL,PR2,PR1 ?*GREAT PR2)
& SATISFIES(MM EQ 2) & HASEXPR(CL,Y) & HASEXPR(C2,Z)
=> NEWREFEXPR(C1) & HASEXPR(C,<X,Y,/Z>) & LABELF(C,N,P) & NEGATE(1);

where NEGATE(]) = NOT LABELU(CN,P)  [R4]
and <X,Y,7> converts to the LISP expression (LIST X Y 2)

principal (model statement k.):

NC11 AN EXIPRESSION 1S A TREE STRUCTURE OF THE FORM (a b ¢) WHERE a IS THE
OPERATOR, b IS THE TREE EXPPRESSION FOR THE LEFT OPERAND, AND ¢ IS THE
SAME FOR THE RIGHT OPERANL.

NCl1l -> L4, L10, L1, R2.
"tree structure” -> Q20 -> NC5 & NC17 -> L1, L2, L3, L6, L7, L8,
L9, R3; Q33 -> R4,

“"left operand" -> NC14 -> LB, R1. (conditional, others are C70, C78.)

(in {the given KS framework, NC12 should also be included; reason
for its absence is related to the growth of the program:
C70 - C78 were not split into the three conditions originally,
50 that C90 was necessary.)
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Summary for F60:

F60; "FIND FV" i EQFIND(X) & FVSCAN(X) & ISSCANFW(C) & CHUNKENDL(X,C)
& LEFTOF(X,Y) '
=> CHUNKENDL(Y,C) & RTANDPERGOING(C) & NEGATE(2,4);

where NEGATE(2,8) = NOT FYSCAN(X) & NOT CHUNKENDL(X,C) [R3, R4]

principal (model statement m.):
NFS A SENTENCE WHICH STARTS WITH “FIND" HAS FV CHUNKS STARTING AFTER THE

"EIND" AND SEPARATED BY "AND", AND IT ENDS WITH "PERIOD"

NES > L1, LA,

"FY" -> NGB -> L2, L3; transformation -> Q7 -> R3.

"fing" adjacent to start > Q8 -> LS,

removal of "find" -> Q23 -> L4, Rl; last phrase of Q23 -> R4;
& Q10, inhibited by NF9.

separator after chunk ~> later in scan -> Q22 -> R2.

Summary for F70:

F70; "&-. ." : FVSCAN(X) & RTANDPERGOING(C) & EQPERIOD(X) & LEFTOF(W,X)
=> JSVARCHUNK(C) & CHUNKENDR(W,C) & FVSCANEND(X,C) & NEGATE(L,2);

where NEGATE(1,2) = NOT FVSCAN(X) & NOT RTANDPERGOING(C) (R4, R5)

principal: NI'8, see above.
NES & Q22 -> L2, L3, "FV" -> N6B -> L1,
"period" -> NF2 & Q23 & Q8 -> L4, R?; .
NGJLO & NS11 & Q14 inhibits NOT INCHUNK(X).
end of FV -> NI'3 -> Rl; -> Q16 -> R3; -> Q18 -> R5;
-> N§12 -> 72 -> order of R1, R3 (bug: R2 should be after R3).
transform -> Q7 -> R4, - :

CI3% : 42




Studnt The Knowledge in Studnt C3

Summary for F75:

F75; "&« &" i FVSCAND) & RTANDPERGOING(OC) & EQANIXX)
& LEFTOF(W,X) & LEFTOR(X,Y) .
=> [SVARCHUNI(OC) & CHUNKENDR(W,0C) & EXISTS(C) & NEWFV(C)
& ISFV(C) & RTANDRPERGOING(C) & CHUNKENDL(Y,C) & NEGATE(L,2);

where NIGATE(L,2) = NOT FVSCAN(X) & NOT RTANIDPERGOING(OC) [R7, R8]

principal: NI'8, see above.
NF3 & Q22 -> L2, L3; & Q25 & Q8 & Q23 -> L4, L5, R2. “FV" -> NS5 -> L1,
separator -> NF3 «> R1; > Q25 & Ql & Q16 -> R4, R6; -> Q22 -> R5;
Q25 new chunk -> NIL -> R3.
(hug: missing ISSCANEV update, apparently a serious bug,
but it works ok because other Ps don’t check)
transform -> Q7 > R7; RG & Q34 -> R8;
end of chunk -> N§12 -> Rl before R4,
NIL -> NIL1O -> Z3 -> order of RIS, excepl bug, should be R3, R1, R4, R2.

C.4, Summary comments on the details of the analysis

This subsection discusses in a more general way the knowledge encoding process
revealed in the examples just given. Then, there is a short discussion of the bugs that
were delected in carrying out the analysis for all of Studnt. The reader wili need to refer
to Appendix I to follow the examples used as supporting evidence.

The knowledge encoding process starts out with statements that are close to the
abstract model characterization of the target process. That is, particular KSs are selected
to be principal KSs on the basis of their plan-like nature, as opposed to being simple
assertions of facts. For example, among the NS’s, N§1-5, 8, 11, 12 and 14 are used as
principal KSs, while NG6, 7, 9, 10 and 13 are not (actually the inclusion here of N6 and
NG9 needs lo be qualified, see below). Similarly, NC2, 4, 6, 7, 10 and 11 are the NC’s that
are principal, It is evident from these examples, however, that it may be ‘mpossible in
general to decide which KSs can be principal without fully working out the interactions, to
see how the KSs stand in relation to each other. Note that model statement g. (Section
C.1) is elaborated almoust entirely by non-principal KSs. This may indicate that the
siructure of the model can be helpful in distinguishing principal from non-principal.
Another common feature of non-principals is the use of phrases like "whenever": NM12,
NMI13, and NF9 are examples,

Once a principal KS has been chosen, interactions of three main sorts occur:
definitional, excitatory and inhibitory. A definiticnal interaction is an interaction in which
one KS defines a term in another, We have seen a definitional interaction in the use of Q5,
dealing with sequential application of functions, which is further elaborated definitionally
using NS1, uitimately obtaining conjuncts Rl and R2 of §13. An excitatory interaction is an
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interaction between KSs that results in additional specific condilions for the application of
the principal Ks, e.g, NSI2 inleracts with NS11 fo result in conjunct L3, a condition
element thal excludes the normal scan processing when a delimiter is seen. An inhibitory
interaction, on the other hand, is one that Suppresses elements of Ps; an illustration is the
interaction of Q10 and NIF9 in the summary for F60 above, which suppresses raarranging
scan pointers on the removal of "fing" from an FV chunk.

The Q KSs interact according to the definitional type of interaction, above, and

perform two other types of function: erasing unneeded Working Memory items and adding.

programming techniques., These three broad types of Qs are discussed further below, but
at present we consider how Ihey come to be applied, Erasing Qs are applied after other
interactions have been completed, and the applicalion is tairly direct from their statement.
For instance, Q6 applies in the §13 example to delete the old value of the counter when a
new value is computed. The programming-technigue Qs are more central to the process,
as is illustrated hy the episode which results in conjuncts Rl and R2 of $18. N§|1 speaks
of performing some actions in sequence (paraphrasing treely), so that Q15 is directly
applicable, along with 22, by virlue of siated application conditions. The justification of
Q24 is nol nearly so direct, Involving aspects of the process which are more problematic.
Thal is, it assumes knowledge of a non-local sort, namely that there are many
transformalions (NT's). " also is complicated by being cast in PS-like terms, so that
Perhaps it should be classed as a 7 not Q. These issues will be discussed further below,
and need not detract from more general considerations of how Qs and Zs come into the

interaction Process, as intended by lhe use of the $13 episode above. The Z KSs interact.

in ways similar to the programming-technique Qs.

The process of selecting principal KSs and carrying out interactions can be viewed
as a variant of a goal-subgoal scheme, where a goal might be to form a P from some KS,
with subgoals generated during the interactions ang stacked for later consideration (¢f. a

similar organization, “contingency planning", in Buchanan’s (1974) automatic programming

system). These subgoals arise when interactions are discovered which require KSs to be
considered as principal KSs, which might not have otherwise been considered as such. Ps
that result can he termed subsidiary s, One example of a subsidiary P whose "principal”
occurs elsewhere as a non-principal is $65, with principal NS9 (this is, in fact, one of the
Ns  listed previously as exeraplary non-principals). Another class of subsidiary Pg
responds o store-recompute decisions, whereby some aspect is computed by the
subsidiary P and stored as a data element to avoid repeating the computation. For
example, S60 is built around NS6, which is more assertive than plan-like and thus would
not ordinarily be a principal KS. Certain kinds of programming techniques require
coordination of more than one P, The primary example of this is looping, which requires a
sel of Pg represénting the body of the loop and another set representing its termination.
In this case a goal-subgoal organization could be used to keep track of the disjoint pieces
of program,

Analyzing the Ps from the standpoint of the KSs in them has resulted in the
discovery of hugs, of the following five varieties: (1) omission of updates to data
structures thal turned out to be redundant (for example the group, taken together, F75,
S15, V25 t1); (2} failure to delete properly (C2, F50); (3) RHS ordering not correct, with
Some asserlions not important to order placed before ones whose order s important (F70,
F75); (8) separation of Ps, where combination is possible (C75, C90); (5) awkward
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combination of Ps, where separation would result in lzss complexity in P conditions (817~
S35 could be re-organized). The first lype, although occurring only once, seems to be the
most serious (it was discussed in Section C.3). The primary reason that the particular
exarnple didn’l resull in errors by the program is Ihe redundancy of the Working Memory,
that is, the Ps that processed the parlially erroncous data did not check it for complete
consistency. The redundancy is due to the overly cautious nature of the problem space
plans, which dictated the structures to be built during initial scan (NS11), and the tack of
the checks on the data structures is due to insufficient tendency of the Ns (in this case,
NV6) lo e associated willy checks on data consistency.

The basic-issue here seems to be thal in analyzing how a program ought to be
writlen within the present scheme, and in comparing that with the actual program, the
actual program falls shorl of expectalions in ways that can not be tolerated in the output
of some automatic programming procedure. That is, an automated procedure to produce
programs in the present scheme would need to (and could be expected to) exercise more
caution in such situations, producing programs as close to being correct as is possible. A
furlher consideration is thal the result of the bug’s presence is that not everything is
explicit.  That is, effects of changes to the program would not have been noticed at
locations where no checks occurred but things were by default assumed in good shape. In
general, this is a bad practice, since PSs are capable of the desired explicitness, and
should exploit it. 1l is clear lhal the second, third and fourth types of bugs are similar to
Ihe first in fiese respects. The fifth class of bug is really a matter of programming
technigques that might have been used to result in less complex conditions, and in general,
fewer Ps, since separating condilions into distinct sets of Ps makes the possibilities
addilive instead of multiplicative. In some places in the program this principle was applied,
bul lhe applicalion was not uniform. ‘The FUwledge encoding process is expected to
involve some search in investigating interactions of KSs, in order to decide between
allernalive expressions of program segments,

C.5. Furlher characterizalions of the knowledge statements

We now return to the lopic of the partilion of KSs into the Ns, Qs, and Zs, which was
introduced at the beginning of this section. The coherence of the N class has already been
demonslrated by presenting a model for lhe Ns and by associating that mode! with a
problem space formulation of Studnt’s problem solving. The Qs and Zs do not appear to
be coherent enough to conslruct a modet at this time; the structure of the Q and Z
knowledge will only emerge after a fuller set of such statements has been determined.
This subsection will group the Qs and Zs into some broad categories, and then discuss the
N-Q-Z partilion with regard to substitutibility of other such sets of KSs for the present
ones, modularity of knowledge, and augmentation of Studnt and how it affects the various
classes of KSs,

The Q KSs can be divided into 3 broad types: definitional (Q4, 5, B, 25, 53], erasing
[(Q3, 6, 7, 12, 13, 17, 18, (23), 31, 33, 34, 37, (38), 39, 41, 46, (51)] and programming
techniques [all Ihe rest]. Some of them have secondary meanings which belong in a class
other than the primary one, and this is indicated in the preceding and following lists by
enclosing in parentheses. We have seen above that some of the Ns are also of a
definitional type, so that we must distinguish between the two as follows. Definitions that
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are problem space dependent, e.g. "lhe end of a chunk is the delimiter, period", are
classified as Ns, Qs are intended to be just the opposite, since they define entities that
can be encountered in many lask environments, such as strings-and scanning.

The Qs can also be characterized by primary topic, as follows:

a. Sequencing, applying functions, communication between processes,
use of signals [5, 15, 16, 18, 19, 24, 28, 37, (38), (39), (41), 42,-(49),
50, (51}])

b. Scanning [3, 4, 14, 22, (26), (31), 44, 48],

¢. Transformations on strings [7, 9, 10, (26), 31, 42, (52)].

d. Numeric: counting, ordering, and finding maxima [6, 26, 27, 29, 30, 32,
101]. ‘

e. Clean-up operations, attribute erasure (13, 33, 34, 38, 39, 41, Si:

f. Sirings [8, 11, 12, (22), 43, 52]

. Looping [(Z1), 36, 45, 46, 49].

h. Struclures: Iree, linear, splitling linear ones, separators, renaming
(208 211582822555 3]s

i. Initialization [1, 2, (27), 471

j. Use of a dummy as a place-holder [35].

Topic a. is the topic which may appear to have the most dependence on PSs, so that
something more is required fo justify any claims for generality. That topic’s Qs are stated
in terms of processes with two kinds of associated signals, iniliation and completion, with
the former emitted by the evoking process, and the latter by the evoked one. Signals are
taken to be entities that can be processed, cancelled, and conditionally emitied. The
crucial assumption is that signals can be emitted to be processed in a particular order, that
is, thal many can be emitied simultaneously, with processing of those in some specified
order. This last assumption is the attribute that is most difficult to justify as appropriate
to a non-production-system context. Furlher study will reveal if this is a major difficully
or not. Three of the KSs in particular are offensive in regard to possible scope limitations:
Q15, Q24, and Q40. The first two use the signal order attribute just mentioned. Q40
specifically mentions "multiple firings", which is recogmzable as referring to firings of Ps.
But lhe statement is referring to a more general concept, that of synchronizing the results
of asynchronous processes, so that the choice of words may be questionable, but the
concept maintaing lhe desirable degree of generality. One further point is that the
erasure component of Qs is not at all necessary (at least, visibly) in languages which
automaticaliy discard local memory contexts, or whicl don't require explicit data signals for
‘control primitives.

The Zs can be grouped into five topics:

a. Qrder in RHSs of Ps [, 2, 3, 11]
. Re-assertion of instances, use of :SMPX [4, 7, 8].
c. Peculiaritins of the match, especially its being keyed to new data [5,
6).
d. Contradictory actions possibie [9]
e. Specific control of looping [10].
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The tollowing model of Psnlst, although not fully general, suriices to explain the
content of the Zs. Penlst is a PS interpreter in which - cetect conditions in an
associative unslructured Working Memory. As a resuit of astecting cenditions, specific
actions are performed, consisting of additions to and deleiions from th2 Working Memory,
The Working Memory at any moment is partilioned into new cata and old data, where new
data are elements {hal have not been processed relative o speci‘ic Ps to which “he
elements may have relevance, i.e., Ps whose conditions may become true as & result of the
elements. For a condition to be considered true, at leasi one element ot it must maich a
new data element. The order in which new data elements are nrocessed wiih respoct to
relevani Ps is determined by a stack, :SMPX, and the order ot eiements 14 the action sides
(RHS5) of Ps determines order of placement in the stack. Zrements wnich may have
become old become new again by repeating their addition 0 the Working Memory
(referred to as re-asserlion). Each data elemeni’s firsi element is s predicaie, and
clements of the Working Memory are grouped by predicate. Sredicates can be ceclared to
be nonfluents, in which case data elements with those predicates naver have the new
slatus, i.e, no SNPY entry is made for processing conditicns rzizvant io nontluenis.
Predicales are fluents, if they are not nonfluents.

Of the sel of Zs Ihree are related o the issue of wiether ihere 15 some non-local
knowiedge in the Ps: 75, 76, and 78. That is, these seem (o reaure that one P knows what
actions some olhers are performing, and perhaps how ihey're scauenced. This In iaci is
not the case, with one exceplion which can be avoided. 78 is simiiar to Jil, in that 1t
requires knowledge of olher KSs, and need nol be dependent on aciual i’s. 75 and 76 are
alike in that lhey can be handled in a very iocal manner, althougin one Lse or 76 actually
has a more global scope. Thal is, when a P wants to excluage liring zgain on data, part of
which it has already processed, it can emit a sighal specific to itseif whichh indicates this, or
it can include in its condilion some part of its action which can be used for such an
indicalor. The use of 76 (P V5) that violates localness {(and wiich can pe fixed in the
former way) assumes that one signal il emits ultimalely resuiis in the change wnicl is used
inits condition to exclude spuripus aclion later on,

Three aspects of the way the KSs have been parliticned indicate a wider
applicability for the model and motivate the parficular boundaries chosen,  Firsi, the
division into Ns, Qs, and Zs is intended fo be such thai otier analogous sets of KSs could
be subsliluted with no inieraction with statements in ihe other «ets. For instance, we
right want to use the Qs and 74 in conjunction with knowiedge about sclving logic puzzies,
or we might want to program 5TUDENT in a different tanguage. :t turps out that this idea
is altained strongly ir only one direction, For instance, changing io a different probiem
space would not affect the statements in the Q and Z sets, although the sets would
probably need o be expanded wilh addilional elemante to meet different demands on
technique. A change i the underlying programming language would not necessariiy affect
the Qs and Ns, although it is often the case that such changes come aboui in order to
adapt fully to the available language facilities. In the case at hand we have two instances
of this kind of language dependence. In the comparison above between STUDENT and
Studnt, we saw how the change in tanguage affected some of ihe plans in the problem
space. We have also seen above how PS concepls may have weakly influenced how the
Qs are slated. The clean substitutibility of sets of statements at the N levei iz really the
most important and desirable form of substitutibility, since in a larger Knowledge
acguisition context, the other forms of change would never occur,
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The second aspect of the N-Q-Z division is the issue of modularity of knowledge, A
body of knowledge is modular if it has internal coherence or rich internal inter-
connectedness while relations to external knowledge are significantly fewer. Modularity is
useful because it allows a body of diverse knowledge to be decomposed into units
(modulcs) larger than primitive elements, making it more manageable and allowing structure
to be made evident more easily. Individual KSs are hardly modular: they interact to a
large extent wilh other KSs. But they do have a certain orderliness with respect to the
containing knowledge struclure as represented by models. So instead of individual KS
modularity, we have model-level medularity, of two types. Within a model, there may be a
partition thal allows some relatively independent part to be taken as a unit and perhaps
replaced as a unit. An example of this might be a major change to the way similarities of
variables are determined (model statement |, Section C.1). The model as a whole might be
taken as a unit and replaced. For instance, a shift to a different problem space might
oceur. The considerations raised above in connection with subslitutibility apply to this
case. This approach to modularity is speculative, and it depends on the exact form taken
by models when the knowledge encoding and exlracting processes become actual

Programs, _ : -

The third aspect of the way the KSs have been parlitioned deals with augmentation
of the sel of Ns, rather than the farger operation of complelely replacing it. Gie clearcut
case of augmentation already exists in Studnt, namely the age-problem heuristics (A Pg),
There are 19 Nu (all of the NA's pPlus NS2 and NDG) that are age-problem-specific, 11 such
Qs (Q26, 31, 42-44, A7-52), and one Z (Z8). Thal is, those KSs were added to extend
Studnt lo the new set of tests (Test6, 9 and 10). The A Py themselves use three Ng, 13 Qs
and six Zs [hal are used elsewhere in Studnt, which indicates small N overlap but large Q
and Z overlap. When we consirler the age problems solved, we see that the A Pe were
only about 87 of the lotal number of P firings, indicaling a large overlap in processing with
othar problems. The conclugion from this is ‘that augmenting the given framework to
include a new class of problems can easily be seen as extending the knowledge sets
involved, wilh a majority of new KSs in the N clags, As long as the augmentation doesn’t
require major new kinds of processing (as sketched above, Section C5B), it can rely to a
large degree on existing mechanisms, In fact, the original STUDENT design (and
consequently Studnt’s design) is such that the age problem augmentation was relatively
easy to do, bul this doesn’l detract from the present conclusions, because the class of

augmentations of the same type is large. Augmentations of a more difficult type (as

defined in Section C.7) might have less Q and 7 overlap.

C.6. The knowledse extraction process

So far, our discussion has been oriented towards viewing Studnt as the result of a

knowledge encoding process, but as stated in the introduction to this section, the
knowledge was extracted from Studnt by an analysis. The primary attribute of the
knowledge analysis is the many-many mapping between KSs and Ps, and to justify this we
need to re-examine the knowledge extraction process.

Since the reader already has some familiarity with 513, we can use it as an example

of how the form of KSs emerges from its content. We review what each conjunct
contributes as follows:
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L1: finished with initial scan at x, ready to move pointer.
L2: x is to the left of v,

L3: x is not a delimiter.

L4: current scan chunk is c.

LS: current length of scanned chunk s |,

R1: starl transform check at y, the new scan puinter.
R2: finish transform check at .

R3: x is in chunk c.

R4: current length of scanned chunk is now [+1.

R5: negate L1.

R6: negate L5,

R7: remove old scan-check signal for .

From this description, we can sketch how the knowledge contained in S13 can be
read off directly from the surface structure of the P. NSL1 is composed of three phrases,
two of which derive from L1 + L2 + Rl, the third from L4 + R3. The first cluster says
essentially that the scan is updated, left-to-right, and then the transform check is started.
The second says that x becomes part of the current scan chunk. These elements fit
together in such cluslers by virtue of shared variables, x and y in the first case, ¢ in the
second, and by virtue of predicates with similar meanings. In the formation of NSI1, QA
and Q8 have been abstracted as scparate definitions, since they are recognizable as
potentially useful in many places, An exception to the scan process is given by L3, by
virtue of its negative sign, so that it is known that some knowledge has interacted by
specitying some incompatible action under the negated condition. From knowtedge of the
abstract model of the process, that negated condition is evidently an instance of the end
of a chunk, so that NS12 is hinted at, using the definitional KS NS7. A further refinement
of L3 is that its argument, x, carrins some information, since without other considerations,
y would appear to be equally possible (of course, an arbitrary choice might have resulted
in x, but we must look first for some other justification). How that information is
elaborated shauld be clear from the analysis of $13 that was carried out'in detail above.
Interastingly, the argument x of L3 provides a link to two actions, and the interaction with
NS12 results only in the use of y in Rl which is linked to x by L2. It appears again in R3,
$0 that another interaction is evident, this time having to do with adding elements to
chunks, KS NSJ0. Another feature that can be read off from the P is the update of the
length of the scanned chunk, with argument | linking L5 and R4. This link is expressed by
NI7. Finally, lhe last three RHS assertions, R5-R7, are deletions, and lead to the formation
of the appropriate Q KSs.

So, reading ofl what a P does gets a set of propositions, which are then taken singly
as KSs, or, if several are so interdependent .that they cannot stand alone, they are
grouped as one KS. Supporl. that some cluster is a meaningful grouping:is gained from
occurrences in many Ps, resulting in a certain economy of expression as the analysis is
extended. The question of why the many-many mapping is obtained thus reduces to why
the size of the P ie what it is. S13 is the size it is because a certain number of things
have to be done as the scan progresses, and they must be done before the process goes
on. There is a good reason why it is less than e‘egant in operation if it is broken down
into its component parts, with each a separate P. If each P did the thing stated by a
singte KS, the various Ps would be obliged to check each other's output, and at times to
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force retractions of cerfain actions, For instance, in S$13, without explicit interactions with
NG12, a signal would be emitied as if the scan were o continue, but that signal would be
intercepled and delayerd while the chunk splitling process were done. As things actually
are, thal condition is recognized before any signals are emitted, and behavior adjustment
occurs appropriately, Breaking up a P into smaller ones would thus require extra KSs for
the addilional control. Clrarly there is an optimum wilh respect to minimizing the number
of KSu. Of course, malching overhead and efficiency would be affecied by this change in
organizalion, but thal is a secondary concern at the moment. On the other hand, making Ps
contain more KSs does not pay because one then has to multiply Ps in order 1o get all of
the logical combinalions of conditions, For instance, if three Ps perform one stage of a
lest, and four athers perform another stage of the lest, combining Ps might require as
many as Iwelve Ps (where seven had sufficed) to handle all possible paths throught the
two lest stages, .

Figure G2 illusirates the many-many mapping between Ns and Ps, for the S Ps,
restricted {o M5, (NIP's, NI's, Qs, and Zs are not shown; §20, §25, 530, and S40 use NP°3,
while 13, §15, $40, $60, and 565 use NI's),

Distributional data for lhe KSs over Ps supporls the size that was chosen as a unit
KS. This data is derived mosily rom Appendix I, which gives the Ps that use each KS, and
whicih has al ils end a table thal gives distribution frequencies for Ps having specific
numbers of Ns, Qs, and Zs. The rest of the data comes from an inversion (not included) of
that appondix, which gives the KSs associated with each P.

For Ns, nearly a majority (59 out of 154) are used in only one P, somewhat fewer
are used in two (33), and fewer siill in three or four (14 and 3, respectively). Ns that are
used in more than four Ps are lecs numerous, with frequencies at or near zero. There are
exlremes, however: NIIO is used in 70 Ps (the maximum), and some others that are heavily
used are NI, NGI, NS3, ND13, and NI9. For Qs and Zs the distribulion in frequencies is
aboul the same (10) for uses in each category for 1 to 3 Ps, down to around 3 for 4 to 9
uses, and fhen at or near 0, with the maximum number of uses 105 for QB (oiher heavily
used KSs: 72, Q12, 71, Q7, and QJ8). Thus the distribyution of Q and Z uses is somewhat
flatler and more spread oul than for the Ns, which is in accord with their being more
generally applicable than the Ns, The high frequencies for low numbers of uses supports
a unilary properiy for KSs, as opposed to composiieness. The many-many mapping of KSs
ta P« is supporfed as follows. There are about 5% Ps for each frequency class for | to 4
KSs in each of the N and Q classes (accounting for a total of about 220 Ps), This means,
for instance, thal aboul 55 Ps have 2 Ns and about 55 Ps have 2 Qs, though not
necessarily the same 55 Ps. There are 3 P with only one KS (MA0, V10, and A77), and 20
Ps with only 2. There are about 10 Ps for each frequency class for 5 to 8 KSs in each of
the N and Q classes, and the other KS frequencies are near 0 (S40 has the maximum of 19,
with close runner-ups: CGO, F75, F15, M55, M50, M30, M20, and F35),

With respect to principal KSs, a majority of KSs thal are principal are principal for
only one P. But only about 100 Ns are principals, so that some serve as principal for
more than one P. One way this is possible is illustrated by NSL1: it is principal fur S10,
S13, and S15, each of which elabarates a case of its use under different conditions, N1
(and other NID's) are composile, defining a set of words to be menbers of the same word
¢lass at once rather than (unconcisely) making a separate statement for each membership
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Content of KS KS P Comment onP
First function N5 1 # S10 Initialize scan
; \ >
Jecond function NG 2 S13 Scan and apply
, transformations
Third function NG3 Scan (FV) and apply
iransformations
Fourth function, NG&4 Age transtormations
if not FV
Fourth function, NS5 Apply dictionary tags
if FV
Qword is FV NG6 « Apply dictionary tags

(Age problem)

Delimiter is end NS7 New high precedence
of chunk

First chunk is left NGS
end

Next chunk starts NG9

after current

' 525 No precedence

S30 Lower precedence
S35 Apply FV chunking
% rules
= 540

Pericd not in NGLOD
chunk

Initiai scan is I-r, NGL1 = Delimiter chunk
four funcs. F

End of c¢hunk, NG12 - S60 Detect FV start
evohe splitling g

FV always last NGIS s $65 End of FV
in problem
Answer building NGL4 » $70 End ot problem string

at end of problem
Key: Direct uses are solid lines, weaker interactions, broken ones.

Figure C.2 The mapping of NS’s to S Ps

asserfion. NIl is not strictly a compound statement, but F5, F15, and F20 each use a
subpart of it as their principal component,

We now summarize the ways in which the various kinds of KSs can be extracted
from Pg, I)asgd on the experience wilh the full Studnt analysis, As in the above example,
the Ns are determined: by combining the meanings of predicates; by comparing the LHS
and the RHS, using ¢ommon variables; by the occurrence of NOT in the LHS, indicating an
excitatory interaction. Determining the exact content, however, of Ns and Qs does require
some kind of collection of several cases of use, so that an appropriate generalization can
be made, for economy Gi expression, Also it must be determined in a non-immediate way
just which terms are to be handled by definitional sorts of KSs, and whether those
definitions are Ns or Qs. But these considerations really only apply when the reading is

started from scratch, and once the basic terminology for a PS ig established, the_
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determina'ion process is much easier. To determine the Qs of the definitional and erasure
types is quite straightforward: erasure knowledge is based on occurrences of negated
templates in the RHS, and definitional knowiedge can be assumed whenever there is some
gap between terms in N and predicates. To determine programming techniques, the
following clues are used: presence of sighals; ordering of signals in the RHS; presence of
data thal is elsewhere used in a parlicular way (Q28, QA?2); particular type of predicate
(e.q., Q16); re-asserlion (Q42). For the Zs, we have the following: order of the RHS; re-
asseriion: seemingly sirange condilion elements, for instance P-specific ones. Wilh respect
o [he use of RHS order in determining Qs and Zs, something more must be known than
local considerations, since Psnlst does nol have an explicit notation for which of the RHS
elements really do have an important order relative to each other. This “something more™
is sirply closeness to lhe principal KS of the P, or closeness to the problem space plans
thal are directing the processing. In general, only the first few elements, or in most cases
jusl the first one, have an ordering constraint, with the rest being don’t-care’s.

C.7. A model of knowledge acquisilion

The vrocess of knowledge encoding fits into a model of knowledge acquisition along
the following lines. An arlificial intelligence is seen as an entity with capability for
gathering picces of information, which are used in formulating behavior patterns organized
as problem spaces. A piece of informalion by itself is insufficient to produce appropriate
hehavior. Rather, it musl be assimilaled or understood by having it fit into models that
have been praviously acquired or that are built up by a problem-solving process. This
process of understanding consists of first expressing the new information in terms that
overiap with some problem-space-level model and then allowing the information to interact
as illusirated above to form new P rules. This broad model goes along with the view that
iniellipence is increased by increasing {he ability o select a particular behavior out of all
lhe possibilitics in a given situation. In the PS model, selectivity is increased by adding
rules and by correspondingly increasing the complexity of P conditions. This growth in

selectiviiy can easily be seen as growth in a discrimination net (see Rychener, 1976, or,

Hayes-Roth and Mostow, 1975) in which each condition element is taken as a node in the
network., A match to a P condition then corresponds to finding a path in the network to a
terminal node, at which are stored the elements corresponding to the action side of a P.

Figure C.3 illustrates the components of the model. Each box in F:zure C3
represents some body of knowledge, either as an abstract model or as a specific set of
detailed facts. Boxes in solid lines have already been discussed, along with the processing
indicaled by the arrows lhat resulls in the Ps. Boxes in broken lines are parts of the
process lhat are hypothesized, but are insufficiently elaborated at present to permit
furlher specification, The figure shows static data dependence; i.e., it indicates that
knowledge in one box is used in forming the knowledge in the other, It doesn’t indicate
anylhing, for inslance, aboul how a knowledge encoding process would access the various
bodite of knowledge dynamically, nor does it intlude the knowledge extraction process.
Excepl where arrows merge, interaction of knowledge (as illustrated in Section C.2) occurs
within the boxes, e, Ns with other Ns, The arrows show, rather, how a body of
knowledge forms by development or claboration from other hnowiedge (&g, box 4 10 1O
5), or how such developments merge in a largely additive way to form a body of
knowledge (6, 7, and 8 into 9).

c.7 52

1%
4
W
o
P

£}
i




|
Studnt The Knowledge in Studnt C7
|_-1. Task anvironment—' ré Problem-solving, _l I 3. Parsing -'
knowledge | |  Methods of [ty Al |
| | | construction | |
Leme - - Il ii“’ﬁ""’i“_”ﬁ“_J g * T=-4
6. Abstract: 4. Abstract: 10. Abstract:
programming probiem space Psnist control
¢ techniques + plans
7. Dafinitions
]
5. Ns 11. Zs
[}
definitional
feedback _J
8. Erasure -
| [™ 12 Abstract: | [15. Specific production |
L___] characterization | ————— systom concepts, e.g., |
of production | [__condition vs action ]
[System programmingg | 00— — = =T
['13. Concepts |
| in Ns, Qs J
14, Meanings of ' 16. Psnist
predicales Y syntax
l
< production rule output >
l
l Figure C.3 The model of knowledge acquisition: Bodies of knowiedge
Some of the broken-line: boxes are not expected to present much difficulty, namely
12, 15 and 16. The others represent more difficuit problems than what has been solved
so far. Boxes 1-3 are whaore much of the real high-level problem-solving takes place,
namely in the precise formulation of the task environment and in the construction of the
problem space within which dealing with that environment is possible. It Is during that
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process of formulation and consiruction that the intelligence is added wiich results in part
in the "plan” partion of boyx A, that portion which directs the application of operators in
the problem space. The specification of box 13 requires a process of concept-formation,
which results in the set of predicates and their meanings which were taken as given in the
above analysis. The creation of the elements in box 6 is possibly more complex than is
indicaled. 1t is conceivable |hal programming techniques are not simply a collection of
facts, but rather are a capability in the form of more general knowledge and procedures
which on demand can generate the particular instances of programming know~how which
are the Qs in the above analysis,

With respect to Figure C.3 it only remains to point out some examples for a few of
s paris. The conneclion belween hoxes 12 and 6 is unused in the formation of most of
the Qs, and we have discussed above for Q15, Q24 and Q40 some of the problematic
aspects of this connection, and how they might be resoived. The connection between 12
and 11 reflects the fact that a few of the predicates are oriented towards the structures
used in the Psnlst PS. One example is the HASCPRIOR predicate, which assigns (o each
chunk in a Studnt problem a priority. If a stack data structure were available, these
numericat values could he done away with, since the result is a stack-like ordering of the
chunk processing. Another example is the set of predicates which are used to keep track
of the tree structure of the arithmetic expressions. In a Lisp environment, for instance,
the recursive nature of function calling would encode the same concepts. Finally, it siould
be painted out that boxes 10 and 12 may have enough in common to be merged info a
single body of knowledge, although with the present limited objectives their distinctness
can be maintained,

The major component of lhe task environment (box 1) is the method to be used,
Studnt’s method s a variant of the Match rethod (Newel, 1969), where the "form" against
] which inputs are malched s expressed as a grammar, a set of ryles capable of generating
all possible forms to be matched, The grammar itself is not implemented as a generator of
forms (top-down) but rather as a recognizer, a bottom-up precedence-based parser. The
transformations that Studnt applies to bring the input to a recognizable form correspond
to normalizations that are sometimes done by template matching procedures, to get inputs
into suitable form for a given set of templates. Even if we take the method as given, there
is still a significant amount of problem-solving to arrive at Studnt’s problem space as
described by the absiract model in Section C.1. Studnt divides a task into two parts:
processing the input to arrive at a form suitable for the matcher and the matching
(parsing) itself. To get the first part, a problem-solver must form such ideas as:
transformations on strings; classes of words; marking word classes with tags; organizing
the process as a left-to-right scan; Organizing the input string as a series of chunks with
delimiters and operators as houndaries; and so on. The match has two distinet
corponents, the parsing process and (he variable-identification process. The parsing
uses: the concept of chunks; the system of Operator precedences, which must he exiracted.
from ordering relations noted in the task environment somehow; properties of FV-specitic
words; and s0 on.  Studnt’s variable -identification process, which is applied after a
structure has been parsed, is not itself a parser but consists of a rather weak collection of {
equivalence rules, but even this rudimentary process uses: a left-right scan of variables to
be identified; rudimentary pronoun referent substitution; and specific equivalence rules.

The phrases ahove referring to left-to-right scan bring out once again (cf. Section
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C.1) another feature of the requirements of problem space formation: the addition of plans.
Plans take the place of exploratory (backtracking) search, so that their appearance in a
solver’s probiem space is of importance. It remains a significant problematic aspect to
determine how they're added.

To summarize, the problem-solving involved in forming the probiem space is of an
ill-structured nature, requiring concept-formation and plan-formation processes that are
poorly understood at present (but sce the discussion below in Section C.9 of the work
of Hayes and Simon, 1973). Because the problems in studying the problem space
formalion process in more precise terms appear formidable, we should look for supporting
evidence, and in particular we can question two aspects of the Studnt problem space: is it
the correct problem space and can it ba arrived at by other means. Concerning the
correctness, there are three viewpoints: the human problem-solving viewpoint, the Al
program viewpoint, and the implementation viewpoint.

The first view deals with whether there is support for the model from human
problem-solving studies. Paige and Simon (1966) considered exactly this question, and
their conclusion was that humans’ basic problem space is like STUDENT. They went on to
consider informally a set of augmentations of the basic problem space, suggesting that
STUIENT could accommodate at least some of those augmentations. The Paige and Simon
paper did not consider the protocols relating to the basic problem space in sufficient detail
to support or contradict the finer cetails of the STUDENT model, such as its system of
operator precedences, but it is safe to assume that no gross differences were evident.

The Al program viewpoint considers the question of whether Studnt (or STUDENT)
can be exlended comforlably to the real task, namely problems chosen without care to
simplifying the language. My informal examination of a set of 33 problems from a coliege-
level algebra lext (Rosenbach et al, 1958) can be summarized as follows: none of them are
directly solvable, five could be solved by easy extensions, 14 by harder extensions, and
14 by extensions of major difficulty. By casy extension, I mean addition of simple
idiomatic transformations, By harder extension, | mean adding specialized knowledge to
solve problems in particular domains of discourse, such as problems dealing with coins,
interest, and mixtures (chemical solutions an alloys), and adding more context dependence
to certain idiomatic transformations and pronoun referent replacements, By extensions of
major difficulty, I refer lo: problems requiring elaborate semantic models to create the set
ot equations, that is, where some inference is required to derive necessary relations from
given informalion (e.g., certain complex rate-distance probiems, for which & diagram is an
essential part of a human's solution); problems requiring elementary knowledge of points,
lines, and curves; problems calling for symbolic solution as opposed to numeric; problems
requiring solving a previous prolilem with different numeric values; and problems requiring
operations on relations, such as reversing the role played by two variables. This last class
of extensions also has the property that a problem solver that is an extension of Studnt
would spend more of its computing effort in the extension than in the basic Studnt
mechanisms. This is not the case, | believe, for the first two classes of extensions. This
assertion can be supported by results obtained with respect to examining the age-problem
heuristics as an extension of Studnt, within the present Studnt, which is discussed in more
detail below in considering the extension as an addition of KSs (Section C.8). The age-
problem extension is of the harder extension category. From this breakdown of how
Studnt might be extendec, we can take some support for the present problem space
formulation.
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The implementation viewpoint concerns itsell with the problem of implementing the
given version of Studnt, which has been solved in (at least) two cases. If the model of
formulating the problem space, given the tfask environment, and then encoding that
problem space as a program, is approximalely correct, then the problem solving involved is
of a particularly high order, especially in comparison to the state of the art in Al But

since it is likely that the conceplual structures we find in the finished programs

corrrzpond fo the problem space organization that aided in their implementation, we have ;

slill further support for the correciness of the present formulation,

This last {opic ties in with the second aspect of the problem space formulation that
we might question, namely whether the given problem space can be arrived at by some
other means. In particular, can il be arrived at by a simple specialization process on
previously-learned nalural language processing? Has simplifying the input domain and
building up a problem-solving process from scrateh added unnecessary complexity? Given
the lack of evidence on this, in parlicular with respect to more capable Al programs, we
can only offer a few speculations, remaining within a human problem-solving viewpoint.
Perhaps humans, in solving this class of problem, do not rely on plans as much as on
weaker search-like methods. Thus the plan-formation aspect of the probiem space
formation process may not nend lo be explained. It is necessary, in addition, to consider
the role of teaching and imitation as aids in the process (and perhaps teachers and authors
of fexls could benefit freiw the Al formulation). But certainly the concept-formation
process is only pushed temporarily out of sight by saying that the problem space used is
a specializalion of some familiar capabilities. That i5, the concept formation took place
somewhere during the arising of these capabilities, although its occurrence over a longer
period of time may make it, ultimately, more easily explained.

C.8. Conclusions on the knowledge analysis

The knowirdge analysis has shed light on the essential aspects of how knowledge is
encoded in PPSs, and thus takes a definite position on how PS programs are wrilten,
avgmented and refined. A PS program starts out as (partial) encoding of knowltedge stated
in terms of some problem space. Ordinarily, lhe program is then tested, and defects come
to light as a result of interactions thal were not considered in the original encoding. The
new interactions may be aeall will by forming new KSs which are then considered as
additions, or they may corract oversights in processing that produced the original, For
knowledge 1o be added, it must first be stated in terms that make contact with the problem
space in which the program is formulated (or with an abstract model at the problem spate
level). Then there must be consideration of the ways the new piece of knowtedge can
interact with the given ones. In determining those interactions, the explicitness of
expression, allowing knowledge content to be easily read as explained above, is
instrumental. Replacement or modification of knowledge requires a similar consideration of
interactions. It is important to emphasize that in this formulation, program behavior can
not be augmented by simply adding Ps, as is the case in some rule-oriented systems,
because Ps here are encodings of more than one KS. This is the case because of the
conceptual structuring provided by the problem space (model). The circumstances allowing
simple addition of rules are those where the plans in the problem space are lacking, so
that some method of heuristic search among possible behavior sequences is undertaken.
This allows the addition of knowledge in its pure form because at the higher level there is
very weak structure, and no basis for determining any interactions.
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The analysis has demonstrated the directness of encoding of problem space
knowledge, by virlue of the ratio of Ns to Ihe other types of KSs, With 154 Ns, 83 Qs, and
11 Zs, il is apparent that the N predominate, and that the control knowledge specific to
PSs is quite minimal. These figures do not include the very low-level P$ syntactical
knowledge, for two reasons. That knowtedge is fairly constant over the entire set of Ps,
and il is sufficiently simple that il quickly becomes automatic for the programmer, requiring
little attention during the programming process. Not only is the encoding of knowledge
direct, with litlle knowledge required to bridge the gap befween a high-level problem
space description and the actual language, but it is also the case that the size of each
programming unit is small in terms of number of KSs: on the average, each P contains 2.88
Ns, 2.86 Qs, and 0.65 7s, It is asserled here that the above analysis indicates that little
other knowledge needs to be considered beyond these 6.39 KSs. The explanation for this
is thal the structure of the problem space has satisfactorily co-ordinated its component
KSs. '

Becanse, with this frameworh of encoding, it has been possible to consider
knowledg: at rather general levels, it is appropriate to view it as the beginning of a
comprehensive model of knowledge acquisition, It takes an explicit position on what
knowledge is (at the natural language level, but not at a more formal level), it proposes
mechanisms for its incorporation into some existing body of knowledge, and it exhibits the
result of assimilation of knowledge, namely the Ps. It is interesting to point out that other
experiments have indicaled how P conditions can be stored as an EPAM-like (Feigenbaum,
1963) discrimination network (see Hayes-Roth and Mostow, 1978, Waterman, 1975, and
Rychener, 1976). The present formulation also indicates how processes of problem-
solving and concept-formation enter into knowledge acquisition. It takes a clear position
on lhe difference between knowing and understanding some piece of information, namely
that knowledge is not understood fully until its interactions with other knowledge have
been considered according lo the knowledge interaction process hypothesized here.

As a model of knowledge acquisition, this approach may contribute to the automation
of learning or of incremental addilion of knowledge to a P$§ program. Going further, it may
suggest a different mode altogether of expressing PS programs, namely natural language
(or at least some language thal expresses knowtedge in a way similar to the KSs,
orthogonal to the Ps), and in a mord limited implementation, would constitute a powerful
"programmer’s helper", Along these lines, it can be noted that the division into Ns, Qs, and
Zs would perhaps remove the burden of specifying programming techniques from the
programmer. Also, variations in programs would result from variations in the set of
predicates used by the program in constructing programs. That is, the predicates form a
conceplual base for the programming system to work with, which might best be
determined interactively,

The thres subsections that follow contain some tentative conclusions from this work,
and attempt to structure its extension, its development, and its application to other areas.
First, we compare this approach to related work and point out how this approach might be
used to restructure those results. Then we consider Studnt as an understanding system
and propose some ways that a knowledge encoding analysis can be used to measure
various dimensions of understanding. Finally, further research that is essential to
supporting this analysis will be discussed.
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C.9. Comparisons with olher_approaches

I is difficull at this time lo compare our results with other approaches to encoding
knowledge, because no other studies have talken a sufficiently similar approach. However,
we can point out features of interest as viewed from this approach, and indicate further
studies that might be undertaken to this end. The reader is cautioned that some topics are
raised in a very cursory fashion, with the intention that these may deserve furiher
consideration based on this initial exploratory examination. This subsection is primarily
intended to sketch how this work seems to relate to other approaches.

A very interesting comparison can be made to another PS organization, Newell's
(1973) PSG. This comparison is based on thorough knowledge of lhat system, but not on a
detailed implementation of some program in PSG. The commonality of PSs indicates that
we should only have to look at the corresponding Zs. PSG is a PS interpreter in which Ps
detect condilions in a linearly ordered Working Memory (STM). As a result of detecting
conditions, specific actions are performed, consisting of adding, deleting, modifying and re-
ordering lhe elements of STM. When more than one P condition is true at the time of
recognilion, that P is allowed to fire which uses STM elements closest to the front of STM.

The detailed comparison is as follows (cf. the Z model given above, Section Cbh):

a. Trder in RHS and order of examination of Ps: very similar to Psnist,
except order in the RHS is reversed; in PSG, the last (rightmost) RHS
msertion is at the front of its STA.

. Re-assertion in Psnlst corresponds lo data rehearsal (the NTC action)
which brings elements to the front of STh.

c. Matching and the problem of spurious P firings: it is possible to put
elements in front of other elements, so that the others don’t take
parl in malching, but PSG has no new-old distinction on STM
elements: thus some (ad hoc) unknown memory structuring must be
used to prevent spurious firings (e.g., renaming data elements, which
retaing the information but changes the set of sensilive conditions).

d. Problem of contradictory actions: either non-existent because of the
order of actions, with deletions getting done before insertions
penerally, or it must be handled in the same way as in Panlst,

e. The control of looping is the same for both systems.

This comparison of PSG and Psnlst does not deal with all of their ditferences, because it is
limiled to the control mechanisms only, and because the control mechanisms that have to
be considered are limited by the domain determined by Studnt. Our conclusion is that PS
control issues are essentially the same in both systems, increasing our confidence that our
assertions about PSs have some general validity.

Wil respect to more conventional languages, a couple of points can be made as
motivation {or more detailed studies. The step size of PSs compares quite favorably to a
small recursive 1LISP funciion. Thal is, a P and a recursive lamhda expression have similar
size, expressive pawer and isolation 'in terms of knowledge content. LISP, however,
generally suffers from the "subroutine interaction problem”, since knowledge interactions

are not carricd through to the exlent allowed by PSs. The size of programming unit is-

much smaller than an ALGOL block structure, where the assumptions at some poini in a
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program depend on a lexically very large extent, with each inner nested block inheriting
knowledge assumbtions from its outer containing blocks. If we were to attach asserfions
at various points in an Algol program corresponding to KSs that are assumed at those
points, then places thal are nesled in several block levels would have all the relevant local
assumptions plus those of all the containing levels. For a P, the KSs that hold are
determined locally. Thus a PS program has knowledge distribbuted more or less uniformly
over its parfs where an Algol program shows wide variations in density of knowledge.
Proving corrnctness of a conventional program is done by attaching assertions to a
floweharl and then following the flowchart sequentially, verifying assertions at a point in
the context of accumulated asserlions from the flowchart traversal, whereas for a PS,
verification can be (il is claimed, to be supporled by furlher research) much more
localized, with no need to deal with control flow. The knowledge encoding approach poses
lhe question of proving correclness of programs as the process of determining the
tollowing features: the knowledge content; whether the knowledge is correctly -encoded,
e, whether all relevant interactions have been explored; and whether the knowledge is
corrict with respect to the given task environment.

If we are to compare PSs to Planner-like languages (see Bobrow and Raphael, 1973)
it is cssential lo point out that at the Z level, these languages have a patlern-goal-
oriented implicit search, which may have large ramifications on how the other knowledge
levels are formulated. A more general question {o be answered is how the encoding of
knowledge as Planner theorems is different from encoding it as Ps. An attempt at making
a system flexible in terms of augmentation was done by Winograd (1972), and the result
(unpublished) was thal to add cerlain kinds of knowledge, some other knowledge of the

internal workings of the program was necessary. In other words, more than: just an N-like

statement, with pure problem space content, was necessary. Charniak’s (1972)
systematization of a body of knowledge relating to children’s stories would have to be re-
formulated from a problem space viewpoint, in order to make comparisons. This is made
more difficult because there is a lack of explicit statement as to exactly what that body of
knowledge consisted of. A good deal of discussion by Charniak was based on the body of
knowledge withoul getting down to a strict separation of the knowledge from various
interesting issues related to it.

A recent study by Hayes and Simon (1973) investigates the process of extracting
problem-space-related knowledge from the instructions for a problem-solving experiment.
This involves studying protocols of human behavior, and attempting to model the processes
as a computer program. The program assumes a particular form for the problem space:
the GPS (see Newell and Simon, 1963) form of heuristic search with means-ends analysis.
The program thus addresses the area dealing with boxes 1 and 2 in Figure C.3; its output
is & set of task environment "statements" thal have a form suitable for input to a GPS-like
problem solver. Although the work sxvers oniy & emsll porbon of knowledge acguisttion as
outlined above and makes strong assumptions about tne desired form of the problem
space, it serves as a useful base point for further work along the lines of the acquisition
madel and especially for the problem space formation process.

Finally, we compare the present approach to Sussman's (1973) model of skill
acquisition. The model (Hacker) deals with the knowledge used in constructing problem-
solving procedures in a toy blocks world. There are several categories of Hacker FACTs
(its version of KSs): ore deals with details of the toy blocks world, giving attributes of
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pre-defined blocks operators, for inslance preconditions for the PUSH operator; a second
in programming lechniques, which deal wilh the parlicular mode! of problem-solving being
used; two others deal with Hacker's “crilics’ gallery," a body of knowledge about bugs in
procedures; the fifth is a program library, with procedures thal have been used for
previous problems; and lhe sixth, a "holebook” with comments on programs in the library.
ffaced wilh a problem, Hacker uses Ihe appropriate bodies of knowledge to ouild a first
approximaticn to a procedure to solve the problem. By executing that procedue in a
“careful” mode, bugs in the procedure are uncovered, the critics’ gallery proposes a
solution, and another atiempl is made to execute the procedure. An example of how this
works Ireats the problem of writing a procedure to build a tower of blocks, An initial
procedure might do fine until it Iries to pick up a block with another block on top of it. At
that point, the critics’ gallery might propose inserting a line of code before the pick-up
operation, to ensure thal no block is on lop of the block to be picked up.

Sussraan did nol gather together his FACTs and comment on them as a group, but by
my count, there are 12 blocks-world FACTs, 16 programming techniques, and & critics’
gallery FACTs. FACTs relevant to a particular procedure are not all combined at once as
envisioned in the precent knowledge encoding process, bul it is necessary {o put topether
a first approximalion to a procedure and Ihen execute it to see what happens. Thus, it is
not the case thal knowledge can be extracted from Hacker’s procedures by an analog of
our knowledge extraction process. To find out in detail the properties of a library
procedure thal was constructed previously, in order {o modify or generalize it for a new
probler, it has to be executed and its behavior monitored. Also, if the resull of careful
execulion is new knowledge, that knowledge is not incorporated into the procedures for
generating proxrams, so {hat it would be used appropriately for future problems, but
rather it becomes a new antry in the crilics’ gallery, and can only be used to patch up
bugs in carefully-executi:d procedures. In principle, there seems to be nothing to prevent
the critics’ gallery from growing fo very unmanageable and inefficient proportions,
especially with the possibility of crifics’ being formed 1o correct other critics® actions.

Sussman’s lacker approach lakes a definite and more or less traditional stand on
lhe issue of modularily of knowledge, whereas the proposa! here represents a different
approach. Hacker’s KSs are kepl in pure form as FACTs and grouped conceptually into
modules that are claimed to be subslitutible or interchangeable for modules dealing with
other problem domains. The Siudnt approach (ideally, given that the present mode! can be
implemented) is that individual KSs are not kept in pure form but only in the encoded form.
The encoded form, however, is sufficiently explicit that the statements can be recovered,
at least enough to compute furlher interactions. Modularity is still maintained at the
problem space level. Thus the PS trades explicitness of representation for individual
statement modularity. Just how the 1°S approach as proposed here would be worked out
in detail is still an open question, and will be discussed below in connection with problems
for furlber research.

C.10. Understanding and intelligence in Studnt

In order to approach issues related to understanding, intelligence, generality, and
sirnilar fopics, we adopt the understanding dimensions approach of Moore and Newell
(1973). Moore and Newell define understanding by saying that a system understards some
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picce of knowledge if it uses it whenever appropriate, They propose eitht dimensions
along which understanding systems are to be evaluated: (1) representation of knowledge;
(2) action, the conversion of knowledge into behavior; (3) the assimilation to tha internal
structure of external (task environment) structure; (4) the accommodation of theé internal
structure to external structure (which includes learning, incorporation, or acquisition cf
new knowledge structure); (5) directionality, the structure that initiates and guiries
processing toward specific ends by appropriate use of knowledge; (6) efficiency; (7) how
the system responds to error; (8) depth of understanding, an indication of how effectively
knowledge is brought to bear whenever appropriate. Studnt takes Ps as its ultimate
knowledge representation, and the interpretation of Ps as the means of obtaining action.
The following paragraphs discuss (3) through (8) in turn.

Agsimilation will be posed as a question o/ whether Studnt adequately encocles all of
the KSs. That is, a KS is said lo be assimilated when its encoding in Ps has been effected,
For Sludnt, this question is mapped irlo determining whether al! of the interactions of the
knowledge have.l:een correctly considered. Evidence that the program can solve problems
thal require varicus subsets of its KSs is at best only indirect support that it understands
the knowledge. We must postpone a definite determination oy Studnt’s degree of
assimilation of its knowledge until more concrete progress is made in automating the
knowledge-encoding Process, thereby making more definite the meaning of interaction.
The best possible estimate at present is based on taking the number of uses of KSs in Ps
as lhe number of interactions (roughly 1650) and laking the number of “bugs" discovered
in the process of the analysis (about 50), to get 977, Even though this figure is suspect
because il relies on the accuracy of my own judgment as to what ig correct for the 50
bugs found (in general, a more knowledgeable encoder is necessary, te judge the result of
an encoding process either directly or through behavioral tests), it illustrates a measure of
assimilation based on the knowledge encoding approach.

The accommodation dimension raises questions with regard to how the Studnt
structure can be augmented |o expand its area of performance. As discussed above
(Section C.5), on a sample of 33 problems not given to Studnt, 5 (157) would require easy
exlensionse to Studnt, 14 (4257) require harder extensions, and 14 (4257) require
exlensions thal present major difficulties. The first two classes (57.57) could be
reasonably said to be within the range of Studnt’s ability, while the rest require such
radically different approaches as to be beyond Studnt, in the sense that the “Studnt"
nature of a program to solve them would be diminished relative to the total program. Thus
Studnt might be said lo be 5757 accommodating. These figures are, of course, based on
this author’s judgniast of problem difficulty, They are suspect also due to the sample
chosen: it is indeed a significant problem to determine what set of problems to examine.
Studnt can solve a class of problems of unlimited size, and there are classes outside its
reach that are also unlimited. The cautious appraisal of the 5757 figure would be that it
illustrates a possible methodology for measuring accommodation, dependent upon the
knowledge-encoding approach (as it is used to evaluate the knowledge necessary to effect
the accommodation), but that a great deal more research is necessary in order to support
both the general approach and the specific measurement obtained,

® Perhaps easy extensions are more properly considered to be assimilation, since they
require litile structural change,
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In keeping wilh the statement at the heginning of Section C.7, 1 would identify
direclionalily with intelligence. This accords with the view expressed by Newell and Simon
(1972, chapler 3, pp. 88-89) that the intelligence of « problem-solver is related to the
difficulty of a problem for that solver, as evidenced hy its search behavior, That is, the
more directed the search is, implying cxamination of fewer irrelevant aiternatives, the
more mtelligent the solver. Studnt’s intelligence cannot be measured by examining its’
search behavior, because the only sense in which it does search is tisat it constantly
prosresses loward completion by scanning, chunking, and building expressions. We can,
however, examine qualilatively Ihe knowledge thal direcls the constant progress, and
comment on how il might be possible to formulate its limitations by studying the space of
problem spaces. Studnt’s inlelligence is erbodied in the plans il uses. These plans are
inflexible, prescribing specific aclions in specific orders. According to the model or
knowiedge acquisition presenled above, this intelligence 1s acquired during the probiem
space formalion process, and if Ihe intelligence is limited, it is due to limitations in {he
problem space.- As Newell and Simon point out, if the problem space were richer, allowing
ihe dircclion of processing to be based on more appropriate discriminations (as required
by the lask environment), a problem solver (Studnt) would have grealer potential
intelligence. A more exact understanding of lhe space of problem spaces for solvers of
Studnt-like problems might allow .Sludnt’s intelligence to be measured relative to other
programs. Such a measure might be based on an analysis of knowiedge in the form of
plans contained in such problem solvers, especially if the body of knowledge formed by
taking Ihe union of all such sets of plan knowledge is a coherent whole.

On efficiency, the mam pomt we can make is (hal since knowledge is encoded
procedurally as Ps, wilh only the temporary state in Working ivemory, the interpretation
cudsognsun g Liblin '.:-.T.-_.;I.--| ® The il||:l“'r|i|‘.".||' i ciili-issile is that if manw levels of
inlerpretation of knowledge are required, Ihe factors of extra computing time required at
each level mulliply (cf. the difference in running a program compiled, interpretively, or on
a simulated computer). In parlicular, while Studnt is solving a problem, it is not ‘the case
that it must search to find the implications of some piece of knowledge or o decide how
two ilems of informalion must interact. This apparent efficiency is at the cost, perhaps, of
an expensive knowledge encoding procedure; this cost will only be known after further
research.

In the general category of error, the knowledge analysis leads to the consideration
of how lo assign blame o parlicular KSs for some faulty behavior. This approach says
that the error is not localized in particular Ps but rather is due to faulty (incorrect) KSs or
1o failure to consider inferactions between KSs; thus an error may be due to the contents
of a set of P, In diagnosing and correcting an error, it is clear that the processes of
knowledge extraction and knowledge encoding are essential. We can speculate that not
only will the contributing KSs have to be known, but that some relative reliauvility measure
on KSs might be useful (reliability perhaps determined by successful use on past
problems), in deciding on correclive action. For the present Studnt, there is a computation
of the contribution of particular KSs to the total hehavior. The listing of the KSsg,
Appendix F, gives the Ps in which each KS is used, and the actual TESTs in which each KS
is applied by virtue of some P, which incorporates it, firing during the TEST. For instance,

¢ We .wili ignore whelher Py themselves are intérpreted or compiled, given the
understanding-system level of this discussion.
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it is clear 1hal Ihe almost all of the NSs (initial scan) are used for all the TESTs, whereas
cach of the NT's (transformations) is used in a small subset, where the subset varies
according to which NT is examined. On the whole, the NT's, the ND's, some NEYs, some
NC's, the NI, the NA’s, 14 of the Qs, and 78 are used oniy in subsets of the TESTs, while
the other Ns, 39 of the Qs, and lhe Zs (except Z8) are used in all of the TESTs.

To measure . Studnt’s deplh of understanding within the knowledge-encoding
approach, it is necessary to consider whether all knowledge interarctions are properly
woried out. For instance, it might be possible to construct an example that uses
knowledge in Studnt in such a way that Studnt fails to apply it appropriately. Such an
example has not yet been found, but that doesn't rule out the possibility entirely. (This
task is much more difficull than finding problems that use knowledge that Studnt doesn’t
have at all, or finding problems where Studnt’s knowledge is inaccurate.) The kinds of
interactions that are worked ouf are perhaps determined by the problem space, so to find
a proof or counterexample, it may be necessary to have an exact and full understanding of
how interactions are related to the problem space (more is said on this in the following
subsection).

C.11. Direclions for furlher research

The analysis of the knowledge in Studnt has provided a framework for posing
turther research questions relating 1o four major areas: (1) verifying the analysis by
automating the knowledge-encoding process; (2) lesting the extendibility of the model by
adding knowledge thal extends the domain of solvable problems; (3) testing the
substitutibility of the model components by trying to apply the analysis to other
Programming languages; (4) testing the applicability of the overall model of knowledge
acquisition by similar analyses of Al programs for other task arpas. We have already
presented some directions to 80 on question (4), in Section C.9, Topics (2) and (3) depend
to a large extent on progress with respect to (1), eilher using PSs or some other
programming language. The following paragraphs speculate on the central issues to be
resolved in attacking question (1), :

An immediate question relating to automating the analysis is the choice of language
for the KSs. One approach is to analyze the KSs themselves for underlying semantic
structure, in order to determine the kind of mechanical translation that heeds to be done
to express the knowledge in a directly assimilable form, or in order to design a more
suitable formal notation, Natural language was sufficient for the purposes of the present
tirst approximation at a mode! of knowledge, and its use obviated the need to do 3 design
of a formal language at the same time as the analysis was being done. Certainly it is not
hecessary (o have 3 language more powerful than natural language, but rather it may be
hecessary to use a language that places less burden on the processor in filling in implied
relations and objects. Any use of an arlificial or formal language faces another problem:
how to guarantee that the formal language has a systematic basis, or that it is possible to
decide how to express some idea, for instance with or without making ad hoc extensions to
the language. Sussman (1973) and Charniak (1972) both expressed knowledge in
formalisms direclly usable by their (partially hypothetical) programs. But they in fact
ignored the theory of construction of these formal assertions, and in many cases simplified
and altered them for ‘human readability, (These two are emphasized in preference to
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“pure” predicale caleuls formulations for {he reason that the predicale calculus approach
has not been practically applied tfo such task areas to date.) In other words the
syslematizalion of expressing the knawledge is inside the head of whoever is using it and
is thus for purposes of analysis cffeclively lost, Also the parts of the programs that make
assumplions aboul input form are scatlered, rather than collected into a language
interface.  Using  nalural language, on ihe other hand, necessitates building some
Iranslation program, but Thal program can then he inspected, presumably, and tie theory
of construclion of formal representalions of knowledge that it embodies can be extracted
and made explicit,

The analysis of the KSs, either with a view towards using an artificial language for
furlber work or as the aclual interface to the encoding process, will require advances in
the present slate of the art. The mosi promising approach at this time may be to use
ideas similar 10 those of Hayes and Simon (1973), Their approach, which was successful in
analyzing the task instructions for a problem-solving experiment and which derives from
an approach to aulomated protocol analysis (Waterman and Newell, 1973), is bhased on
loosely processing the natural language input, attempting 1o make connections with known
forms, bul otherwise ignoring parls of lhe input that cannot be parsed (the parser is
designed to roact flexibly to such noise),

As an adjunct to the actual aulomation of Ihe process, il might be useful to test how
much of the scheme can be used by humans in writing PSs. It is reasonable to look for a
sirategy of making explicil the knowledge lo be encoded, at the same stage in the
Programming process ihat js occupied by a top-down "structured programming" strategy
wilh a more conventional language. This would divide ihe programming into {wo stages,
one mvaiving the clear formulation of the body of khowladge to be encoded, and the other
involving Ihe problem-solving hecessary to complete the PS encoding,

The representation of ihe KSs internally is another major unsolved probiem. Tae
main aspect of Ihis is {he Gueslion of duality of representation: is it necessary to keep
both t{he procedurally-encodec knowledge as it exists in the Ps, and something
correspondig fo the individual KSs? | seems essential lhat knowledge be kept available
for interaclions arising some time after is initial acquisition, A fact might even be made
use of for conslrucling and revising many different problem spaces, in addition to aiding
the addition of knowledge in closcly related areas. As sketched above, it seems plausibie
thal a program couid determine {he knowledge in a P by examining it, given the meanings
of the predicates, and given an overall understanding of the problem space. It might be
poessible fo aid Ihis process considerably by encoding the P LHSs as a discrimination net,
and then using the net to discriminale, and to study the interactions of, the KSs
themselves. Thus the nef would simullancously represent the desired duality, with one
interpretation being used to malch conditions of Ps, and another interpretation, based on
predicate meanings, to regenerate the knowledge content of Ps. This adds to the design
considerations for representing Ps as a discrimination net, and provides more motivation
for pursuing Ihat topic furiher,

Several questions can be formulated with respect to the various components of the
above analysis, First, it might be necessary to refine the decomposition into Ns, Qs and Zs
that was developed above, since automating may add requirements to the structuring of

the statements. The Process of determining which KSs are to be taken as principal ones
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needs more exact specification. It might be fruitful to investigate the question of how to
generate the predicates, which would jnvolve trying to characterize predicate meanings in
a general way, as well as the question of how to refine this concept structure to fit the
needs of the specific implementation. This aspect would involve, in advanced form, the
examination of the Ps’ struclure to determine which subsequences of conditions woluld be
more suitably evpressed as single predicates, perhaps making decisions as to whether
some predicale could be computed once inslead of being recomputed on demand, or vice
versa, Finally, the question of whether Qs need to be kept as a body of statements (either
explicit or implicit, depending on the solution of the duality problem) or whether there
might be some method of generating techniques from more abstract statements, by some
kind of problem-solving process with knowledge of functional aspects of programming.

The process of how the KSs inleract to form the Ps needs to specified much more
carefully. Particularly important is to break them down in such a way that their
associations and inter-relations with each other are clearer. The knowledge about Psnist
syntax at the lowest level, which wasn't considered here, would probably be'encoded
divectly in the P-building processes. The process of applying the KSs of the Q and Z type
requires recognition of conceptual structures that are not well understood at present. For
instance, there would be a general set of criteria for recognizing a situation where
knowledge about looping techniques can be applied (some of these situations are explicit
in the Qs at present, but the statement of a general set of them, and how they're applied,
remain as open problems), How the N interact raises the most interesting questions,
vhich are difficult to apprcach at the present informal stage of the analysis The model
for the Ns (or the problem space that it represents) seems to provide a rich
interconnecting structure for the basic objects that are described by the Ns. This
structure allows scme kinds of interactions and development to take place, and prohibiis
others. For instance, the model makes a clear distinction between chunks that represent
arithmetic exprassions and chunks that tepresent the find-variable (FV) specifications for a
problem; processing done-on arithmetic expressions is by this distinction determined to be
unnecessary on FVs, Since this kind of dependence of interactions on the containing model
(problem space) structure was not ceniral to the analysis of Studnt, it may be that it
begins lo have imporlant effects only on more complex task domains, but it may be that
the dependence will become evident as the analysis is automated.

Further research must be directed towards supporting the idea, implicit in the
formulation of the knowledge acquisition model, that knowledge can be compartmentalized
in various models. One interesting problem is to make explicit the model of pure task
environment knowledge (box 1 in Figure C.3), and similarly another is to produce a pure
formulation of the problem-solving methods. The use of models to replace the loose
abstract descriptions provided for the Qs and Zs (Section C5) is an important topic to
pursue. The Q model must include functional goals like flexibility and efficiency, which are
evident in some of the Qs, but which are at present isolated and unrationalized attrilyutes.

The higher-level components of the model of knowledge acquisition, dealing with the
formulation of the particular problem space given the nature.of the task environment,
introduce a very interesting set of research problems. As detailed above, there may be a
significant amount of problem-solving and concept-formation in this process. This involves,
for instance, the recognition that arithnetic operators form boundaries for portions of text,
and that the operators can be processed by techniques used for phrase-structured
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grammars, Given some weak-method formulation of the oroblem space, such as some way
of usmg heuristic search, the addition of the problem space plans used above constituies
an interesting learning problem,

The relationship of PSs to the overall knowledge acquisition model necds to be
empirically determined.  That is, a convincing case needs to be made ihat PSs can
adequately represent the wide variety of procedures and data that have historically heen
used in Al proarams. For instance, can PSs fse used lo represent semantic networks, and
interences of the type thal have heen achieved by using backtracking search? On a more
gseneral level, it would be useful to characterize the varicties of knowiedge, and how
knowledge is encoded and manipwlated, for the full range of past Al systems, It may turn
out o be Ihe case thal the class of programs whose knowledge fits into the present
frameworl is limited. Whether this is the case might be determined by analyzing other
PSs using the present methodology. A parlicular area of current interest is the problem
ot representing tincerfainty of knowledge sources (Shortliffe, 1974) and of learning and
generalizing from real envirpnments (Becker, 1973). At one level of description, more
gencrally applicable Ps are ones with more general condition elements, but the process of

acquisition and creation of more general knowledge for forming those elements needs
greal deal of elaboration.

The present analysis has tricd fo clucidate as many aspects of the knowledge
cncoding process as possible, without becoming commutted to an amount of further work
that would be impossible in the scope of the preseni paper. The fact that the analysis
includes details for the entire Stidnt program supporls the basic conceptual structure of
the model, and allows certain porfant conclusions to be drawn about how knowledge is
encoded in PSs. It is suggested that this level of detail is appropriate for the other
studies of knowledge encoding outlined above. Furlher detailed research into the
effectiveness of the model for use in an automated knowledge system is best postponed
until more basic questionz with regard to the use of PSs as g language have been
invesligated (see Rychener, 1376),
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D. Summary of Conclusions

Our conclusions from this study can be separated into those from the implementation
itself and those from the knowledge analysis. Studnt adequaiely solves 27 tests that were
done originally by STUDENT. Interesting features of program confrol as achieved by the
PS are: the use of explicit data as control signals; the use of data clements tc imitate a
recurslve (hierarchical) parsing of the inputs, and to build ihe tree-siructured output
expressions; the use of Psnist’s :SMPX to sequence and coordinate processing; and the use
of Psnlst’s multiple-tiring capability in processing sets of items. The internal Working
Memory representation of Psnlst embodies a choice for generality as opposed to the
conciseness and ease of manipulation of a special-purpose string representation. The
Working Memory is at least an order of magnitude larger than other known PS5
architectures can handle efficiently. The time efficiency of Studnt is quite reasonable for
an interpreted language, and is less than an order of magnitude slower than a human on
the same lask. Studnt ditfers from STUDENT in the gross organization of the processing,
doing a single left-to-right scan over ihe input lo achieve what STUDENT did with several
sets of rules applied in sequence, each of which made multiple scans of the inpui seeking
various patierns, The two implementations use roughly the same number of rules, with
Studnt’s rules having more complex conditions and actions cue to  “» dats representation.

The primary aim of the knowledge analysis is to examine in detail the xnowledge in
Sludnt and how it is encoded in lhe Ps. The knowledge is expressed as 218 watural-
language statements of three broad categories, wilth the concept of problem space forming
the organizational struclure of ihe category comprising the majority of the statements.
" Each of the thrce classes of KS is described by an abstracily stated model, for which
individual KSs are instantiations of detail. The S]3 example illustrates the nature of the
interactions of many knowledge stalements in forming one of a set of rslated Ps. The
mapping between Ps and KSs is many-many, due to the number of actions performed
conveniently by a single P and due to the convenience of axpressing (Ss economically.
This economy is in the sense of being usable for interaction in a variety of ways, thus
gaining more contribution to the total Studnt program per KS. Data cn thz distribution of
KSs over the full set of Studnt Ps give further support for the size of knowledge unit
chosen and for the many-many nalure of the mapping. An average P is the result of
combining 2.88 KSs of the problem space type, 2.86 task-independent Programming
techniques, and 0.65 siatements dealing with PS control. The mapping between problem
space and Ps is fairly direct, given thal of the 218 statements used, only aboui one fourth
are programming techniques, with 57 of the total dealing with PSs. Thus the encoding
process deals mostly with the addilion of problem space knowledge. A brief look at a case
of augmentation within Studnt indicates that most new knowledge is of the problem space
category, with large overlap in the other categorics. The knowledge analysis was

developed entirely from the explicitness of P conditions and actions, allowing the.

knowledge to be read off.in a sysiematic way,

The form of the knowleduge analysis led to the hypothesization of a more
comprehensive model of knowledge acquisition, as might be realized using PSs as a basis.
The major problem af the formalion of prablem spaces from less structured task
environment knowledge can be formulated in this model. This involves advances in the
state of the art in problem-solving and concept-formation. Within the model, the process
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of programming in 'Ss is seen as a knowienge-encoding nrocess, swhere the a2xplicitness of
PSs s used lo advantage in debugaing and augmentation. The agcemposition of the
knowledge ilo problem space versus programming ‘echnigques s promising in ierms of
being able to build up a set of standard tachnigues woich would effect the encoding of
numerous problem spaces of diverse sorts, amounting lo substitubility of the various
knowledge models. The ulility of the mndel is baseq on peing able to automate the
knowledge-cncoding process, which depends on being able to process the naturai language
stalements, determine the knowledne content of existing Ps, and carry out the interaction
process.  The model thus raises numerous guestions for further "esearch.  Technigques
being developed in protocol analysis and in aspects of human understanding, sxemplified
by the work of Hayes and Simon, may provide a basis for the naturai Ianguage precessing
involved.

Cemparison to other zpproaches, especiaily Sussman's Hacker mcdel, Brings out the
position of PSs vis a vis modularity of knowledge. The modeis of the KSs are modular, but
the PS encoding is an explicit representation of the ‘i extent ¢f possible interactions
among the slatements. Thus the encoding is at the svireme position of a modularity
dimension, wiih access to the knowledge 1 a modular wav dependent on explicitness.

There are several benefits {rom positing & 'svel of “nowiedge between its
expression as knowledge aboul a lasi environment and ils expression as Ps. KSs as
axemplified here are closer {o problem-space-ovel models than are Ps. There s
significant problem solving, namely finding The inferactions of KSs, in making the translation
from 1Ss lo Ps. There is also problem solving, of a diflerent sort, in forming the probtem
space from knowledge of the task environment and rnowiedge or methods. The separation
aof problem space knowledge from programming techniques and lower-leve! PS knowledge
is promising with respect fo applying known lechniques 1o new baodips of problem space
knowledge, with a minimal need for re-shaping (he problem space o fit the available
technigues.

Measures along the understanding-system dimensions of hdosre and Newell are
suggested by the knowledge analysis. A (very tentative) figure of 377 for Studnt’s degree
of assimilation 15 hased on taking the successiul encoding of a KS iuto 5 P as a unit of
assimilation. The kinds of problem Studnt could do, basee on 1is sresent knowledge and on
the knowledge required to extend its performance {0 other crasses of problems, gives an
estimale of 37.57 for Studnt’s degree of accommodation (this is based on crude sampling
but points oul how the knowledge analysis approaches the quesiion). The present
approach suggests a way thal depth of understanding and error mignt be handled using
KSs as unils contributing o a particular solution, bui ai oresent ncthing more precise can
be said. The figures given above are not to be taken as precise measures, but rather as
indicalive of the potential fruilfulness of the overall approach,

We started oul this study of STUDENT by asking questions relzted to its intelligence
and understanding, from {he viewpoint of an analysis of Al programs. Whal has developed
i5 an elaboration of the use of models and particularly of the concept of problem space.
Intelligence is seen as knowledge in a problem space, in the form of plans, that guides the
applicalion of other knowledge as a solulion is sought. The pians in Studnt have been
explicitly pointed out, and a better understanding of Studnt’s use of the match method has
been reached. What Studnt understands is made manifest in the 218 KSs, along with our
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absiract characterizations of them. Further work to verify and extend the analysis will tell
us how applicable it is. The details must be verified by deepening the formalization and
by aulomation. The breadth of scope of the model will be realized from studies at a level
comparable to the present study, on a wide variety of Al programs.
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Appendix A. Shor! Summary of Psnist Features

A.l. System architecture and production format of Psnlst

A produclion system (PS) is a set of conditional rules, productions (Ps}, that
represent changes o a symbolic model of a situation along with conditions under which
those changes are lo be made. A production system architecture (PSA) provides: a
Worling Memory (WM), which contains symbol structures representing the dynamic state
of the situation being modelled; a Production Memory (PM) which contains the Ps; a
parlicular control mechanism known as the recognize-act cycle, by which Pz are
repeatedly executed or fired - a P thal is recognized to have its condition satisfied wiih
respect to WM contents is fired by having its actions performed, whereupon the cycle is
repeated using the new contents of WM (WM is updated by the actions of the P that is
fired); and a set of conventions or ordering principles by which a single rule may be
selected from the set of rules that are recognized to be satisfied by the contents of WM
during any recognize-act cycle. '

The Psanlst (PS analysl) is a PSA, as follows. WM is an unordercd sel of data items
element is a member of a set of constant atoms called predicates, and where succeeding
elements are either aloms or list slructures - list structures however are opaque, their
internal structure not being accessible to the recognition mechanism of the PSA. instances
are considered o be grouped logelher in the WM according to their predicates. PM is an
unordered set of Ps, each consisting of a left-hand-side or LHS (the condilion part) and a
right-hand-side or RHS (the action part). The form of LHSs and RHSs will be discussed
below. The recognize-act cycle consists of a match of the LHS to WM, resulting in bindings
for varisbles contained in elements of the LHS. A firing then uses those bindings to creaie
WM inslances according o lhe elements of the RHS. Two features of the maich are
unusual, First, all possible malches are found, and a firing occurs immediately for eaci
match. Thal is, wilhin a single recognize-act cycle, many firings of the same preduct. n
may occur. Second, a match must include at least one data instance that is new wiih
respect to the P lhal is matched, where new is defined as having entered WM after the
previous firing of the P. The aclion part of a recognize-act cycle consists of adding or
deleting WM inslances, and of optionally making changes to PM using ADDPROD and other
special operators explained below.

The way Psnlst orders satisfied Ps to select one for firing (this is the fourih PSA
campanent) is by ordering events that occur during the action part of the recognize-act
cycle. This is done by using a stack memory thal records, for each WM change, the sct of
Ps that might hecome satistied as a result of the change. The stack memory is called
:SMPY, slack memory for production examinations. More recent WM changes are stacked
on top of older ones, so that Ps satisfied by more recent changes are guaranteed to fire, if
satisfied, before Ps using older changes. The order of recency of changes with a P firing
are determined by the order of conjuncts within the P's RHS. This ordering principle
leaves two selection orders unspecitied: it more than one P using the same WM change is
satisfied, one is arbilrarily chosen to fire and the other is pushed down in :SMPX by {he
changes made by the selected P; if a P fires more than once in a recognize-act cycle (more
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than one malch is found for the P), the firings are done in an arbitrary order. With
respect lo the former arbilrary choice, it one P is to be selecled before another one that
uses lhe same WM change, the LHSs of the two Ps must explicitly be mutually exclusive,
That is, it is the user’s responsibility to distinguish between don’t-care and necessarily-
ordered situations. Given the :SMPX mechanism for ordering P firings, the recognize-act
cycle can be summarized as follows: a change occurs to WM, resulting in :SMPX entries;
slarling from the fop of :SMPX, Ps are matched until a P condition is found to be satisfied;
the actions of the satisfied P are executed, resulting in stacking up new entries in :SMPY;
and so on,

The following is a Psnlst prodiction that appears in a PS that models a hungry
monkey in a room wilh some bananas, as the menkey recognizes its hunger and tries to
reach for the bananas.

HU "HUNGRY™ &2 HUNGRY(M) & ISMONKEY(M) & ISBANANAS(B) & LOC(B,X,Y,H)
=> GOTOMX,Y) & REACHIQOR(M,i3)

The name of the P is H1, its comment is "HUNGRY", and the remainder of the P gives the
LHS and Ihe RHS, separated by "=>". The LHS is a conjunction of templates for WiV
elements; each femplate is a predicate followed by a list of variables. When a match
succeeds, each variable is bound lo a specific token from the WM instance corresponding
to the template. H1 would malch a situation in which the instances (JSMONKEY MNK-1),
(HUNGRY  MNK-1), (ISBANANAS BAN-1), and (LOC BAN-1 I-1 J-3 K-2) are present, {o
produce two new instances, (GOTO MNI-1 1-1 J-3) and (REACHFOR MNK-1 BAN-1),
assuming, say, thal the (HUNGRY MNIT-1) instance is a new one. M is bound to MNI(-1, B to
BAN-1, X to I-1, and so on. MMI(-] is a tolen for the monkey, BAN-1 for the bananas in
the room, I-1 for a spatial location along the X coordinate axis, and so on. The GOTO and
REACHFOR inslances become instigators of further action, if Ps to model the corresponding
real actions exist and if other condilions in the model are appropriate.

A2. Fealures of Psnlst programs

The notation for Ps in Psnlst is a subset of the Mlisp language, or rather a special
interpretation of Mlisp expressions (see Mlisp, by D. C. Smith, a Stanford A] Lab report,
available at CMU). A PS consisls of one or more modules, each of which is represented as
an Misp EXIPR consisting of a BEGIN ... END block. Each module consists of optional
declarations, followed hy a list of labelled Ps. A P is simply a disjunction of an optional
comment string and fwo conjunctions, {he first conjunction being the LHS, the second, the
RHS. A special function is used fo translate these conventions into the format used
internally by Psnlst.

The following presents novel syntactic features that are encountered in reading
Psnlst programs:

7 - the Miisp comment character; text between 7's is ignored.
4 - used to quote Lisp $-expressions

- string constant delimiter (for instance, Psnist comments)

; - a semicolon is used after a P name and to separate Ps

=> - this symbol separates LHSs of Ps from RHSs
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% - used to separate Psnist comment string from associated LHS
(is DEFINE™ to be OR)
? - Mlisp character-quote character; must be used for characters

that have speciai Mlisp meanings. For instance, V7-1
is an identifier, not "V minus 1"

& - AN
<> - Miisp syntax for (LIST ... ), the Lisp list-building function
@ - Mlisp syntax for Lisp APPEND function, for joining two lists

Summary of notation for Ps:
name ; "comment” i LHS => RHS ;

The following comments explain other special features of Penist programs, but only
to the extent necessary for easier reading of the programs. Examples of these features
are to be found by the reader in specific PSs. '

Macros: certain things that look like predicales are really macros, expanding into a
sequence of predicales with arguments; these are usually expanded at load time,
by user-defined Lisp programs.

NOT specifies "absence of" when it precedes LHS conjuncts; it denotes deletion when it
precedes RHS conjuncts; in LHSs it may also precede a nested conjunction,
NOT( ... ), in which case the conjunction is matched as if it were an LHS, and if it
succeeds the LHS match fails; these negaled conjunctions may be nested, that is,
they may contain nested conjunctions (see also EXISTS, below).

NEGATE is a built-in macro thal specifies which of the LHS conjuncts are to be negated in
the RHS, by number, or by using ALL; if negative integers follow ALL as an
argument, it means "ALL but" the instances specified by the negative integers;
for instance, NEGATE(3) would stand for NOT ISBANANAS(B), in the above
evampla. 3

SATISFIES, SATISFIES2, SATISFIES3 are special predicales for testing values of variables
during the match, using Lisp predicates; the numbers 2 and 3 are the number of
variable arguments (SATISFIES takes one).

VEQ(x,y) is equivalent to SATISFIESZ(x,y,x £Q y), ie equality.

VNEQ(x,y) is equivalent to SATISFIES2(x,y,x NEQ y), ie, inequality.

Conjuncts in RHSs may use arbilrary expressions as arguments, to be EVAL'd as Lisp
expressions during the P firing process. (Mlisp includes Algol-like arithmetic
expressions,) .

NOMFLUENT(p) declares p to be a non-fluent, that is, an insertion of an instance of
predicale p into the Working Memory does rot cause any Ps to be matched for
possible firings: keyed to that insertion. In other words, no entry is made to
:SMPX for that change. :

REQUIRE(a,b,c,...) declares that a,b,c,.. are required modules of the PS whose main module
contains the declaration.

PSMACRO(f1,{2,..) declares files to be read to define user macros,

BCMIXf1,{2,..) declares files to be read as command (CMD) files.

EXISTS in an RHS causes creation of new objects whose names are extensions of the
arguments of the EXISTS; those objects are then used in the rercainder of the
RHS to form instances.

EXISTS in an LHS must be in a nested expression of the form NOT( ... ); its function then is
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to locally declare ils argumnents as variables, causing them to be initialized to NjL
for the match thal follows, within the ( ... ).

DELAYEXIPNINx) where x is some macro call: this specifies that the macro is not to be
expanded when the P is inserted, but during the actual firing of the P this s
only used when the predicales of {he RHS depend on values not known until run
fime; it can not appear in Ihe's.

ADDPROD(prod,prnc,comnt,lhslist,rhslisl): primitive for adding a P (named prod) with
comment comnl; Ihalist- and rhslist are lists representing new LHS and RHS; the
prec argument is eilher a P name, indicating that prod is to be placed after it, or
is taken {o be lhe name of a new module of which prod is the first P; ADDPROD
causes assertion of (ADDPRODP prod).

REF"PROD(pr()d,(:omnl,Ihs-.list,rhs-.li.vst): replace comment, LHS, and RHS of prod as indicated;
asserts REPPRODP(prod).

REPLHS(prod,Ihslist): replace LHS of prod as indicated; asserts REPLHSP(prod).

REPRHS(prod,rhslist): replace RHS; asserts REPRHSP(prod).

REPCOMNT(prod,comnt): replace comment string; asserls REPCOMNTP(prod).

A3. Features of the Irace output

TOP LEVEL ASSERT - the initial slarling asserlion, typed by user,

PeaPfired

number following ! - the firing was the number’ih

P-name followed by *-* then number - the number’th firing of the P

“string" - the comment string associaled with the P

USING ... - instances from {he Worlking Memory used in matching the LHS

(xx . yyy) .. = assignmen! thal was made for the malch: xxx was assigned the vatue yyy,
etc.

INSERTING ... - the inserlions and deletions made by the RHS

( :SMPY ... number ) - a display of :SMPX afler firing; number is length of :SMPY; each
entry is enclosed in [T's

EXAMINING ... - gives the name of the P and the key inserlions causing the examination

/TRY - means that a non-fast-fail examination is being done; fas!-fail is a quick check on
whether any posilive predicale has no inslances, before the full-fledged match
is tricd (formerly /NIF)

WARNING ... - appears when an instance is inserted or deleted but was already present or
absent, respactively

*+ - appears for a warning for an irolance insertion

¥- = appears for a warning for an instance deletion

If the RHS included AIDIPROD, REPPROD, REPCOMNT, REPLHS, or REPRHS, a message is
printed before the INSERTING line,

PSBREAK comment AT .. - a break in execution; user interactions consist of commands in
(I's; the system responds with output dependent on the command, or with "ok"
(OK) is typed by the user to resume execulion,

The above appear on a full DVERROS=4 or :TVERBQS = 4 trace; the following are

modifications for lesser traces:
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the P-firing message is all on one line

most of the EXAMINING message disappears; only the P name remains; if /TRY occurred,
only the / appears (in case of verbosity 1, not even P names appear)

most of the WARNING message disappears - only the #’s remain

the USING and INSERTING lines disappear

the messages from ADDPROD et al drop out

break messages, commands, and possibly their outputs disappear

After execution, typically a DUMP occurs ( delimited by "DUMP"), followed by the output of
PERFEVAL.:

Run fime for lhe present RUN invocation
A small lable of figures:
EXAM is the number of examinations of Ps
TRY is the number of non-fast-fail (/TRY) examinations
FIRE is the number of P firings
WMACT is database (Working Memory) actions: inseriions + deletions
E/F, E/T, T/F give ratios of the first three
the line following (he numbers gives an average fime figure for each of the
relevant numbers in the preceding line (divides total run time by each
of the numbers)
Detail on Working Memory changes; "INEW OBJECTS" are those created by EXISTS
Maximum lengih attained by :SMPX
CORE gives current available LISP core, plus amount used in current run
ACTS - a list of the major actions in the current core-image
TRACE - a list of P that fired, in the order that they fired
FIRED x OUT OF ... - gives number of distinct Ps that fired
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Actearhx 0, THE_STUDNT FROGRAM
ORDER OF GROLNS O FRODLCTIONS (R TDPMLRVFABIX)

BEGIN CNNE CONEIES # ILES KTUONT 8 STUG |

EXPR STUONT(): " PHNL ST TMBLUMENTAT ION OF STUDIND % IRGIN

Ry EXPLANATTON [ MACRDS ¢
SIRTMLLQUTA® T CC1LL, RAY
SUEFTOLL V. L) 8 EQAB(V. 1T Y LFETDF(V.1V.2) 4 LtB(v.2)
SHEFICH(V 2V.D) S INLOAV.3) $ IEFTOH(V 310)
WORDINF(VV 1ew)
SOOQWIWVYY) S WO QIVY . ww)
STRIMGIMS{ (AR HIL GO FR)
SEXIG A (N2 LN S LEPTONAL ALY § WORDIVSIALAR)
§ U EINT(ATH21 Y WORDINT(INT T18)
SLELIOHINZ CI) A WORDIHR(CI CCT 8 LEP TOH(CIRR)
INTUPROR(Y % {10 (RY 00D
§ ASTANIYY) ¢ PROBLEMIXYS S TGSCANT 1KSH)
WALLAA N CCYRANST)
STECIHG IO ENGTH (A A 1R €C)]
8 TNDMARE(LI) & INDMASY (5T

L

NONV(LUENLTEF TOF WORDS QX

<EQUIRE(STUT STUN STUIP STUMBTLICRKILIV STLF STUAEBSTUN):

Y PACGE 2. INTLIAL LOFY.RIGH! S AN WIVH PRECEDERE CHI(K Y
S1CE "IN RCANT ¢ LGLCANF TAEX) § ENDRATE(RY § LEFTIGI (X ')
COEXISTO) S THECANY) & THACANT INCY) & CHIUNY DL (Y C) & T65CANCHUNK(C)
& CHUNVLINCT) § MMEPRIORIO) $ ML RO %) § NTGAIE():
S1Z:7TE SCANT = IGECANS INZ(R) § [6F 108 (31Y) & NOT ISBEL INON A 155 CANCTRINKC)
& CHILNRLEN(L)
© IFSCANY) & IFGCANY 1Y) & NG (M ) § CHINVEENL e D)
& NUGATEOLS) 3 NOT TRECARNIXY:
S16: "TF SCAN o« THEECANT INZ() § LV FTOH (1Y) § JSSCANTV(T)
OITSCANIY) & 1S AN INGYY 8 THCHRINCOI L) 3 WGATECT) § 10T TASCAN(X)
8 NOV TVECANY):
SI6: "1F AGEPRC 2 1TSCART IN(Z) § AUS PROIR)
oV TTASCANIYY B TFASCAN INUX] § L GATECY) 3 NOY [ SCAN():
SI7: TG SCaN' © TESCANT NI § HOT{ Y XIS TSIR) § AGEPRONO(P) }
O TGSCAN(Y) § TGSCANT 1(2) A NFGATELL) & NOY T SCAN(Y):
S1R: "TG RCAN " = 15 ARLANY IN(OX)
O TGUCANGYY § TGRCANT 1KY 1 & M GATC(L) & MY FEASTANOL):

203 "PREC SCAN" 5 TRRCANT IN(X) § HASCRFCOIMN A I1SSCANCIHAINY(C) 8 NIGHMAECICIAY)
& BATUIST NI G2(HIAN 2 GRLAT A0
ot TORCANIIMZ(M) & THESIRI CICN X B W GATLIA)
K825: "NOPUEC = TGECANT TIE®) § TS50 ANCHUNY(C) 8 NOT(EXISIKIN) 8 HASFRECIXN) )
o TGRCANF IN2IXL S LEGAHTE(L):
S30; "PREC LOWER™ = 1AL ANF TNIX) & 1RECANCHUNKIC) § TTARPRECIYNT & HILHPRECIC MY
& NOT EATISTIIBMMNN Y CEEAT 1)
ot TASCANY TMP(X) & HEGATILL):
S351 "SCAN FV" = [GRCANTIMX) § 185CANIV(C)
o) FVRCAM(X) 4 TCSCANT THIXY § REGATE(IN

K801 "RCAN CIAING = TLRLZAKM THZMY S (V1000 V) § 1SDEL 1400 9 1 OPFRICI(K]
S LEFTON (W) 8 TSHCANCTIING((€:) § MXCERTOV()
WY PRECECANIOCT & 170 ANGY) & TF5CAMTREY) B TRCHLING(IN) § CHUINKENDR(W )
8 LARELLNGU, 17TEhy § 1 X 18T65C) 8 VESCANCTIONY(ES & CHIUNKENDL (Y D)
§ HILHTC(C OV) 8 HASEIDIO0{CI N () § MICEEICAN: ]
B UXISTH(C(IM) § 1HCIINE(R EDHVY § REGAH(I67)
8 CHUNKTEN(T) 8 NOT CHLINVLFN(C):

S60: TV SCAN™ = 1LwOIY XY § CHIINCERNM (2 7)) & TSSCANCHINKG ) 4 $NIMPRECICNI )
ONEWEVICY S 151 V(C) 8 LGRCANY VICY) & MEGATI(3N): :
SGY TFV IND” = FVECANTM(M 1K) 4 LEF 10 (3 V) 8 NOT FIAWARK(Y) § i CFRIOR(N)
S EXTRTISIC) & TESCANIY) B 1TSCANY IN(Y) & 1SRCANCHUNK(C) § CHLINKENDI (CY)
3 HIGHDRIC(C OY) & MYCFRICHIN. 1T & HASCFERIOR(CNeL)
8 NTGAIECLA) 8 HOT 1SSCANT V() 8 NOT TGSCANF IN2(¥):
3705 "RIGHY END' = FVSCANTNIXX 1) A L5 TOHX Y} & PROULEM(P) 8 ENDMARK(V)
2 ANSWURBNITLO(F) 8 NEGATE(1):

Stuont

LND:

4 PAGEL 3 . TRANGFORMAT[ONS \
EXPR STUT(: DFGIN PEMACRNSTIDNM):

111 THOW OL D- 'WHAT” = 11 GCAN(®) & £QHOWIX) § LEFTOH(X V) § 11301 O(Y) & LEFTOF(Y.)
SOMOULENG- 1) § 1OWHAT{XT & WORDE QXX WHAT) § NOT WOHIN XX 'HOW)
8 LEFTOH(X2) § NUGATI(ALL):
12:"ISLQUAL 0. 18" = TFSCANIX) 8 £QILIX) 8 STRIMGIQUIEQUAL TOIRY)
COMGULENG.?) 8 LETTOMHNY) § MEGATI(ALL..2):
T26: "EQUALS OIS = TFSCANIX) & EQEMIALS(Y)
S EQITIXT A WORDE (X 15) & MOT WORDE 20X T UALS) § MEGAT(ALL):
13: "YTAES YOUNGI R TUANOLESSTHAN' 2 TESCANV2-1) & STRIMI Q' (VEARS YOUNGER THANIX Y}
o MODLENG2) § TULESSTIANKY?. 1) 3 WORDY (V7. | A F.SSTHAN)
8 NOT WORREQLV?. 1 'YEARS) & LEFIOF(Y2. 1Y) 8 NWEGATE(AML .20
16; VI ARS Of DER THAN.PLLIS™ 2 TTSCANVZ. 1) 8 RTRIMA QU(VEARS 01 DER THAN)X.Y)
o MODLEN(-2) 8 EQPLUSIV™- 1) § WORTY Q(V2. [ F1LIS)
& NOT WORDE (V. | 'Y ARS) § LEFT0F (VP 1.¥) § MIGATE(ALL.-2):
16 "PERCENT LESS TIIAN CONV™ = THSCAN(Y?. (1 & STRIMGI QU(PER CENT | LSS THAN) X Y)
4 WORNEQUX W) 8 SATISF 1L 5(XW NUIMALRP XW)
v MODLEN(-3) § WORIX (X [100.0-% W)/ 100.0) 4 1QT (MES(V?. 1)
§ WORDE LV 1T IMiS) § NOT WOUDE (V7. LT R)
SLENTORY?.1X) § NEGATT(ALL.2):
Y W PER CENT LESS THANY ¢ [100.9)/100.0 T(MES Y %
16: TESS THANCLESSTIIENT 3 TFSCANY Y- 1) § STRII QU LSS THANIXLY)
o MODLENC- 1) 8 FQUESSTHANIYY 1) § WORIDE XV?- 1TESSTITAN)
& NOT WORDE Q(V?: 1IESR) 8 LEFTOH(VY 1V) § MEGATT(ALL . D):
12:TTHESE OTHE™ = TESCANCT 1) 8 1QUHESE(Y 1)
S EQVIEIT 1) WORDEQ(T [ TTIE) & NOT WORDE T L TIIESE) 8 MEGATE(ALL):
TR TMOUE THAN. RLLIS™ 2 TFSCANIV?. 1) & STRIMG QUIMONL TIHANIX ¥]
o MODLENL. 1) § EQULUSIV?: 1) § WORIN (V2. 1,PLLIS)
& NOT WORDEQ(Y?. | MOQE) § LEFTOH(V2. () § NEGATE(AIL . 2):
185 APLIT TWO MWRERS™ = 1TSCANIVY. 1) § STRINGI QU (FIRST TW0 NUMBE RS} X.Y)
o MOUILENZY 8 STRIRRINSE (NUMBED AND 11% ST COND NUMHER) VY. 1Y)
8 NTGATIALL 2,30
TOE: TSALIT TWO MUAMALPS” = TESCANMYY. 11§ STRINGI QU'(1 WO MIMAERS) X Y)
o MUTLENG) § 1.OY 1RST{V7. 1) & WOR XV?. 1T IR5T)
§ STCIANINSCINUMEER AND 11E St COND NUMBER)VY. 1Y)
8 NLGATIALL.?) 8 MOT WORDE (XV?2. 1, TWO);
110: "GPLIT THREE NUARERS™ = THSCANIY2. 1) § S1CTM31 QUIIIMLEE NUMBAERS)I XYY
+ MOTILEN(D) § STRINGINS((} IPST NUMBER AND T1IE S (OND N WIRER
AND THE THIFD NUMBER) VY. L Y] § WORDE (V2. |/ T1E)
S LOTIR(V?.1) 4 NOT WORDE QXV2. | TIREC) 8 MEGATI(ALL - ?)
T "HALF-0.57 = TESCANIV? 11 4 STRIIAN QU{ONY, HALF )X V)
o MOOLENL- () 8 1QO25(Y7 1) $ LEFT0H(V2-1Y)
8 WORLE Q(V?. 1,0.5) 8 NOT WORDE XV | TONK) § NEGATE(ALL -2}
T12: TTWICE-STWO TIMES™ 2 THSCANV2. 1) 8 STRINGIQUIIWICEI X Y]
o MODLEN(1) 8 EQ2(V?- 1) § WORDE (XV?.1.2)
8 NOT WORDEQ(V?. 1. TWICE) & STRIMSINS((TIMESIV?. 1Y)
3 NCGATE(ALL..2):
T13:78 SIGN" ¢ TTSCANIX) & (Q7E(X) 8 LEF TOI (W1 8 LEF TOR (V]
& WOREE QIY.¥IW) § SATISM I SIWW . (NUMBLR? ww)) 8 LEFTOH(Y.I)
« TFOLIT(X YY) & 1 QDOLLARS(X] 8 WORDE (X 'DOLLARR) § NOT WORDE QXX .'?$)
S LEFTOR(V.V) B 1EFTOH(Y, %) 8 LEFTOF(X2) 8 MEGATE(ALL, &'
SV Ea7 .V eNOILARS 73
116: "CONSIC TO. PLUS™ = TFSCAN(V?. 1) § STRINGI QUICONSECIH IVE TO)IX.Y)
CEQUVT ) & WORNEQAV?. 1 1] 8 NOT WORNE (V2. 1,/CONSECITIVE)
3 SIRIMGINS((PLUSIV?. (V) & NEGAFF(ALL . 2):
1% “LARGER TUANG PLUS™ ¢ TESCANIV2. 1) B STRIMGT QUILARGER TIANYR.Y)
o MOOILENT- 1T § WORDE OV 1/ PLUSY § NOT WORIY QUv2. |1 AVGER)
8 CQPLUS(VY. )T 3 LETTOR(VY. ) Y) & NUGATR(ALL -2
116 “PER CENT CONV” = TESCANIVY. 1) & STRIMGI QUIPER CENY) X ¥y
& WORDE QX XW) 8 SATISTIES(XW MIMAERP XW)
$ NOY {EXISTSIVAAVEAT) & SIRINGIQUALSS THANIVE.2 1) )
S MOOLENG-?) & TFOLITIVY. [Y) § WORIN Q(X XW/100.0) 8 1L.EF TOH{X Y]
8 NEGATE(ALL):
TAPERCINT Y 7 w/1000 Y !
T17; "HOW MANV. TIOWM™ = TTSCANIV?. 1) § STRIMIEQ(IOW MANYIX Y]
o MOOLENG- 1) § LQHOWMV?. [) & WORDE XV, | HOWM) § NOT WORDE XV?- ] 'HOW)
§ LEFTOR(V2- 1Y) § NEGATI(ALL..2):
T18: “VIE SQUANE OF - SQUARE ™ = TFSCANIV?. 11 4 STRIMG QUITHE SQUARE OF).X.Y)
o MOUILEN(-7) 8 LQSQUARE(V?. 1) § WORDE XV?. 1'SQUARE)
& NOT WORDEQ(V?. 1'THE) & LEFTOF (V2. 1.v) & NEGATE(ALL .21
TEG: "MIR TIFLIED AT IMES™ 2 TFSCAN(V?.1) & STRINGEQUIMIX TIPL IED BYIXY)
§ NOT EQIS(X)
o MODLEN(. 1) § WORDEQV?. 1.'TIMES) & LQTIMES(V?-1)

»
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& NOT WORDECIV2. ) AR T IPLIED) & LEFTOH(V2. 1Y) & NEGATEIALL .20
T20: "DIVIDED. QUATIENT = TFSCANIVY. [) 8 SIRINGI QUIDIVIED NY)LY)
& NOT EQIRIY)
o) MOTILENC. 1) & WORIN XXV 1, 1L07 JENT) & EQQUIOT LINI(Y?. 1)
8 NOY WORDECAV2. | THIVIEED) 8 LLETON(V2. 1Y) & NKGATEIAIL - 2):
T2 SUM OF & IFSCANIY? 1) 8 IRIMEI O {HIB SUM O1)W.Y) B ISGCANCHUNK(C)
»s MOQILEN(-3) 8 LEF TOHIW.Y) & TFOIIT(VY ) 2) § TANOSUMC) & NEGAIE(ALL Q)
T221 "AND- V8" 1 TRSCANIX S | QANMIXT & TANDSIMIC) 8 TSSCANCHUNK(C)
& NOT EANDDIFF(C)
» EQPIUSHON) & WO 0001 LIRR) & NOT WORD. O/XAND) 8 MEGATI(1 2):
T23:"01FF BEIW" = TFECANIYY. 1) 4 STRIMGIO( (THE Q1H ERENCE IIETWEEN)W.Y)
& ISSCANCIIUNY(C)
=t MOTLENG-3) & TEF FOFIW Y] & TFOLIIVYL 1Y) & TANDDIEF(C) 8 MEGATE(AIL Q)
T243 "AND. .87 = TERCANDZS S LOANIN) & TAMGINI (C) & ISSCANCHIUINK(C)
=t LQMIRRISS () & WOUIY ()X MIARISE) & MO WOUIM QI AND) § MNEGATI( 12 3):
T25: 780" n YFSCAN(X) 8 [74X) § LEFTOR(X Y)Y & LOAND(Y) § LET IO (Y.])
S MOULENC 1) & FOPERQTCHINY & LENTEE(X2) 8 WEGNTEIALL):
T261 707 2 YISCANIY) & ER7AXT 8 LEFTOM{YY) & NOY [ZANDYY) & IFDELEICO()
o FOPERTCXNR) & WAL
T2501 " DR 2 T SCANGIL S 1R7AX) § LETTOHIRY) § MOT FQAND(Y)  LET TOF (W)
& NOT(EXINIRIT) 8 IFPELETED(R; )
o MEGILENG 1) 8 TFOUIT(K V) § LTFTORHW.Y) § W GATIALL,2):
T27: T7.QMARK™ 1 15 SCANIY) & 1 N740%) 2+ ) QIMAGE(X) & MEGATE(ALL):
TZB: LPERION™ = TFSCANY) S LOQPLX) o EQUERTCA(X) & M BATEALL):
T?91 718 DEL™ = 1 SCAM(Y) 3 EOTI(XEA LEFTDNIWY) 4 LEFI0HMY)
S MCOLEN(-1) 8 ITOLIT (M Y] 8 TEOERLIIN() A LEFTOR {W.Y) & NCGATI(ALL):
T30: "TOINL 4 4" 2 IFECANIY) 8 10 TOTALIK) & LEFTOF(WY) 8 LEF TOH(X Y]
& EQNUMHER(Y)
*MODLCNE- 1) 8 TROLEI(X ) & X T0N (WYY # NCRATI(ALL . 6):
T3 b "EXCECOS™ i TFSCAN(Y) & | 0FXCELDSIX) S IRGCANCHUNK(C)
» EQMINUS(>) 8 WORIN DOMIMIS) 8 TOYISIC) 8 W GATI(12)
& NOT WORDECCX | CEFQS):
137: "BY- 1187 & TFSCAN(Z) & EREYIY 8 10Y(S(C)
S EQISI™I A WORIM (X IST A MGATFIAILY & NOT WORDEQ{X ‘AY):

TH01 "IF OUI™ & TFOLH O 1w ) § LYILINKE NDE (0% C) 8 C i IN¥L § 3(N)
o8 TESCANINW) & 1T 5CANF IRINW) & HOT TESCANY TNOW) 3 CHUNYEND! INW C)
& NEGATEATLY & CHUNEIEMUT) & NOY HEASCANY INJOW):
TH1E7TF OUT" & TROUTICHINW) 4 NOT [EXIKTS(C) & CHUNKENDE (0W/.C) )
»- TESCANINW) 8 17 3CANT JMINW) & NOT 11 SCANT INOW) & NEGATT(AIL)
& NOYV TTANIANY NN
TH52: “1F OUT LEN" = TFOUTIFA® YL) § CHUNK[ENIN)
<> TFOIN{RY) § CItiNe) ENINoL) & NEGATE(ALLY:

ENDY

L PAGE 0 . DICTIONARY TAGS ©
EXPR SILD(): HEGIHN PEMACRQ(ST]INDMM):

DU "LESKVHAN OP27 = TGECANIYY & L QL £SKTHAN(Y)

v NEWOP{X) A 1S002(x) & M GRITEL L)
D31 "PLUS OP2° = TRECAN(X) & FRELLIS(®) < NI WOR(XY 8 I50D2(X) 3 IS GATE(1):
D5: "TIMES 01 )" = TGRCAN{MY B 1 QY IME () < NEWORIY) 4 150P 1(%] & NRATE(1):
D7: "SQUANF 0P )" = 1GECAN(R) & INEQUARE(X) > NEWOR(M) 4 1509 1(%) 4 NEGATE( 1)
OB "QUOTIENT 0P |7 = 1GSCANI®) & 1 0QUCTIINI(X)

»: NEWOP(M) 8 1SOP I(X) .8 IEFATI(I)
D11570F OP 1™ = TGSCANIX) A 1ONF(X) « 1KOP (N1 4 NLGA (] 1)
013 "SQUARED OF" = TRRGANIX) & { QSQUAREDIY) +* NE WOP(X) § 1SOPO(XT & NEGATF( )1
D103 "TY.PONER] (%" 2 TECAN(X] 3 1Q% % (¥)

O NEWOR(X) & 180D %) & WORINNI(X.TXPT) § NEGATE( 12)

& NOT WORLY (¥ 2 %);

D101 "MINUIS OP™ = TGRCAND) & QMINUS(Y) - NEWOP(X) § 1S0PC{X) & NEGATF(1):
D121 "PER OP™ u TGSCANIY) 8 1 QM R(K)

»> NEWOP(X) & 1S00'0(X) 8 WORDINE(X. CUIOTIENT) & NEGATEIALL)

& NOT WORDYE QX0 R)Y;

D183 "PLUSH OP™ = TGSCANIX) § $NPLUSEIX) « NEWOPIX) § 150PC{X) & NEGATE( 1)1
D169: "MINUSE 307 = TGSCANIx) § EGMIIISOTE) o NEWSR(M) & 18000000 § RECAT(IY
D211 "HAS VA™ 2 TRECAN(K) § FOHASIX) o TOVER(X) 8 MEGATT()):
D24y "EEYS VAT 3 TRYCANIY) 8 LOGE TH(%) ~* 1GVERIX) § MEGATECIN
D271 “HAYE VBV < TRECAN(®) & LOHAVE(R) «! JSVEREIX) § MGAII(N
D30; "WE JQIS VA" 2 TGLCANGXS § LQWE IIIRIX) o ISVERE(X) § NEGATI(1):
D48 ) "MARY PR™ 5 TGECANIX) § {AMARY(X) «» JEPERSON(X) & NEGATE(1):
DA "ANN PR™ 3 TGECANIX) § £ QANNIX) «* JSOERSONIX) § NEGATE( "
D47 AL PR™ = TRSCAN(X) 9 LQHILLIX) »: ISPERZON(X) & NEGATI())
D50: "FATHER PR™ = TGECAN(X) 9 EREATIER{X) -+ ISPERSONO) § NEGATE( 1)
D33: "UNCLE PR™ v TGSCAN(®) 3 EQUNCL LX) «* JSPERSON(X) § MEGATI(1):

D552 "HE PRON™ = TGSCAN(X) 8 AGEPROA(P) & EQHE(X) «* |SFRON(X) & NEGATI( 1)
D37: "HIS POSS™ = TGSCAN(X) § AGEPROR(P) & £QHISIX)

+% |SPOSSPROVX) § NEGATF(1):
DG 11 "PEOPLE FL™ 1+ TGSCAN(Y) 8 1QPFOPLE(X) «> 75PLLRAL (X, PERSON) 8 MY GATE(ALL):
D631 FEET M ™ 2 TGSCAN(X) & EQFFE T(X) > ISPLURAL(X.FOOT) 8 NEGATFIALLY:
DGSH: "YARDS L™ = TRSCAN(X) 8 EQYARDS(X) «* ISPLURAL(X.YARD) 8 NEGATF(ALL )
D67: "FATHOMS FL" = TGSCAN(X) & £EQF ATHOMR(X) o> ISPLURAL(X TATHOM) 8 NEGATE "
DARTS: “FATHOM RING™ = 1GSCAIKX) & EQFATHOM(X) ~» 1SS INGULAR(X) & MGATF( I )
D69 “INCTES PL” 2 TGSCANIX) § 2 QINCHES(X) > TSPLURAL(X, INGH] § NEGATE(ALLY
D711 "SPANS M,” = TGSCAN(X) 8 EORPANS(X) «* ISPLURAL(X, SFANT & NEGATE(ALL )
D718: "SPAN SING" 2 TORCAN(X) 8 EQSPANIX) 1 1SS INGULAR(X) & NEGATI( )1
D721 "MITES PL7 = TGSCAN(X) 8 EAMILES(X) «° TSPLURAL(XMI(E) 8 NEGAT{{ALL):
D73: "GALIONS PI.° 2 TGSCANIX) & EQGALLONS(X) «* 1SPLURAL(X, 'GAL] ON) 8 NEGAT®
D75 "HORSE PL" = TESCAN(X) § CQHOURS(X) o 1SPLURAL(X,HOLR) & NEGATF(AIL):
D?7: "POINDS PL” = TESCANIX) § EQPOINDS(X) «* TSPLLRALIX, POLIND)Y & v\ Tatrr s,
D781 “TONS 01~ = 1GSCAN(®) § EQIONS() »* ISPLURAL (X, TON) & MEGATI(ALLY:
D79: "DOLLARS PL™ = 1GSCANX] 8 EQUIOLLARS(X) «* 1SPLURAL(X, T LAR) & NEGATF( . )
DR I: "WHAT Qv+ TGRCANIX) 8 | QWHAT(X) ++ [RQWORIXX) 8 NEGATE(I):
DRD: FIND QW" = TGECANIX) & EQF INDIX) o ISQWORIXX) & NEGATE( 1)
DBYH: THOWM QW™ = TGSCANIX) § EQHOWM(X) <+ |SQWORIXX) 8 NEGATF( 1)
DR7: "HOW QW" = TGSCANIX) § EQHOWIX) & LEF T0F(X.Y) § NOT EQOE IX(Y)

8 NOT LQMANY(Y)

o+ ISQWORINXT & NEGATE( 1)t

DI PERIOD TAM™ 2 TGSCAN(X) § EQPERIOD(X)
» MUDLENCIX) & TSDEL IMIX) 8 NEGATE(I):

DI6: “IS CHNK™ = TGSCAN(X) B EQIS(X) ) MOOLENC(X) & 1STR(X) & NEGATE( I):

CND:

“PAGE 5 . PRECEDENCE RCAN ®
FXPRSTURC): HEGIN

Pt TVERW PREC™ = I1SVERIYX) + HASPREC(X 9):

P2: IS PRICT £ FQTR(X) 8 1SIN(X) o> HASPREC(X B):

P3:°0P2 PRECT 2 1R0PD(X) ++ HASFREC(X.7):

PO "SQUART PRFC™ = ) QSQUARE(X] & 1SOF {(X) +* HASPRECIX 6):

P5:T0F | PREC™ = 1SOP I1{X) § NOT EQSQUARE(X) & NOYT EQOH(X) ~> HASPREC(X,5):
P8; "SQUAREO PREC™ = EQEQUAREDIX) § 1SOPO(X) »* MASPREC(X2):

PG TOPO PREC™ = T FO{X) & NOT EQSQUARE (XX) > HASPRECIX, 1)t

PIO:"STARY PREC (CANT = JSCHUNK(CO) § CHUNKEND) 1X.CO) & HASCPRIORICOMO)
& NOT PRECSCAND((.0) § ISCHUNK(C 1) & HASCPRIOR(C 1241)
$ SATISFIES2HMOM{ MO ?rGREAT M3) § NOT PRICSCANDIC 1)
A NOTCEXIRTSICIM2) 8 UASCPRIORIC? M2)
§ SATISFIES2(MOMZ MZ PoGREAT MO) & NOT PRECSCAND((2) )
8 NOT(EXIKTR(CIMI) § HASCPRIOR(CAMI)
& SATISTIESIIMOM ] M (GREATERP MO M3 M1))
§ NOT PRECNCANDICT) )
o' FRECSCANICOX) § "TIHPREC(CO,0¢) § 1SCHMUNK(C. 1)
P15: "S1AR1 PREC SCAN™ = T .rAINK(CD) & CHUNKENTY {X CO) § HASCHR]OR{COMO)
& NOT FRLCSCAND{CO)
8 NOT{ UX|STSICIML) & HASCPRIORIC M)
& SATISFIER2IMOM ) MO 24 GREAT M) & NOT PRI CSCAND(C ) )
& NOT ([XISTS{C7 M7) § HASCPRIOR(C2M?)
8 SATIST IER2(MOM2 M2 Vs CGREAT MO) & NOT PRLLSCAND(C?) @
HLLSCANICOX) § HIPIPREC(COO XN

el R HIGIEPRECT = PRECSCAMCX) & HIGHIPREC(C,NY) § HASPREC(Y M)
§ SATISTIES2DAN (CREATERP M N)) § LEF 10F (%W)
& NOT CHUNKE NDR(X C)
> PRECSCANICW) & HIISHPREC(CMX) § NEGATT(1.2):

P23: "PREC SCAN ON™ = PRECSCANCX) § HIGHPRECICALY) § HASPREC(X M)
8 NOT SATIST H{SZ(MN.(REATERP M N)) 8 LEF TOH (X W)
§ NOT CHUNKENDRIX C)
+ PRECSCANICW) & NEGATE(1)s
P2Ty “PREC SCAN DN« PRECSCANICX) & ROTL ERIRTSIN & HASMIELIRN) )
8 LEFTOF{X.W) & NOT CHUNKENDR{X C)
ot PRECSCAN(C.W) & NEGATE(1):

P27: "PREC SCAN DONE™ = PRECSCANCX) & HIGHPRECICN.Y) @ HASPREC(X M)
ASATISFIESZ(MH((REATIRP M N)) & CHUNYINDR(X L)
> HIGHPRECIC MX) & VRECKCANDIC) 8 MEGATI(I 2):
P28 "PREC SCAN DONE™ = PRECSCANICX) & HIGHPRECICN.Y) § HASPEEC(X M)
8 NOT SATISFIES2(MN/(CREATIRP M N)) & CHUNKT NDR(X C)
> PRECSCAND(C) & MEGATF( 1)




P29: "PRAC SLAN DONE ™ = POFCSCANIC X1 § NOT{FXIRTSING § HASPVEC[XN) )
8 CHEINYENDR(Y, C)
o PRECGCAMM{CY S NEGALECT):

P01 "HAKVERA® = POI LECANN{C) § HIGHPRECIC MX) § SATISFIERMEQ M )
o HABVERINE M) § W GATIP):
P35 "HANIS T w PRECECAND{CY A HIINIRIC(C M Y)Y § KAY(ISF HA(EQ M R)Y)
2 HASISIC ™) § MY GALI(2):
PAQ: "HAKGPZ™ = PRECEC AANC) & THGIRRICIC MX) 3 RATISF IESMEQM 7))
< HASOR2C 1§ NFGATEN?): i
PANL: "HARKQUARE " 1 PR CSCANDICY A HITIRRILIC M) & SATISE IRAM(EQM A)
o HASSQUIARELC =) & W ATf(2):
PSOL "HASOP 17 2 PRSCRCANDICY A THEMIRLEIC M XY § SATISTIESM 1O M S)
o HASOP U{CRT & W GRTIER):
PGYH: "HAKSKOLIART N = PRI SCANIC) & HHC-MRECIC FA) & CATISFIERIMEQ M 21)
& HASSQUANE (T %) 8 BTG IErYY:
P70 “TIAKORQ™ = PRICACANNC) A HIGMRTC(C 1A X) § SATISHIESMIQM 1)
o HARORELC Y)Y & MEGAII2T:
BT6; VAR FOLIND = PRLCKSCANDIC) 8 HIGURRIC(CIA %) § KATISI ISR EQ M o)
§ LABFLLHE N T
»Y TRYAUCHUNK(C) & LAUELF(CNIY 8 N GATEC? Q)

END1

LPAGE G - MATHCONSECYIVES, VLRSS MG POSY.DICT. TAG TRANSE S 1

EXPR STUNMO: NEGTN PLUMACRO(SG LN
MI1O: "CONN 7 = [ N1F0NY 3 AL TS (RFTONNAZ)Y
§ NOT LOMIN TR TEDCAZY § WO TOMIVIINT(AZY § MY EGOKSHASIIIAZ)
Lo NEWEGMIX) S CRE 1O X)) & HASIRC T GUALY § N GALTEN:

MP2Q: "AS MANY AL VI 2 TOVERIVY Y S TNCIANYIV [ 0) § DASVEQRS VY
SOOMUNKIADCIA L CY M LEETEN (A G0V 1) A TETTI(VIANY
SUECTON(A/RANAY A [ GASIALGTYY YNUGIVIAZEY Y [NDIINK(AS 14
B LEF IO (A TIAANY 1) 1FET0 (MANY [ AR 8 EQVANY(HINY |)

S UEFICH (A8 0821 § | QANIASM Y YN OIAS LAY § [SVIRNY))
8 THOMINCIUDCY § VHLOIV EV2Y B LFFTOHAS2 AN ) A IFI TRV (AARNVD)
SULEFINI (VI ALY S CHLNYENURIASR C)
SUANTIINCNIY A NASCRRIONIC M) § LEF YO (ANRT)
EXTRTISNS ERIMNANG (AL £NT A CHUNETNDL(AZL ENY B CHEINKENDR(VY ()
S 1ADTIHICNNIY 8 HESCIERIOR(CH M)
& RURIIF TN HA BIMHER OF) APPAZL) § 1EFIONINIRAINL)
& STFINML MRS THE MUMBLR OF )V LASL) § LFFTON(AYR AN
B HASPUSCIARY Y MEGATI(ALL 22.0.R 13 1% 21)
8§ NOT INCHUNKIIAANY [ C1 8 HOT HASFREC(V D) & NMOT HASPRECIV? A):

S MPOIATLATR Y LAZULAZR CX 1T MANY 1.AZ] LATR AS?- (01 AIRV2 AL AR
VAL LA2R (1w OF) AZELABROATL ARV LIS 1IF 0 OF) '
AN LALR.AILLABR.YD Y
% WHERF Al o AnP SYAMON FOR TI0: ATIFARRTIRARY PHRAS),
SYRFOP AH VIR, ASH I OR aTII AR FT(, Y

M30; TAS MANY A% VAT 5 TEVERIIVE) & THOUING(V 1 61 8 HASVERIKE Y 1)
8 CGRMCINNM (AL A LEET0HALRN DY
SEEFIONVIALLY S COALLAS LY Y (IF TORIAS (MANY ()
S LEFTOHPUNYTAULY § LCNANYIANY 1} [EF TORASR ALY
8 EQALING2Y 9 YRLOIAS EALD) S THCFIUNCIAL 2 €Y 8 (EFTO(AS2 AN
& JENCRILVAY S WNEGIV N B (FITIUNYIVR Y 8 [P T (AARND)
S L0 ALY S CHIUNY) R AT D)
§ LAURIIL MY S HASCPRIICY) § LEFT( (AYR])

o EXISTHCNT 1) § SOTNANG [T 16,0 N) A EHIUNRENDL (T 12008 FHUNCENDR(YD € N)

S LAMFTLCN NP Y NANCED [ R{CN M)
B EXIEITNNIMY S TR I (I BASMBIR AT IDIMA AT ) § LFFT0HASRAIL)
& STRIVMLTFISC(IG TIN MUNKEEO OF ) VIABL) B IEFICF (AP AL
8 HALPELC(IAFR) S FEGATECALE .2 .5 .7 0. 12.19)
8 NOT 1HCHIN(AST6Y 3 NOT TUCHRINV(IAANY | 1)
8 NOV LLNTIF(DUM 1) & NOT MIRGRREC(VTN) 3 NOT TIALPRLC(V? 9):

T M30: ALLLATEY LAY LMANY 12031 ASRAS. AN LAAR.V2 AY]LASR
o DUM LTHE » 08 ) A31 AR ATLLA IR VIR VTR 0 OF)
ABLLARRUANLABRY?

MAQ: "THASVERD 0L L™ = 1MV3VERIC,Y)
© 8 NOTE FMINIS(A MY 8 EQASINY A FMANY(M) 8 LEF TOH(AS)
L RUALUGYAR
8 NOYCUXIRTRINAW) 8 LEFTOR(Y.H) § WORND: QINNW)

1HE STIDNT PROGRAM Studat

& SATISTILSINW MIMRE PP NW) )
o [SCHUNK{C) & NOT PRECSCANIC ) & NOT ITASFREC(V.9) 8 MEGATE(I):

MY0: "VR W THE 8" = JSVEREYY) & TNCHUNK(V.C) & LEFTOH(A (V) & CHUNXEND] (AL C)
& HASVERRIC V) § (EF TOHIVN) 8 WORDE XN WN)
8 SATISF IESIWN(MIMBLRP WN))
& LEFTON(NX) 8 LETTOR(XAZLY & CHUNKENDRIAZRC) § VNEQ{X ATT)
& NOY (EXIRTSIAMY 3 1Q0SIA) § LEFTOF(AM) & LQMANY()
8 IFKINE(A LY )
8 LABELUCM ) 8 HASCERIOR(C 20
o IXIKTSIENT £) S RRENANG (1 | 6 7A0 & CHUNKENDX (T TCNY & CHUINKENOR(AZR CN)
8 LABELLECNIARY A DASCTRIOR(CN N
5 LXISTR(DIM) § STRIAS INS((TIE MIMBLR OF )DIM.Y) § LEF TOH(XAIL)
& SIRINGINS((ISIVN) A LEFTOR(NADL) & HARPREC()AR)
3 MGATE(1ASRA.10.10.15) 8 NOT HASMREC(Y 9):

8 MBO: A L] LA TRV.HY L AZ] AR
o DUM-{THE .NUMBER.OF ). X AT A IRV (1R).N.AZL LAPR

MBG: VA V1 TIT 0" 2 ISVERINY) 8 INCIUNK(V C) & LEF TOF(AER.V) 8 CHUNXENDL(A L C)
& HASVERING V) 8 | EF TOF (V N} 3 WORDE QXN WN)
& SAVISE TESIWNINUMBERP WN))
§ LEFTCR(N)) % OHUNKENDRDI CY A (EFTOF(X Y)
3 NOV (EXISTSIAFY) & (QASIA) 8 [EF TOR(A) & 1 QMANY(U)
8 INCIUINKIALY )
8 LABILENC MP) § HASCPRIOR(C,0)
« EXIRTSND () 8 RRENAME(T 1CCN) 8 CHUNKENDI (T 1CN) & CHUNKENDRIN.CN)
3 L ARELLHCNM Y 8 HASCRRTOR(CN D)
8 EXIRISIDIM) 8 STOIMG INS{(THE NUMAER OF)DIMX) § LEF TOR(XAIL)
8 STRIFCINSCISIVNY B EEFIOHNY) § HAKFREC(TAR)
§ NUARATEIALL -2,:3.-7) 8 NOT BASPREC(Y.9Y:

S MEQEATEATRV-NX 20 DUM-(THE - NIMBER-OF ). XA 1] AR V(1K) N %

MEO: I URAL. *TIMES™ = [SPLURAL(X XA S (EF TOH(W X) & WORIN QIV/ W)
$ SATISE ) SIWW,(MIMPESR ww))
§ WOUNE (X XP) § TNCHUNKIW C) § 157 TOH(V W) § NOT (£SivERI(Y)
SEXISTSITI) S MEWOP(T 1T 8 MONLENE 1) & STRII INS(T IMES) W X)
3 ISOPI(T 1) 8 INCHUNY(T ERT S NOT LEF TOF(WD!) § WORIM: IXX XR)
& NELA(B):
MEP: "STNGULAR TIMIS™ ¢ 1S5 INGULARIXY § LEF 1O (W) 8 FQIIW) & INCHUNK(WLC)
3 ISSCANOIUN(C)
SEXTGTET A NEWOP(T T S MODIENCT) § STRIINEINS((T IMF 8L W R)
S 1SOPI(L1} Y INONY (4] 3 M GATI(?):
MEY: OF .V IMER" £ 1QOT(X) Y 1SCF (X1 § [EF TOFH(W X] § WORIE XV WW)
$ SAVIS {1 S(WW, (IAIMBI B8 Ww))
O NEWOPIRT & [QTIMES(Y) 8 WORDY (X 'TIMES) & NOY woud (X ') -
T NEGATELI:
: "0 NOT 0(7"_: FQOF (X} 8 LETT0F (W .X) 8 WORTN (W WW)
8 NOT SAT ST IES(WW (MUIMAERP WW)) & 1SCP [(X)
SNOT (KO0 ({X):

L)

~
o

END;

% PAGE 7 . CHUNK SPLIT TING, RE-FORU ENG, AND RE-NAMING ¥
EXPR STUCK(): DEGIN

C2:TIS MR T YT = UASTSCOY § LEFTOR(XY) § £QMIA TIPLTEN(Y)
S LEFTOHYI) 8 (QuY(T)
» NEWOEFOPUTIMES) 8 (SPLIT(CXZ) § HAROP(C,'TIMIR):
Gh: "1S ROV YT DASISICX) § LEFIOHNY) § LQDIVIIEIXY) 8 LEFTOH(Y.T)
3 Latvin
- NEWUERDPUQUOTI(NT) & CRPLTT{CXZ) § HASOPIC, QUOTIENTY:
CR: TIS INCR HY™ = LASIS.CX) 8 EEF10F(XV) § FQINCREAS] DY)
8 LEFTOH(V.T) B VD)
»> NEWREFCP('PLLIS) § CSALIT(CX 2) § HARCI(C,PLLIS):

Cl10: "OP2 HRY™ = [IASOP2{C.X) § WORIM QIX XW)
o CRPLTT{CX X) 8 HASOMC XW) & NEGAT(( 1):
€ £5: "SOUARE K" = HASRQUARE(C X) 8 NOT CHUNKENDI (XC) 8 1 EF10F (W )
& CHUNKENDR(RC) § LEF TOF(X.Y) § 1 ABELLUC NS
o EXISTRICHUINME DUMOIXDAYY § LRINAVE (COLURIMYY IR IMC) § TSCHUNK(CL)
8 NOY PRECSCAND{C) 8 1SCHUNY(C) & EARELL{CIING2.C) & | EF TOF (RDUMO)
& LEFTOH(DUMOLXMMY) § CHINYENDR(DUMY.CLI) § £Q2(DY.PAY)
8 WORDE Q(OUMV,'?) § £QEXPT(DUMO) § WORDE Q{DEMO,'E XPT)
8 LEFTOF(WINME) & TSUOPDIMIDUME) § HASIIORCFAINK(DUME CLI)




Stwind TI€ STIONT PROGRAM 8.

& CHAINVINURIDUME 1) & EHCMUME(IIME C) & MEGATEALL . G):
CU71"SGUARE BIRE™ = NASEQUAVE(L.X] & LHUNVINDL (X 1) § L T(#(XY)
8 CHRUNVI RO ()
*» EXTRTEDIMOAIY) § CEPLTT(CIAIMGSAIMG) & HASGO(CT XPY)
8 CHLINKENDLLY.L) 8 ) EF TOH(P UML) § 101 T00 (FAMG/2MY)
& INCIRING([ LUTAN ] mcm,wvu:wv,c) 8 CHINPENDR(IX MY /)
B EQZIMIMY) § W ORIM QXDIMY,'2) ) FGEXPT(TIMO) § WOHI% DM, TXPT)
8 NEGATF(ALL):

C20: "U QENAME ™ = IR HAME (CO CUPORTERMLIC) & YNEQIPOS,TERMY & 1FF TO0 (X S0%)
*> URLNAME(COCL LTERMEICE) 8 NI ANE(POS 1L § NOY (NCHINK(POS (:0)
& NEGATE( )
C22:1 "U REHAMED' = [RIHAM (COLUPDK,TFRMLICE) 8 VEQIPNS,TIAM) § WoRiN XLC,0)
o CSPLENCLLION G & CYUNVEND) (FOS CLY) 8 JHCHUNK(POR £1)) & HASOR(CLED)
8 NOT INCHUNKIFOSLO) 8§ NEATELN):

C75170P 1 BRY™ 2 LASOM 1{EX) & WONLY x> w)
DCSPLENC X 2) § HASIMC X W) ¢ NEGATE( 1)

C501 "SQUAREO BRK" = HALSQUAKFO(Z.») 8 1ot CHUNEENDRIY ] 8 O AINKT ADI {L.CY
S LEFTOROMY) § LEFTOHWY) B LA LIIC NS
> PXTSTSK(CUTLME 10 DUIMAVY § |MENAY (C.OUPMYS MMO) 8 1sCInmX(Cy)
8 TSCHUNK(C) & NOY PRICHCANDIC) 8 ) ALELUICHING C1 :
8 LEFYO(WHLMO) & | EF 10K (MNAO I IAY) & CHILINKE NOR(TY DAY CLI)
& EQ2(DUDAV) § WORIM Qi my 7Y 3 TOEXIPHMMO) & WORIY QI0NWO. TXPT)
SLEFTON{PME Y) & lﬁl.'Oi'lXN(Nl‘-'f) & HASIOMCHUNKIDUME €1
B INCIRINK(INIME C) & OHHINVE WL FDYAME € 8 MGAIEIA op):
C521 "SQUAREQ B = 11 LOUALE (e XIS CRNYENOUYC) § TEFT(R (w.y)
S EXTSTEOINMOIEIMY & (PTG IRIMGTYBAG) § HAGLINE FXPT)
8 LEFTOM (win™MaY 8 )10 TOH(ERIMOTAIMY) & TN PRINRIDUMO ¢ )
3 INCIUNVIERLIAVL) 8 CoIINE NORER VG ) § FOZDUAMY) § WOMIN XDIMY,'?)
& LQEXPY(IXIAE) § WO Q01040 TXM) § MEGAT((RIL):

C59170P0 HRK" = HASEOC X) § worlY QX Xw)
» CSPLTI(E.NX) & HASGIC XW) ¢ WEGATE( 1)

COO1 "SPLIT CHILNK™ & CEPL LTI 1LO(Y ) TRY S VEFTOHXI)LOCL) S LE) TO8 (1 oran?)
8 LAY NI 8 MXCER) M) >
P EXISTSEILCR) S HEWI G0(C) B VOENAMI M2 C.CR) 3 LRINAMS (X ] € C1)
8 LABFLLICCL NGLS) A LART IR g ) A HASCIRICV(CE JMi2)
8 HASCORTEA(CH I 1) 3 MYICHRICR(M12) 8 CUIINKE DL {»%2¢8)
& CIUNYINDROI 1 CL) 8 NEGATILED 3 9):
C21 T INISU S G = TAREIIIC MY 8 LATEIF(CTMC) 8 | ALELF(CI MC)
8 HALCR(C ) & K4TS50 I S(PP W 1ee) s HASCPRIR(C PR |)
& HASCARTORIC21R2) & SOTINF 1ER2(PR] PR7 PR 7 GREAT PR?)
3 SATASTAUBZMMINIIEOUAL (3oD1) 1A W) 1)
8 HASEXPRICIY( § Hasp zPR(E2 2N
t o N HASEXPR(CI VY Z) 8 LAIIF(CHIY 8 MEGATEQD):
C26: "FINISM SEG <" = LADELIIC NI 8 VANELT(C ML) 81 ARELF(CIM.C)
8 HASOP(C %) 8 K41 157 11500 % £Q TOUAL) & HASCPRIMN(C LPR1)
8§ HARCPRIONCZ PR2) B BATISE TER2(FRIPRZ PR %0 CREAT m?)
8 SATISFITS(MM £Q 2) & HASEYPRIC)Y) § 1ASI »ee(can
Y NEVREFE MOR(C 1) § AL YPR{C % CL Y IADELHCNT) & WEGATR 1)
CORITFINTIAISEG TUR VEF ™ AHELU(CNTY 8 VAT (F(C IMC) 8 LATELFICI ML)
8 SAVISEIGICF 1Q "10M) 8 mevsoue X) § RATISEIER(X MQ ‘FauAaL)
& HASCORTOUIC 1R )) & HOSCPRION(C 1 PR7)
8 SATISTIERPINIPRZ IR ] 29 GREAT $07) § SATISFIESIMM FQ 7)
& HABEXOR(C 1Y) & VASE XORECY 2|
2 NEWREEE MPD(C) 8 NAREXIO(C XY 20) § FABELFICNTY) 8 MEGAT(());

CRQ; "NEW PEF™ 3 NEWLE ST XP0(CN) 3 V5O MbR(CO)
o IRREFEXPRICNY Y MEGATI(ALL Y

CROITNEW DV F 17 2 N wit) | wPLICN) 8 N EXIST5C0) & ESREFEXPP(CD) )
=T )SREFEXORICH) & M GAIEL )

CHOI"FINFQNT = HASEXPIC M) § UAWHF(CNFY 8 SATISE ) SINERIAL N )
8§ HALCUICL) 8 SATIST)ER(0.0 (G QuAL)
v ISEONIC %) |

RZ1 "CIRUNC LR 1AME ™ 2 LRENAME[W 0 NC) § LET 1Ot (V.W) & INCTRINV(W 1X.)
& NOYV CLIINKE NL(W )
o T LRENARE (VO NC) & IHSIINVIWNG) 3 F GATH( )
RA1 "CHLNK LRENAMED' £ | RE NGNS (W 0 e ) & CHLINCENDL (W OC) B TNCIRIW (W )
** ISCHLINK(MC) B TLSIRINC(W ST) & CHIINGE Y (WAC) 8 NEGATR(AIL):
RG1 "CHUNK DRENANG * .« REENAMI (W 12CN2) 8 107 Tof (W) 8 1NGIANY (WX
& NOT CHIINKENDR(W NC) 8 NO'T (18 INKENDR(W A )
s ARENAME (% NC ) & EHCIAINGIW NC) & NEGATE(1 )
R2, "CIUNK RRENAME ™ = RRENAME [W ICNC) & NOY INCHLINK(W,0C) 8 1 EF TOH(W )
& NOV CHUNXE NDR(W [C) & NOT CHUNKE NOR(W NC)
*T RRENAME (M DT.NC) 8 [MCHUNK(W NG) § MNEGATRC )
RBI "CHUINK RRENAME D™ = AQE NAME(W.OCHCH & CHUNKTNOKIW.OT) & THEMINKIW.OC)
*7 ISCHUNK(NC) B EM1 IUNKIWAL) & CHUNKE NDR(W M) § NEGATLALE):
R9: "CHUNK RRENAMED" = RRENAME(W.OCNC) § NOT CHUNKENDR(WOC) & C ANYE NORIW AC)

83

** ISCHUNK(NC) & ENCHUNY(W NC) & NEGATF( 178 NOT [NCIHAINK(W OC);

FND;

A PAGE 8 . VAR [DFNT 1FS1S
EXPR STLIV(): DFGIN PSMACROY(STUONM);

¥5:7)8 VAR™ 5 ISYARCIUNKEC) 8 NOT(TX ISTS(X) & HASEXPR(CX) ) 3 NUMYARCHUNKS(Y)
8 NDT (FXIKNTS(X) 8 CHUNKENDL(X C) 8 )SUQPDLMIX) )
ot UNTESIED(C) 8 CHTESTFO(C,1) 8 NUMYARTIINCS(Y 1) § NCEATI(T):
Y10: "YAR OB 5 ISYARCIAINK(C) & CHUNYXENDL (X C) A 15UOPDIM{X)
& HASUOPCIUNK(X A1) & HASE XPR(CLIE)
> HASEXPR(CT) & NEGATI(1):

VI5: TYAR THIS™ ¢ ISVAVCHUNK(C) § UNTFSTED(C) & FQTHIS(Y] & INCHINK{Y.C)
& ISRIFEXNR(C?) & HASE XPR(CT )
+ VARCI EAMUIP(C) 8 HASE XPR(C X) & NEGATF(2.5):
Y20: "HIR T AL & ESYAVCIUNKEC) & LNTESTED(C)
o S NOTOEXISTSIY) 6 EQINTRY) & INCIAINK{Y.C) )
N TINSTESTO(C) & NEGATE(2):
YZETTIIS EATL2™ 2 ESVAVOHIUNKIL) 8 LNTESTEO(C) & FQTHTR(Y) § INCIRINK(Y,C)
8 NOT{ EXIKTSIC?) & TSREFF XPR(CY) )
o THISTESTED{C) & NEGATE(2):

Y231 "COUND EQVAR” = THERTISTED(C ) & ISVAVCHUNK(CZ] & EQVARTIANK(C2 C3)
»* FQVAWEMD(C 1) & CTITCOUNTIDIC2G 1) 8 NEGATE( 1)

Y28: "NO EQYAY' - THISIESTEDIC 1) & NOT( EXINTS(C2.C3) 8 LQVAVCHUNK(L.7C) )
+ LOVAPREMDIC 1) & NEGATE( 1)

Y25: "YAR FQ YFGT - EQVAVAEMDIC (] & ISYARCHUNX(C?) & YNEQIC1L?) 3
& CHUNKTADL{XCT) B CHUNKENDL (Y.C?)
& NOV(FN(STRCD) & (QVAVCHUNK(T 2 C3) )
+* EQUUUNKTESTICILPXN) § YARCHCOUNTIE 167) 8 MEGATE(1):
V251 "YAR 17z EQYAVREMIXC 1) & NOT( EXIKTS(CY) & ISVAVCIAINK(CZ) & YNEQICIL?))
S NEGATE(I:

Y30: “YAR 7 EQCHUNKTEST(CIL2XY) 8 WORIM QX X W) § WORDE QXY XW)
S LEFTOROINZ)Y 8 LFFTOF(Y.Y7) & NOT CHUNKE NDR{® L 1)
$ NOT CHUNKINDR{Y C?)
S EQUUUNKIEST(C LLZX2.¥2) 8 NEGATE(1):

TY31:TTHEWAT 2 EDCMRNKIES T(C TC2XY) $ FQTHE(X) & EQA(Y)

& LEFTONNNDI 8 1FFTORY.YZ) & NOT CHUNKENDR(X C 1)
& NOT CHUNKENDR(Y.C?]
* FQCHUNKIFST(CIC2.X2.2) & NEGATR(!):
Y32: "TIEY MATEH® = FOCHUNKIEST(C I £2X Y) & EQYIEY(X) & EQ1IE(Y)
S LEFTOFINWI O LEFTOR(YZ) & LEF TORIZ.VI
> FQCHUNCTEST(C 1C2 W.Y) 8 NCGATF 1):
V33 TSP 2 FQCHUNKIEST(C I C2XY) 8 WORDEQ(X XW) & EQTIE(Y)
8 LEFTOF(Y.T) B WORDE Q{7 % W)
S EOCHUNKTEST(CIC2%2) 8 MEGATE(1):
YIIRITTHE S|P = (QCHUNKIFST(C L L2 XY) & WORDE Q(v,YW) § LQIIK (%)
S FFETOHX W) & WORIN D(W YW)
o TQUMINCTEST{ELCZW.Y) 8 NEGATH 1):

V32 "SGR 2 FQUHUNCTESTIE L CZX.Y) & WORDE QUX XW) § NOT WORDE XY Xw)
8 LQIME(Y) & STRINGIQUINUMBER OF)Y 2) § TSPLLRAL(? XW)
8 N CHUANKENDR(XC 1) & NOT CHUNKENDR(ZC?) 8 LEF T0F (7 Y)
S LEFT10H ()
+ EQCIRINKTESTIE 1C2.W.Y) 8 NEGATE()):

YaY TFIRST.ONE” = EQCIUNKTES T(CLLP X Y) & (QOME(X] & £QF IRAT(Y) & LEF TOF (X.W)
B LEETCA(YI) & EOMIMBER{W) 8 LQNUMBER(Z) & CHUNKE NOR(W C 1)
- EQYAVOIUNKLL (€.2) 8 NFGATE )
VAOP: "EIRST.ONY OF " = FQLIUNKTEST{C1 £2.%¢ ) § EQUNE(X) § EQF IRS1(Y)
8 LETTOH(Y) & EQVUMBER(Z) 8 STRIMGE Q{‘{CH THE) X, W)
& LQMUNHERS(W) & CHUNKENDRIW G 1)
Y EQVAVCHMUNK(C 1671 8 NEGAT{( 1)
V37; "SLCONDWOTIER™ = {QUINNKTFSTIC 72X Y) & LROTIERIX)  LOKTCONTHY)
S LEFTOF(Y.W) 8 LEF TOF (YD) § EQMUMRER(W) § EQMUMAER(Z)
& OANKENDR(W L 1)
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HAMUS OIS S.HISI EIDALY)

ISEQN (€1 (FQLIAL (MR VAR | VAR 2) VAR 3)) (C-7 ((QLIAL VAR. 2 VAR.4))

HASREPR (VAR 1 (7)) {VAR-2 100)) (VAR.3 (1)) (VAR.6 (3))

FNLIST (P D (VAR 1))
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(A FIRST NUMAER PLLES 6 IS CQUAL 10 A STCOND NUMBTR . TWICE THE FIRGT MIMAE R
1S TIREC TIMES ONU HALE OF THE S{COND NUMHED , WHAT AVE TIE £ 165T NIMGER
AND VIE 1 COND MIIER )
ISEQN (C.1 (EQUAL (MUK VAR VAR.2) VY. DY)
(€2 1EQUAL (TIMES VAV A VAR 1) {111 G VAR. 5 (Y IMES VAR § VAV.3))|
HASREPR (VAR 1 {711 IR3T NUMHLP)Y) (VAR.2 {£)) (VAR (A SECOND MMIIED))
(VAR A {2)) (VAR5 (111R11)) (VAR £ (0.5))
FYLIST (PB. D (VAR ) VAR.D))
FQYARCHUNK {C €L P)(C 4 CF 1) (R & CL ) (CH-E CR 1)
HAREXOR (C. | (EQUAL (M1 LR VAR | VAR D) VAR.3))
(€2 (EQUAL (TIMES VAR A VAR 1Y CLIMES YAR. & (1 [MFS VAR.R VAR 3)))
(C-3 VAR 11 IC.A VAR ZVECT | IP1US VAR | VAR, JTTIEL -2 VAW, )
(C1-3 (TIMES VAR A VAR 1)) UCI A VAR.AY (CL. 5 VAR 5) {CL .6 VAR.6) (C¥. | VAV. 3)
(CR.2 VAR 2) {CR- 3 (TIMES VAR 5 {TIMES VAV.6 VAR 3))) (CH.A VAR, 1)
(CR.% (1 TMES VAD.6 VAV, 3)] (CH.€ VAV 3)

RUN TIME A MK, 383 &1 C

EXAM  TRY  FI8F WMACT ESF 11 TF
6845 1229 %% 201 ROt 362 271
00628 0226 0907 0.132 S(C AV

1710 INRERYS 8OV DELE VIS (A WADH IS 6A NEW OHXCTS
MAR SMEX LENGIN 15
CORE (FREDFULLY: (A70x3 . %17) USLO (CAUR . /R 1)

F1080 B7 OL11 OF 21,0 PRINIS

T£S13
((A NUMAER 1S 3A TIPLI(N QY 6L THIS PRODLILT 1K IMCPEASIO BY 40, THIS RESU T
18 GE L 1) 10E 1A MERR )
ISEQN (€3 (EGUAL 111 115 (1 IMES VAR, | VAR, 2) VAR. 3) VAV, A))
HASEEPR (VAR 1 (£ NUIMHER)) (VAR. 2 (£)) (VAR. 3 (A0)] (VAR.A (CR))
(TIMES VAR 1 vAR. D) (1111 PRODUCT))
[[FUS [YIMES VAV, | vAR-F) VAV 3 FUHIR RERA 1))

FVLIST (PH. t ((VAR. 1))

£QVAWCIRINK (C.-0 C1 - 1)

HASEXDPR (C- 1 (T IMFR VAR, | YAV.2)) (€7 (FLUS (V1058 VAR. | YAV.?) VAR.3))
(C-3 (EQUAL (MLUIS (11MPR VAV, | VAV.2) VAR.3) VAV.A)) (C.8 VAN, 1) (C1 -1 VAU 1)
(C1-2 (TIMES YAR. | YAV.2)) (CL. 3 (PLUS (TIMES VAR, § VAR.2) VAR.D))

(CR. 1 YAR.2) (CH.2 VAN 3) (CR.D YAR. A)

RUN TimE § MiN, 015 8L

EXAM  TRY 11Kt WMACT F/E (/T T8
2919 04 28%9  11R9 101 AR 20W
0.010% 0.18% 0407 0.0YAR SIC AVG

710 INJIRIS 479 (ELETER 31 WARNIKGS 43 NEW OHXECIS
MAY 1SMEX | ENGTH 105
CORE (FREE.ELILLY: {7323 . 123A) 1ISLO (3RR1 . :HRA)

FIPED 7 0L OF 260 PRONS

sta : !
WP TIE MUMPL® OF CLISTIME P TOM (GETS 15 TWICE 116 GQUARE 0F. 20 PER CINI (#
THE NUMBLD OF ADVERT ISEMINTE 0 IUNS , AND 11 MIMELR OF AUVERT IS{ VENIS
HERUNS 15 4% , WHAL 15 TI% MMIA® OF EUSTOM BS TOW GETS )

L [}

1SEON (C-1 (EQUAL VAR. 1 {TIMES VAR.A (EXPT (TIMES VAR.2 VAV.3) VAR. 4))))
(C.2 (EQUAL VAR 3 VAR. 5))

HASREFR (VAR. | {111€ MIMPER OF CLISTOMERS TOM GE18)) (VAR.2 (0, 19999949))
(VAR-3 (11€ MIMBTR O) AOVERTISEMENTS HE RUNR)) (VAR. 4 (2)) (VAR. 5 (A b))

FYLIST (PR 1 (VAR 1)))

FQVARCHUNK (€3 CL- 1) {CL-A CR.2) (C1 .3 CR.3)

HASEXPR (C-1 (FQUAL VAR 1 (T IMES VAR.A (EXPT (TIMES VAR.2 VAR.3) VAR. 4))))
{02 [LQAIRL VAS 3 VA% B IC 3 VAR 1) (CT-1 VAR 1) (CL 2 (1 TMES VAR 2 VAN 3))
{C1-3 VAR.2) (C1 .0 VAU.4) (C1 .5 VAR.3) '
(CR-1 (1IMER YAR- A (EXPT (TIMES VAR.2 YAR. 3) VAR, 4))} (CR. 2 VAR.4)
(AR VR M E Rl p 0 8 BT B TR T TR
(CL 1 (1XPT (1IMES VAR.2 VAR.3) VAR.A))

FUN TIME 5 MIN, 2.90 §tC

EXAM  TeY (IO WMACT EF (/1 1A
740 lagA 557 2|42 RS1 3.9 266
00G3W 0200 0040 0138 SICAVG

1262 INSIR15 930 OLLETES 58 WARNINGS 70 NEW ORX CTS
MAY, SMPX LENGTH | R
COVE (FRECFLELX (3613, 7561 USED (6422 , 776)

FIDED 96 QK11 (¢ 260 PROOS

&L
({11E SUM OF 1015 SHARE OF SOME MONEY AND HOH S SHARE 1S $ 4.5 .| 015 SIHARE °
TWICE ROH S . F W) TIOH 8 AND LO1S SHARE )
156 GN (€1 (1QUAL (PLURS VAR. | VAR.2) (1 IMES YAR. 3 VAV.A)))
(C.2 (EQUAL VAR, ) (TIMES VAR & VAR.2)))
HASIEFQ (VAR | (LOTE SIIARE OF SOME MONEY)) (VAR.2 (NOR S SHARE)) (VAR-3 (A.5))
(VAD.A {COL1LANY) (YAR.S (2))
FVLIST (PH. 1 (VAR 2 VAR, 1))
FRYAVCHINE 18 3 Ek 230 1 €1 21{CT B €t P){Cm 4 ER.7)
HASE %P (C-1 (EQUAL (MLUSS VAR. | VAR.2) (1 IMES YAR.3 VAR.A)))
{C.7 (EQUAL VAR. | {1 IMES VAR. & VAR.2))) (C.3 VAR.2) (C-4 VAR. 1)
0. L APLUBG WRE. L AR 00 3 W )l BHCT L R b () S kR
(CR- | (TTMES VAR.3 VAR A)) (CR.2 YAR.2) (CR.3 VAR.A)
(CR-A (1IMES VAR5 VAR.2)) (CR. & VAR.?)

RUW TIME 3 MIN, 50,1 SEC

EXAM  TRY  FIRE WMAC! EF  E/T 1
691 930 AGE  IRI1 789 373 2.7
00623 0232 0A97 0.176 SECAVG

1057 INSIRIS 776 DFLETES 56 WARNINGS 87 MW ORJECTS
MAX :SMPR LENGTI! 178
CORE (FREEFLHLK (AQTS ., R9D) USLO {5560 . £33)

F106D RD OUIT OF 260 PRONS

HSIR
{IMARY 18 TWICE AS OLD AS ANN WAS WHEN MARY WAS AS Ol AR ANN 18 NOW . 1F MARY
15 26 YEARS OLD . HOW OLD 1§ ANN )
1S1GN1C- 1 (EQUAL YAR. | (TIMES VAR 2 (MINUSS VAR.3 VAR. 4))))
(€-7 (EQUAL (MINUSS VAR. | VAR. A) VAR.3)) (C.3 (EQUAL VAR. | VAR, 5))
HASSLFR (VAR. | (MARY § AGE)} (VAR.2 {2)) (VAR.3 (ANN § AGE)) (VAR. 4 (P5SOR))
(VAR.5 (24))
FVLIRT (PR | (A W)
EQVAVORING (C-8 €1-3) (C1 .8 CL-1) (CL .6 CL-1) (CR.A C1.3) {CR.5 CR.I)
HASEXPR (C- 1 {EQUAL VAR. | (TIMES VAR.2 (MINUSS YAR.3 VAR.A))))
(€2 {EQUAL [MINUSS VAR. | VAR A) VAR.3)) (C.3 (TQUAL VAR. | VAR. ) (C .4 VAR.3)
(C1-1 VAR 1) (C1-2 VAR-2) (C1 -3 VAR.3) (CL -0 (MINUSS VAR. | YAR.A)Y)
(€15 VAR )) (C -6 VAR 1) (CR. 1 (Y IMES YAR.2 (MINUSS VAR-3 VAR. A)))
(€R-2 (MINUSS VAR.3 YAR.A)) (CR.3 VAR.A) (CR.A VAL.3) (CR.B VAR.A)
(9.6 VAR.5)

RUN TIME 7 MIN, 253 SEC

LXAM  TRY FIRR WMACY £/F /1 1A
5566 16?7 6RG 7811 RI0 331 244
00ROt 0266 0619 0.1%8 SICAVG

1590 INJIRIR 1721 DELETES 108 WANNINGS 83 NEW ORXCTS
MAX SWMPX LENGTH 100

COPE (FRECFLALY: (1940 , S48) LISED (RODT . AAL) 3
£i50 109 LIt ¢ 260 PRODS i § !
- 1 i
sy 9 5.

((11€ SUM O THE PRIMETER OF A RECTANGLE AND TIE PERIMETER OF A TRIANGLE 1S E

24 INCHES . 10 THE PARIMETER OF THE RECTANGLE I8 TWICE. THE PERIME TER OF

3
L
5
¥
3
T
3




t. RESMA TS FOR 27 (SIS Shdal

THE YO AR w16 TIE PLOTETEw OF 1E 1R]IANCQT 7))
JLUONGC 1 (LAY (LI MAR 3 VAV 2) (1 1MES VAV 3 VAV 1))
(€ 2 (FQUAL VAV | () IME G VA& VAV.21)
PLAGREPR (WAV. | (117 40T METEN OF A RECTAMWA())
(VAW 2 (115 $HOIAB T1ROF A TRYANNTEY) VAV 3 (24)) (VAR ALINCH) IVAR. S (2%)
V] IGT (PR (VAL 211
FQVARCIRING (€ 3¢V 2) (C1 AT 2R 2)
VASEXPR 1C. 1 (COUAL (F1 LSS VAV, | VR 2) (T1MES YAV 3 VAV. A
(C-2 (FINIAL YAV | {1 1288 VAV & VAV 290540 D VAR 2) (CL- 1 (FLISS YAV VAL.2))
(CL-2 VAW 1YICT T VAV T) (0L A VAV 1) (715 VAV B} (CV-1 (1 1MF 5 VAU 3 VAV. D))
(V.7 VAR 2} (CN.T YAV A) (CV A (1 IMY VAR5 VAV 2)] (C8.N VAR.2)

RUN TIME A MIN 315 SHC

EXAM Y@y  TTEE  wsnCt b b 1T 1Y
05RA 1312 "R 20GH PRROAND AT
QO%9? QAS07 0510 0141 S AVE

1192 INMRIS 227 0000 10T D1 WARNTSE S GR NEW OHAM1S
MAY, SMEW LENGTH 4]
CORE (PREFFINTY (A961 MUV USID (6T 730

FIREO RO QMY (F 260 #RCNS

11818

((VHE VHICE (4 A VADIO I8 AU AIA377 DTULARS 1 THIS FeICE 1§ 1h PR CINT
LERS 11PN 136 A0l {0 PRI P 1R 1Y MAREED PRICE D)

TSEQN (C | (1QHIAL WAV |11 I5FS YAV 2 VAR I)
2 (BQUAL YAV | 21100 & VAV O VAV 1Y)

VASELPZ (VAV | (11 C0 106 OF A VADTOI {VAG 2 (€3 6II997)) IVAQ 3 (0211 ALY
VAV A (£ B0 (VAL S (THE MAVITISFVICE))

PV IRT(RfL ] (IVAL &)

EAVAVCHUNY (€4 (3 @

MALINED o] (EOUAL VAV ) (LIMES VAV 2 VAV YD)
(€.7 (BQUAL VAV 1 {1185 VAV & VAV 1) (( 3 YAV 5) (11 VAV. 1) (21 7 VAR 2)
€123 VAV 1) (€1 A WAV ALY L (1 IMES VAV 2 VAR-3)) (V.2 VAV.3)
CR.B{VIMIN VAV A VAL S)) (TR AVAP &)

PUN TIME ZMIN 130 0TC

AN 1ev r IR WHACT |} (al oL
37203 RAD ] 1Asa RNH13IS6 219
0.0GA% 02729 0OLAY 1113 SIC AVE

POy IMARIA COG N TE TS IR WAV RO NEW onxcIn
MR RMPY TENGTE
COVE (BREEFLILTY: (<734 112/ NS D (A3PO . AGS)

b 1FEO BO O 0¥ 7RO PROVIIS

1151y
(O 1S DM ALY O b8 FATIER G AR A viAQS AGO . IN 20 YIARR N Wil BE 2
VEARS CINI S THEN SHIL E AR LS NOY 10w OFTY AVE 11T AND IS HATIE R %)
JREQN 1C-1 (EQUAL VAR 1 (119055 VAL 2 THINISR VAV.) LL UG
(C 7 (EQUAY (M LK VALK | VAV 5) (F1115 VAV € VAV n
FIASQERR (VAR L IIHIIL S £ GEY VAR 2 (O W) (VA 3 (ANL 8 FAYIER 5 AGE))
VAV B (0] (VAR (S0 (VAR £ 1))
£ IRT (PR (VAR 1 VAL N
FQVAMCHIUNE {1 -4 €1 1) A G T S0 DUV R k)]
RASEWIO (6 L EIPIAL VAV | 1 INES VAL 2 (MIRISS VAR 3 VAV Al
(€7 (BB (1175 VAV | VAV S (IS VAV 6 VAV 3N {C 3 VAV- 1) (C-4 YAR.J)
(L1 VAV 13001 7 VAW 23 (€L -3 VAV 1) (01 A (FLUSS YAV L VAV 53 (1.5 VAV-1)
(€1 -6 VAN.EIL(W | (1 IRIES YAV 2 (MINISS VAV 3 VAR 1))
(CR 2 (MIMISS VALY T VAW AY(CV.3 VAV AY (R0 (M LS VAR & VAR 3))
(CH-% VAV 23 ((V (. AV 3)

QUIN TIME 10 MY AO G 81 C

EXANE  TEY  FIRC wWMACT ¢ 1 18
AN 2078 771 FLVL I L S AP |
0.049% DL ORIA 007 ST MG

1764 13RS 1020 N 10S 102 WARHTIES 86 NLW onNeIs
NI, EMPY F NG 18
COPt (PRYCHINT X (IGUR AR T USLO (2901, 1179)

FIRED 127 OUFY OF 260 @O0

ST IO

(P SFATIER S INCIE 18 TWICH AS XD AS N)IE SEATIED, 2 YEARS { R0M NOW
HIIL S FATISO WIN1 1 3 1IMIS AS OLD AS PILL . THE SIM O TIF 1D AGES IR
92 .F UM NN S AGL )

I1SEQN (C-1 (EQIIAL VAR- | (LIMFS VAU.? VAR.3))

€.

(C 2 (1QUAL (Y LISS VAR-3 VAV 2) (1 IMES VAZ. A (PLLISE VAR.§ VAR.2)))
(3 (EQUAL (Pt LSS VAR | (PL1ISS VAP J VAV-3)) VAN £))
VASCERS (VAV. 1 INTLL S FATIFE 5 UNCIE S AGED (VAR.2 (7))
(VAV.3 (B(IL § FATIRR § AGH)) (VAR A (3)) (VAR.5 (DILL S AGE 1) (VAR-6 (97))
VLIS (PO 1 (VAR 5))
EQVARSHUNK (€8 €1 -6) (1.0 CO- 2010 BCL-1N(C-9CR-2)(CR-ACT )
(40 DUP A
JASERIY (C-1 {TQUAL VAR. | (VIMES YAV 2 VAV.3})
(€7 AQUAL {PLUSS YAR.J VAG.21 (1 IMES VAR A (PLUSS VAR. & VAR.2)))
(€1 (FQUAL (F1 1SS YAR. 1 (PLLISS VAV.J VAR 5)) VAR-€3) (C 4 VAR.S) (C{ -1 VAR. |
(€12 VAV 21 (L 3 (F1USS VAV 3 vAV.2)3(CL -0 VAP. 3} (C1 -5 YAR.A) (LL-€ VAR.B)
(€47 (PLUST VAR | (FLUSS YAR.3 VAV.5))) (CL - VAR 1) (C( .9 VAYL.})
(R | (1 IMI S VAR 2 VAU.3)) (CR.2 VAV.J)
(C0 3 LTIMES VAU 4 (PUIST VAV 5 VAR 2))) (CR-A YAR.2)
((v & (P LSS VAR 5 VAR.2)) (CR-B VAV 2) ((R-7 VAP.8)
{( P (MLUSS VAV 3 VAQ.9)) ((2.9 VAR &)

QUN TIVE 10MIN 780 KTC

ExAV tey  FIEF wMACY EF BT 1A
€226 7RO/ 1170 A333 701 283 239
0061 0278 0NH2% 010% SICAVG

2424 IHSINIG IMIADRIETES 1RO WARNINGS 113 MW OHXCTS
MAX SHFX LENGIH 13
€ORE (FREFFLALY: (5RB9 . 765) USEO (1876 . 761)

FIRF0 (13 0K OF 259 PROOS

TEST
((1OMMAS TW 1CLE AS MANY F 151 AS MARY HAS GUPPI(S . 1F MARY HAR 2 GLIPPIES , HOW
MANY § 1801 [10F'S TOM HAVE )
151 QN (CN-1 ((RUAL (TIMES VAR | VAV 21 VAR-3Y) (CN-2 (EQUAL VAR-3 VAR A))
VIASEIPR (VAV 1 (2] (VAR 2 (THE NUMBER OF F 191 TOM 11AS))
(V20 3 (1196 MUAHER OF GHPFR (S MAVY HAS) (VAR 4 (3))
FVEISY (PH-1 ((VAV-21)
(AYARSIANE (( -3 (R.2)(CL-3CO. ()
HA 0 0 ((-3 VAV-2) (01 -1 {1 IMES VAR, | VAR.2)) (C1.2 VAR )) (CL.3 YAR-3)
10Uy (TIM(S VAR | VAR.2) VAR 33) (CN-2 (EQUAL YAR-3 YAR-4))
(Lu- 8 VAL 3)((F 2 VAV 2) ((H.3 VAU.A)

RUIN TIME AMIN 192 S(C

EXAM  iRY  F18F wMACY (5 &7 A
I 1081 ACG  1F27 R23 3NV 266
00724 0270 0496 0.149 NICAVG

986 1N RIS BRI DELETES 1 WAPRINGS 61 NEW ORXCTS
MAY, SUPX 1w 0 LR
COPE (FREEIIALY (5370 AR2YUSED (1785 . 54A)

FICHD 90 0L OF 760 FOOOS

165112
(11 SFAN FQUAIS D INCIES | AND | FATHIOM EQUALS 6 FEET . HOW MANY SPANS
EQUALS 1 FATIIoW 7))
1RGN (C 1 (FQUAL (TIMES VAR. | VAR.2) (TIMES VAR.J VAU.A)))
(.2 (FQUAL {1 IMES VAR- | VAR-5) (1 IMES VAR.6 VAR.7)))
HASREFR (VAR 1 (1)} (VAR. 2 (SPANY) (VAR 3 (7)) (VAR- 4 LINCEN) (VAR. 5 (FATHOM))
(VAR 6 (69) (VAR 7 (500T))
FVEIST (P10 (VAR %))
JSANGINDY (SPAN;
EQVAVCHUIN (( -3 (R-8) ((1-%C1.2)
MASERIR (C- 1 (EQUAL (1IM(S VAR | YAR-2) (11MES VAR-3 YAR.A)))
(C 2 (CQUAL {1 1ML VAR | VAR-3) (1 IMES VAR-6 VAR- 7))} (C-3 VAR &)
(€11 (VIMES YAV | VAR-2)3(C1 .2 VAR-1) (€1 -3 VAR-3)
(€1 -0 (1IMCS VAU | VAR-8)) (CL-5 YAR-1) (€1 -6 VAR.6)
((R. 1 (1 IM(S VAU.3 VAV.0)) (CKR-2 VAU 2) (CR-3 VAR.A)
(CR.A (1 IMES VAR 6 VAR 7)) (CR.5 YAR. &) (CR-€ VAR.7)

QN T AMIN. %53 SEC

IXAM  tay IR WMACT EF E/T 1A

290% 921 A%) w07 608 313 206

0.102 0319 0439 0.164 StCAVG

1090 INSERTS 762 DELLILS 59 WARNIUGS 5K NEW onxC1S
MAX S\ER LENGTH 121

coRt (FREFSIALY (%321 . 922} USLO (5084 . £04)

F1000 RI OUT OF 259 PRODS

A ARE




Sleint Bl SIS EOR 27 SIS £,

(CTIE MUNBED OF ST DTIAS THE CUSYL IANS HAVE |§ OM HACE 08 110 NULIELR OF GLING
THEV SIAVE . L& S0II P 08 GINS THEY 1IAVE ]S 7000 . HOW MANY SYOJLRS DY
THE Y VIAVE 7))
TSEQN (C -1 (EQUAE VAR | (11MB5 VAY 2 VAR 3)) (C 2 (1 QLIAL VAR.3 YAV.A)Y)
HALCERQ (VAW | (11E JANAIE B OF SO{DIERS TIE GUST)IANS 1IAVE)) (VAR. 2 {0.9))
(VAV 3 (11 MAIMER & 0OF FUNS TIE Y HAVE)) (VAR.A { 7000))
FVL)ST (PP L ((vAV. 1))
EQVAVOIRINK (¢4 1 -1) (0 ICR.?)
HASEXPR (0 ) (EFAIAL VAL | (T TMES VAV.2 VAR ) (C 7 (TARIAL VAV. 3 VAV.A))
(C-3 VAR (ML 1 VAV 1) (C] 2 VAR 2) (013 VAR.D) (PR | (1 IMES VAR.? VAR. T))
(CH.2 VAV. 3V (LR T VAV N)

QUN TIME I MEN P64 C

EXAM 1RY FISE  wWMATY | 1 1%
AIA3 1209 aAL 1679 0D 3N 27A
0.0879 0.IR4 CGAS 0112 SIC AV

ST INSIRIT TOX DEIFIFT 37 WAUNTIRRY (W5 NEw OHJEGTS
N, SMEX LENGTH 0%
CORE (FRECFUEL): (ABRA RLIIUSIO (2174 KIB)

FIREO RO OLIL OF 269 PRONS

s 18
((THE NUMEIRR OF STUOENTS ‘W0 PASSED 116 ADMISSIONS TESY [S IOPEE CENY OF 118
TOTAL MUMRER OF STICUNES (0 1Y WM SCHOM |, [F THE NUMEI R OF
SUCCESSEIN CANDIDATER 18 72, WHAT [K TIE NUMRI R OF STLODLNTS 107 118 H(1H
ScHa 7))
JSEQN (C T IFQUAL VAR | [} THES VAR 2 VAR 3)) (€ 7 (EQUIAE VAR-A VAR. b)(
HASRESO (VAQ. | (1164 SAirig B OF STUDINES VALY PARELD YIE ADMISIIONS TEST))
(VAV. 2 (0LA0904739)) (VAV-3 (118 MINEE R OL STURENLS [N 1IE UIM SCHEM)
(VAV.A (FI8 AAINE © NE 5L CESSTIR CANDIDATES)) (VAV. 5 (72)]
FYLIST (PR ((vAT )
FQVAVCHUNY (€ .3 (¥ 2)
HASEXPR EC- | (EQUAL VAR [ (LIMES VAV 2 VAR.3)) (€2 (EQ1AL VAR.A VAV &)
(C-FVAV.3) (CT- 1 VAV 1V (01.2 VAR.2) (CL-3 VAR A)(CV- | {TTMES VAV 2 VAV.3))
(V.2 VAV.D) (V-3 VAV &)

RUN TIME JMIN. 235 LIt

EXAM TRY FIRF  wWMACT [ L Ty
av0r 11A6 Asa 93 106 AL 258
00837 0.178 OANR 013 SIC AVG

1OAG TNSIRING 792 DILFICS I5 WAUNIWLYS €9 MW O €16
MAZ SMEX LENGIH 119
CORe [FRECFLILLY: (ATRS  RAOD) UISID (AYGT . A3%)

FIREO R T OF 759 PRONS

1'ST1%

((HHE DISTAMIE FROM NLW YORY 10 L OS ANCILES 1S JCO0MIIES . I 118 AVIRAGY
SFEEDOF A Jt) PIANT SGOOMITES FTR HOUR 1IN 116 VIME [T YAXES 10
TRAVEL ' ROM MF W YORY 1O LOX ANGILES 1Y 71 )

JSEQN IC- 1 (FQUAI VAR 1 (1 TIS& vAR 2 VAR 3)))

(C-2 (EQUAL VAR A {1 FMIE%S VAR & (GRIOY EN] VAQ. 3 VAV.&)()

HASEERR IVAV- 1 (V1B DIGIAML 1 Q0 NEW VORE TD 1 0% ANGEH ES)) (VAR.2 (3009))
(VAG- 3 (MUY (VAR.A (11E AVIRAGE SOFED OF A JE) V1 ANE)) (VAR S (600))
(VAR-6 (HM M)

(VAR-T (THE TIME 1Y TAUTS 10 TRAVIL 1 00 NEW YOUY 1O 1 OS ANGILES OIY % 1))

FRIST PR [ ((VvAV )

T1QVAVCHINK ([ -5 (R.7)

MASEXPR (C. [ (EIA] VAR. | (1 IRES VAV. 2 VAV 3V))

(C-2 (EQUIAL VAQ-A {1 IMES VAV 5 {OLIOTIENY VAR-3 VAV £3))) [C.3 VAV.7)

(CL | VAR 1) (€1 2 VAV.2) {£1.] VAV.4) (C] -4 VAV. %) (C[ - YAV.3)

(CR-[ () [MER VAV. 2 VAV 3)) ((¥.2 VAR.3)

(CR.I (TIMES VAV. & {GUATIENT VAR 3 VAU.£3)) ((R-4 (RIOTIENT VAR. 3 VAV 00

(CR.& VAR.€)

RUN TIME AMIN 1AR SIC

EXAM  IRY T [RE WMACY (3 (/T 14

01t 1237 513 20U 977 AON  2A|

C0SNR 0208 OART (.127 SIC AVG

(205 (NGRS Z7ADELCTES 8% WAUN]IEGS 2 1AW OHACIS
MAX SWPY LENTTH 104

CORE (FRETFLALY: (4500, 73R) USED (51k8 . 731)

FIRED RS OIT OF 258 PROVIS

Hsrie

((1HE (CKT 0F A HOY OF MIXED NUTS 18 TIF QUM OF TIF COST OF THE ALMONDS (N T3
BOX AND 1K (ORT (¢ VI FECANS )N [HE BOX _FOR 4 | ARGI POY. 11118 COSY '
$35.THE WELCHIE (NPOUNDS ,OF A HOX OF MIXI( MITS IS TIE SUM ¢
THE AUMBER OF FOLNDS OF A{MONDS IN TIE ROX AND TIHE MIMHEP OF FOLINDS OF
PECANS (N IIF DOX TN G | ARGE DOX WE [GHS 3 POUWNDS . T1IF (OS) OF 4] MONDS
FERFOUNG OF ALMONDS [S S | AND 11 COST 2F FECANS #£R POUND OF PLCANS
(S8 15 1D THE (KT OF THE ALMONDS IN TIE BOX AND 116 COST O TI€
Pt CANS [N HE 6HOX )

ISEGN (C- 1 (FQUAL VAR 1 (PLUSS VAR.2 VAV.3Y)

(02 (EQUAL VAR. | (1IMES VAR.A VAR. )

(C-3 (EQUAL VAR & (M UISS VAR.7 VAR.8)))

(0.5 {EQUAL (QUCTILNT VAR.2 VAR.T) (FIMES VAR. |0 VAR.5)))

(€ G (ERUAL (QUOT! MY VAV.Z VAR RY (1 1MFS VAR. | | VAQ.5))

(N1 (FQUAL VAR.E \AR. Q)

HIASRETR (VAR | (11F COKT CF A NOX OF MIXED NUTS)) (VAR 10 (1)) (VAR. 11 ((.5)

(WAV 2 (11K CONT OF THF AL MONDN (N HE DOX))
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