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Summary 

This document presents a plan for the design of an experimental Packet Radio (PR) 
System and provides a frame of reference for the Packet Radio Project.   Within this 
framework, a system will be designed, experimental equipments defined, and per- 
formance measured and compared to established objectives. 

Three primary goals are established for the Packet Radio Project: 

a. Develop and implement a physical model of a packet switched.i'adio network.   The 
network is to provide the coupling mechanisms between a distributed community 
of interactive data terminals. ^-^ 

b. Investigate, develop, and demonstrate access and signaling techniques that will 
facilitate the application of new, technically sound frequency allocation and 
management strategies with the DOD. 

c. Provide a research vehicle, physical model, and design data that will facilitate 
and support the investigations and experiments necessary to satisfy the overall 
goals of the integrated C3 program.    K 

These project goals, supported by the system performance and experimental objectives, 
define the target for this research effort. 

A packet radio system is a broadcast data network aimed at providing a local collection 
and distribution service for interactive data users distributed over a large geographical 
area.   The system will be designed to be economical, reliable, secure, and responsive. 
There are three basic functional components of a packet radio system; the packet radio 
terminal, repeater, and station.   A family of terminal types are covered, including 
personal digital terminal, tty-Jike devices, unattended sensors, display devices, and 
small computers. 

The packet radio station directs the network and traffic management operations of the 
system and performs the accounting, directory, and route determination functions for 
the radio network.   The station also functions as a gateway between the radio system 
and other packet switched networks. 

The purpose of the repeater is to extend the effective range of the terminals and stations, 
especially in remote areao having low traffic.   This increases the average ratio of 
terminals to stations. 

The project activities up to this point have been concentrated on developing an under- 
standing and appreciation of the problem.   The project goals have been examined, 
clarified and refined, technical issues have been identified and structured and technical 
data searched out and collected.   During this period, candidate approaches have been 
formulated and analyzed with respect to potential benefits, risks, and limitations.   A 



number of promising techniques have been identified and investigated, analysis tools 
and models have been developed and the constraints imposed on the design by the avail- 
able technology have been identified and bounded.   A considerable data base has been 
accumulated in the form of Temporary Notes and Technical Reports, some of which 
form the appendix section of this plan. 

These investigations set the stage for a transition from investigative tasks to a concen- 
trated design and experimentation effort.   This plan identifies a point of departure and 
a roadmap for the development effort as well as truth points and criteria for evaluating 
and controlling progress toward the established goals. 

In particular, this system design plan addresses the following topics: 

a. System Concept.    The plan identifies a concept for tho design and development of a 
Packet Radio System.   System performance objectives are presented al'-ng with 
primary assumptions covering application and environmental conditions.   Objectives 
and strategies for planning and executing the project are described. 

b. Initial System Design.    The plan identifies and describes the design framework for 
the initial system implementation.   A network architecture and organization are 
introduced along with the identification of specific design parameters (packet format, 
data rates, modulation type, spread factor, etc.) for the initial system configuration. 

c. Prototype Equipments.    The plan contains a description of a prototype packet radio 
repeater, terminal and station.   Rf signal processing and digital functions are 
described along with size, weight and power estimates, and projections of per- 
formance parameters. 

d. Measurement and Test.    The plan introduces the objectives, strategy, and require- 
ments for a series of experiments to check the design process.   Plans for measure- 
ment and test actions are presented covering the communications link, system 
parameters, and various levels of network operation and performance. 

This plan is a snapshot of the Packet Radio Project taken in March 1974.   It shows what is 
to be accomplished, where we stand today, the approach being taken now, along with a 
plan for tomorrow.   As the project progresses and the packet radio system design 
matures, other snapshots will be taken and the design plan reissued. 
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Section 1 

Foreword 

This document presents a plan for the design of an experimental, packet switched, 
distributed radio network.   The plan provides a frame of reference for the packet 
radio project.   Within this framework, a system design will be developed, experi- 
mental equipments defined, and performance will be measured and compared to es- 
tablished objectives. 

The material in section 2 provider an introduction to the packet radio project.   Goals 
and objectives are reviewed, approach and statuo are discussed, and the implemen- 
tation strategy is outlined. 

Section 3 addresses the subject of coexistence. The many dimensions of the problem 
are identified, varying degrees of coexistence are introduced, possible technical ap- 
proaches are introduced, and a plan of attack on this complex question is outlined. 

Performance objectives and constraints are introduced and discussed in section 4. 
This section provides the benchmark against which the accomplishments of the de- 
sign process will be measured. 

The initial system design is presented and discussed in the n^xt two sections.   The 
network architecture is described and network elements identified in section 5 and 
such system characteristics as routing procedures, flow coutrol, and packet format 
are detailed. 

The initial rf system design is described in section 6.   Link and channel parameters 
are defined, and access schemes are identified.   Promising alternative designs for 
the rf system are introduced. 

The measurement and test program is presented in section 7.   The experiments dis- 
cussed in this area are designed to measure the design and the project performance 
against the established goals and objectives. 

A plan for the design of prototype equipments to implement the initial system design 
is contained in section 8.   A family of functional elements is identified and discussed 
and the characteristic of a prototype repeater, terminal, and station are projected. 

The design plan previewed above is one result of an investigation and definition effort 
directed at all facets of the radio network question.   The appendix to this plan con- 
tains reference material generated during this investigation phase.   This material 
contains the rationale for the initial system design and extends the level of technical 
detail in many areas. 
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It is important to emphasize that this design plan is not a specification or a final 
report, but a working document.   It represents a snapshot of the project taken at a 
particular point in time.   The system and equipment designs presented will change 
as new ideas are generated and/or test results do not come up to expectations.   The 
net result is that the plan will be revised and reissued on a non-periodic basis, with 
the time between revisions governed by the results of the design process. 

The design plan is only one of three types of documents associated with this project. 
Companion documents are implementation plans and notes and reports directed at 
specific technical issues.   The implementation documents translate the direction and 
strategy statements of the design plan into specific task and schedule-oriented de- 
scriptions that are necessary for the day-to-day management and coordination of the 
project activities. 
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Section 2 

Introduction to Packet Radio:   The Program, Goals and Objectives 

2.1 BACKGROUND 

In 1968, after considerable research and investigation, the Advanced Research Pro- 
jects Agency (ARPA) embarked on an experimental project to create a nationwide 
computer resource-sharing network.   The primary goal of this project was to permit 
persons and programs at one research center to interactively access and use data, 
programs, and computing resources that existed at other research centers. 1^ 

This project is nearing completion; a network of more than 40 nodes exists today 
with a measured performance that exceeds the original project goals.   The success 
of the ARPANET has served to focus attention on the many promising applications 
for this technology, and at the same time has emphasized deficiencies and the need 
for new techniques and tools in related areas.   Two observations that emerged from 
a review of the ARPANET applications and technology were: 

a. The full potential of resource-sharing networks would not be realized until new 
techniques were uncovered that provide a high quality, flexible, responsive ter- 
minal access capability. 

b. The tremendous advances in digital processing technology made packet switching 
a very promising candidate for this interactive data communication application. 

In the early 1970's, ARPA initiated research investigations directed at extending the 
packet switching technology into the area of rf communications.   The \LOHA project 
investigated and implemented an experimental packet communication net based on 
radio broadcast properties.   The ARPA Satellite Project is presently implementing 
a packet switched satellite-based system.   This application utilizes the unique broad- 
cast properties of satellites coupled with the burst character of packet organized 
traffic to provide a high capacity distributed switching mechanism with large area 
coverage. 

These projects - the ARPANET, ALOHA, and Packet Satellite - set the st^e for the 
definition of the packet radio effort.   A number of the tools and disciplines needed to 
achieve a global interactive resource-sharing capability had been established, but 
certain voids still existed.   The need for this network technology was recognized 
and the Packet Radio Project emerged. 

-3 
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2.2    PROJECT GOALS 

The packet radio (PR) project is one element of an ARPA research program that is 
focused on integrated command, control, and communications (C3) structures and 
technology. 

Specific goals have been established to provide direction and checkpoints for the PR 
investigations.   These goals were selected to allow the PR project to proceed with a 
minimum of dependence on the other network activities, but at the same time to 
ensure that the PR results are generated within the framework of the C3 Program. 

Three primary goals are recognized for the PR project:  The first goal addresses the 
communication or packet transportation issues associated with a distributed, mobile 
community of interactive data terminals; the second goal is directed at the critical 
shortage of rf spectrum and the need for improved frequency management strategies; 
the third goal identifies a relationship between the PR project and the research activi- 
ties planned in the integrated C3 area. 

2.2.1    Radio Network Goal 

The radio network goals include the development and implementation of a physical 
model of a packet switched radio network. The network is to provide the coupling 
mechanisms between a distributed community of interactive data terminals and other 
resource-sharing and/or information processing networks. The network will provide 
packet access and distribution foravarietyofterminaltypesincludlngmobile/portable    ^ffo 
data terminals, minicomputers, unattended sensors and hand-held input/output devices.       —' 

The network provides a concentration function; all terminal traffic is directed at, or 
exists from, a station.   The overall network connection pattern is a bidirectional 
N to 1 matrix. 

The packet transportation subnet is one part of the terminal access/distribution 
network.   The transportation subnet contains all of the rf and signal processing 
capability, the management disciplines and logical processes required to handle 
the movement of packet i back and forth between terminal ports and the station. 
User protocols, interactive communication functions, and internetwork or gateway 
features are not included in the PR research goal. 

Three classes of terminal applications are identified for purposes of the rf system 
design and evaluation. 

a. Fixed Terminal. The terminal equipment will be fixed for long timo periods 
(months to years). The antenna and rf equipment site can be selected within 
certain limits. Qs**     ^   ^^»^ tf*"^) 

b. Transportable Terminal. The teiaiinal equipment is moved from place to place, 
but only needs to operate when stationary. The terminal can be positioned within 
limits (10's of feet) for best operation. 5* ^ *-      **    ^•~»*  o»-«^-*   / A-*^^, \ 

c. Mobile Terminal.   The termiuaJ equipment must operate when the terminal is in 
motion with respect *,o repeaters/stations. 
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The initial test of the system will be as an access mechanism to a resource-sharing 
network (the ARPANET) for message and computational services. 

The ultimate target for this research effort is the DOD C   application.   The PR 
technology must be applicable to military tactical systems and the access/distribution 
functions associated with WWMCCS. 

2.2.2 Frequency Management Goal 

Investigate, develop and demonstrate access and signaling techniques that will 
facilitate the application of new, technically sound frequency allocation and manage- 
ment strategies with the DOD. 

Provide dynamic allocation mechanisms for sharing a limited quantity of rf spectrum 
between a large community of user terminals.   The mechanisms are to be structured 
such that control can be distributed throughout the network and ^aat spectrum utili- 
zation is optimized in terms of network, not link, traffic. 

Provide signaling strategies that will ensure a degree of coexistence between PR 
networks and other radio systems.   The intent in this area is to select a frequency 
band that is not reserved exclusively for PR and by careful selection of parameters 
and signaling strategies to achieve, within certain limits or bounds, two-way coexis- 
tence between the PR network and the radio systems that presently exist in the band. 
The PR network must be able to accomplish its mission in the rf cuvironment created 
by these other systems.   Also, introducing PR network into this environment must not 
adversely effect the performance of other radio systems. 

2.2.3 C3 Research Goal e-   "'^    U^oJ^H^I,^      ^Xrp^*- 

Provide a research vehicle, physical model and data base, that will facilitate and 
support the investigations and experiments necessary to satisfy the overall goals of 
the integrated O program. 

The PR network, in conjunction with other research tools (ARPANET,  Packet 
Satellite, etc.), represent the basic elements of a global, interactive digital net-       y^ 
work.   This capability is a prerequisite for the investigation and transfer of such  ^"^ 
promising subjects as internetwork connection disciplines, user protocols, end-to- \ t   ^*A 
end encrjption, distributed data base management, and management system model 
ing. 

2.3    GENERAL APPROACH 

Three general phases of project activity have been identified. 

• Investigation and Definition Phase 

• Design and Experimentation Phase 

• Evaluation and Transfer Phase 

■\v 
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These general categories are not sharply bounded task areas, but represent the shift 
in the thrust and emphasis of the research effort as the project progresses. 

The activities during the investigation and definition phase are concentrated on devel- 
oping a true understanding and application of the problem.   The project goals are 
examined, clarified and refined, technical issues are identified and structured, and 
technical data is searched out and collected.   It is during this phase of the project 
that candidate approaches are formulated and analyzed with respect to potential 
benefits, risks and limitations. 

The PR project is well into this initial phase.   A number of promising techniques have 
been identified and investigated, analysis toolp and models have been developed, and 
the constraints imposed on the desifn by the available technology have been identified 
and bounded.   A considerable data base has been accumulated in the form of tempor- 
ary notes and technical reports.   This sets the stage for the transition to the design 
and experimentation phase. 

In the design and experimentation phase, the emphasis is on "making it happen." 
This period represents the growth cycle of the project:  network and system param- 
eters are selected, control algorithms are designed aad coded, the capability for 
testJng and experiments is created, hypotheses are tested, mistakes are identified 
and corrected, and the many diverse parts are forged into a system. 

This experimental packet radio system design plan signals the start of a concen- 
trated design and experimentation effort for the PR project.   The plan identifies a 
point of departure and a roadmap for the development effort as well as trutn points 
and crHeria for evaluating and controlling progress toward the established goals. 

The final phase of the PR project consists of the activities required to terminate the 
project in an orderly, positive manner. Accomplishments are measured with respect 
to original goals, conclusions are drawn, judgments are made with regard to follow- 
on opportunities and the physical models and research data are packaged for transfer 
to the projects that will follow. 

2.4    OBJECTIVES FOR EXPERIMENTS 

A series cf activities and experiments are planned that forM an ordered and control 
process leading to the satisfaction of the established project goals.   Each experiment 
is designed to satisfy one or more of the following criteria: 

a. To prove or disprove a particular design assumption. 

b. To provide data points for the validation of design aids-modeld and simulations. 

c. To gain insight into the impact of alternative design strategies. 

d. To access performance with the system elements interacting in their natural 
environment. 

The experiments are structured to provide checkpoints and measures of accomplish- 
ment for project monitoring and control. 
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The following objectives have been established for the planned experiments: 

a. Identify difference between predicted and actual radio link performance in such 
areas as: bit error rate (BER), range contours, and transfer reliability. 

b. Assess the performance of a community tf terminals and repeaters sharing a 
common rf channel.   Performance measures include:  number of blocked packets, 
capture statistics, packet error rates, and interference profiles. 

c. Assess the impact on performance of alternative design appropohes for:  channel 
access and management, power level mechanisms, and routing techniques. 

d. Determine the degradation in transfer performance caused by signals emanating 
from other rf systems in the same general area. 

e. Identify specific rf systems that mr^y be interfered with by the Packet Radio 
signals.   Conduct cooperative experiments with the systems to identify inter- 
ference relationships. 

f. Measure performance parameters of an isolated PR network containing termi- 
nals, repeaters «nd stations.   Performance measure includes:  network through- 
put, capacity, delay, etc. 

g. Access the impact on network performance of alternative design strategies in 
such areas as:  routing, addressing. How control, network management, initiali- 
zation, recovery routines, and multiple stations. 

h.    Connect the radio network to the ARPANET and demonstrate the access/distribution 
function. 

2.5    IMPLEMENTATION STRATEGY 

The planned implementation sequence is designed to provide a balance between the 
need for a thoughtful, well-conceived design of the system and the companion need 
to prove or disprove the design via experiments and tests in a representative environ- 
ment. To accomplish this balance, a "Pank^t RaHin" jphnritnTiy is planned. Initially,   Ww^ 
a small laboratory is required. As the design process continues and the experimental 
results are evaluated, tbf; research capacity is increased and a network laboratory 
evolves. 

control this process, five stages of experimental capacity are identified.   The 
stages are determined such ths* each one pr ^vides a significant new dimension for 
experimentation and each requires an additional commitment of resource to provide 
the research vehicle. 
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>* 
The experimental elements required at each stage along with an identification of the^    v/ t^ 
experimental objectives addressed in each case are outlined in the following para-.^-' J* 
graphs: **"     n 

a. The first stage is concerned with the characterization of therfe^vironment,. 
The research capacity needed is the propagation/noise testsystem.   The experi- 
ments planned at this level are designed to establish and refine the propagation 
models and model parameters.   This capability has been implemented and the 
planned measurements are underway. 

b. The next level of planned implementation consists of three rf elements and asso- 
ciated processing and input/output (I/O) devlaes.   Th A three elements can be 
configured to perform as packet generators or repeaters.   With this level of 
research capacity, experiments will be conducted that address objectives a. 
through e. of paragraph 2.4. 

c. The third stage is reached when one stition and 13 rf elements are available in 
the experimental system.   At this level, we have a powerful physical model that 
is suited for a wide range of network experiments.   Network performance will 
be measured and promising alternativef* investigated. 

d. The transition to the fourth stage is achieved by adding a second station to the 
network and interconnecting one of the stations as an ARPANET gateway.   Thi 
allows experiments in such areas as multiple station operation, initialization 
procedures, handover, and recovery routines.   It also allows access to the 
ARPANET resources for such services as data collection and traffic generation. 

e. The final configuration defined consists of two stations, both configured as gate- 
ways, and 25 rf elements.   The additional rf elements are configured as terminals 
to facilitate a community of users to access the ARPANET via the packet radio 
network. 

The activity and progress between implementation stages is not represented by a 
smooth curve or a series of step functions.   Rather, it must be viewed as having an 
irregular shape.   The situation at any particular point in time ' s determined by the 
experimental results.   If a high confidence is indicated, additional equipments may 
be introduced to facilitate the evolution toward the next stage or checkpoint.   Dis- 
couraging results might require modification of the experimental equipments and the 
design and execution of additional tests. 
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Section 3 

Coexisteiice Considerations 

3.1 BACKGROUND 

The ability of toda/'r radio systems to operate with some measure of protection from rf 
interference is primarily achieved through policy, regulation, and allocation procedures. 
The rf spectrum is organized into bands in accordance with broad classes of service 
defined by the Inteinational Telecommunications Union.   Governing bodies have been 
established, both national and ntermtional, to set policy, control and monitor the use 
of rf resources.   Each of these governing bodies has rule^ and specifications covering 
the type and characteristics of rf systems that can be permitted to operate in particular 
segments of the spectrum and/or geographic areas. 

These rules and specifications divide an rf band into a finite number of discrete blocks 
and provide frequency and/or distance guard bands that ensure isolation between sys- 
tems.   Licenses for a system to operate, in a particular frequency block at a particular 
location, remove that portion of the rf spectrum from the resource pool for extended 
periods of time (years to decades). 

This static allocation mechanism, the fact that only a finite amount of spectrum is avail- 
able, and the rapidly increasing demand for spectrum resources, have produced an "rf 
spectrum crises."   One of the primary goals of the packet radio project is to find rf 
signaling and channel management strategies that will provide relief in this area. 

3.2 A GENERAL COEXISTENCE MODEL 

Coexistence is a two-edged sword.   One edge deals with inserting a radio system into an 
area and the rf environment existing in that area, and ensuring that the performance of 
the existing systems is not degraded below tolerable bounds.    The other edge is that the 
new system must be able to perform its intended mission while emersed in the rf environ- 
mcut created by the existing systems.   The question then, translated to the research 
vehicle of the packet radio system, is "What is the effect on the performance of neigh- 
boring radio systems when a packet radio (PR) network, is introduced into an area ?," 
and "What performance can we expect from a paclret radio network when we introduce 
it into a particular rf environment?" 

3.2.1    Basic Model Structure 

The basic structure oi a cn«xistence model consiscs of a receiver or sensor emersed in 
an electromagnetic field.   A portion of the energy associated with this field is the 
desired signal from a companion radiating source or sources, and the remaining energy 
is interference.   The interference can be related to natural causes, manmade (but not 
radio system) sources, and other rf systems operating in the same band and propagation 
area. 
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Figure 3-1 illustrates the basic degrees of freedom of the generalized interference 
mcdel.   A ben. ti- is shown along with a companion radiating device.   The path labeled 
D   represents the data transfer link associated with the assigned mission of the system. 

A community of other radiating sources is shown, each of which are external to the 
system envelope of the subject sensor or receiver. 

The sensor could be a repeater receiver and the one radiating element another PR 
eouipment if the focus of the model were the impact on a PR network of external 
systems.   If working the reverse part of the question, the sensor would represent the 
receiving site in question and the interference sources would be PR network elements. 

The focal point of a meaningful analysis is the performance of the receive detector when 
subjected to the composite energy of the multiple signals impinging on the antenna.   To 
deteimine the detector performance requires knowledge of the sensor characteristics 
(from autenna to detector), the characteristic of each source element, and the geo- 
graphic factors (distance, elevation, obstructionf, etc.) relating each source to the 
subject receiver. 

3.2.2    Model Parameters 

As indicated in the preceding paragraphs, a knowledge of the characteristics of each 
element in the model is required.   The primary parameters needed to provide such a 
characterization are outlined in the following paragraphs. 

Sources must be characterized in terms of the distribution of energy radiated from the 
antenna as a function of frequency, time, and space or direction.   The parameters of 
interest include: 

a. Peak power 

b. Antenna gain 

c. Directivity — mainlobes and sidelobes 

d. Power spectral density 

e. Duty cycle 

f. Center frequency. 

At the sensor one is interested in the energy transfer function between the antenna and 
the detector.   Parameters of interest for receivers include: 

a. Antenna capture area 

b. Antenna directivity 

c. RF bandwidth — frequency and phase response 

d. Receiver sensitivity 
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Figure 3-1.    Basic Coexistence Model. 
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e. Dynamic range 

f. Processing gain 

g. Detector transfer function. 

The common factor between source and sensor is the distribution of rf energy.    To 
translate between the energy radiated at a sourcp and the energy impinging on the 
receive antenna, geometry and the nature of tho propagation path must be introduced. 
Pertinent parameters for this include: 

a. Range 

b. Direction <""> 

c. Relative elevation -^ ^ 

d. Path losses. .  U^^^    0 

In the design of the packet radio system, the source and sensor characteristics of the 
PR system elements will be defined.   Values must be established for these parameters 
such that the basic data transfer mission of the network is satisfied and within the addi- 
tional constraint that the mutual interference (between the PR network and other rf 
systems in the selected frequency band and geographic areas) be within tolerance. 

3.3    BASIC APPROACHES 

The subject of coexistence has been shown to have many dimensions aad degiees of 
freedom.   In organizing possible approaches to this complex problem, r^ can consider 
degrees of coexistence.   It is extremely difficult to conceive of a solution, or for that 
matter even a way to start, that would ensure coexistence between all systems, under 
all conditions, with no limits or exceptions.   It is possible to consider sub-sets of the 
question that will provide for coexistence over a usable range of conditions and system 
parameters. 

One possible sub-set of the coexistence question is that of directly sharing a frequency 
sub-band with another system.   In this case, the packet radio system would be directly 
overlayed or an operating frequency domain allocated to a different type of service and 
equipment     Jne can conceive of doing this in any one of several existing bands, but the 
PR system   dSxgn could be different for each specific case.   A simple example of this 
approach '   uld be a frequency ba i presently occupied and specified for satellite up-link 
service.       PR system could be designed to share these frequencies directly on a non- 
interferinp jasis. 

Another pxomising prospective on this question is to achieve coexistence by designing the 
PR system to itilize those portions of the spectrum presently required for guardbands 
or isoxdtion between existing systems.   Several options are possible when this degree of 
freedom is explored. 

a.    Geographic Isolation.    One dimension of today's allocation procedure is to ensure 
geographic separation between radio systems that occupy the same frequency.   For 
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example, if uhf tv Channel 39 is licensed in Dallas, Texas, the same channel will 
not be allocated to any station within a prescribed radius of the Dallas area.   It is 
possible to design a PR system with the rf 8.>nature tailored such that it could be 
installed and operated to provide service to an area located midway between two 
such uhf tv stations. 

b.    Frequency Separation.    Today's allocations provide guardband3 between individual 
frequency channels established with a band.   A PR system could be designed that 
would use one or more of these narrow frequency windows to support the data 
transfer requirements of the network. 

Regardless of the degree of coexistence to be considered, methods and techniques of 
tailoring the PT.i system rf signature to the target 3nvironment and providing a degree of 
immunity for t. PR detector from the ambient rf are required.   Candidate approaches in 
this area provide a second level of design freedom. 

a. Spread Spectrum Techniques. Application of these techniques provides a reduction 
(f 'cm the nonspread case) of the transmitted power density and provides processing 
gain at the receiver. 

b. Error Correction Coding.    A robust receiving system can be defined through the 
use of error correction coding to provide additional immunity to interference. 

r 

c.    Selective Filtering.    The rf signature and/or the receive transfer function can be 
tailored to meet a particular set of conditions.   Several techniques can be used to 
implemenc this technique, including discrete filters, cancellation mechanisms, and 
digital processing. 

3.4    PLAN FOR THE EXPERIMENTAL SYSTEM 

The question of coexistence is complex and a number of different approaches are possi- 
ble.   The highlights of the plan under which the project is now proceeding are presented 
in the following paragraphs.   The primary objective is to establish coexistence in a 
particular operating frequency band. 

a.    Select a Target Band.    A portion of the spectrum will be selected for the PR sys- 
tem design.   This band will be occupied by existing radio systems.   The effort to 
date indicates that the 1710- to 1850-MHz band is^a good choice, that is, it meets 
the PR needs and has a sufficient number of existing system users for a meaningful 
coexistence experiment. ,J  f /. —^ v— 0.. t^»^      —■ N-J' 

b. Develop Criteria and Measures.    This effort is presently underway and consists of 
a more precise definition of the problem.   The criteria with which we can evaluate 
specific technical options and the measures corresponding to these criteria must be 
sharply defined. 

c. Characterize Existing Systems.    A detailed knowledge of the characteristics of 
the systems with which we desire to coexist is required.   For the target band 
selected, each system type will be characterized in terms of source parametdrs, 
sensor parameters, and geographic factors. 
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d. Overlay and Evaluation,    The characteristics of the initial PR system design will 
be overlayed on the characveristics defin-.-d per item c. above.   A degree of isola- 
tion will be projected and specific experiments planned.   Also, selected alternative 
design will be overlayed and evaluated using the same criteria and measures.   The 
results of this comparison, coupled with experimental data, will be used to rank 
the initial system design. 

e. Experiment and Verify.    The initial system design, ana possibly other promising 
alternatives, will be tested in the selected band under operational conditions to 
prove, disprove, or modify the coexistence estimates. 

f. Coexistence Guidelines      The results of the research and experimentation will be 
used to develop a generalized theorem of coexistence.   The impact of this theorem 
on present policy, practices, and procedures will be identififd. 
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Section 4 

Objectives and Constraints 

4.1 GENERAL 

The following objectives and constraints have been established by preliminary syn- 
thesis of the desirable properties of an experimental system.   These will be modi- 
fied as potential applications indicate new or changed requirements and as experience 
with the experimental system indicates modification is needed or possible. 

4.2 OPERATIONAL PERFORMANCE OBJECTIVES 

Although the initial network will be designed to support a variety of measurements 
and experiments, the long range objectives of the packet radio project include the 
ultimate transfer of packet radio (PR) technology to military users.   Thus, the 
experimental network must be developed and the measurements and experiments 
must be accomplished with a set of operational objectives in mind.   The experimental 
network will either meet these objectives or demonstrate the feasibility of meeting 
these objectives with a simple extension of the technology used. 

4.2.1    Bit Rate 

The experimental network will be supported by the terminal-repeater (TR) and the 
repeater-repeater (RR) links. 

The TR channel bit rate is an important parameter since it determines peak data 
transfer rate, as well as the number of fixed-rate users per channel.   The physical 
limitations of the channel, including rwltipath propagation and noise, are such that 
bit rates up to perhaps 500 kBps are possible with complex anti-multipath schemes; 
however, such data rates require high peak power in the terminal to achieve reason- 
able range.   A target bit rate of 100 kBps has been selected for the TR link since 
it would provide a significant improvement over existing mobile communications 
data rates and would meet most immediate military needs.   This target bit rate will 
be possible to achieve with state-of-the-art hardware. 

A bit rate of 500 kBps has been chosen for the RR link since the repeaters are ex- 
pected to be placed above the surrounding terrain and will experience (ess propaga- 
tion loss (and less multipath) when operating RR than when operating TR. 
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4.2.2    Delay 

The network delay is specified as the delay experienced by a user ^ teM»mtttty a 
packet from his terminal to the station and receiving a renponse.   The time that the 
station requires to compute or otherwise generate a response is not included. 
Ideally   a transparent network would add no delay; however, network throughput and 
delay a e inversely correlated so that such a network is impossible.   Long delay 
tTmTs in interactive data systems discourage users and may be ^tolerable to military 
users; however, short delays are possible only if the channel is not heavily loaded. 
The design goal for average end-to-end delay has been set aa 0.1 second. 

4.2.3 Error Rates 

Several types of errors are possible in a PR network.   For example   a packet may 
be "lost " or it may be transmitted with textual errors.   The sum of these errors 
from all* causes should be highly Improbable in the packet rsuüo network.   A goal is 
to limit uncorrected errors from all sources to 1 error in 10x   packets. 

4.2.4 Security 

To be useful to the military, a PR network must be capable of operation in a secure 
mode   and the experimental network must be designed so that such capability is 
demonstrable.   Security, like other performance parameters, is not an absolute.   It 
must be specified in terms of the probability that a threat of specific sophist cation 
will accomplish an anti-system act in a fixed period of time.   Such specificat on is 
usually reserved for communication systems designed to meet specific operational 
tasks    This system, as an experimental network, will be designed with security in 
mind but will not meet threat-specific requirements. System design will incorporate 
anti-spoof and low-detectabillty features. Provision will be made for end-end en- 
cryption, and the key-dlstrlbutlon problem will be solved.  f~     ^ 

4.2.5 Uniformity ^       <ujU4* ^   *\    4-'^A    ^^ 

Because of the geographical distribution of the users of a PR ^"J^'^J^SL |0 Jr 
that all users do not experience equal performance.   A design goal will be to provide N 
uniform error rates and delay throughout the PR network. Jlrfc**^ 

4.2.6 Transparency (eyM Jh 

The PR network must support a wide variety of mobile and fixed users.   To be useful.   _J 
it is important that the user find the network transparent.   A hand-off form repeater , // 
to repeater dbould be automatic and require no user interaction.   AU network com-      f~**     /, 
municationy functions should be transparent to the usei so that he experiences only a      n^JJ 
slight delay.   That is. he should not be required to point antennas, tune receivers or 
transmitters, acknowledge messages, etc.   All necessary protocol should be accom- 
plished automatically by the terminal and repeater. 
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4.2.7 Maintenance Cycle 

The repeaters should be designed to operate unattended f >r long perioas of tirae.   All 
maintenance, including battery replacement should require only one repeater-site 
visit per week. 

The terminals should meet the same rr  jirements; however, daily battery replace- 
ment is acceptable. 

4.2.8 Network Relocation and Expansion 

A primary military use of such networks would involve a requirement to rapidly re- 
locate, extend, or otherwise modify the coverage of a PR network.   The experimental 
network will be designed in sujh a way that this capability can be demonstrated. 

4.2.9 Modularity 

For economic and logistic reasons it is desirable that the PP network be developed 
in v. modular fashion.   All components (repeaters, stations, and terminals) should 
be built out of a set of a few standard modules. 

4.3 USER CONSTRAINTS 

One goal of the PR project is to examine the communication issues associated with a 
distributed community of mobile interactive users.   This goal places some user- 
oriented constraints on tiystem design. 

4.3.1 Mobile Terminals 

The network must be capable of supporting mobile users moving through the network 
at speeds up to 100 mph. u-ak        Q- \ C 

4.3.2 Portable Repeaters 

The objective of rapid and easy mobility places size and weight constraints on the 
repeaters. The repeaters, excluding power source, will not exceed 45 pounds or 
1 cubic foot an a design goal. 

4.3.3 Terminal Variety 

The network design will be capable of supporting a variety of terminals including, as 
a minimum, teletype-speed printers and displays, high-speed liue printers and 
displays, and minicomputers. 

4.4 OPERATING ENVIRONMENT 

The criterip. used in choosing the geographical area for the experimental network 
were for the area to have a wide variety of operational environments in which the 
network must certainly operate and for the area to approximate ehe more severe 
military environments in which the network must ultimately operate. 
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4.4.1 Propagation Constraints 

The network will operate in the multipath environment typical of a worst-case 
topology such as an urban high-rise area or a jungle.   In such an environment no 
deg radation in performance should be experienced: however, decreased repeater 
coverage may be necessitated and is ccceptable. 

1.4.2 Noise Constraints 

The network will operate in a tj pical urban noise environment where manmade noise 
predominates. 

4.4.3 Coexistence 

In the military context, it is important that the network be capable of operation in a 
military rf environment. The experimental network should demonstrate an ability to 
operate in typical military rf interference, and it should demonstrate that it does not 
interfere with friendly systems. This rfi objective implies more than the usual rfi 
specification. A major goal of the program is to demonstrate new and more efficient 
ways to use the spectrum. Coexistence is a primary requirement in this rtomonstra- 
tion. 

4.5 ECONOMIC OBJECTIVES 

The ultimate realization of the packet radio system must, be economically competi- 
tive or superior to other applicable methods of data communication. Hence, cost 
performaucc comparisons (with other viable communication options) must be 
established. This implies that common measures of performance for packet radio 
and its aliematives must be derived to allow meaningful comparison. 

Among the alternatives to be considered are multidropped shared communications 
lines, looped communications systems, and two-way coaxial cable syste ns. Mea- 
sures reflecting the cost throughput, delay, and reliability characteristics of these 
systems will be identified. Packet radio system tradeoffs such as components cost, 
repeater and station area coverages, and a number of simultaneous users of the 
system will be derive.!. This data will be used to derive large quantity cost and 
performance requirements for the packet radio system elements, 

4.6 REQUIREMENTS TO SUPPORT EXPERIMENTS 

A major goal of the experimental network will be to 3upport experiments and mea- 
surements designed to explore packet communication Issues. Section 7 Is devoted 
to these objectives. Briefly, the network must have built-in capabilities to measure 
network delay and traffic statistics. The components must be designed so that 
experiments with alternative system or subsystem designs are possible. 
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Section 5 

Network Organization and Architecture 

5.1    INTRODUCTION 

The packet radio system is a broadcast data network aimed at providing local 
collection and distribution of data over large geographical areas.   The system is 
designed to be economical, reliable, ae mre, and conservative of spectrum.   There 
are three basic functional components of the packet radio system: The packet radio 
terminal, the packet radio station, and the packet radio repeater.   (See figure 5-1.) 
Packet radio terminals will be of variousstypes, including personal digital terminals, 
tty-like devices, unattended sensors, smaHsComputers, display printers, and posi- 
tion location devices. / 

The packet radio station is the interface component between the broadcast system and 
point-to-point network. In addition, it will perform accounting, buffering, directory, 
and routing functions for the overall system. 

The basic function of the packet radio repeater is to extend the effective range of the 
terminals and the stations, especially in remote areas of low traffic, and thereby 
increase the average ratio of terminals to stations. 

The devices (repeaters, stations, and terminals) of the packet radio system com- 
municate in a broadcast mode using a random access method suitable for: 

a. Terminals that are mobile, so that a broadcasting mode is necessary 

b. Terminals that are located in remote or hostile locations where hardwire con- 
nections are not feasible 

c. Terminals that have a high ratio oi peal: bandwidth to average bandwidth require- 
ments (because the random access method allows the dynamic allocation of 
channel capacity without centralized control) 

d. Terminals that require little communication bandwidth so that hardwire con- 
nections are uneconomical. 

Stations will be allocated on the basis of traffic.   In regions of low traffic density, 
the station may not be in the line-of-sight of all thetenninals in the region; hence, 
repeaters are used to relay the traffic to the station.   Thus, repeaters correspond 
to geographical partition of the area into sections small enough so that each terminal 
can communicate with a repeater and be relayed by it to a station. 

In areas of high traffic, such as urban areas, repeaters may not be needed; in fact, 
the problem may be that a station can communicate with more terminals than it can 
handle. 
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Figure 5-1.    Packet Radio System. 
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Broadcast of data in urban areas is also complicated by extreme multipath inter- 
ference.   The rapidly expanding cable televisici (CATV) systems within urban 
areas offer an attractive alternative to over-the-air broadcasting, except for mobile 
users who must use broadcast techniques.   The same general packet radio concept 
can be applied to packet communication on coaxial cable systems. 

In this section we outline the various algorithms and procedures to be tested in the 
experimental system and the requirements that these imply on the design of this 
system. 

Emphasis is placed on testing procedures related to the overall system performance 
rather than to the detailed performanct1 of particular devices; that is, system 
protocols, throughput, delay, loss, routing, management and control, reliability, 
and the major parameters which affect these are discussed.   The procedures to be 
tested that are outlined in this chapter are implemented primarily through software 
features (rather than hardware).   Some of the requirements outlined may not be 
implemented in the first experimental system, e.g., some of the multistation 
experiments.   These will be tested by simulation and possibly by the experimental 
system at a later date. 

5.2    GENETt/. L SYSTEM CONFIGURATION 

5.2.1    Network Topology 

The following factors affect the topological design of the packet radio network 
(PRNET): 

a. Capacity considerations, e.g., the number of stations needed 

b. Area coverage, including topographical considerations 

c. Logistics, such as device accessibility and power availability 

d. Reliability and redundancy, e.g., a requirement that any possible terminal 
location should be able to communicate with at least two repeaters, and a simi- 
lar connectivity requirement in the repeater-station network 

e. The routing and flow control used that affects the traffic patterns and, conse- 
quently, impacts on the topological design 

f. Special design considerations, such as the critical hop, the power duty cycle of 
devices, and others. 

The first experimental system may not be sufficient for studying al' the factors that 
affect the topological design.   However, many general topological characteristics can 
be simulated, such as low and high intereference topologies and networks on differ- 
ent topographical areas.   The only requirement that the above experiments place on 
the devices is that they be easily accessible and be easily movable from one location 
to another. Vf, 
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5.2.2 Communication Channels 

Two data signaling rates (nominally 100 kBps and 500 kBps) should be provided 
to repeater and station, and one data rate (1000 bits/s) to the terminal.   The high 
data rate will be used for signaling in the repeater-station network, and the low data 
rate for signaling between terminal and repeater or terminal and station.   There 
should be a possibility of using the low data rate in the repeater-station network. 
The channels should operate in a half duplex mode.   This will enable testing of the 
channel configurations that have been studied theoretically in detail.   Among these 
configuration are:  Common Channel Single Data Rate (CCSDR), and Common Channel 
Two Data Rates (CCTDR).   Repeaters should have the capability of receiving a packet 
at one data rate and repeating it at another data rate. 

5.2.3 Access Modes 

Two possible access modes should be provided to all devices:  the non-slotted Aloha 
mode and the Carrier-Sense mode.   The particular carrier-sense protocol of interest 
is the nonpersistent carrier-sense.   This protocol is defined as follows:  When a 
packet is ready for transmission, the device senses the channel; if the channel is 
idle, the device transmits the whole packet, otherwise the packet is scheduled for 
some future random time at which the channel is sensed again and the procedure re- 
peated. 

The interval of time over which the rescheduling time is distributed (presumably uni- 
formly) and the interval of time during which the channel is sensed should be soft- 
ware implemented.   To compnr« w.th simulation results, one would have to imple- 
ment the smallest possible sensing time sufficient to determine the presence of an rf 
signal.   Note that by implementing a sensing time below the threshold needed to de- 
tect the presence of an rf signal in the nonpersistent carrier-sense, one automatically 
obtains the nonslotted Aloha random access mode.   Parameters for the access modes 
will be transmitted to repeaters from the station and modified.   This can be used by 
the station to control the traffic flow on critical hops. 

5.2.4 Adaptive Power 

All devices, in particular the repeater and station, should be provided with several 
(at least three) power levels.   The power levels should be software selectable. 

a. The use of adaptive power should enable the terminal to identify the repeater 
(station) nearest to it, thus reducing the interference level and preserving ter- 
minal power. 

b. The adaptive power control at the repeater can be provided either by a repeater 
algorithm (e.g., as a function of the number of transmissions before success), 
by control packets from the station, or by both. 

c. In addition to monitoring the interference level and preserving power, adaptive 
power will be investigated as a means to enhance network reliability.   For ex- 
ample, when several repeaters in the network are down, the station can instruct 
a set of repeaters (or all) to operate at high power. 
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d.    The station can use the adaptive power to control the nuirber of repeaters and 
terminals that it can reach.   For example, when transmitting an information 
packet to a remote terminal, the station may use the maximum power to reach 
a remote repeater or possibly the terminal.   In this case, the station may give 
up the possibility of receiving an hop-by-hop acknowledgment (HBH Ack) and 
wait only for the end-to-end acknowledgment (ETE Ack). 

5.2.5    Antennas 

Station, repeater, and terminal should be provided with omnidirectional antennas. 
The staticn should also be provided with the ability to attach directional antennas. 

5.3    ROUTING ALGORITHMS 

Three routing algorithms are briefly described in the following paragraphs. These 
and their variations are recommended for implementation and testing in the experi- 
mental system. 

5.3.1 Hierarchical Label< ^ 

The hierarchical labeling routing scheme enables point-to-point routing between de- 
vices along an "efficient path."  It is obtained by assigning to every repeater a 
label, which forms, functionally, a hierarchical structure.   The label assigned con- 
tains the following information: 

a. A specific address of the repeater for routing purposes 

b. The minimum number of hops to the nearest station 

c. The specific address of all repeaters on the shortest path to the station, and 
the address of the repeater to which a packet has to be transmitted when destine -J 

to the station. 

In the hierarchical labeling algorithm an information packet (IP) is addressed to one 
device.   If it is received by a device to which it is nnt addressed, then the receiving 
device is closer to the destination than the device to which the packet was addressed. 
If the preassigned path is temporarily blocked, the packet may depart from it.   It 
then uses the most efficient path from its new location. 

5.3.2 Directed Routing (One Level Labels) 

Directed routing is a simplified vei sion of the hierarchical labeling algorithm in 
which vhe only information preserved is the direction TO or FROM station.   Repeat- 
ers are assigned labels that indicate the hierarchy level, or the number of hops to 
the nearest station.   When a device transmits a packet, the packet is addressed to 
all repeaters (stations) that are closer to the destination than the transmitting device. 
Many devices can receive the same packet and it may arrive at more than one station. 
The acknowledgment schemes, the station-station protocol, and the station-terminal 
protocol must then resolve this problem. 
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5.3.3    Undirected Routing Plus Repeater Memory 

In this algorithm there is no directionality of transmission.   A packet is addressed 
to all devices that can hear it.   To control the problems of cycling and looping, 
repeaters are assigned storage for unique identifiers of packets that "jey recently 
repeat ,d.   When a packet is received by a repeater, it compares its identifier with 
those stored and discards the packet if a match occurs.   A maximum handover num- 
ber (MHN) in the packet will prevent it from being propagated for very long distances. 
This feature is also used in all other routing algorithms.   The amount of stor^e that 
a repeater requires for this purpose is determined by the number of bits of the iden- 
tifier and the MHNs which will be used; the latter is proportional to the size of the 
PRNET (number of stations and repeaters). 

5.3.4    Remarks 

Making the terminal (or terminal interface) transparent to the type of routing used 
will enable ch nges in the routing after an operating system is implemented and 
communicate it to repeaters without the necessity of modification in the terminal. 
It will aiiow use of the .ame terminal with different PRNETs that may use different 
routing algorithms. The implementation of this requirement is in the search pro- 
cedure and the packet format. 

NOTE 

It is important to make the terminal (or terminal interface) transparent to the 
type of routing used. 

The directed and undirected routing algorithms can be implemented without a ter- 
minal search if such a feature becomes desirable.   The routing algorithms will be 
software implemented.   It is not expected that the control and management pro- 
grams will be implemented in the stations and repeaters in the first experimental 
system.   Furthermore, the first model repeater will be limited and will not certain 
all of the routing algorithms to be tested.   Consequently, the repeater must be de- 
signed so that routing algorithm changes can be readily implemented.   Repeaters 
should contain a hardwired fixed unique ID, which can also be used for routing when 
using nonhierarchical labeling.   Repeaters are software associated with one station 
(and possibly an alternative) in the hierarchical labeling algorithm, and not associ- 
ated with a particular station in the other routing algorithms outlined. 

5.4    ACKNOWLEDGMENT SCHEMES 

The acknowledgment scheme has particular significance in the PRNET because of 
the broadcast feature and the Umited capability of the repeater for processing -la 
storage.   The following acknowledgments will be used: 

a End-to-end acknowledgment (ETE Ack) between station and terminal to ensure 
message integrity. The frequency and precise meaning of the Ack depend on 
the particular protocol used, and is part of the protocol. 
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b.    A hop-by-hop passive echo acknowledgment (HBH Echo Ack) along the path. 
When device I transmits a packet, it waits a sufficient time to allow devices 
tudt receive the packet to repeat It.   When any of these repeats the packet and 
the packet is received by device I, it considers it as an Ack.   The Ack test in- 
cludes a unique identifier of the packet and the maximum handover number (MHN). 
If the receiving device is an end device (terminal or station) It sets the MHN to 
zero and repeats the header to Ack devices that store the packet.   Note that tue 
HBH Echo Ack is nondirected and independent of the path travelled.   This Ack 
simplifies the repeater program since it need not construct a specific acknow- 
ledgment for each packet it correctly receives. 

5.5    FLOW CONTROL AND NETWORK MA!' * CEMENT 

The various types of control packets suggested for implementation are outlined.   The 
objective of the controls is to overcome traffic congestion and device failures.   The 
various control procedures that will use the packets outlined are the subject of ex- 
tensive testing and experimentation in the experimental system. 

5.5.1 Local Controls To Overcome Traffic Congestion 

The terminal search procedure controls the blocking level of terminals.   The para- 
meters in the procedure should be software selectable.   These include: 

a. The maximum nun   er of times a search packet (SP) is transmitted 

b. The interval of time over which the rescheduling of the SP is distributed 

c. The procedure for sending a response to seprch packet (RSP) by the repeater or 
station. 

The maximum number of transmissions (MNT) of a packet by all devices is another 
local control that should be software selectable.   The maximum handover number 
(MHN), although not local, confines the propagation of the packet to a subnet, and 
thus controls the congestion level. 

5.5.2 Station-Repeater Control Packets 

The objective of these packets is to control traffic congestion, to preserve repeater 
power, and to overcome problems of repeater failure.   There will be a possibility 
of using multiple addressing for these control packets.   In this case, the station 
will transmit one packet to be propagated to all repeaters.   The handling of the var- 
ious control packets by repeaters will be discussed in another section.   The control 
packets to be implemented are: 

a.    S-^R Turn Off - will be used for controlling connectivity, particularly on the 
critical hop.   A repeater that is turned off should receive all packetf. but respond 
only to a predetermined set of control packets, such as two. 
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b. S-*-T, Wait, everything is O.K.   Will be used by a station when response from 
PTP net is slow and it receives another copy of IP from the terminal (which 
reactivated its IP when not receiving the ETE Ack from station). 

c. S-^T, Destination address (or PTP ret) went down. 

d. T-^-S, I depart from the system. Can be used when terminal departs from the 
system before completing communication. This packet can possibly be propa- 
gated to the destination address. 

5.6 INITIALIZATION AND LABE UNO 

The required algorithms are outlined in this section. 

a. An algorithm for collecting the initial information by the station of repeaters 
and other stations in its area (e.g., connectivity).   It is assumed that repeaters 
have a hardwired fixed ID, and a simple routing algorithm (to be determined) 
in its ROM. 

b. Algorithms in the station for processing above information, determining repeat- 
er labels, and possibly negotiating with nearby stations concerning the division 
of reoponsibility. 

c. Algorithms for transmitting the labels to repeaters and testing the network 
operation. 

d. Algorithms to be used for reinitializing the network when a set of new repeaters 
or a station are added to an operating network. 

5.7 SYST E M PROTOCO15 

A listing of the protocolf. required is given below.   The protocols are yet to be de- 
veloped.   This development will require extensive experimentation in the test 
system. 

a. Station-terminal protocols will be needed to handle terminals with different 
capabilities such as: 

1. Unattended sensors and position location 

2. Handheld terminals 

3. Small computers. 

The particular protocol to be used can be either negotiated or fixed as a function of 
the type of terminal when this is communicated to the station.   Small computers 
may have to reserve storage at the station. 

b. Station-station protocol is needed for communication as indicated before. 

c. Station-IMP or/and TIP protocol. 
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5.8    PACKET FORMAT 

A packet consists of three pain parts:  A header, a checksum, and text that consists 
in turn ot the message, security information, and overhead such as header and 
checksums for other networks.   All sections can be variable in length.   The only 
limitation is that the header come first and is no more than 16 words (16 bits each), 
that the checksum come last and is no more than 2 words (32 bits), and that the total 
packet length is no more than 128 words (2048 bits).   The first 8 bits of the packet 
must specify the length of the packet in words. Figure 5-2 is a nominal packet design. 

HERBEP 

♦ PftCKET ♦HEfiL'ER ♦PACKET ♦ IMP ICl=iTnR£*SEEUENCE*TD   DP   FrtDM 
♦LENGTH       ♦LENGTH       ♦TYPE ♦ ♦NUMIER     ♦STPTIDN     ♦ 
♦ IN    NDPI'S    ♦IN    NDRIIS    ♦ ♦ ♦ ♦ ♦ 
♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦<♦♦♦♦♦♦♦♦♦♦♦♦»♦»♦»»♦♦♦♦♦»♦ 

1       8 9     12 13     16 17     £0 21    £4 25     25 

♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦ 
♦HiEPPCHY^HpNr-ni-'EP^RnuTiNG ♦REPEPTEP ♦TERMINPL^DESTINAT* 
♦LEVEL   ♦HUMEER ♦SEPUENCE^LPBEL   ♦USER ID ♦ ♦ 
♦POINTER ♦       ♦LPEEL   ♦FOR TEPM.^       ♦ ♦ 

♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦<♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦ 
26   28 22   32 33    64 65    96 97   128 129     160 

PACKET 

♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦ 
♦HEPLEP  ♦TEXT       ♦CHECKSUM    ♦ 
♦ 10 NDPrsM-l 16 HERDS ♦£• Manx»    ♦ 
♦ 160 BITSM6-1856 EITS^32 BITS     ♦ 
♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦ 

Figure 5-2.    Nominal Packet Format. 
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5.8.1    Types of Packets 

There are three main types of packets:  information, control and initialization, and 
diagnostic and measurement.   There are, as well, subtypes of control and initial- 
ization packets, and of diagnostic and measurement packets.   Control and initializa- 
tion packets include: 

a. On/Off Packet.   An off packet addr* ssed to a repeater causes it to no longer 
transmit; it still receives, so it can be turned on.   Turning it on reverses the 
process. 

b. Choke On/Off Packet.   A choke off packet addressed to a repeater causes it to 
no longer accept packets from terminals.   This is used to quiet down a saturated 
system.   A choke off causes the repeater to resume accepting terminal search 
packets. 

c. Parameter Packet.   A parameter packet addressed to a repeater causes the 
repeater parameters (such as label, maximum handover number, time out 
values, and maximum number of retransmissions) to be reset according to 
values placed in the packets text section. 

d. Load Packet. A load packet addressed to a repeater causes code from the text 
of the packet to be read into the repeater's memory. 

e. ETE Ack. ET E Ack is an end-to-end acknowledgment sent by station and ter- 
minals to acknowledge the successful transmission from terminal to station or 
station to terminal, respectively. 

f. Search Packet. A seaich packet requests all devices of a type specified in the 
packet text that can hear the packet to send a response packet. 

g. Response Packet.   A response packet is sent in response to a properly addressed 
search packet and includes the label of the responding devf.ce (station, repeater). 

There are three diagnostic and measurement packet subtypes: 

a. Traoe Packet.   A trace packet can be sent by either a terminal or a station to 
a station or repeater, respectively.   Upon reachin ■ its destination, the packet 
is sent back to the originating device.   Statistics and routing information are 
collected in both directions and stored in the packet text. 

b. Dump Packet. A dump packet causes portions of an addressed repeater mem- 
ory to be copied into the text of a packet and sent to the originator. The infor- 
mation dumped can be statistics, data, or code. 

c. Repeater Trouble Report, A repeater trouble report is sent by a repeater to a 
station ii the repeater detects that it is about to become inoperable, e.g., bat- 
t ry power low or error interrupt in processor. 
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It should be noted that the on/off, the choke on/off, and the parameter packet are 
all special cases of the load packet in that they merely load new values into device 
memory.   Similarly, the basic dump packet can be specialized to many differing 
diagnostic and measuring functions. 

5.8.2   Packet Header 

As far as hardware design is concerned, the header is variable in size and format 
except that:  it is an integral number of words (a multiple of 16 bits), it is less than 
16 words in length, and the total packet length is less than 128 words (2048 bits). 
Initial software will assume the nominal header configuration of figure 5-2; but, 
for various experiments, the packet format may be modified. 

The fields of the header are: 

Bits 

1-8 Packet size in words 

9-12 Header length in words 

13-16 Packet Type 

0000 Information Packet 

0001 ETE Ack 

0010 Search Packet 

0011 Response Packet 

0100 Trace Packet 

0101 Dump Packet 

0110 Repeater Trouble Report 

0111 Unused 

1000 Load Packet 

1001 Parameter Packet 

1010 On Packet 

1011 Off Packet 
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1100 

1101 

1110 

1111 

Choke Off Packet 

Choke On Packet 

Unused 

Unused 

Packets involving loading memory have a 1 in the high order bit. 

17-20 

Bit 17 0 

1 

Bit 18 0 

1 

19-20 

Indicator Bits 

Indicates directed routing 

Indicates that packets are to be accepted by 
all repeaters closer to the station than the 
sender for packets to the station and by all 
repeaters away from the station tor packets 
originating from the station. 

Indicates ETE Ack expected 

Indicates ETE Ack suppressed 

Used to designate up to four protocols 

21-24 

25 

26-28 

29-32 

33-64 

65-96 

97-128 

129-160 

Sequence numbers for packets 

0 for packets to station; 1 for packets away 
from station 

Level in repeater hierarchy 

Handover number.   Packet discarded when this 
reaches 0. 

Routing Sequence Label consisting ol eight 
fields corresponding to leveis in hierarchy 
of 4 bits each 

Repeater Label of repeater associated with 
the terminal 

Terminal user ID 

Destination descriptor. 
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Device addresses and labels consist of 32 bits, of which the last two are special. 
If the last bit is 2, every device that is checking the address to see if it is its own, 
takes it to be.   In other words, the address is to "all."  If the next to last bit is 1, 
the address refers to the fixed (hardwired or PROM) address of the device.   If it is 
0, the reference is to address labels assigned by the system.   There are three 32-bit 
address fields in the packet:  the routing sequence label, the terminal's repeater 
label, and the destination field. 

5.8.3 Checksum 

The last two words (32 bits) of each packet contain the checksum for maximum 32-bit 
cyclic error checking code. 

5.8.4 Packet Size 

The total packet size can be any multiple of 16 bits up to 2048 or 128 16-bit words. 
The header can be any multiple of 16 bits up to 256 bits.   The last 32 bits are 'e- 
served for checksum and the first 8 bits for the packet length in words, so that 
hardware checksum calculation can be accomplished.   The nominal packet design 
depicted in figure 5-2 has a 160-bit or 10-wprd header.   Due to the nature of the 
ALOHA process, shorter packets will receive higher priority. 

5.9    LOGICAL OPERATION OF DEVICES 

5.9.1   Processing and Response of Devices to Packets 

In the first implementations of the packet radio system, devices (repeaters, stations, 
and terminals) will have the majority of their logic for protocols, routing, and flow 
control implemented by programmable microprocessors.   A large portion of the 
experimental program will be devoted to evaluating various protocols and routing 
and flow control disciplines.   The "basic logical functional" capabilities of the de- 
vices must be sufficient to support the evaluation program.   These basic logical 
functions can be thought of as being implemented in read only memory (PROMs), and 
should not vary appreciably in the experimental program.   Thus, they must be quite 
general.   More rapidly changing logic can be loaded into RAM remotely using the 
basic functional capabilities.   Modification, testing, monitoring, and software 
maintenance must be possible from both stations and terminals. 

5.9.1.1   Repeater Response to Packets 

A packet is said to be addressed correctly for a repeater if: 

a. The "all" bit (64) is set 

b. The "undirected routing" bit (17) is 1; and the packet has hierarchy level greater 
than the level of the repeater for packets to station (bit 25 = 0) and less than the 
repeater level for packets away from the station (bit 25 = 1) 

c. The directed routing bit (17) is 0 and the repeater is on the packet's routing 
sequence in the proper direction (to or from station). 
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A packet, is "specifically addressed" co a repeater if bits 65 through 96 cora,aln the 
repeater's label, or if bit 96 contains a 1. 

A packet is repeated by: 

a. Adding the packet to the Echo Ack queue 

b. Decrementing the handover number 

c. Inputting the hierarchy level of the repeating device 

d. Transmitting the packet until an Echo Ack is received or the maximum retrans- 
mission number is exceeded. 

A packet is accepted by a repeater if it is a priority packet or there is an empty 
buffer and if. 

a. The packet is addressed correctly 

b. The repeater is on and its choke is off, or the packet has priority; or the re- 
peater is on and the packet is not a search packet; or the packet will be accepted 
if it is an Echo Ack (that is, it matches a packet in the repeater's Echo Ack 
queue), in which case the original transmission by the repeater was successful 
for one hop and the packet is dropped from the queue. 

If an accepted packet is not specifically addressed to the repeater, it is repeated if 
the handover number is still positive. For trace packets, the trace information is 
appended before repeating. 

If the accepted packet is specifically addressed to the repeatf"-, the following actions 
are taken for each of the different types of packets: 

a. Information.   Not applicable. 

b. On/Off.   Repeater turned on/off. 

c. Choke On/Off.   Choke turned on/off. 

d. Parameter.   Parameters from text loaded into repeater. 

e. Load.   Code from text loaded into repeater. 

f. ET E Ack.   Not applic able. 

g. Search.   A response packet is sent containing the repeaters label in bits 65 
through 96. 

h.    Response.   Not applicable. 
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1.     Trace.   Information appended to text and the return packet for the station is 
started. 

j.     IXimp.   Memory locations specified in text copied into text. 

Finally, if specifically addressed packets have the ETE Ack bit (18) set to 0, an ETE 
Ack is generated. 

5.9.1.2 Station Response to Packets 

A packet is addressed correctly to a station if bit 25 is 0, indicating the packet is 
to a station and the first 4 bits of the routing sequence label corresponds to the 
station. 

A packet is accepted by the station if: 

a. The packet is addressed correctly and there is a buffer free, or the packet has 
priority 

b. If the packet is an Echo Ack of a packet in the station's Echo Ack queue. 

Actions taken for the following packet types are: 

a. Information.   Infarmation is read into station and ETE Ack is generated if bit 
18 is 0. 

b. ETE Ack.   Corresponding packet(s) are considered to have been successfully 
transmitted ETE. 

c. Trace.   If the trace is originated by a terminal, information is added and the 
packet is sent back to the terminal.   If it was originated by the station, the 
trace is complete. 

d. Load.   Text is loaded into station core according to format specified in tcxl 
ETE Ack is sent if requested. 

e. IXimp.   Locations in core are loaded into text and the packet is sent back to the 
originator.   If dump origmated by station, dump is successful. 

f. Search.   A response packet is sent containing the station's label in bits 65 through 
96. 

5.9.1.3 Terminal Response to Packets 

A packet is addressed correctly to a terminal if bit 25 is 1, indicating a packet 
heading away from r dtation, and the terminal user ID (bits 97 throueh 128) is cor- 
rect or if bit 128 is a 1. ' 
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A packet is accepted if: 

a. It is addressed correctly and either there is an empty buffer or the packet is a 
priority packet 

b. It is an Echo Ack to a packet in the Echo Ack queue, in which case the packet 
is flushed from the queue and the corresponding transmission is considered 
successful for one hop. 

Actions token for the following packet types are: 

a. Information.   Information is read into the terminal and ETE Ack is generated 
if bit 18 is 0. 

b. ETE Ack.   Corresponding packet(s) are considered to have been successfully 
transmitted ETE. 

c. Response.   The repeater label in bits 85 through 96 is stored and information 
can now be sent. 

d. Trace.   The trace is complete and information can be read from text. 

e. Load.   The information in the text is loaded iiito the terminal interface memory 
according to a format in the text.   An ETE Ack is sent if requested. 

f. Dump.   Information from the interface memory is read into the text according 
to a format in the text, and the information is sent back to the station.   If the 
terminal originated in dump, it is succesful. 

Other packet types are not relevant for the terminal. 

5.9.2    Basic Storage Structure in Devices 

In order to support the basic functions described in the previous paragraphs, a 
minimum amount of data structure must be maintained in the devices.   Depending on 
the protocols, routing, and flow control used, additional data structures will be 
necessary. 

a. Basic Repeater Da«,a Structure 

1. Packet Buffer(s).   Buffers for packets being processed or awaiting process- 
ing 

2. Echo Ack Qaeue.   Stores packets waiting for Echo Ack 

b. Basic Terminal Data Structure- 

1. Packet Buffers 

2. Echo Ack Queue 

3. ETE Ack Queue.   Stores packets awaiting ETE Ack 
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c.    Basic Station Data Structure 

1. Packet Buffers 

2. Echo Ack Queue 

3. ETE Ack Queue 

4. Repeater State Array.   Keeps track of the current state of each repeater, 
e.g., labels and MHN's 

5. Active Terminal State Array.   Keeps track of active terminals 

6. External Pacl-st Buffer(s).    Stores packets awaiting acknowledgment from 
external networks. 
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Communication Link Design 

6.1    RF CONSIDERATIONS 

The packet radio network concept was origina*ed to meet the requirements for more 
efficient and rapid communication from mobile digital terminals to central comput- 
ing resources.   Although there may be other possible means to interconnect mobile 
users, the radio channel seems to be the only practical one.   Yet, the radio channel        /  jjj 7 
places severe constraints on the system design, particularly when considered in 
light of the portability and mobility of the terminals, the peak data rate requirements *ASJM-UA 
of terminals and computers, the limitations of state-of-the-art hardware, and the 
limited available radio frequency resource. 

6.1.1    Propagation 

The frequency selected for the packet radio repeater will lie in the 1 to 2-GHz range 
The network is required to operate in urban areas with high rise buildings, as well 
as in suburban and rural areas such as jungles and deserts.   Propagation in these 
topologies is highly variable, and although a great deal is known about these chan- ,' 
nels, some detailed knowledge is still being gathered.   Appendix B. 2 describes a '      '      > 
measurement program to obtain information specifically oriented to help in the design 
of the repeater.   Past measurements and initial results from this program have 
been used to model the channel and contribute to the rf design.   Future measurements 
will be used to suggest refinements and modifications. 

The propagation channel introduces a random attenuation and phase shift to rf sig- 
nals.   In addition, the channel can severely disturb an rf signal.   These effects are 
all due to the fact that a signal travels from one point to another over multiple paths. 
Usually, there is a direct or line-of-sight (LOS) path with minimum attenuation and 
delay, although this path may not e\ist in severe environments such as jungles or 
cities.   Often, there are additional paths due to the fact that the signal may be re- 
flected from one or more intervening objects.   The additional paths have delays and 
attenuation in excess of the LOS path, so that a transmitted pulse may he received as 
a set of pulses with random delay, amplitude, and phase. 

An example of multipath propagation is shown in figure 6-1.   The pulse distortion 
here is very apparent.   This picture was taken in Palo Alto using the measurement 
equipment described in appendix B.2. 
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Figure 6-1.    Example of Multipath Propagation. 

6-2 



h.^ 

The random attenuation and distoition have two effects. Random attenuation means 
that coverage areas for repe^iers will be random.   Two receivers within a few 
feet of each other may experience such different signal levels that one may operate 
without errors, while the other may be unable to operate at all.   Coverage areas 
must be described probabalistically, and the rf design must take this randomness 
into account.   For the initial experimental network, the terminals will be required 
to move whenever a very low signal level is encountered.   Experiments with redun- jvl^1     . 
dant repeater coverage and various other diversity mechanisms are planned to im-      y'   -J 
prove the design in this respect. f^ v 

The signal distortion introduced by the multipath channel places a limit on the bit- 
rate which the channel will support.   The delay spread of the channel is a measure 
of the distortion introduced.   It is determined by the 3-dB points on the channel 
impulse response.   An example is shown in figure 6-1.   If this spread is greater 
than the duration of one signaling element (baud), which is usually a single bit, then 
intersymbol interference will result, and errors will occur even at high signal-to- 
noise ratios. 

Various schemes have been devised to combat multipath effects, and many are con- 
sidered in appendix B. 1.   Only the most complicated are effective in the random 
time-varying environment envisioned for the portable terminal.   Some of these may 
be experimented with as the program continues; however, it initially appears that 
peak power and desired repeater coverage will limit the bit rate to values less than 
the propagation limit (see appendix B. I). 

The mobility of the terminals, combined with the space variability of the channel 
may impact the rf design; however, additional information is needed in this area. 
The measurement program (appendix B. 2).will collecLmuch of this information.  
The hioh bit rats (100 kBps) the maximum speed (100 mph), and the nominal packet 
length (100 kBps) will combine so that the terminal may move as much as 5 feet 
during one packet. This is 10 wavelengths at 1.6 GHz. Severe fades may be en- 
countered in much shorter distances; hence, this problem is one that must eventually 
be solved.   The initial experiments will be made with much slower term aals, and 
several means to solve the higher speed terminal problem will be explor )d as data 
becomes available    These will include diversity schemes, shorter packet lengths 
for mobile terminals, and ciror correcting coding schemes. 

6.1.2   Noise 

There are at least three major types of noise in this band.   These are characterized 
by their nature as background (or Gaussian), impulsive (or non-Gaussian), and inter- 
ference .   The latter will be considered as a part of the coexistence problem discussed 
in paragraph 6.1.3. 

In the absence of other noise and propagation effects, the background noise places 
a fundamental limit on the capacity of an rf link to support communication.   This 
limit depends on the average power and bandwidth available and is commonly called 
Shannon's bound.   The application of this bound to packet radio is discussed in 
appendix B. 1.   For several practical reasons, this bound cannot be used as a design 
objective; however, it does supply a measure of design quality. 
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Link power budget and repeater LOS coverage calculations are based on the back- 
ground noise level.   In the 1- to 2-GHz band, this noise is primarily of thermal 
origin and may be taken as thermal noise at 20°C.   Such noise is assumed to have 
uniform spectral density of -173 dBm/Hz and to have a Gaussian amplitude distri- 
bution. 

The primary impulsive noise in the 1- to 2-GHz band appears to be derived from 
automobile ignition spark discharges.   Hence, it varies with population density. 
Other sources of impulsive i-oise are also manmade, such as arc-welders, electric 
trains, and ac power distribution systems.   All are population tensity dependent. 

Impulsive noise is not generated at a high level, so that it is only effective at shorl 
range.   For example, a terminal on a main city street, or near a freeway might 
experience noise impulses exceeding the thermal noise by 60-to 80-dB; but a 
repeater, several hundred feet above the street on a tall building, might experience 
impulses of only 30 to 40 dB above thermal noise, and a repeater on a mountain in a 
suburban or rural area might experience only background noise. 

The design power budgets for the initial system have included a 10-dB noise margin 
to accommodate typical suburban noise impulses, and the initial system experiments 
will be accomplished in such an environment.   It is clearly not desirable to limit 
repeater coverage so that all impulses can be overpowered by the signal.   This 
would reduce coverage by factors of several million in worst-case situations.   In- 
stead, provision has been made to implement and experiment with error-correcting 
coding techniques.   Such techniques will depend on the detailed time-statistics of the 
noise impulses which are being collected (appendix B. 2). 

6.1.3   Repeater Power Budget T " 

Satisfactory performance of the repeater-terminal or repeater-repeater links of the 
network depend upon the receipt of adequate signal power to overcome the noise at 
the receiver.   Signal power received will be adequate so long as the energy per bit 
to noise density ratio does not drop below about 13 dB.       j 

The signal power received will depend^pon system para^notero such as transmitter 
power, and transmitter and receiver antenna gains which are fixed by the system 
design.   It will also depend on parameters such as the antenna heights above sur- 
rounding terrain, the nature of the intervening terrain, and the topology of the re- 
ceiver location.   All of these can vary greatly within a repeater network, and pro- 
pagation loss may vary significantly as a terminal moves only a few feet.   The 
background noise level is less dependent on system parameters, bat also will vary 
with receiver location. 

Because repeater coverage is so terrain dependent, it is possible only to present 
"typical" repeater range curves.   Such curves are shown in figures 6-2 and 6-3. 
Figure 6-2 can be used to estimate the median range for satisfactory performance 
when the receiver is in a rural location and figure 6-3 for an urban location.   Range 
will depend on the bit-rate and background noise, as well as antenna heights.   These 
figures have curves for 2-bit rates (100 kBps and 500 kBps) and various antenna heights, 
assuming one antenna is always at 1.5m for a 100-kBps rate, and one antenna is 
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Figure 6-2.    Typical Repeater Range Curve, Receiver in Rural Location. 

Figure 6-3.    Typical Repeater Range Curve, Repeater in Urban Location. 
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always at 200m for a 500-kBps rate.   Repeater design parameters of this design 
plan have been used with propagation loss models to arrive at these curves, as ex- 
plained in appendix B. 2, which also explains how other antenna heights can be used. 

To better understand these curves, consider two examples of application. 

Example 1:  Typical Urban Repeater-T-rminal Range. 

A typical urban repeater might have ?.n antenna height of 50m.   The terminal 
antenna height probably would not exceed 1.5m, and the terminal background 
noise would be about 15 dB above thermal.   Using figure 6-3, and the 100-kBps 
scale, we find that the median repeater range is about 3.5 km. 

Example 2:  Repeater-Repeater Range in a Rural Area. 

In this case, we might expect both repeaters to be located on mountains, per- 
haps 200m high. The bit rate will be 500 kBps, and we expect only thermal noise 
at the receiver.   Under these conditions, we find that the median range will 
be 45 km. 

These curves will be useful in estimating the minimum number of repeaters required 
to cover a given area, and in choosing repeater locations; however, redundancy of 
some form will be necessary to «nsure uniform coverage. 

6.1.4    Coexistence 

A A major rf consideration is the fact that the rf spectrum is a limited resource.   Any 
new communication system must be denned in light of its impact on existing users, 
and must be designed to use the spe-itrunLAS efficiently as possible. 

In the past, spectrum use has been planned by assigning frequencies to specific users, 
and requiring that they use as little bandwidth as needed to accommodate their p )ak 
data rate.   Occasionally, nets were assignedtf/share a frequency, and this improved 
the efficiency; when the frequencies are notlJeing used, they are unavailab 9 to any- 
one else, and efficiency is reduced.   Because of the random nature of propagation, 
geographical reuse rules must be such that some frequencies are never used in some 
areas, and additional capacity is lost. 

The packet radio concept can help to improve spectrum utilization.   Many users can 
be assigned to time share a single frequency so that the channel is more efficiently 
used.   This concept is a major advantage and its implementation is central to the 
planned repeater. 

Because of the geographical distribution of a packet radio network, the nature of 
the packet radio traffic, and the nature of other spectrum users, it is possible to 
design a network that will use part of the unused capacity available at frequencies 
assigned to other users, without affecting the other users significantly.   This con- 
cept is controversial, and will require careful exploration; yet, it promises to make 
major inroads into the spectrum usage problem if it can be successfully implemented. 
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Two alternative designs have been suggested to accomplish this latter coexistence 
goal.   The design described in this plan uses unused capacity by implementing a 
spread-spectrum signaling scheme so that the energy density seen by other users 
is very low, and so that the effect of other users on the packet radio network 
is reduced by the filier/signal mismatch.   The scheme initially implemented may 
be made more efficient as the program progresses by multichannel extensians and 
error-correcting code implementations, and the equipment will be designed so that 
such modifications are readily possible.   An alternative design involves a slow 
frequency-hopping scheme in which assigned, but locally unoccupied channels, are 
used by the packet radio net, and locally-occupied channels are avoided.   This scheme 
is described in appendix B.3.   It is simple enough so that the experimental network 
could be implemented in this manner if extreme difficulties occur in the presently 
planned design.   A third alternative would combine the best features of both the 
spread-spectrum and slow-frequency-hopping scheme to overcome coexistence prob- 
lems which might overwhelm either system.   This alternative will be explored in 
parallel with the implementation of the present design. 

The coexistence problem has two aspects.   The system must avoid interference from 
other users, and it must avoid interfering with other users.   The specific nature of 
the problem depends on the specific community of users coexisting.   Preliminary ex- 
periments with rrdars (see appendix B.4) suggest that it is possible to coexist with 
even such difficult users if the repeater coverage is sufficiently small (necessitated 
by the radar receiver sensitivity to low power density signals) and error correcting 
codes are used (necessitated by the high peak-power radiated by the radar).   Coexis- 
tence in other user communities should be much simpler and exploration of this issue 
will be a major goal of the program. 

6.2    BASIC RF LINK DESIGN 

The basic rf link may be discussed in terms of the block diagram of figure 6-4.   In 
this simplified picture, the source generates a digital message (which is best thought 
of as a packet).   The packet is encoded and converted to an analog waveform by the 
encoder and modulator. 

The analog waveform is frequency translated, perhaps filtered, amplified, and 
radiated by the transmitter.   The transmitted signal is distorted by the channel, and 
various types of noise are added, so that the received signal is a random waveform 
correlated to the transmitted waveform, but not a precise replica.   The receiver 
demodulates and decodes the received signal in an attempt to reproduce the original 
message. 

Thus, the important design elements available to control the performance of the 
link are the modulation scheme, the encoding scheme, and to some extent, the choice 
of frequency of operation. 

6-7 



MESSAGE 
SOURCE 

ENCODER MODULATOR 
RF 
TRANSMITTER 

T 

CHANNEL 

v 
MESSAGE 
SINK 

DECODER DEMODULATOR 
RF 
RECEIVER 

Y 

Figure 6-4.    Basic Link Block Diagram. 

6.2.1    Modulation Scheme 

Three modulation schemes are described below briefly.   Each meets the two basic 
requirements that the scheme must use transmitted signal energy efficiently, and it 
must support a basic bit rate of 100 kBps. They differ in several other properties, 
all deemed desirable for the repeater design. 

Scheme A.    In the first scheme, the 100 kBps data is used to differentially- 
biphase modulate a spread spectrum Waveform with a 20-MHz bandwidth. 

Scheme B.   In the second scheme, the 100 kBps data is split into five channels 
of 20 kBps each.   Each channel is used to bi-phase modulate a spread spectrum 
waveform with a bandwidth of 4 MHz.   The five spread-spectrum waveforms may 
be selected from 10 possible channels 

Scheme C.   In the third scheme, the 100 kBps data is used in a quadratic dif- 

/ 

' 

ferential biphase modulator to modulate a sine wave chosen from any one of 
300 frequencies, separated by 100 kHz. ^ 

I » i  v-t- 

The desirable properties in which these schemes differ are defined 

1.     Allow Investigation of Coexistence Issues 

dbeloto. 
Alk 

It is important that any scheme for the initial repeater support experiments 
with coexistence.   The broad-band schemes (A and B) both provide such 
capability, but Scheme C does not, unless it is combined with the slow 
frequency-hoppinff channel access scheme of appendix B.3. 

2.      Easily Implemented 

Although it is not a prime requirement that the scheme be easily implemented, 
it is very desirable in the first repeater network because of the primary em- 
phasis on learning about such networks.   Once the initial experiments are com- 
plete, perhaps the investment in special components to improve the network 
will be justifiei', or perhaps other approaches will be discovered.   Scheme C 
is easily implemented.   Scheme A is not much more difficult, except that 
state-of-the-art in matched filters will be required.   Scheme B is moderately 
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difficult because the resulting waveform would be amplitude-modulated, and 
a single Class C power amplifier could not be used. 

3. Use Frequency Resource Efficiently ^ A / i i /!/> 

Although all three schemes occupy the same bandwidth allocation (rougkly), 
schemes A and B use much more bandwidth than Scheme C.   If Schemes A 
and B caused no more interference to other users or provided the same range 
coverage in the presence of other users, then the bandwidth usage would not 
be Pii issue; however this is not the case.   Clearly, Scheme C can operate as 
a single-channel scheme and coexist with anjKmix of users in the 1- to 2-GHz 
band.   Only as multiple channels are introduce^ as it reasonable that schemes 
A and B might perform as weD as scheme C.   \ 

4. Provide A Measure of Security or Privacy 

All three schemes are equally easily detected and jammed by an enemy with 
a stolen receiver and transmitter; however. Schemes A and B have the poten- 
tial to provide some measure of security if modified to psuedorandomly 
select a spread-spectrum waveform.   Such modiilcation would greatly change 
the implementation difficulty and periormance cf either scheme.   Scheme C 
is not modifiable to provide low detectability, but could be used in a bit-by-bit 
frequency-hopping mode at a loss in performance. 

The scheme choban for the initial repeater is Scheme A.   This reflects our emphasis 
on rapidly exploring the packet j^dio U^ues pn t.h«» a m^m» <tnprfm>ment CM) regult 
quickly.   Ultimately, Scheme B ofs^ome combination oi B and C may result, but 
Scheme B would unduly complicate thfesexperimental repeater, and Schema C would 
not provide the opportunity to e qilore tnisf coexistence issues. 

Thus, the modulation scheme selected is a spread-spectrum signaling format.   The 
digital data will be used to differentially biphase modulate a jpread-spectrum carrier 
The spread-spectrum carrier will be generated using a maximul length sequence 
generator to minimum shift key (msk) modulate a sine wave. 

Detailed block diagrams of the implementation scheme for the modulator and demod- 
ulator are discussed in section 8.   Demo, ulation is accomplished using a matched 
filter differentially coherent scheme. 

The performance of such a scheme in Gaussian noise depends on the received energy 
per bit to noise power density ratio (E./N ).   A curve of bit error-rate vs EL/N 

DO DO 
is shown in figure 6-5, assuming perfect bit synchronization. 

The spectrum of an msk signal has a smooth variation with no sidelobes, so that out- 
of-band power can be controlled without transmitter filtering.   The normal bandwiulh 
is determined by the bit rate and the spread factor, and is given by twice their pro- 
duct . 
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Figure 6-5.    Curve of Bit Error Versus E./N . 
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Two bit rates are planned. The bit rate used for the terminal-repeater link will be 
100 kBps. Using a spread factor of the order of 100, the nominal rf bandwidth will be 
20 MHz. T! i repeater-repeater links will experience less noise and less multlpath. 
For network efficiency, the Initial repeater design will allow a 500 kBps bit rate 
with a spread factor of 20, resulting also in a 20-MHz nominal rf bandwidth. 

6.2.2 Coding ,      ,;     / 

The initial repeater design will contain an error-detecting coder.   The coder will 
generate 32 parity bits per packet using a cyclic convoluüonal coder.   The decoder 
will use the same convolutionrü coder to generate a syndrome and check for errors. 
So long as bit errors are random, such a coder should assume that the probability 
of undetected errors in a packet is less than 2~32.   Loss of synchronization is not 
readily detected by such a coder unless steps are taken to destroy the cyclic nature 
of the code.   Various approaches to this task are being studied and one will be 
implemented in the repeater. 

Such a technique will detect errors carsed by impulsive noise or interference as well 
as random errors.   However, detection is probably not enough in the former case. 
It is possible that in urban areas, noise impulses exceeding thermal noise by 60 to 80 
dB will occur with such frequency that virtually every packet will experience at least 
one impulse.   In an rf environment containing several radars, each packet might 
experience two or three errors.   Thus, in these cases, very few packets would be 
accepted and the channel capacity and throughput would be very low.   Contrast this 
to the Gaussian noise, random error case where the probability of bit error is 10~5 

by design power budget.   Roughly 1 in 100 packets will be rejected due to a detected 
noise error. 

It is probable that some form of error-correction coding will be required as network 
experiments are extended to urban areas and coexistence experiments are undertaken. 
Parallel studies to determine impulse statistics and to explore possible error- 
correcting coders are underway and the results will be used in the repeater. 

6.2.3 Synchroniz ation 

Three forms of signal-synchroniz ation are possible.   There are packet synchroni- 
zation, bit synchronization, and carrier-phase synchronization.   Packet synchroni- 
zation is necessary to ensure proper decoding of the bits and to properly frame the 
packet for digital operations on the header and the text.   This will be accomplished 
by transmitting a special spread spectrum waveform, normally orthogonal to the 
carrier, but occupying the same band, for a duration of 6 bits prior to initiation of 
a packet transmission.   The receiver will detect this waveform with a matched filter. 
This should ensure that sync will occur with a probability of >0.999, and false 
synchronization will occur with a probability of < 10"6 at design power budget in 
Gaussian noise.   The synchronization error should not exceed 1/10 bit rms when 
synchronization is detected. 

\*ov^ 1 .     I w ■ 
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Bit synchronization will be accomplished by phase-locking a clock to the demodulated 
data.   It is important to have acquired bit synchronization by the time of demodulation 
of the first data bit following packet sync.   This can be accomplished either by using 
the packet synchronization impulse to phase adjust a stable clock (assuming a stable 
transmit clock) or by delaying bit demodulation until enough data has been received 
k, allow acquisition of bit synchronization from the data.   The former approach re- 
quires stable clocks, the latter requires analog or multiple-level digital buffer 
storage.   Both approaches will be studied, and the best will be selected. 

Carrier synchromzation will not be used in the repeater.   Differentially coherent 
demodulation will be used so that carrier synchronization is not needed.   Perfor- 
mance at the design power budget will not be significantly degraded because of the 
lack of coherent demodulation.   (Approximately 1.5 dB is lost). 

6.3    CHANNEL ACCESS SCHEMES 

6.3.1    iingle Channel Modes 

The initial repeater should be designed to operate in three channel access modes, so 
that experiments with different access schemes are possible.   The three schemes are 
referred to as ALOHA, Carrier Sense (CS), and Spread Spectrum with preamble 
synchronization (SS). 

a. ALOHA Mode.   When operating in this mode the repeater will transmit a packet 
whenever one is ready.   The packet will be transmitted at a high data rate 
(500 kBps) if it is meant fjr a repeater. If the packet is not acknowledged 
within a (software-selectable) period, the repeater will retransmit.   The 
throughput from terminals to repeater in the absence of network signals (such 
as repeater-repeater) theoretically saturates at one-half of the bit rate.   Other 
access schemes exceed this theoretically; however, in network operation the 
improvement of other modes may not be worth the loss of simplicity. 

b. Carrier-Sense Mode.   When operated in this mode, the repeater will first deter- 
mine that the channel IM unused, then transpxit the packet as in the ALOHA mode. 
Parameters of this mode will be softw§M£selectable.   To implement the carrier 
sense scheme, it is only necessary to provide a "carrier detect" circuit and the 
logic to inhibit transmission Tsrhöaeyer a carrier is detected.   This scheme can 
more than double ALOHA capacilyji/hM all terminals can detect each other. 
Operation in a real network enviromnent^cemains to be evaluated. 

c. Spread Spectrum.   The Spread Spectrum requires that the synchronization 
preamble, needed in any case for packet synchronization, be used to start a 
clock which samples the demodulator only at bit intervals. 

Theoretically, a second packet arriving more than two chips (200 ns) out of 
synchronization with the first will not interfere, and the channel capacity will 
be improved to exceed ALOHA significantly; however, high multipath is likely 
to make any improvement very slight.   For successful operation, preamble 
synchronization and bit rate clock stability must be such that the sample is 
made near the peak of the matched filter output (which is only 200 ns wide).   A 
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"sampling window" slightly wider can be used with a threshold circuit to relax 
the timing requirements somewhat at some increase in bit error rate, and loss 
in channel throughput.   The availability of the circuitry for an Spread Spectrum 
mode will be needed in any case if multiple-channel operation is planned. 

The repeater should be designed so that operation in each mode is software-selectable 
with software-selectable parameters such as retransmit time. 

lW ^ c>i44i /M hull 6.3.2    Multiple-Channel Modes 

Although the initial repeater may not include implementation of multigle-channel 
modes, design should not preclude modification to provide for one or both of the 
following: 

a.    Multiple Time Channels.   When operating in a low-multipath environment with 
power-controlled terminals, multiple-time channels can be ueed if the spread- 
spectrum code selected has low auto-correlation (aperiodic) sidelobe levels,   k 
sketch of the output of the envelope of a matched filter receiver is shown as an 
example of two-channel operation: 

OUTPUT DUE  TO 
TERMINAL 1 

OUTPUT DUE TO 
TERMINAL 2 

COMPOSITE AS SEEN 
OUT OF  FILTER -A-y > 

These two channels can theoretically be separated by suitable time gates at bit 
intervals, initiated by synchronization preambles on each channel. 

Multiple Code Channels.   When operating in a high-multipath environment with 
power-controlled signals, multiple codes can be used to achieve multiple chan- 
nels.  This is accomplished with a separate matched filter for each channel 
(code).   Because the terminals cannot be globally synchronized, each channel 
will cause some interference to the other, limiting the total number of channels. 
A separate modem must be provided for each channel.   Whenever the transmitter 
operates, all channels are blocked at the repeater. 

6.4    ALTERNATIVE ACCESS SCHE 

The multiple-channel, dual bit ra^8, spread spectrum access scheme has been chosen 
to provide an acceptable comprpmise of performance factors; however, uncertainties 
exist in knowledge of the effect of propagation and practical hardware constraints. 
Another possible access scheme is discussed in appendix B.3. 
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Section 7 

Measurement and Testing 

As the packet radio concept and models for this concept have grown, the need to 
perform field measurements on an experimental system has become clear.   This 
need has several sources.   The interaction of the radio channel, network protocol, 
user, and use are difficult to describe, much less model.   Models for each sub- 
element are necessarily simplified, and many unknowns enter into field operations. 
Finally, the equipment design problems are difficult and the system design tasks 
are even more difficult.   Both require field verification.   It has become apparent 
that an experimental system and a measurement plan are needed to explore the 
packet radio Issues. 

The experiments that can be performed and the measurements that can be made 
depend heavily on the experimental system design.   Similarly, the design depends 
upon the measurement plan.   ThL Interdependence results In the necessity to Iterate 
the process of system design and measurement planning.   In this section, a first 
approach to a measurement plan Is discussed.   This plan will be used to design an 
experimental system to support the plan.   In turn, the system design will Influence 
the eventual plan. 

Three types of measurements are described.   These correspond roughly to the 
three anticipated phases of the system buildup.   The first type of measurements 
Involves communication link experiments and will be referred to the first phase of 
the experimental system when only a few rf nodes are available.   These experiments 
will validate the rf link design, test rf equipment performance and design, explore 
coexistence questions, and validate propagation, noise, and modem/coder models. 
The results of these experiments will be used to modify and Improve the link design 
and to explore important packet radio issues (such as coexistence) to the extent 
possible with a few rf nodes. 

As the experimental system Is expanded, more nodes are added, and the rf system 
Is Improved; then network experiments will be possible.   Because this phase is 
farther in the future, many of the desired experiments are yet to be defined In detail; 
however, the measurement parameters and necessary facilities have been determined 
from network models and simulations.   Once the equipment design has stabilized and 
network experiments have been used to modify and Improve the network design, it 
will be possible to examine traffic patterns, network utilization, and operation of 
individual network elements under various uses and stresses.   These experiments 
will require yet a third set of measurable parameters and facilities, and will be 
carried out during the third phase of the experimental system life when it will be 
possible to use the system to support limited operations with real or simulated users. 

This preliminary plan Is organized to first describe link-related, network-related, 
and user/operational performance experiments that the experimental system will 
support.   The parameters to be measured are then listed for each class of experi- 
ment.   Finally, the facilities needed to support the measurements are briefly 
summarized. 
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7.1    LINK-RELATED EXPERIMENTS 

The link-related components are designed usinp models that relate bit and packet 
error rate to link parameters (such as propagation, noise, range, topography, and 
interference) and equipment design parameters (such as bit rate, modulation type, 
coding technique, and packet length).   In addition, certain aspects of the access 
mode models are link-related.   Many of these models have been validated by pre- 
vious study and need not be tested again; however, several aspects of the 
communication-link problem are unique to the packet radio system and require 
additir..al testing for verification of design or determination of performance.   These 
are emphasized in the measurement program. 

The PR network will use modulation, coding, and access techniques that have not 
previously besn applied to the rf environment in which the network must operate. 
Spread-spectrum msk signals have not been tested in multipath environments 
similar to that expected in the 1- to 2-GHz range in urban areas.   High-rate digital 
communication systems have not been subjected to the type of noise expected in this 
environment, and new concepts of rf coexistence are being explored.   These have 
all been reasons for the development of the mobile instrumented test facility des- 
cribed in appendix B.2.   As presently configured, this facility consists of a trans- 
portable (truck-mounted) spread-spectrum transmitter operating with a 20- to 40-MHz 
bandwidth in the 1200- to 1400-MHz band, and a mobile (van-mounted) receiver, 
minicomputer, and digital recorder.   The transmitter/re<;eiver can be used to sound 
the channel and determine propagation conditions.   The receiver also measures noise 
parameters.   The minicomputer controls the receiver and records the data.   (See 
appendix B.2 for a complete description.) 

This facility will be modified so that the digital section of a repeater or terminal can 
be directly connected to the minicomputer.   Packets and repeater status information 
vill be sent back and forth.   The resulting measurement capability will be used in 
the following experiments. 

7.1.1    Error Rate Versus Range and Topology 

As part of the packet radio program measurements of multipath, propagation loss 
and noise have been undertaken, and the resulting models have been used to aid in 
the design of the communication link. 

The experimental facility will be used to validate the models as well as the resulting 
design. To accomplish this, simultaneous measurements of propagation conditions, 
noise, and link error rate are needed. The existing test set will be employed. The 
equipment in the van will be modified and connected to a repeater and/or terminal 
so that error rate measurement can be automatically recorded. The planned equip- 
ment setup is shown in figure 7-1. 

The measurements will be made by selecting sites for the repeater and terminal 
that will expose the link to different propagation and noise conditions.   The measure- 
ments currently being made will be used to select specific repeater and terminal 
locations.   The terminal will be used to generate known messages, or bit patterns, 
and the repeater will pass the received patterns to the minicomputer.   The computer 
will determine errors and record error statistics.   Simultaneously, the propagation 
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Figure 7-1.    Diagram of Error-Rate Test Setup. 

and noise statistics will be recorded for later comparison to the error measurements. 
The results of these measurements will be compared to theoretical performance 
predictions to validate the models and equipment design. 

7.1.2    Coding Effects 

Because of the existence of impulsive noise and the desire to coexist with other users, 
it will probably be necessary to employ error correction coding on *,he rf links. 
Several kindi of codes are candidates; and it will probably be impossible to predict 
performance accurately enough to select the best, so that field comparisons and 
maasurements will be needed.   If one is selected analytically, it will still be desirable 
to determine actual performance and the effect of parameter variations. 

The test facility will be used in two ways to aid in coding experiments.   When a 
complete coder/decoder is constructed, the test facility will be used to collect error 
rate data under differenf. propagation and noise conditions as discussed in paragraph 
7.1.1.   More importantly, the facility will be used to simulate the decoder so that a 
wider variety of coding techniques can be explored.   This is possible since the 
decoder is usually expensive to construct, but easily simulated on a computer. 
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7.1.3 Coexistence Measurements 

A major goal of the PR program is to develop a network that will coexist with other 
users.   To explore this issue and to demonstrate that a given design does indeed 
coexist, it is necessary (but not sufficient) to determine the extent of disruption 
caused by other users.   It will be possible to use the mobile test facility to find 
other users by spectrum monitoring and to measure the effects of these users by 
logging error rates when co-users exist.   These "targets of opportunity" will be 
supplemented by transmitters to simulate user environments as needed to explore 
the issues involved. 

The other half of the coexistence coin involves interference by the PR network to 
other users.   Some interference tests have been made using the existing test set and 
two operational radars.   These tests will be repeated, and similar tests with other 
types of equipment will be undertaken.   These tests will be performed, where possible, 
on targets of opportunity; however, in many cases it will be necessary to employ users 
simulated by sensitive receivers, or to take the PR repeater to a location where users 
exist. 

7.1.4 Access Mode Experiments 

Network throughput ind delay depend on many variables.   An important factor in both 
performance measures is the access mode used by the terminals and repeaters. 
Analyses of throughput and delay have modeled the users as an infinite nopulation of 
Poisson sources, and have ignored the effects of noise and acknowledgment packets. 
Simulations have used finite populations, but other aspects of the simulations have 
necessarily been idealistic.   Network experiments (discussed in paragraph 7.3) will 
be made to validate the network models, simulations, and designs; but it is also 
necessary to perform link measurements using a single repeater and many terminals 
to validate some aspects of the access mode models. 

Several experiments are possible if the equipment is properly designed.   For example, 
models suggest that the Carrier Sense mode is more efficient than the ALOHA mode 
so long as all terminals can hear each other; but as soon as terminals are "hidden," 
performance degrades.   A field demonstration and measurement of this effect can 
readily be made if the equipment has both a Carrier Sense and an ALOHA mode. 

In a different type of experiment, measurements can be made to determine the number 
of spread-spectrum channels that can simultaneously occupy a frequency band.   These 
measurements can be mnie in lieu of, or prior to, building multiple-detector receivers 
in the repeaters. 

7.2    NETWORK-RELATED EXPERIMENTS 

Network-related experiments are briefly described in two categories: routing and flow 
control and network performance. 
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7.2.1    Routing and Flow Control 

The following objectives describe routing and flow control. 

a. Initialization and Labeling Programs.   The objectives are t) assess the efficiency 
of the programs, to develop new programs, and to MtUnate the times needed for 
network labeling and testlig. 

b. System Protocols.   In the first experimental system, the emphasis will be placed 
on developing and testing a basic set of protocols for communication within the 
packet radio network (PRNET).   The station wih have (eventually) protocols for 
communication with other stations and with the FTP network; these will be the 
subject of future experiments.   Several terminal-station protocols will be tested. 
The protocols must be tested in a one-hop system (i.e., terminals communicating 
directly with the station) and in a multihop system.   Ideally, in developing a 
protocol, one should take into account the probability of «uccessful transmission 
between the two communicating devices.   When the above probability is low, one 
would tend to develop a more complex protocol to reduce the number of packet 
transmissions.   Thus, terminal to station protocols will eventually be tested in 
a multihop multistation PRNET.   The station must be tested when simultaneously 
communicating with several terminals, not all of which use the same protocol. 

c. Routing Algorithms.   The objective is to assess the efficiency of the routing 
algorithms developed in a field environment. 

d. Control Procedures.   The objective is to test the capability to overcome conges- 
tion and repeater failure by dynamically modifying the network configuration. 
This will be done by controlling the operating devices (on/off) and changing the 
operating parameters of devices. 

7.2.2    Network Performance 

Apart from the particular software used, the main parameter to be changed when 
estimating system performance is the traffic rate offered to the system.   "Retrans- 
mission" is defined to be when a device retransmits awaiting an HBH Ack.   "Reacti- 
vation" Is when a device does not receive an ETE Ack and activates the packet lor 
another sequence of transmissions. 

a. Throughput.   Considering the set of stations and the set of terminals as the end 
devices, the system throughput (In packets) Is defined as the rate of Information 
packets (IP's) that originated at stations and arrived at terminals, plus the rate 
of IP's that originated at terminals a:id arrived at stations.   Some of the packets 
contributing to the value of throughput as defined above will be contributed by IP's 
that have been reactivated.   Thus, one can speak of gross throughput as defined 
above and net throughput In which the rate of reactivated packets Is not considered. 
The net throughput can also be defined as the summation of the rates of IP's that 
have been end-to-end acknowledged.   To obtain a detailed observation of system 
performance, it is necessary to measure the gross and net throughputs.   The 
difference between the two reflects the efficiency (or deficiency) of the routing 
and protocols. 

b. Delays.   The following delays wil! be measured: 
1. Time delay to initialize repeaters and test repeater-station network 
2. Terminal delay to identify specific repeater 
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3. Terminal delay to establisli communication with station and to negotiate 
protocols 

4. End-to-end delay for an IP 
5. Terminal interaction delay as a function of the number of IP's transmitted and 

received.   The Interaction delay Is defined as the time elapsed from terminal 
origination to departure. 

c.     Blocking and Loss.   When a terminal does not successfully identify a repeater 
(or station) after transmitting an SP for the maximum number of times specified, 
it is considered blocked.   In addition, under certain conditions, terminals will 
depart from the system without completing communication.   This will contribute 
to additional system loss.   The blocking and loss should be measured separately 
since the former indicates the difficulty in entering the system, whereas the 
latter reflects on the inefficiency of the routing. 

7.3    USER AND OPERATIONAL EXPERIMENTS 

During the l^ter phases of the system life. It will be possible to perform many types 
of experiments with operational or experimental users to explore the Interaction 
between the user and the system.   Three examples of such experiments are outlined 
below. 

7.3.1 Timesharing 

The experimental system can be set up to operate as a time sharing network to explore 
the interaction of such users and PR networks.   The effect of network delay on user 
traffic, the ratio of terminal-generated to computer-generated traffic, and general 
network traffic patterns should all be measured.   The effect of geographical distribu- 
tion of user traffic on the network and the dynamics of network saturation should also 
be better understood. 

To perform this type of experiment, the system should be deployed in an area where 
time-sharing users are readily available to help saturate the network.   A geographical 
area large enough to support wide distribution of users in a variety of topologies should 
be chosen.   The system should be set up with several repeaters and a station capable 
of acting as a time-sharing computer, or as a gateway to another time-sharing network 
such as the ARPANET.   The ability to saturate different parts of the network selec- 
tively should be provided, and measurements of network performance and user reaction 
should be made. 

7.3.2 Dynamic Deployment 

A major application of the PR network to military problems lies in the area of tacti- 
cal communications.   An important requirement for such systems is the capability to 
be rapidly deployed, reconfigured, and expanded.   Experiments to test the ability of 
the system in such tasks should be made.   Such experiments can be made by testing 
different configurations of the network dynamically as the configuration is changed. 
For example, the network can be set up to cover some area with a hole in the middle 
and then expanded to fill the hole.   If users are using the network, or if users are sim- 
ulated while the network is being reconfigured, the dynamics of the deployment can be 
explored.   Other experiments involving dynamic reallocation of communications capac- 
ity and network vulnerability to the failure of repeaters and stations should also be sup- 
ported by the experimental system. 
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7.3.3    Mixes of Users 

Most military tactical networks and systems must support a mixture of users. 
Slow-speed general-purpose terminals, higher speed special-purpose terminals, 
very slow sensors, and very high-speed file-trajisfer terminals (such as mini- 
computers) may all require access to the same network.   Terminal characteristics 
may also vary in that different length packets will be sent by the different terminals. 
It will be important to understand the interaction of mixes of terminals to apply the 
PR concept to military problems. 

The experimental system should be designed to support a wide variety of terninals, 
and so that terminal parameters can be easily and rapidly varied. 

7.4    PARAMETERS TO BE MEASURED 

7.4.1    Lin k Paramete rs 

The following link parameters should be measured: 

a. Bit error rate 
b. Propagation statistics 
c. Noise statistics 
d. Bit error patterns 
e. Co-user parameters (time, frequency, and power statistics) 
f. Retransmission rate 
g. Channel Utilization 
h.    Signal/noise and signal/interference ratio prior to detector. 

7.4.2 Network Parameters 

The following network parameters should be measured: 

a. Throughput (see paragraph 7.2.2.a   for definition) 
b. Delay (see paragraph 7.2.2.b for definition) 
c. Blocking (see paragraph 7.2.2.c for definition) 
d. Loss (see paragraph 7.2.2.C for definition). 

7.4.3 Station Parameters 

The following station parameters should be measured: 

a. Rate of IP's offered to terminals 
b. Number of IP's Echo Ack 
c. Number of IP's ETE Ack 
d. Number of distinct IP's received from terminals 
e      Total number of IP's received from terminals.   When a second copy of an IP is 

received   it is necessary to determine whether the packet was reactivated or 
was a retransmission from a device that did not receive an Echo Ack.   This can 
be done by comparing the times of the arrivals of the two packets. 
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NOTE 

Measurements b. through e. should be recorded as a function of time. 

f. Average number of retransmissions 
g. Average number of reactivations 
h.    Number of IP's dropped after maximum number of reactivations 
i.     Channel traffic at station 
j.     Occupancy of various parts of storage at the station 
k.    Fraction of various types of packets transmitted by station (e.g., IP's, RSP's 

ETE Ack's, and control packets) 
I.     Time delay to complete the process of repeater Initialization, labeling, and 

testing of repeater-station network 
m.   Average time delay from first transmission of an IP until receiving an ETE Ack 

from the terminal 
n.    Utilization of control processing unit (cpu). 

7.4.4 Terminal Parameters 

a. Rate of IP's offered to terminals 
b. Number of IP's Echo Ack 
c. Number of IP's ETE Ack 
d. Number of distinct IP's received from terminals 
e. Total number of IP's received from terminals.   When a second copy of an IP is 

received, It is necessary to determine whether the packet was reactivated or 
was a retransxrlsslon from a device that did not receive an Echo Ack.   This can 
be done by comparing the times of the arrivals of the two packets. 

f. Average number of retransmissions 
g. Average number nf reactivations 
h. Number of IP's dropped after maximum number of reactivations 
i. Time delay to Identify specific repeater 
j. Time delay to establish communication with a station 
k. Time delay for receiving ETE Ack fronr station to an IP 
l. Terminal interaction delay as a functior of tht number of IP's 
m. Number of terminals blocked. 
n. Number of IP's lost when terminal departs from system. 

7.4.5 Repeater Parameters 

a. Occupancy of buffers (packets stored for transmits Ion TO station and FROM station) 
b. Number of packets successfully repeated (received Echo Ack) TO and FROM station 
c. Number of packets dropped after MNT 
d. Number of times search procedure used, or number of times addressed packet 

to ALL.   This depends on the particular routing scheme. 
e. Average number of retransmissions. 
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7.5    FACILITIES 

7.5.1 Link Measurements 

Facilities required to support the link measurements are: 

a. Three repeaters including rf and logic.   One repeater should be interfaced to the 
minicomputer in the propagation and noise measurement van.   Two repeaters 
should be interfaced to packet terminal simulators so that it cfai operate as a 
terminal, as a repeater, or as an artificial traffic source. 

b. The existing rf measurement facility housed in a mobile van. 
c. A test area with coexisting users in the band. 

7.5.2 Network Measurements 

Facilities required to support the network measurements are: 

a. Thirteen repeaters including rf and logic.   All should be capable of operating as 
stand-alone repiaters, two should be interlaced to minicomputers to operate as 
a station and a s mulated station, and six should be interfaced to terminals or 
terminal simulators. 

b. A station. 
c. A station simulator. 
d. Six terminals or terminal simulators (at least two of these must be capable of 

generating artificial traffic). 

7.5.3 Facilities for User Experiments 

The following facilities are needed for user measurements: 

a. Seven repeaters operating as such. 
b. One station. 
c. Fourteen terminals. 
d. Two artificial traffic sources. 
e. A repeater rf and logic interfaced to a minicomputer to operate either as a high- 

speed traffic source or as a simulated station. 
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Section 8 

Equipment Design 

8.1    INTRODUCTION 

This subsection of the system plan addresses the first prototype equipments planned 
for packet radio experiments. The material Is Intended to satisfy the following needs 
of the continuing experlnu ntal process: 

a. To Identify and describe the equipment capability required for the Initial syttem 
experiments. 

b. To provide a baseline and direction for the design, layout, fabrication, assembly 
and checkout of these prototype equipments. 

c. To provide projected performance parameters for use In network modeling and 
system evaluations. 

The three network elements (repeater, terminal, station) are defined In paragraph 
8.2. The elements are partitioned Into basic functional areas and the primary Inter- 
faces are Identified and discussed. 

TaragraphsS.S through8.5 expand and provide further detail on each of these basic 
functional areas. A family of functional elements are described that can be astembled 
In different configurations to satisfy the needs of the three types of network elements. 

Paragraph 8.6 through 8.9 address the prototype repeater, terminal, and station, 
respectively. The functional elements defined In the preceding sections are grouped 
to form the prototype equipments.   The composite characteristics of each equipment 
are summarized and the packaging and power supply factors are discussed. 

The discussion of the prototype station does not cover the station processor. This 
material will be Included In the design plan as the Investigations In that area progress. 

8.1.1   Mission of the Prototype Equipments 

The packet radio project goals are presented in section 2 along with a series of ex- 
perimental objectives. The prototype equipments characterized in this s^ption of the 
plan represent a first step In this experimental process. The mission defined for the 
Initial prototype equipments Is: 

a. To provide a research capability with several degrees of freedom with which 
specific communication link and basic network experiments can be accomplished. 

b. To serve as a focus for the development and testing of promising new technology. 
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c.    To provide a flexible research vehicle that is open-ended in the sense that more 
sophisticated techniques (for example, larger spreads, multiple channels, or 
frequency hopping) can be added as the experiments progress. 

These initial prototype network elements are prerequisites for the experimental 
process. As the experiments progress, the mission and the characteristics of the 
network elements can be expected to change. 

8.1.2    Design Guidelines 

In accordance with the established mission, the following guidelines are established 
for the design of the prototype equipments. 

a. Modularity. The prototype equipments will be organized and constructed as a 
set of functional modules. This is to facilitate the modification and/or change 
of specific features as the system design matures. Functional boundaries and 
defined interfaces will be established and will be adhered to strictly. 

b. Size and Weight.    Repeaters are ruggedized, man-transportable units. Termi- 
nals are alsD man-transportable with the capability of being reduced to hand- 
held size. The initial equipments will be as compact as possible, using available 
components and construction techniques. The goal of small, compact equipments 
must be balanced against the requirements imposed by the experimental mission 
of the equipments (i.e., including option features, provisions for modification 
and change). 

c. Low Power.    Power drain is a very critical factor. Every effort will be made 
to reduce the power drain and extend battery life. Low power circuit techniques 
and devices are to be used and functions turned off during periods where they are 
not needed. 

d. Cost.    The ultimate cost of repeater and terminals will have an important bear- 
ing on the success of the distributed radio network concept. An effort will be 
directed at techniques for reducing the cost associated with the composite net- 
work elements. The main thrust in this area will be directed at finding new ways 
of achieving the classical radio and signal processing functions and not at just 
cost reduction per se. 

e. Reliability.    The prototype elements will be used to execute a series of experi- 
ments. The operation of these elements must be consistent «uid repeatable so as 
not to mask or degrade the experimental data. Also, the equipments must be 
available and operational for a large percentage of the time so that the experi- 
ments can proceed as scheduled. Quality components and construction techniques 
coupled with well-conceived and tested designs are needed. Maintenance features, 
including monitoring and self-test, must be considered during the design cycle 
and provided as an integrated part of each prototype equipment. 

8.2    FUNCTIONAL DEFINITION 

The functional definition provides insight into the general functions of the network ele- 
ments. It also defines the primary interfaces within each network element and includes 
specific information concerning electrical, physical and operational parameters. 
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8.2.1 General Network Description 

The packet radio network consists of three network elements. These are stations, 
repeaters and terminals (figure 8.2-1). Brief functional descriptions of these ele- 
ments In their prototype form for the experimental system are contained In the next 
three sections. 

8.2.2 Functional Description 

8.2.2.1    Prototype Station 

A station Is the Interface element between the packet radio network and the ARPANET. 
The station has a broadcast access to the other elements in the PRN; I.e., repeaters 
and terminals. This access In Its minimum form will be Identical to the protolype 
repeater.   The station performs packet buffering, accounting, directing ant.' 
routing, and monitoring/control for the network of associated repeaters and 
terminals. 

8.2.2.2 Prototype Repeater 

The sole function of the repeater element is to extend the effective range of terminal- 
station links. The repeater, therefore, performs one basic function of receiving and 
transmitting packets In the network. The repeater has access to the broadcast chan- 
nel to receive and transmit packets. It additionally has the function of detecting 
errors In packets, as well as routing packets under the direction of the station 
element. 

8.2.2.3 Prototype Terminal 

The prototype terminal is the Interface element between the user and the packet radio 
network. It provides the Interface to user I/O devices, such as, teletype, c^t dis- 
play, aad minicomputer. The terminal element buffers and formats packets for entry 
Into the packet radio network. 

8.2.3    Interface Definitions 

The interface definitions are based on primary boundaries dictated by the multiple 
application of radio and digital equipments In the station, repeater and terminal. The 
four primary boundaries are rf/channel interface, modem/digital Interface, station/ 
processor Interface, terminal I/O device interface. 

8.2.3.1    RF/Channel Inte rface 

The rf channel interface is defined via three categories which are electrical, physical, 
and operational parameters. 
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a.    Electrical Parameters.    The electrical parameters of both transmit and receive 
are as follows: 

1       Receive and Transmit Frequency Band.    1- to 2-GHz with target band 1.71 
to 1.85 GHz selectable channel spacing with 12,6-MIti channel spacing. 
The occupied channel bandwidth is 20 MHz^ /^v^o 

2. Receive Signal Level.    -100 dBm to 0 dBm. 

3. Transmit Signal Level.    Repeater and station 49 dBm ERP (Effective 
Radiated Power) 

4. Terminal.    40 dBm ERP 

5       Physical Parameters.    Repeater and station antenna is a minimum height 
of 45m with terminal antenna height at 3m.   The maximum range between 
repeater-repeater and repeater-station lirks is 32 miles (radio horizon). 
The maximum range for repeater-terminal links is 1.4 miles. 

b     Operational Parameters.    The trans mit-receive operation for all three net- 
work prototype elements is half duplex.   The channel access for packet 
transmission has two modes (random access (ALOHA) and packet coherent 
carrier sense. 

The transmitter's effective radiated power is controllable over 20-dB dynamic 
range in four steps.   The occupied bandwidth remains conrtant for either high or 
low data rate by varying the code spread. 

8.2.3.2    Modem/ Digital Interface 

The interface between the signal processing and detection circuitry and the digital 
interface gateway to the microprocessor is made up of 17 control lines.   These 
control lines can be functionally divided into transmit, receive, and frequency con- 
trol and masterclock segments. 

a     Electrical Parameters.    The interface circuitry is assumed to be C-MOS with 
all mnemonics that are true are equal to #5 volts.   Signal absence equals 0 volt. 

b.    Physical Parameters.    It is assumed that modem and digital sections are 
colocated.   Line drivers would be required for any other configuration. 
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Operational Parameters.    The operational description of the interface is 
divided functionally into transmit, receive, and frequency control and master 
clocks segments. 

Transmit. 

(a)     TX Hi/Lo Rate.    From digital to modem, identifies high or low data rate. 
High rate is ±5V and OV is low data rate.   It precedes all other transmit 
control interface transitions from digital section to modem. 

Carrier Sense.    From modem to digital, when there is detection of packet 
transmissio', line is+5V; otherwise, OV.   This is used to inhibit trans- 

iting packets when in the carrier sense access mode. 

TX Enable.    From digital to modem, disables receiver functions and turns 
on transmitter PA and preamble/encoder circuitry for duration of packet. 
The OV transition means end of data transfer.   Modulator must store bits 
and continue to transmit until bit storage is exhausted. 

(d) TX EOP(End of Preamble).    Modem to digital, after TX Enab (c.) transi- 
tion and preamble sequence (generated internally in modem) is tr .emitted, 
TX EOP asks for bit data to be transmitted.   Logic transition occurs 
synchronously with selected (Hi/Lo) master clock. 

(e) TX Data.    Digital to modem, bit data to be transmit.ed in NRZ format. 
Data transitions coincide with positive edge of selected (Hi/Lo) master 
clock. 

• ^ 
(f)      TX Power Control.    Digital to modem, two lines that control power output 

of transmitter PA lines must be staoilized before TX Enab (c.) and during 
packet transmission interval.   This , rovides four levels of power control. 

Receive. 

(a)     RCV Enable.    Digital to modem, activates receiver functions in modem 
(search for preamble, age, and data detection functions).   Remains in 

L enable mode until packet is received. 
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(b) RCV Packet Sync. Modem to digital, signals the receipt of packet and 
end of preamble. Positive tranaition coincides with first received data 
bit.   RCV packet sync is reset when RCV enable (g.) is reset. 

(c) RCV Data.    Modem to digital, synchronous with receive bit clock and 
in NRZ format. 

(d) RCV Data Clock.    Modem to digital, same as master clock with phase 
arbitrary, high and low rate on same line.   The phase changes only 
during time between RCV Enable (g.) and RCV packet sync (h.).   Clock 
stable all other times. 

3.     Master Clocks and Frequency Control. 

Master Clocks.    Modem to digital, two lines for free running 100 and 420 kBps 
clocks with stability of ±1 ppm. 

Frequency Control.    Digital to modem, four lines for control of digital fre- 
quency synthesizer. 

8.2.3.4    Terminal I/O Device Interface 

This interface is between the lerminal microprocessor and the various I/O devices 
(tty. crt). 

a. Electrical Parameters.    Circuitry on both sides of this interface is COS-MOS. 
AU mnemonics that are true are at +5V level with false defined as 0V. 

b. Physical Parameters.    The terminal and I/O devices are assumed to be 
colocated.   If not, line drivers/terminators will be necessary for other 
configurations. 
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c. Operational Parameters.    The interface between processor and one I/O device 
consists of 21 lines of which 16 are the 16-bit parallel data bus.   They are the 
following: 

Data Bus 

Interrupt Request 

Interrupt Select Status 

Decoded Address 

Read Peripheral (RDP) 

Write Peripheral (WRP) 

The 16-bit bi-directional tri-state data bus 
for transferring data to/from the processor 
or I/O device. 

From I/O to processor line that signals the 
processor that the I/O device needs 
servicing. 

The processor control flag used to identify 
the interrupting device.   This signal causes 
any device that has raised the interrupt line 
(may be more than one) to respond with a bit 
on the data bus.   The data bit is correlated 
by the program to a Device Address. 

A unique address line that specifies a 
particular I/O device. 

The processor control flag that reads data 
from the bus into the processor.   This flag 
also causes the tri-state latch in the I/O 
device to put data on the bus. 

The processor control flag that causes data 
from the processor to be put on the data bus. 
This flag also strobes data into the I/O 
device input latch. 

Reading into the microprocessor requires that the interrupt request be activated for 
each 16-bit parallel word.   For more detailed information, refer to paragraph 
8.4.6.1 and figure 8.4-18. 

8.2.3.3    Station Processor Interface 

This is the interface between the microprocessor and the station processor which is 
assumed to be a minicomputer. 

a. Electrical Parameters.    Circuitry on both sides of interface is COS-MOS.   All 
mnemonics that are true are at '♦•5V with absence of mnemonic being OV. 

b. Physical Parameters.    The microprocessor and station processor are colocated 
and, therefore, should not require line driver/terminators. 
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Operational Parameters.    The Interface consists of a direct memory access 
channel and necessary Interrupt and control flags for block Iransfer directly 
into the microprocessor memory.   The interface lines are the following: 

Data Bus 

Address Bus 

Interrupt Request 

Read Peripheral (RDP) 

Write Peripheral (WRP) 

Halt 

Start 

Memory Enable 

Memory Read/Write 

The 16-bit bi-directional data bus that 
transfers data to/from the microprocessor. 

The 16-bit bus used for ace »ss to memory. 

The signal to the microprocessor that the 
station needs service.   A separate level of 
interrupt is defined for this application that 
allows the microprocessor to identify the 
station. 

The processor control flag that takes data 
into the processor.   This flag along with 
an address causes a specific device to put 
data on the data bus. 

The processor control flag that signals that 
data from the processor is on the aata bus. 
This flag, along with an address causes a 
specific device to take data from the data 
bus. 

Used as an interrupt to the station processor. 
Indicates DMA (direct memory access) 
initialization has been completed and data 
transfer can start.   Microprocessor will not 
start until the block data transfer is 
complete. 

Signals microprocessor the data transfer is 
complete.   Restarts microprocessor. 

Signal that allows access to the micro- 
processor memory used along with an address 
on the address bus.   This signal contains the 
memory access timing. 

Signal which defines the memory data transfer 
as to or from memory. 

For more detailed information, refer to paragraph 8.4.6.2 and figure 8.4-19. 
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8.3    RADIO PLAN 

This subsection of the equipment design plan for the ARPA experimental packet radio 
network 's coicerneu with the radio.   The radio section includes not only the rf head 
and antenna, but PIST includes rf conversion stages and signal processing, both in 
transmitted digital-l -analog conversion processes and receiver analog-to-digital 
detection processes. 

The radio pian includes two major sections;  a general description and a detail design 
section.   The general description section includes an overview of the radio with an 
operational description of the radio major functions and a performance specification 
summary.   The design details offer a radio design plan that meets the performance 
objectives stated in section 5.   The results of this design detail are discussed in 
paragraph 8.3.2, Performance Specification Summary. 

8.3.1    General Description 

The general description for the radio includes four major sections.   Each section 
addresses major design objectives. 

8.3.1.1    Modulation 

The basic mode o; modulation for digital communication for the packet radio network 
is spread spectrum form by means of pseudonoise (PN) code spreading.   PN code 
spread spectrum is used to reduce rf interference to packet radio non-users by virtue 
of less watts/Hz radiated in a given band.   Also, reception is enhanced in the presence 
of undesired narrowband interferers. 

The design modulation for chip modulation is minimum shift keying (msk) with an 
effective bandwidth of approximately 20 MHz (first nulls in the msk spectrum). 

Bit modulation is differentially coherent and was chosen because of the following. 
Since surface acoustic wave device (SAWD) matched filters are used for efficient data 
correlation, the requirements for coherent detection (and attendant equipment com- 
plexities) is not required.   Differentially coherent detection is approximately as jjoqd, 
performance-wise, aj coherent modulation for the E,/N   expected.   (See appendix C.l 

for discussion of this parameter.)   Differential detection requires phase coherence only 
at the SAWD interfaces.   Envelope detection is performed at the differential SAWD 
outputs. 

Code spread is generated by discrete (digital) circuits operating at the chip rate mod- 
ulating a matched filter of two chip length impulse response.   Data bit determines 
whether code or code inverted (chip value Inverted) is generated for transmission. 

Two data rates are used, one high rate and one low rate.   Constant chip rate is used in 
both rates, which means the spread factor differs for the two rates.   Low rate (100 
kBps) is used for terminal-to-repeater where severe multipath and fading phenomena 
is anticipated.   The spread factor is 126.   Repeater-to-repeater traffic is li ie-of-sight 
to the horizon (if repeaters are properly placed), so higher bit rates (420 kBps) and 
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lower spread factori? (30) may be sustained without radio performance 
degradation. 

This higher rate between repeaters should improve packet throughput since repeaters 
are transparent to terminal and station, and higher rates mean shorter packet dura- 
tion intervals. 

8.3.1.2    Preamble Organization 

The preamble {does not include header of text) is organized to perform three basic 
functions in the receiver: 

a. Automatic gain control (age) for receiver amplifiers to normalize rf signal 
levels to signal processing and detection circuits 

b. Bit rate acquisition and synchronization 

c. End of preamble (EOP) detection and start of text data to the microprocessor 

A total of 39 bits of preamble are used.   Appendix C.2 discusses in detail the require- 
ments for bit length versus E./N   ratio for given probability of miss and probability 

of false »larm.   The method chosen (described in the detail design section) was based 
primarily on ease of implementation and lowest power consumption, rather than on 
shortest possible preamble. 

The last 26 bits are used for EOP detection.   Coherent age requires several bits for 
operation, for which 13 are allowed before EOP detection starts.   Bit sync acquisition 
is allowed for the total 39 bits since EOP is asynchronous detection.   Bit sync is 
achieved by conventional phase-lock loop techniques.   Digital phase-lock loops and 
also digital filter averaging are being investigated for possible uses in bit eync 
acquisition.   Preamble is generated by three 13-bit Barker sequences, transmitted 
sequentially by Barker, TSarker, Barker, for 39 bits total. 

8.3.1.3    Transmitter 

7he transmitter (and receiver) is functionally shown in figure 8.3-1.   The transmitter 
functions include the encoder/modulator, up-conversion, power amplifier, terminal/ 
repeater (T/R) switch and the antenna.   The T/R switch and the antenna are time-shared 
with the receiver, as is the frequency generation equipment and control/monitor logic. 

The primary functions of the transmitter are to accept dan packets (including header) 
from the microprocessor, generate a preamble prci^xing the packet, chip encode the 
total packet with the spread spectrum code, convert this digital signal to msk, up- 
convert to rf output frequency, amplify this up-converted signal to 10 watts maximum 
(alsc power control to set output power), filter, and radiate to the rf media through 
the antenna. 
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8.3.1.4    Receiver 

The primary functions of the receiver operations (not including T/R switching and 
frequency generation) are rf pieamplification, down-conversion, signa1 gain control 
(includes both noncoherent and coherent age), matched filter signal detection (SAWDs), 
preamble detection and bit sync acquisit on, and data detection. 

Common matched filters are used for preamble and data.   This reduces complexities 
of receiver, but still retains performance objectives. 

Dual rate detection is accomplished by using independent signal processing circuits 
for each rate.   Low rate (100 kBps) is intended for terminal/repeater traffic, while 
high rate (420 kBps) is used for repeater/repeater traffic.   Repeater/repeater traffic 
is line-of-sight, so multlpath effects and fading are negligible and therefore, high data 
rates may be sustained over these links.   Note that terminal equipment does not 
require high rate signal processing. 

Multiple detector signal processing is identical to single detectors in implementation. 
Of course, additional modules are required for each multiple detector.   Multiple 
detectors have the inherent problem of acquiring packets in the presence of other 
packets.   This time discrimination is accomplished by generating a blanking signal 
from the first signal processing detector.   This blanking signal disables the succeeding 
multiple detectors from acquiring packets in that time interval. 

The following assumptions must be made to allow multiple detectors to operate 
properly; 

a. Packets may overlap in time, but must not overlap preambles. 

b. Bit timing (matched filter correlation peaks) of multiple packets must not coincide 
during the blanking interval. 

c. Composite receive signal levels to individual packet signal level must be within 
10 dB of each ether to overcome matched filter processing gain and E

b/
N

0 
requirements. 

8.3.1.5    Frequency Generation 

The frequency generation plan basically generates two types of signals.   One is local 
oscillator (LO) frequency generation for up-/down-cor.verter use.   The other is 
various stable clock rates for chip and bit timing. 

If SAWDs are of sufficient accuracy, one frequency stardard is required for both 
frequency generation requirements.   However, since SAWDs cannot be built to absolute 
frequency requirements in the time frame for the experimental packet radio initial 
development, SAWDs can be built that frequency match each other (±2 kHz) within an 
absolute frequency of ±20 kHz of the desired if.    The LO frequency is adjusted to set 
the output/input frequency at the antenna to an absolute frequency. 
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Interference Levels 

Receiver Spurious Rejection 

Intermodulation and 
spurious components: 

Transmit/Receive 
Filter: 

Image Rejection: 

Access 

Range 

In-band interferers (±10 MHz of carrier)/ 
Signal:   ä 10 dB above signal in linear range 
of receiver 

BER Performance 

Pseudonoise Spread Factors 

Coding 

Preamble 

8.3.3    Modem/Digital Interface 

TX ENABLE 

TX HI/LO DATA RATE 

TX END OF PREAMBLE 
TX DATA 

> 60 dB in any 20-MHz bandwidth including 
processing gain 

5-pole Chebyshev filter, BW = 140 MHz 

>80dB 

Random access (nonslotted ALOHA) 

Coherent carrier sense (threshold set at 
-103 dBm) 

Terminal/Repeater:    1.4 mile for 99-percent 
of detection in an urban environment 

Repeater/Repeater:   Line-of-sight for up to 
32 miles (radio horizon) 

Pe < 10"5 

126 chips/bit at Lo rate 

30 chips/bit at Hi rate 

63 chips/subchannel at Lo rate 

15 chips/subchannel at Hi rate 

Length:  39 bits 

13-bit Barker code 

13-bit inverted Barker code followed by 
13-bit Barker code 

Probability of Detection:   (0.999 design goal) 

Probability of False Alarm:  10 
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TX POWER CONTROL (2 bits) 

RCV ENABLE 

RCV END OF PREAMBLE 

RCV DATA 

RCV BIT CLOCK 

MASTER CLOCKS (100 and 420 kBps) 

CARRIER SENSE, COHERENT 

FREQUENCY CONTRGi. (4 bits) 

STATUS & MONITOR 
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8.3.4   Design Details 

Each of the functional elements comprising; the radio is discussed in further detail in 
this subsection of the report.   In each, the functional element is briefly described 
and its interface defined.   A performance and function analysis follow.   Data, such 
as power dissipation and physical characteristics, are included for each functional 
element. 

8.3.4.1    Encoder/Modulator 

a.    Functional Description.    The encoder accepts packet data from the micro- 
processor interface, inserts a preamble code, and chip codes the packet for 
code spread spectrum.   The modulator accepts in chip fjrm (dig'.tal) the coded 
packet and msk modulates at the radio if. carrier.   Refer to Appendix C.6 for 
code selection criteria and the method to synthesize the actual code to be used. 

b.    Functional Interfaces 

Tx Data 

Tx Enable 

Hi/Lo Rate 

COS-MOS logic level data from micro- 
processor 

COS-MOS logic level from microprocessor 
that enables encoder/modulator functions 

COS-MOS logic level from microprocessor 
defining which data rate to transmit: 

1 = Hi rate 

0 = Lo rate 

Clocks 

MSK Output 

R 

P    = 

=  Lo rate (100 kBps) bit clock, LP-TTL 
logic level 

=  Hi rate (420 kBps) bit clock, LP-TTL 
logic level 

=  Chip clock (12.6 MCps) LP-TTL 
lo<]jic level 

299.250 (±0.020) MHz (matched within 
±0.002 MHz of receiver) 

0 dBm, 50 ohms 

c.    Design and Performance Analysis.    A functional block diagram of the dual rate 
encoder and modulator * i shown in figure 8.3-2.   The preamble is generated upon 
the receipt of a transmit enable pulse from the microprocessor.   The preambJ J 
consists of 39 bits as shown in figure 8.3-3.   The first 13 bits are for setting the 
age level at tbr demodulator.   The preamble for detecting the start of message 
consists of a 13-bit inverted Barker code followed by the 13-bit Barker code. 
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Figure 8.3-3.    39-Bit Preamble. 

The preamble bits, as well as the subsequent data bits, are clocked at either the 
high rate of 420 kBps or low rate of 100 kBps.   The preamble and data bits are 
differentially encoded by the algorithm 

sk- ii-i 
th th 

where d, is the k    preamble or data bit, S,      is ehe k-1    encoder output bit, 

and S. is the k    encoder output bit.   The symbol 6 indicates the exclusive-OR 

operator.   A code generator generates chips at a 12.6 MCps rate.   Thus, there 
are 126 chips per bit in the low rate mode and 30 chips per bit in the high rate 
mode.   Thlo is illustrated in figure 8.3-4.   The chip code consists of two pseudo- 
orthogonal maximal length codes with one code being transmitted on each msk 
subcarrier.   The chips at the output of the code generator alternate between one 
code and the other.   In the low rate there are 63 chips/subchannel/bit, and in the 
high rate mode there are 15 chips/subchannel/bit.   The chips are then excluslve- 
ORed with the preamble or dafa bits.   Thus, in the low rate mode if the output at 
the bit encoder is a "0," the 126 chips are output to the chip impulse generator. 
If the output is a "1", each of the 126 chips from tne code generator for that bit 
has its sign inverted.   Therefore, in the low rate mode, the chip impulse 
generator sees two possible sequences of 126 chips.   The difference between the 
cequences is that the signs of one are inverted relative to the other. 

8-19 





f.    Power Estimates. 

Power (mW) 

Preamble Generator 20 

Data Switch 1 

Digital Encoder 20 

Code Generator 300 

Impulse Generator 100 

SAWD 

Amplifier 240 

Total 680 mW 

g.    Additional Features.    The encoder/modulator does not require high rate 
capability for the terminal.   However, this cost is so slight that this feature 
will be in all encoders/modulators.   Thus, the encoder/modulator will be 
identical and interchangeable for all terminal/repeater/station applications. 
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8.3.4.2    Up-Converter 

a. Functional Description.    The up-converter is functionally shown in figure 8.3-5. 
Its essential function is to convert the 299.25-MHz if. to the desired rf frequency 
range.   This is accomplished by mixing the msk signal at if. frequency with a 
1423.8- to 1537.2-MH^ signal received from the local oscillator (LO) in a doubly 
balanced mixer.   The resultant rf output from the mixer is bandpass filtered 
through a 140-MHz wide 2-pole Chebyshev filter centered at 1780 MHz.   The 
filtered rf output is preamplified (gain = 7 dB) before it goes out of the 
up-converter to the power amplifier (PA). 

b. Rinctional Interfaces. 

IF Input ^IF 

BW ■   20 MHz 

PIF = 0(^3) dBm 

'LO =   1423.8 to 1537.2 MHz 

P     ■ +7 (±3) dBm 

'0   = 1723.05 to 1836.45 MHz 

p. ■ = 0 dBm minimum 

LO Input 

RF Output (SSB) 

LO rejection 2 23 dB below desired output 

Lower sideband rejection 2 30 dB below 
desired output 

Spurious > 50 dB below desired output 

c.    Design and Performance Analysis.    In this section, it is shown that the if. 
frequency to the mixer has been selected such that the number of intermodulate«' 
spurious output frequencies close to the desired output rf frequency range is 
minimum.   It is also shown that the power in the spurious frequencies is suffi- 
ciently suppressed due to the inherent IMP rejection capability of the mixer, 
combined with the attenuation characteristics of the 5-pole Chebyshev transmit/ 
receive filter.   A chart of sum mixing that plots f  as a function of the f. /L. ratio 

O Li    n 
and the percentage separation is provided for reference in figure 8.3-6.   Of the 
two frequency inputs to the mixer, fT is the lower and f   is the higher frequency. 

In our case, f,   =  299.25 MHz and f   refers to the LO frequency range from 

1423.8 MHz to 1537.2 MHz.   The 0-percent separation on the chart refers to the 
rf center frequency at the output of the mixer.   In our case, this center frequency 
is 1780 MHz. 
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Figure 8.3-5.    Up-Converter. 
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Corresponding to the hlgheat LO frequency, fL/fH is 299.25/1537.2 = 0.19. 
Corresponding to the lowest LO frequency, fL/fH is 299.25/1423.8 = 0.21. 

The lowest LO frequency of 1423.8 MHz results in 1723.05-MHz frequency at the 
output of the mixer.   The lower sideband frequency (3-dB point) of the bandpass 
filter is 1710 MHz, and the upper sideband frequency is 1850 MHz; 1710 MHz is 
-0.757 percent away from 1723.05 MHz, and 1850 MHz is +7.368 percent away 
from 1723.05 MHz.   Hence, as shown in figure 8.3-6 and also in figure 8.3-7, 
we get the points P and Q, where P corresponds to a fj/fu =0.21 ratio against 
-0.757-percent separation, and Q corresponds to a fL/fH =0.21 ratio against 
47.368-percent separation. 

• 

Ncv, the highest LO frequency of 1537.2 MHz results in 1836.45-MHz frequency 
at the output of the mixer.   The lower sideband frequency of 1710 MHz is -6.886 
percent away from 1836.45 MHz, and the upper sideband frequency of 1850 MH' 
is -0.738 percent away from 1836.45 MHz, thereby resulting in points R and S, 
respectively, on the above referenced figures.   Points P, Q, R, and S form a 
trapezoid.   It is clear from the referenced chart that intermcdulation lines 6fL 

and 2fII-4f   fall within this trapezoid.   It is also obvious that as a worst-case 
H      L 

condition, the effect of intermcdulation frequencies 2fH-3fL and 2fH-5fL should 
also be considered.   Intermcdulation products of order 10 or greater are not 
analyzed slice their IMP levels are sufficiently low. 

Based on the above information, the power attenuation in each spurious frequency 
can be estimated up to the output of the 5-pole transmit filter.   This estimate is 
provided in table 8.3-1.   The data for the attenuation through filters is obtained 
from curves plotted in figure 8.3-8.   The data for the IMP levels at the mixer 
output is based on some laboratory measurements obtained for a 1000- to 
1400-MHz range mixer. 

d. Packaging Data.    The size of the up-converter is estimated to be 0.75 x 1 x 4 
inches.   Construction consists of microelectronic hybrid techniques in a shielded 
enclosure.   Refer to paragraph 8.6 for integration into the mechanic<J rf 
assembly. 

e. Control and Monitor.    None 

f. Power Estimate.    150 mW at+!>.> volts dc. 

g. Additional Features.    Up-convdrters for all network configurations (terminals/ 
repeaters/stations) will be identical and interchangeable. 
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Table 8.3-1.    IMP Levels. 

# 

FREQUENCY 
(MHz) 

IMP 
LEVEL* 
(dBm) 

ATTENUATION (dB) 

UP-CONVERTER 
FILTER 
(2-Pole 
Chebyshev) 

TRANSMIT 
FILTER 
(5-Pole 
Chebyshev) 

TOTAL 

fH-fL = 1124.55tol237.95 — 30-33 90-98 120-131 

2f -4fT ■ 1650.6 to 1877.4 
H         -Li 

-53 — — 53 

6fL= 1795.5 -58 — — 58 

2fH-3fL= 1949.85 -48 9 39 96 

2fH-5fL= 1578.15 -48 14 47 109 

fL = 299.25 -20 Over 60 Over 60 Over 140 

f„ = 1423.8 to 1537.2 H -6 17-22 55-71 78-99 

^Refei-enced to the desired output of tl le mixer with 0-dBm if. input. 
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8 3.4.3    Power Amplifier and Power Control 

a. Functional Description.    Figure 8.3-9 details functional blocks of the PA.   Power 
levels, etc., shown are assuming the worst-case frequency range of 1860 to 2000 
MHz.   A lower operating frequency will mean both higher power levels and higher 
gains available.   The dashed lines indicate how the module might be broken up for 
testing/troubleshooting.    Three subsystems make up the PA module: 

1. Preamplifier 

2. Driver 

3. PA/power control circuit. 

b. Functional Interface. 

Frequency 

Bandwidth 

Gain 

Output Power 

Input VSWR 

Load VI3WR 

Input Power 

Power Dissipation 

Supply Voltage 

Current Drain 

Noise Output 

Power Control 

Between 1 and 2 GHz (to be specified) 
(1.71- to 1.85-GHz target band) 

140 MH7 

40 dB     IIIIIIM 

12 W minimum «ail operating extremes) 

2.5:1       ximum 

1.15:1 maximum 

1 mW minimum 

Tram mit 33 W rv operation, full power 

Receive 0.24 W 

24 (±0.5) volts dc 

Transmit 1.9 A (45 W) cw, full power 

Receive 0.01 A 

-172dBm/Hz (quiescent) 

20-dB minimum dynamic range of output 
control in four steps (step size to be 
determined) 
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Figure 8.3-9.    Power Amplifier and Power Control. 
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Duty Cycle 

50% 

25% 

10% 

5% 

Power Dissipation Heat Sink 

22.5W 12 sq in. of 1 in. fins 

12.5W 6 sq in. 

4.5W 3 sq in. 

2.25W case only 

Power Control Lines 

Output Power Control (in volts) 

A B C D 

Full Pwr 0 0 0 0 

-5 dB 5 0 0 0 

-10 dB 5 5 0 0 

-15 dB 5 5 5 0 

-20 dB 
  

5 5 5 5 

RF Connectors 

Weight 

Junction Temperatures 

Operating Temperature 

SMA female 

4 pounds maximum 

150 0C maximum 

0^ to 70oC Case 

c.    Design and Performance Analysis.    The preamplifier consists of two Class A stages 
giving approximately 19-dB gain.   Devices being considered for this subsystem 
require 20 volts dc at ~ 80 mW.   At least one of theso devices may be mounted 
directly on the substrate, reducing the number oi separate circuits required. 

Following the preamplifier is a driver amplifier cons isting of two Class C stages 
with approximately 15-dB gain.   The output of this subsystem is approximately 
3 W.   Between 1 and 2 GHz nearly all power devices are common base, which would 
necessitate use of a negative bias voltage if Class B operation were to be proposed. 
The Class C driver will operate off +24 volts at M 350 mA. 

The final subsystem In the module Is a combination PA/power control circuit.   For 
the worst-case operating frequency, 1860 to 2000 MHz, this stage could be 
realized using a commercially available transistor device.   This device Is well 
suited for the ARPA radio requirements since It Is small (Internally matched) and 
has high collector efficiency (55 percent typical).   The typical output of this device 
is 12 W, leaving 0.8-dB margin for obtaining 10 W at worst-case temperature and 
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vswr.   Experience with a 5-W amplifier (which contains a transistor similar to 
the devices planned to be used) shows that as much as 1-dB power sag may be 
experienced. 

The power control circuit is shown In figure 8.3-10.   Two attenuators are used, 
one preceding and one following the PA.   Each attenuator may be stepped twice. 
The input attenuator would be stepped first, lowering drive to the Class C PA. 
Wich these first two attenuation steps, the PA current would decrease with output 
power.   A maximum of 10 to If, dB may be stepped in before the Class C stage 
turns off.   The outnut attenuator causes no current drop, but greatly increases 
the dynamic range of power control.   Stepping it after use of the input attenuator 
allows the output attenuator to bo designed at a 1-W level, allowing less 

Figure 8.3-ip.    Power Control. 
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attenuator current and less expensive devices.   Devices being considered are 1-W 
microwave pin diodes in a stripline package with heatsink.   Since the pin diodes 
are used in shunt, their only effect while biased off is their shunt capacitance. 
The pin diode devices are rated at 0.12 pF, giving negligible effect at 2 GHz. 
Each pin diode required +5 volts at 20 mA when attenuating. 

In addition to the above circuitry, a bias control switch will be furnished that 
turns off the bias to the Class A stage during receive mode (see figure 8.3-11). 
Only minimal base current is required at 5 volts to drive the switch. 

d.    Packaging Data.    The power amplifier and power contiui circuitry will be con- 
tained in a single moisture-sealed package.   The majority (if not all) of the cir- 
cuitry will be ot hybrid microstrip design.   Hermetically packaged semiconductors 
will be used, but there will be no attempt to make the entire module hermetic. 
Figures 8.3-12 and 8.3-13 give maximum dimensions and a tentative layout 
scheme for the module.   Layout details (such as connector locations) are to be 
specified.   If possible, switching circuitry will be incorporated with the alumina 
circuits using no printed wiring board type assemblies.   Paragraph 8.3.4.3 
shows the PA incorporated into an rf head assembly that can be used in any net- 
work terminal/repeater/station configuration. * 

24 V 

Figure 8.3-11.    Power Switch. 
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NOTE:     DIMENSIONS MAY CHANGE 
TO ACCOMMODATE SYSTEM 

Figure 8.3-12.    PA Mechanical Sketch. 

e. Control and Monitor Provisions. 

1. Control.    The power level control requires 0- to 5-volt pulses as defined 
in the table of figure 8.3-i/.   The bias switch also requires 0- to 5-volt 
pulses, with 0 voltage giving bias önT 

2. Monitor.    No monitor requirements have been defined for the PA.   Current 
monitors may be easily incorporated.   However, a power monitor (such as a 
coupler in output) will lower output power and increases module size. 

f. Power Estimate.    33 W cw.   See paragraph b. for duty cycle requirement. 

g. Additional Features.      'he electrical configuration of the PA and power control is 
identified in all termii   ./repeater/station configurations.   For repeater and station 
applications, additional heatsinking may be required for higher duty cycle usage. 
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8.3.4.4    T/R Switch 

a. Functional Description.    The T/R switch operates in conjunction with the PA 
and receiver.   When in transmit mode, the T/R switch connects the PA to the 
antenna and disconnects the receiver functions.   In receive mode, the T/R switch 
connects the receiver to the antenna and disconnects the PA. 

The T/R switch consists of a circulator and a PIN diode switch in the receive 
port of the circulator. 

b. Functional Interface 

Frequency 1710 to 1850 MHz 

Bandwidth 140 MHz 

Insertion loss: 

Antenna to Receiver < 1 dB 

PA to antenna <0.5 dB 

Isolation 40 dB minimum 

Reflected Power 
Termination 50 fi , 10 W 

VSWR All Ports 51.15:1 

c. Design and Performance Analysis.    The circulator is a commercially available 
ferrite disc device.   This type circulator mounts in the floor of the chassis with 
solder tabs connecting directly to alumina circuitry.   The circulator gives 20-dB 
T/R isolation and a good vswr at all ports. 

The diode switch consists of pin diodes and bias circuitry.   (See figure 8.3-14.) 
In transmit mode, the control voltage VI shorts CR1 and CR2 (to ~ 0.8 si )  and 
presents an rf open circuit at point A.   Meanwhile, V2 remains at 0 volt, turning 
off CR3 and terminating the circulator in 50 n   .   Note that the receiver will see 
an rf short.   The pin switch gives > 40 dB of isolation.   In receive mode, Vl and 
V2 are reversed, CR 3 is shorted, and the rf path is to the receiver.   The 
insertion loss through the pin switch will be due only to line lost and mismatch 
due to the OFF diode's shunt capacitance. The devices being considered have a 
typical shunt capacitance of 0.12 pF, which gives negligible mismatch at 2 GHz. 
These devices are microwave pin diode modules consisting of a t>0 n transmission 
line shun H! by a pin diode. 

d. Packaging Data.    T^e T/R switch will be packaged in microelectronic form. 
Size will be approximately 0.75 x 0.20 x 2.5 inches.  Refer to paragraph 8.6 for 
integration into mechanical rf assembly. 

8-36 



viO- 

V2 0- -vw 

RECEIVER 

X/4X 

X/4"« 

CR2 

X/4 < 

K 
CR3 

3 »BOfi 

ANTENNA 

-i I CIRCl CIRCULATOR 

PA 

v1 V2 
cUNCTION 

0 

+6V 

+5V 

0 

RECEIVE 

TRANSMIT 
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e. Control and Monitors.    Two control lines are required, one for transmit and one 
for receive.   Signals reqtdred are 0 volt off and 5 volts on.   Transmit requires 
40 mA. at +6 voits and receive control requires 20 mA at +5 volts.   Micro- 
processor interface circuits are required in the rf head mechanical assembly. 

f. Power Estimate.    100 mW receive; 230 mW transmit. 

g. Additional Features.    All T/R switch functions are identical and interchangeable 
for all network configurations. 
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8.3.4.5    T/R Filter 

a. Functional Description.    The T/R filter purpose is twofold.   One is to eliminate 
out-of-band spurious signals when transmitting.   The second is signal rejection 
to the receiver from unwanted signals seen by the antenna. 

To meet these requirements, a 5-pole Chebyshev filter is used. 

b. Functional Interface. 

Frequency Loss Band 1710 to 1850 MHz 

Insertion Loss <0.5 dB 

c. 

Phase Linearity 

Impedance 

VSWR 

Out-of-Band Rejection 

Image Rejection 

Transmit Power Level 

Type of Design 

Power dissipation 

±15 degrees over any 20-MHz bandwidth 

60 Q 

<1.2 

5-pole Chebyshev filter 

1100 to 1250 MHz; > 80 dB 

+12 W maximum 

An interdigital filter design is proposed but 
represents a degree of risk.   If this filter can- 
not be realized, a commercially available 
cavity filter might be used.   Its size is 
approximately 2-3/8 x 1-1/8 x 6 inches.   This 
would affect the packaging approach. 

Depending upon insertion loss, up to 1 W of 
forward power and possibly 1 W of reflected 
power under tne condition of antenna 
disconnected. 

Design and Performance Analysis. The primary requirement of the T/R filter is 
receiver out-of-band signal rejection, particularly iir je frequencies. Secondary 
consideration is transmit up-converter spur.'ous attenuation. 

For image rejection,  80 dB is desirable.   For a down-conversion scheme to 300 
MHz, the image frequencies for low side LO injection is approximately 1100 to 
1250 MHz.   Figure 8.3-15 shows filter attenuation curves for a 5-pole 0.05-dB 
ripple Chebyshev filter centered at 1780 MHz.   The image frequencies are shown 
on the curve, and the image rejection is 90 to 100 dB. 

Also shown on the curve is the local oscillators.   The transmit LO is attenuated by 
both a 2-pole (in the up-converter) and the 5-pole T/R filter.   Total filter LO 
attenuation is 82 dB minimum, not including up-converter balanced modulation 
rejection of LO. 
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Figure 8.3-15.    T/R FUter. 
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d. Packaging Data.    The filter commercially available is 1-1/8 x 2-3/8 x 6 inches, 
and can meet our specified requirements.   An interdigital filter is planned to be 
developed that is 0.75 x 1 x 2-3/4-inches.   Allowances for either configuration is 
being considered.   Refer to paragraph 8.6 for integration of this filter into the 
mechanical rf assembly. 

e. Control and Monitor.    None required. 

f. Power Estimate.    1-W dissipation maximum if antenna is accidentally 
disconnected. 

g. Additional Features.    The same identical and interchangeable filter will be used 
for all packet radio network configurations. 
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8.3.4.6   Antenna 

Two antennas are described.   One is for the repeater application and the other is for 
the terminal application.   The two antennas are described separately, and include a 
functional description, functional interface, design and performance analysis, and 
packaging data for each application. 

a.    Repeater Antenna. 

1. Functional Description.    The repeater antenna translates rf energy into an 
omnidirectional, vertically polarized radiation pattern.   It also translates 
radiated received energy in the same fashion. 

2. Functional Interface.    The interfaces are the channel and the rf head.   The 
channel interface has the following characteristics: 

Frequency 9-percent bandwidth in 1- to 2-GHz range 

Polarization Vertical 

The rf head interface has the following characteristics: 

Frequency 9-percent bandwidth in 1- to 2-GHz range 

Maximum Input Power 50 W 

Input VSWR Maximum 2:1 design goal 1.5:1 

Connector Type INC female 

3. Design and Performance Analysis.    The antenna consists of two radiating 
elements each of which is fed at two points, as shown in figure 8.3-16.   The 
elements are sleeve dipoles stacked colinearly.   Each element is about 1-1/2 
wavelengths long.   By feeding at two optimally positioned points, the current 
along the element can be maintained in-phase providing about the same gain 
as three colinear dipoles.   The main advantage is the reduction of the number 
of feedpoints.   This is importatt if the diameter of the antenna is to be kept 
to a small value. 

The feed it arranged so that a 50^ system is maintained throughout.   Type 
RG-141 is used as the main feed.   Two series 25 i2   lines are used as the first 
branch, and at the outer ends two 50 ft   cables in parallel provide a match. 
The whole radiating assembly is placed in a fiberglass tube to provide an 
integral unit that should require no maintenance. 

Two design problems exist.   They are impedance and patterns. 

The impedance of the elements at the design frequency will be high, and a 
matching network must be provided.   In view of the rather small percentage 
bandwidth, this should not be a formidable problem. 
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Figure 8.3-16.    Repeater Antenna. 
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The second problem is determining the proper feedpoints.    If these locations 
are not correct, an out-of-phase current will exist on the center part of the 
element, resulting in severe sidelobes on the patterns.   In a colinear element 
with feedlines extending out the ends of the elements, there is capacity present 
that makes it difficult to predict the optimum feed length.   This is most 
easily accomplishea experimentally.   Radiation patterns .vill be recorded and 
the feedpoints adjusted so that large sidelobes are present over only a very 
small band of frequencies and not in the operational band. 

Figure 8.3-17 shows a typical pattern for an antenna similar to the one pro- 
posed.   The gain of the antenna will be 9 dB above Isotropie. 

4. Packaging Data.    The physical size is shown in figure 8.3-16, and it will 
weigh approximately 5 pounds for the target 1710- to 1850-MHz range. 

5. Control and Monitor.    None. 

6. Power Estimate.    None. 

7. Additional Features.    Repeater and station applications, 

b.     Termii.al Antenna. 

1. Functional Description.    The terminal antenna has the identical functional 
description and interface to channel and rf head. 

2. Functional Interface.    Same as repeater with the exception of the maximum 
input power which is 25 W. 

3. Design and Performance Analysis.    The antenna consists of a vertical dipole 
for use without a ground plane.   Removable tripod legs are provided so the 
antenna may be set on a desktop, or if derira'  e, longer legs could be pro- 
vided so the antenna can be placed on the loor.   A right angle TNC connector 
is used so that the cable connection will not try to overturn the antenna. 

Because of the small size of this unit, it is made as an integral unit except 
for the legs.   The elements are housed in a rugged fiberglass housing.   No 
external adjustments are provided.   For other frequency bands, the length of 
the antenna will vary inversely as the frequency.   It has 0-dE "'vyve Isotropie 
gain.   This is the major difference in performance between tae repeater and 
terminal antenna«. 

4. Packaging Data.    Figure 8.3-18 shows a cross-section view of the terminal 
antenna.   Figure 8.3-19 shows the physical dimensions for the target 
frequency band 1710 to 1850 MHz.   The weight of this antenna is approxi- 
mately 5 pounds. 
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Figure 8.3-17.    Typical Antenna Elevation Pattern. 
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Figure 8.3-18.    Tenninai Antenna Detail. 
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8.3.4.7    Frequency Generation 

The two requirements of frequency generation are LO (local oscillator) and chip/bit 
clock frequencies. Because of SAWD requirements, these are generated separately 
(two frequency standards) although ideal SAWDs permit use of one standard. 

a. LO Generation Functional Description.    One LO is generated and power split 
for simultaneous transmit LO and receiver LO use and IF Illustrated in the right 
half portion of figure 8.3-20. A digital frequency synthesizer is featured with fre- 
quency step size of 6.3 MHz with 10 steps available. Doubling the synthesizer 
output produces ten 12.6-MHz steps from 1423. 800 to 1537.200 MHz. With an if. 
of 299. 250 MHz, this produces an actual rf center frequency of 1723.05 to 
1836.45 in 12. 600-MHz steps. By moving the standard frequency ±11 ppm, the 
output frequency may also be moved ±11 ppm, or about ±20 kHz. This allows 
SAWDs to be ±20 kHz in error. 

The actual frequency is controlled by four control lines from the microprocessor. 
These control lines program the loop feedback counter divide ratio of    113 through 
^-122. 

The LO frequency standard must hold its stability (±1 ppm) with temperature 
with a settability range of ±11 ppm. The frequency is 3.150 MHz, which is in the 
optimum frequency range of Temperature Compensated Crystal Oscillators (TCXOs) 
and this component may be easily purchased. 

b. Chip/Bit Clock Generation Functional Description.    The stable clock generation 
is a frequency standard followed by various dividers to obtain the required frequen- 
cies.   All frequency dividers can be implemented easily up to 50 MHz with com- 
mercially available integrated circuit dividers. 

The frequency standard is a TCXO operating at 50.4 MHz. 

This TCXO also requires ±l-ppm absolute frequency stability, but does not re- 
quire a settability range that the other TCXO requires. Therefore, this oscillator 
would be easier for the component manufacturer to implement but 50.4 MHz does 
require overtone crystal operation, which coirpllcates the design. 

c. Functional Interface. 

1.      LO Outputs. 

Two outputs, one u ansmit and one receive 

Po = +7(±3) dBmat50n 

Frequency = 1423. 80 through 1537.20 MHz 

Frequency steps = 12. 6 MHz 

Frequency switching speeds 1 ms to be within 10 degrees of final phase 
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Figure 8.3-20.     Frequency Generation. 
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TCXO stability ■ ±1 ppm 

TCXO settabillty = i 11 ppm 

2. Control Lines 

Four logic lines from microprocessor, whose „„ates corresponds to re- 
quired output frequency 

3. Chip/Bit Clocks. 

TCXO Stability ■ ±1 ppm 

4 R   =50.4 MHz for bit sync circuitry, ECL interface 

R   =12.6 MHz, TTL interface 
c 

LRB = 100 kBps clock, COS-MOS levels 

^B = 420 kBps clock, COS-MOS levels 

4. Status Output. 

Out-of-lock indicator at COS-MOS level 

d.     Design and Porformance Analysis. 

1.      Phase Noiae and Spurious Output.    The main area of concern in any synthe- 
sizer is phase noise and spurious output. 

A commercially available voltage controlled oscillator (VCO) packaged in a 
TO-8 can that operates fundan entally at 700 to 800 MHz is used. Its single 
sideband (ssb) phase noise specification is -65 dB in a 1000-Hz bandwidth. 
Doubling in the X2 and normalizing to a I-Hz bandwidth results in -90 dB/Hz. 
Since 100-kBps data is of interest, phase noise modulation rates of 50 kHz 
and above predominate. Integrating the VCO noise from 50 kHz to Infinity and 
taking into account double sideband (dsb) and two oscillators (up-convert and 
down-convert), the resultant signal to total phase noise is 40 dB.   This 
assumes no effects of loop bandwidth. This is valid since loop bandwidth will 
be in the order of 10 kHz. This is mor? than adequate for bit error rate (BER) 
performance. 

Spurious signals are frequency synthesizer reference frequency components 
(787.5 kHz) and power supply ripple and noise components modulating the VCO. 
The latter is a design problem concerning shielding and supply line filtering. 
Reference frequency components can be eliminated by loop filtering, but at 
the expense of requiring lower loop bandwidth and lower switching speeds. 
With 10-kHz loop bandwidth, 110 dB of loop filtering on 787.5-kHz reference 
frequency components can easily be obtained. Resultant spurious output Is 
calculated, for small phase deviations, by: 

ir /F    -   nro\-äE— -   /V9\ EvKv   -   Yo Ed) oc Kv El/Ec "   (X2)   2fm -   (X2)^fhr-   X2 ' 2fm 

8-50 



where 

E./E 
1     c 

X2 

AF 

fm 

Ev 

Kv 

E0 

■ sideband to carrier ratio 

■ Doubler effect 

= Frequency deviation of VCO caused by fm 

= Modulaiing frequency =   787.5 kHz 

= FM voltage at VCO 

■ VCO sensitivity in Hz/volt =» 25 MHz/volt 

■ FM voltage at phase detection 

oc =   Filter attenuation at fm = 3 x 10~   (110 dB) 

Spurious output is E,/E =  -66 dB. 1    c 

which easily satisfies receiver requirements of 50-dB spurious rejection. 

2.      Loop Program Counter.    The  + 113-122 divide will be implemented as shown 
in figure 8.3-21. 

The divide operates normally by ^ 8 x 14 = 112. That is, 14 cycles of + 8-9 
occurs for each output cycle. Each cycle of the output strobes the frequency 
control line into the ADD counter. The ADD counter causes *■ 9 counts N 
times, where N is the value of the control lines. Thus, as the equation in 
figure 8.3-21 suggests, + 9 occurs N times, and the remaining f 8-9 cycles 
out of 14 divides by 8. 

Since the power dissipation of high-speed dividers is quite high, additional 
circuitry (sample and hold phase detectors, in parallel to dividers) may be 
used. Once phase lock occurs, the dividers may be dropped (disconnected 

INPUT 
5000 MHz 

#>  OUTPUT 

rnrrr 
FREQ. CONTROL 

Figure 8.3-21.     Program Divider ( ^ 113-122). 
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from power) and the relatively low power sample and hold (S H) oil cults may 
be used to maintain lock. At this time, this technique is not plannef7 to be 
used. 

3.      Frequency Standard Stability Analysis.    The stability of the TCXO considered 
^s ±1 ppm. The effect of this stability 'rpon expected packet length is con- 
sidered in this analysis. 

Each transmit function has two independent TCXOs, and each receive function 
(another network radio) has two independent TCXOs. Hence, worst-case over- 
all frequency stability is ±4 pnm. Each oscillator variance 's 0.3 ppm 
(assuming S*1 1 ppm). Then, the total variance is 

V2 2 2 ^ 
^l    +  ^2    +  "S    +   "^    = 2(r  =0-6PPm- 

Over the expected packet length of 2048 bits, at 100 kBps, the time is 20.48 
ms. The variance of bit timing at the end of packet would be 0. 6 ppm times 
20.48 ms ■ 12 ns. The worst-case clock error would be 82 ns. Adding 20-ns 
worst case, and 10-ns variance tolerance due to receive bit timing being 
initially adjusted (at end of preamble) in 20-ns increments, the total error 
would be 15. 6-ns variance and 102-ns worst-case error. Since the data de- 
tectors using a timing sample window of ±2Tc (±158 ns), the assumed fre- 
quency standard stabilities are quite satisfactory to meet system performance 
objectives. 

Additionally, short term stability of the oscillator must also be considered. 
-8 

10     stabilities for 1 second and less are easily obtained. For 20 ms this 
results in 0. 8-ns worst case. Therefore, short-term stability is not a serious 
consideration. Only the long-term drift between standards is of importance. 

Packaging Data.    Packaging will be printed circuit card construction with cer- 
tain functions .such as VCO and X2 doubler In shielded compartments. Total 
circuit area Is estimated to be 49 In.2, Including connectors, shielding, mechani- 
cal Interfaces, etc. 

Power Estimate. 

(Area (In.) Power (mW, 

Frequency Standard 

Power Split 

+ 4 (SP601A) 

-2 ,SP502) 

^3 (LP-TTLy 

300 

— 

90 

(50 

40 
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Area (in.) Power (mW) 

-r5 2 «0 

+ 21 a 120 

4 8 (SP609B601A) a 290 

H13-122 10 1500 

DET 3 00 

■1 1 40 

Frequency Standard 4 300 

AMP 2 100 

LPF 3 - 

VCO 2 750 

X2 4 500 

Regulators (3) 6 100 

TOTAL 49 in. 4.33 
W 

g.    Control and Monitor.     For the frequency generator, there is rne control function 
and one monitor function available to the radio interface. 

The control function is the four lines that program frequency. 

The monitor function is the out-of-lock line available from the synthesizer phase- 
detector. The 0-0-L function monitors the synthesizer loop for lock status. 

h.    Additional Features.    The requirement that differs for the frequency generation 
for terminal, repeater, and station environments is the requirement that high- 
rate bit clock does not need to be generated in the terminal application. However, 
this requirement is negligible on circuit complexity and powe/ dissipation. 

Hence, all applications (terminals, repeaters, and stations) will use identical and 
interchangeable frequency generation functional modules. 
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8.3.4.8    Down-Converter 

a. Functional Description.    The down-converter is functionally shown in fig- 
ure 8.3-22. Its function is to convert the rf (1723.05 to 1836.45 MHz), received 
from the T/R switch to the if. (299.25 MHz). This is accomplished by first pre- 
amplifying the rf signal and then mixing the same In a doubly balanced mixer 
with the receiver LO frequency (1423.8 to 1537.2 MHz). The output of the mixer 
is filtered through a 20 MHz wide, 5-pole Chebyshev,bandpass filter centered 
at 299.25 MHz. The filter rejects the spurious frequencies includirg the upper 
sideband frequency,  fhe filtered if. is preamplified before it goes out of the 
down-converter to the ag^ amplifier. 

b. Functional Interfaces. 

1723.05 to 1836.45 MHz msk 

-100 to 0 dBm 

8.2 dB 

1423.8 to 1537.2 MHz 

+7(i3) dBm 

29fi. 25 MHz msk 

20 MHz 

-88 to 0 dBm 

c. Design and Performance Analysis.    In this subsection it is shown that the power 
levels in spurious frequencies from the mixer are sufficiently suppressed due to 
the inherent IMP rejection capability of the mixer combined with the attenuation 
characteristic of the 5-pole Chebyshev filter to out-of-band frequencies. The 
noise figure (NF) for the down-converter elements is also computed. 

A chart of difference mixing that plots fo as a function of the f /f   ratio, and 

the percentage separation is provided for reference in figure 8.3-23. Of the 
two frequencies combined in the mixer, fT is the lower and fT is the hieher 

Li H 0 

frequency. In our case, fL refers to the LO frequency (1423. 8 to 1537.2-MHz 

range), and fH refers to the received rf frequency (1723.0o to 1836.45 MHz). 

Then, fL/fH corresponding to the lowest points of the two frequency ranges = 

1423. 8/1723.05 (» 0.826) and fL/fH corresponding to the highest points of the 

two frequency ranges ■ 1537.2/1836.45 (= 0. 837). 

Now, for whatever rf frequency is to be received, the LO is always to generate 
its corresponding frequency such that the difference of the two frequencies is the 
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Figure 8.3-23.     Receiver IMP Chart. 
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desired if. frequency (299.25 MHz), which is also the center frequency of the 
down-converter filter. The lower and upper sideband frequencies of the filter 
are 289.25 MHz and 309.25 MHz, respectively; 299.25 MHz is +3.34 percent 
away from the 289.25-MHz sideband frequency and -3.34 percent a /ay from 
the upper sideband frequency. This separation range is constant for the füll 
range of tj/ftj ratio from 0. 826 to 0.837. Therefore, a rectangle PQRS can 

be drawn on figure 8.3-23. P corresponds to fT /{„ of 0.837 at -3.34-percent 
Li     il 

separation, Q corresponds to f- /f„ of 0. 837 at +3.34-percent separation, R 

corresponds to fT /f„ of 0.826 at -3.34-percent separation and S corresponds 

to f, /f„ of 0. 826 at +3.34-percent separation. 
Li      H 

As obvious from the figure, the intermodulated product line 5fT -4f„ falls within 
Li II 

the rectangle PQRS. This line refers to an if. range of 226.8 to 340.2 MHz, 
corresponding to the full ranges of both f„ and fT . It is apparent that this if. 

n Li 
range will not find always attenuation through the down converted filter; however, the 
associated order of IMP is such that about 64-dB rejection in the mixer can be ex- 
pected simply due to the high order of this IMP.   (See figure 8.3-24.) 

An estimate of power in the spurious frequencies can be obtained from table 
8.3-2. 

In order to estimate the range of interfering frequencies, recall that the T/H 
front-end filter 3 dB frequencies ar« 1710 MHz and 1850 MHz.   Therefore, 
corresponding to the LO range of 1423.8 to 1537.2 MHz, the fL/fH ratio within the 

upper and the lower 3 dB points of the front-end filter varies from 0. 76 to 0.898. 
Hence, the IMP lines labeled as 4fL - 3fH, 4fH -5fL, and 3fL - 2fH in figure 

8.3-23 are also important to consider since the range of interfering f„ (1695 H 
to 2077 MHz) corresponding to the range of ratios from 0.74 to 0. 84 could con- 
ceivably result in IMPs that would result In if.   Based on figure 8.3-24, table 
8.3-3 shows the IMP rejection levels corresponding to the different interfering 
frequency ranges. 

The noise figure (NF) of the down-converter is computed as follows: 

Let 

F     ■   Noise factor of the down-converter (numeric) 

F.    =   Noise factor of the input preamplifier (numeric) 

F     =   Noise factor of the mixer (numeric) 

F-   "   Noise factor of the filter (numeric) 

F     ■   Noise factor of the output preamplifier (numeric) 

8-57 



WH 71 56 

3«H 

4»H 62 65 64 

63 60 48 
5fL 
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♦L r-i 

IMP REJECTION IN OB 

TYPICALLY FOR fL AND fR OF 2 TO 4 GHZ 

IF       100 TO 600 MHZ 

tH AT -10 DBM 

ft AT +7 DBM 

Figure 8.3-24.    IMP Rejection Levels. 

Noise factor of the age (numeric) 

Gain of inpu'. preamplifier (numeric) 

C        Gain of mixer (numeric) 

G»   =   Gain of filter (numeric) 

G     ■   Gain of output preamplifier (numeric) 
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Table 8.3-2.    Receiver IMP Levels. 

FREQUENCY *IMP LEVEL AT FILTER 

(MHz) MIXER OUTPUT ATTENUATION 

(dB) (dB) 

fL+'H     ' 
3146.85 to 3373. 65 0 over 200 

1 

5fL " 4,H ■ 
226.8 to 340.2 -60 almost none 

fL 
1423.8 to 1537.2 -6 to +87 over 200 

fH 
1723.05 to 1836.45 -20 over 200 

♦Referred to the desired if. level at the output of the mixer. 

Table 8.3-3. IMP Rejection Levels. 

RATIO fL/fK [ 
INTERFERING 

RANGE (MHz) 
'H IMi- TYPE IMP REJECTION 

(dB) 

0.82 - 0.84 1695 - 1875 5fL " 4,H 
64 

0.79- 0.81 1758 - 1946 «L " 3fH 
48 

0.74 - 0.76 1873 - 2077 41, - 5fL& 

3'L " 2fH 

64 

46 

Then, 

V1  V1 
F, +-2 +^—+ 

Gl        G1G2 

Vi ,      h-1 
F 

V'ift    G1G2G
3
G4 

Fl   = log"1 (5/10) = 3.16 

F2   = log"1 (7/10) = 5.0 

F,   " log •"1 (3/10) = 2.0 
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F4   -   log 

F5   -   log 

Gl   -   log 

G. 
log' 

(2.5/10) = 1.77 

(2.5/10) = 1.77 

(7/10) = 5.0 

(7/10) 
= 0.2 

= 0.5 
log"1 (3/10) 

G4    =   log"    (15/10) =31.6 

3.16-1 
5x0.2x0.5x31.6 

CalculPiing F=   3. iß+-^+-^l,—+ —1-77'1 

5      5x0.2    5x0.2x0.5 

■ 3.16+0.8 + 1.0 + 1.54-K).136 

■ 6.636 

NF  -   10 log 6.636= 8.22 dB 

d. Packaging Data.   The size of the down-converter is estimated to be 4 x 1 x 0.75 
inches. It is expected that the converter can be built using microelectronic 
hybrid techniques. 

e. Control and Monitor.    None. 

f. Power Estimate.     20 mA at +15 volts dc 

g. Additional Features.     Down-converter for all network configurations (terminal/ 
repeater/station) will be identical and interchangeable. 
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8.3.4.9    AGC Amplifiers 

a. Functional Description.    Two types of age amplifiers are used:  coherent and 
noncoherent.   Both require essentially the same building blocks.   The noncoherent 
age is before the SAWD and is intended to amplify the received signal?., including 
interferers, to a composite level of -20 dBm.   This may msan that tie desired 
signal is below this level.   The amplifier is designed not to saturate.   The coherent 
age amplifier after the SAWD controls the gain to maintain i constant correlation 
peak level.   Thus, if there is an interferer, the input to the SAWD is lower than 
desired, but the gain is restored after the SAWD.   This two-stage approach 
reduces the dynamic range requirements of a single amplifier and allows inde- 
pendent control of composite rf levels and correlation peak levels.   Both age's 
have a store or hold capability so that after the preamble is received, they can 
be held constant during the reception of message text.   The coherent age circuits 
also have a blanking feature (optional) for multiple detector use. 

b. Functional Interfaces.     Figures 8.3-25 and 8.3-26 are the functional diagrams of 
the noncoherent and coherent age amplifiers.   The interfaces shown on the dia- 
grams are as follow. 

1. Noncoherent AGC. 

RF Connections 

AMP input from down-converter 

AMP output to SAWDs 

Power and Control 

+15 volts dk' 

-15 volts dc 

EOP (End of Preamble) which causes the gain to hold constant. 

+5 volts Hold gain 

0 volt Allow age action 

RCVR Enable 

0 disabled 

+5 volts enabled 

2. Coherent AGC. 

RF Connections 

Input A from SAWDs 

Input B from SAWDs 

8-61 



o 

CO 

2 
O 

< 
o 
-I <_) 
oo 
x< 
>> 
+ 

LU 
_l LU 
03—1 
< CD 
CO < 
— z 
a ui 
>> 
IAO + 

Figure 8.3-25.    IF Noncoherent AGC Amplifier. 
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Figure 8,3-26.    SAWD Coherent AGC Amplifier. 
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Power and Control 

-tj.5 volts 

-5 volts 

EOP Same as noncoherent age 

RCVR Enable Same as noncoherent age 

Blanking Output 

Coherent Carrier Sense Output 

All interfaces with the microprocessor are CMOS levels. 

c.    Design and Performance.    Figure 8.3-27 is a signal-gain-loss analysis for the 
coherent and nrncoherent age amplifiers.   The total maximum gain is fixed to 
ensure that noise alone will not provide a -10-dBm signal level out of the coherent 
age amplifier.   A -15-dBm level ±2 dB at this point will be used to indicate that 
an inband signal is present.   Some problems could arise in using the resultant 
"signal present" output, since it represents either a packet communication or an 
inband interferer without any differentiation.   This signal (coherent carrier sense) 
is intended to inhibit the XMTR from being keyed. 

The noncoherent age amplifier will be set to a composite signal of -20 dBm.   The 
coherent age amplifier will regulate the peak rf level before detection to -10 dBm. 

A review of figures 8.3-25 and 8.3-26 shows the two amplifiers to be very simi- 
lar.   The if. noncoherent age amplifier has an additional attenuator stage and a 
drive network to cause the attenuation to react progressive.   This will improve 
the noise figure over the operating range.   The average and store circuit will be 
different from the peak detection and store circuit of the coherent age amplifier. 
Both amplifiers will use a low noiso rf input amplifier (NF ^ 5 dB) and gain of 
15 dB.   Table 8.3-4 is a performance summary of a typical commercially 
avail.ble device. 

The device is packaged in a TO-5 can with the feature that the chip can be easily 
extracted from the can and be used on a substrate for microstrip application. 

The attenuators are n pin diode networks.    Figure 8.3-28 shows the typical con- 
figuration.   Pin diodes will most likely be used on a circuit board or substrate. 
Figure 8.3-29 shows the attenuator performance in terms of attenuation and trans- 
mission phase angle.   The data was taken with a üxed bias on the two shunt pin 
diodes which provides 20 dB of attenuation. 

For the detector circuit, one must look at the data rate and number of bits in the 
preamble.   At the 100 kBps data rate, 10 /us are required per bit (400 kBps, 2.5 us/ 
bit).   The preamble will be 39 bits total length, consisting ol 13 bits of Barker 
code, 13 bits of Barker code inverted, followed by 13 bits of Barker code.   Of the 
last 26 bits, 21 must be correct to detect a valid preamble.   In order for the age 
levels to stabilize and bit sync to lock up, 13 bits of Barker code preceding the 

8-64 



UiüJ 
OC — UJ 
uta: in 
xocz 
o< Ul 
«JOV> 

3: 
CD 
o 

-VW 
00 
Q * 

■VVV^ 

X ^ 
00 
Q t- 

_IO 3 
UJ — O. 
> 1 ^- 
Ul =3 
-Joe 

0 
O • 

a: co 
>-       <_1 Q 
u    o — 
i/t    < 

z 
I — 
o < 
00 

Q.   00 
z o 

< 
-VWV- 

ra 
Q 

I 

es 
— 00 

=> O 

A^-   ->/yv- 

or 
U- CD 

O 
KO' 
Ul CM 
tA    I 

g A 

< 

Ul 
I 
o  u 
5 5 
o 
z 

^^ 
OD 

X o 

Yz 
z — 
o < 
z o 

1^ 
(M 

I 

LTV 
rr» 

I 

CD 
O 
—• 

ZD 
a 

O 
00 

1 

o  o 
<M     — 
I    I 

.N    CM 
\0    LT. 

I        I 

1^ r* 
CM 

I        I 

O 
o er» 
Of . 

Ul < 
ui Z 

5 2 
z i/-, 

000 

177 

CM 
■f 

(  1    l 

CM CM   t"v 
I     I       I 

OOO 
.* CM  «»\ 

I     I      I 

o 

+ 

OOO 
ao in \o 

I   l   l 
cc 
o 
tt 
oc 
Ul 
u. -1 

ui o: < 
ui ui 2 
— K «3 
OZ — 
Z— «/» 

f»\ 

o 
OOO 
»-CM -- 

I  I  I 

o 
7 

00 
CM — 

I     I 

+ 7 
CM 

1 

I 1  I 
CM 

I 

CM CM 

CM CM r«. 
I   l   l 1 

CM CM 
l   1 

o 
000 
— CM rr\ 

I    I    I 

O 
CM 

I 

min 
•«\fM 

I   I 

O 
CM 

I 

O 

I 

U"\ 

O       O 
OOO — 

I 

oc 
o 
cc 
oc 

Ul cc < 
«/t ui z 
— •-13 
OZ — 
Z —«/) 

< 
z 
13 

in 

00 

o 
-t     ac 
< QC 
Z Ul 
U      U. 
— uiot 
(/) </>UI 

— h- 
o OZ 

vO 

Figure 8.3-27.    Gain Considerations. 
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26 bits are allowed.   The age must stabilize in advance of the 26-bit preamble identif ca- 
tion code.   This allows a maximum of about 30 \IB at the high data rate and about 130 fis 
at the low data rate.   The coherent age amplifiers (two required) will be designed to 
gain stabilize to within ±2 dB of its final value within 20 fis for ',ne high data rate and 
85 \i8 for the low data rate.   The noncoherent age will operate faster.   The detector in 
the coherent age amplifier must follow the data pulse and integrate the peaks of these 
pulses to establish the age level.   At the end of a packet, the age must release in less 
than 20 |is for the high data rate and 85 [is for the low data rate. 

ATTENUATOR NETWORK 

THRU BIAS 

0.12/iF 

3.3K 

Figure 8.3-28.    attenuator Network. 
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• 
Table 8.3-4.    Typical Amplifier Parameters. 

PARAMETERS AMPLIFIER 

MIN TYP MAX UNITS 

Frequency Range 5 — 500 MHz 

Gain 14 lo.5 18 dB 

Gain Flatness — ± 0.25 ±0.75 dB 

Noise Figure (Note 2) — 2.5 3.0 dB 

Input and Output VSWR (50 n ) — 1.5:1 2:1 

Power Output, 1 dB Comp. -2 0 — dBm 

3rd Order Intercept Point — +11 — d3m 

DC Supply Voltage — 12 15 V 

• 
Supply Current (At +12 volts dc) — 10 15 mA 

The detected signal amplifiers tentatively selected are monolithic wideband dc 
amplifiers.   These can be operated between +12- and -5-volt power levels.   The 
device can provide between 10- to 20-dB gain in a 10- to 20-MHz range. 

The store and hold circuit will be a diode gated or field affect transistor (FET) 
gated switch to a storage capacitor.   At the end of preamble, the switch will be 
opened and the gain level that is stored on the capacitor will be held during the 
packet interval.   The amplifier following the hold circuit represents additional gain 
to drive the attenuators and is a high impedance load on the storage capacitor. 

A blanking input feature (used in optional multiple detectors) allows the same age 
device to be used in expanding the radio with multiple detectors.   The blanking input 
inhibits the peak detector and store circuits from detecting correlation peaks occur- 
ring in the blanking interval.   The generation of the blanking signal is discussed in 
paragraph 8.3.4.10. 

d.    Packaging Data.    The if. noncoherent age amplifier will require approximately 
13 square inches of printed circuit card area.   This could be later reduced by using 
chips and packaging on a substrate.   Since it has 45 dB of gain, it will be rf 
shielded from other units in the repeater or terminal. 

• 
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The coherent age amplifier consists of two 45-dB amplifiers packaged on a printed 
circuit card.   Each is rf isolated from the other.   Approximately 17 total square 
inches of surface area are required. 

e. Control and Monitor.    The control lines are identified in paragraph b..    Func- 
tional Interfaces.   A monitor output from the noncoherent age amplifier is pro- 
vided for test.   For the coherent age amplifier, the rf signal before detection 
will be available.   The output of the attenuator driver will also be available to 
check time constants. 

f. Power Estimates. 

1.      Noncoherent age. 

+12 volts (mA) -5 volts (mA) 

ÄF Amplifier 1 10 

2 10 

3 10 

Detected Amplifier 8 4 

Driver Amplifier 18 4 

Misc Control 4 4 

Total Current 62 mA 12 mA 

Total Power 750 mW + 60 mW = 810 mW 

2.      Coherent age (Both Amplifiers). 

+12 vo] Its (mA -5 volts (mA) 

RF Amplifier  1-1 10 

1-2 10 

1-3 10 

2-1 10 

2-2 10 

2-3 10 

3.      Coherent AGC (Both Amplifiers). 

+12 volts (mA) -5 volts (mA) 

Detected Amplifier 1-1        8 4 

2-18 4 
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+12 volts (mA) -5 volto (mA) 

Driver Amplifier 1- 1 18 4 

2- -1 18 4 

Misc Control 20 4 

Total Current 132 mA 20 mA 
Total Power 1600 mW            + 100 mW -  1700 mW 
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8.3.4.10   Multiple Signal Processing 

This paragraph of the equipment design plan describes the functions and operation of 
receive multiple signal processing.   The fundamental purpose of multiple signal pro- 
cessing is to extract bit data from rf analog signals.   Bit data detection may occur at 
two rates in repeater/station configurations.   An option in these configurations is to 
extract multiple data streams occurring at a common data rate using common chan- 
nels and common codes by using a feature of time discrimination unique to spread 
spec rum data communications. 

Similar signal processing circuits are anticipated to meet the multiple processing 
needs.   The signal processing must be capable of recovering data for the following. 

a. 100 kBps - Termmal/repeater 

b. 420 kBps - Repeater/repeater 

c. 100 kBps - Multiple detectors - repeaters (optional) 

d. 420 kBps - Multiple detectors - repeaters (optional) 

Functionally, multiple signal processing is depicted in figure 8.3-30.   Each signal 
processing, though similar in nature, performs data recovery for 100 kBps, 420 
kBps, and multiple detection at these two rates.   Note that for terminal operation, 
only one block is needed, the 100-kBps signal pr jcessing block.   The switch logic 
is not required. 

For repeater (and station) operation, the 100-kBps and 420-kBps blocks, along with 
a switch logic function are required.   The switch logic connects oither the 100-kBps 
or ine 420-kBps interface functions to the microprocessor.   Control of the rate 
switched is determined by which preamble arrived first. 

For optional multiple detectors in repeaters and stations, the switch logic is not 
required. 

Note that the niultiple detectors can operate at either rate.   The maximum number 
of detectors that can be used at 420 kBps is three, and 14 are possible pt 100 kBps; 
however, the practical limit on the number of detectors is four.   The multiple 
detectors do not contain SAWDe, but sample SAWD correlation outputs for identical 
code channels. 

This paragraph on miitiple signal processing is further subdivided in signal detec- 
tion using SAWDs, preamble detection, bit sync acquisition, data detection, and 
use of the functions in multiple signal processing.   The following elaborate on each 
of the areas. 
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Figure 8.3-30.     Multiple Signal Processing. 

8-72 



8.3.4.10.1    Signal Detection 

a.    Functional Description.   A functional block diagram of the signal processing at 
the receiver is shown in figure 8.3-31.   The differentially coherent msk demod- 
ulator consists of a SAWD with a cosine weighted input interdigital transducer 
spanning two chip intervals.   The ettire SAWD spans two bit intervals.   It is a 
tapped delay line matched filter with the taps matched to the chips of two suc- 
cessive bits.   The sum and difference of the bit outputs is envelope detected 
and applied to the preamble detector, the bit sync circuitry and the data detector. 

b.    Functional Interface.   This functional interface pertains to a signal processing 
block (either 100 kBps or 420 kBps) as shown in figure 8.3-30.   The top level 
multiple signal processing interface is the sum of 100-kBps and 4?0 kBps inter- 
face, plus opticnal multiple detector interfaces defined later. 

IF Input f 0 = 299.25 (± 0.020) MHz matched to other 

receive SAWDs and transmit SAWD to within 
± 0.002 MHz 

RCV Eiab 

Power = signal at -20 to -33 dBm.   Level set 
by preceding noncoherent age 

S/N > -10 dB (E./N  5+11 dB) for 100 kBps 

> -1 dB (E./N   5 +11 dB) for 420 kBps 

COS-MOS logic level enabling receiver 
functions (age set, preamble detection and 
and bit sync detection.   These functions 
active only during preamble.) 

Clocks 

Data 

4R   (50.400 MHz) 

0 
0 dBm 

IVmodulated data at applicable bit rate. 
Data transitions synchronous with positive 
edge of bit clock. 

Bit Clock Rate at applicable bit rate, either 100 kBps 
or 420 kBps.   Phase changes occur only 
between RCV Enable and End of Preamble. 

End of Preamble Signal detection of packet.   Occurs at End 
of Preamble an 1 start of data transfer. 

Coherent Carrier Sense Detection of signal above threshold.   Signal 
may be desired signal, or interfering signal 
20 dB higher. 
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Blanking Timing output to next multiple detector 
signifying time intervals where other packets 
are being processed. 

Z and A Corre^atious Outputs from SAWD matched filter through 
hybrid combiner and amplified for use by 
following multiple detectors. 

Design and PerforrrRnce Analysis. 

SAWD Matched Filter Detector 

For the low rate mode the differentially coherent msk detector consists of a 
20- |JLS surface acoustic wave device (SAWD) spanning a 2-bit interval.   For the 
high rate mode, the SAWD length is 4.76 \i s.   The details of this SAWD detec- 
tor are shown in figuies 8.3-32 and 8.3-33.   The input interdigital transducer 
to the SAWD is cosine weighted (-90 degrees to +90 degrees of the cosine wave- 
form) with a ouration of two chip periods or 0.159 \x a.   It is matched to the 
transmit SAWD as discussed in paragraph 8.3.4.1.   The remainder of the SAWD 
is a nondispersive tapped delay line matched filter with the taps matched to the 
252 chips corresponding to the successive bits.   The 126 taps in each 10-MS 
section of the SAWD for the low rate mode are coded with the identical maximal 
length code sequence as discussed in paragraph 8.3.4.1.   The even taps are 
summed, thus matching to one msk subchannel, and the odd taps are summed 
providing the match to the other subchannel.   The carrier phase of one sub- 
channel is phase shifted 90 degrees relative to the other subchannel.   The two 
outputs are summed, yielding the match to the received signal.   Each 126-chlp 
SAWD filter can be representad by: 

62 

8(t) - (cos wot) z d2k+1 cosp -^r (t - 2kT) 

k=ü 

62 

sin wot  JE d2k+2 sinp -£r (t - 2kT) 

k=10 

Where cosine pulse cosp is defined by: 

cosp   "— = cos 2f-[u(t + T) - u(t - T)] 

and sinp is defined by: 

sinp |£- u(t) - u(t - 2T) 
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Figure 8.3-33.    SAWD Implementation for MSK. 
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The center frequency of the SAWD is w /2jr = 299. 25 MHz.   The chip interval 

T is 0. 0794   p s and u(t) is the unit step function.   The decorrelated outputs A 
and B from the incoming bit and the delayed bit are input in a hybrid, which 
yields a sum and difference output.   These two outputs are envelope detected 
and transferred to the preamble detector, bit timing recovery circuitry, and 
the data detector. 

A theoretical performance curve of the differentially encoded msk signaling in 
ai additive white Gaussian noise environment is shown in figure 8.3-34.   The 
bit error rate is plotted versus the signal-to-noise ratio.   The curves assumes 
ideal bit timing. 

The effect of bit timing errors upon the loss of signal energy 13 shown in 
figure 8.3-35.   For msk signals the correlation function is given by: 

R(T)=2COS     (if) *C08 (ir) 

= 1/2 jcos [Hg^Hl] 
i   1 r^T-irin 
-    I 81n  L   2T J 

[lrl-X6ln(4M)] 

cos    i1^-}-- 

where T is the timing offset and l/T is the chip rate. 

Independent coherent age amplifiers are used in each hybrid output:   one for 
£ output and on ■ for A output.   Coherent age is discussed in paragraph 8. 3.4. 9. 
A pickoff point preceding the coherent age amplifier is used for Z and A signal 
distribution to multiple detectors, if used. 

The baseband outputs from the envelope detector coherent age circuits are 
fixed in level during the first 13 bits of preamble.   The outputs are positive 
going only, ideally one correlation peak on one output (for example, A ) with 
no pulse on the others ( Z output).   These baseband correlation peaks are dis- 
tributed to the three circuit blocks shown on the right in figure 8.3-31.   Each 
of the blocks is shown in more detail in figures 8.3-36 through 8.3-38, and 
discussed in the following subparagraphs. 

2 
d.    Packaging Data.   Shielded modules requiring approximately 30 in.    of printed 

circuit board area. 

«"   e.    Control and Monitor.   None. 

f. Power Estimate.   V J0 MW. 

g. Additional Features.   None. 
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Figure 8.3-37.    Bit Synchronization. 
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8. 3.4.10. 2    End of Preamble 

a. Functional Description.   End of Preamble (EOP) functions to determine the end 
of preamble of a processed received packet and signals the start of data.   EOP 
sets coherent age to a hold state, disables bit sync acquisition (clocks allowed 
to free run), and informs the microprocessor of start of data. 

b. Functional Interface. 

Z and ^ Baseband Receive packet inputs from SAWD detectors 
for EOP processing.   Approximately 1-volt 
peak level. 

Blanking Input from previous multiple detector sig- 
naling prior packet sampling intervals. 

RCV Enable EOP detection enabling function. 

EOP Output Detection of end of preamble/start data. 

c. Design and Performance Analysis.   The preamble detection implementation is 
shown in figure 8.3-36.   In essence, the detector is a digital transversal filter 
matched to the 26-bit Barker, Barker sequence.   The envelope detector outputs 

L        A 
at points     and     of figure 8.3-31 are rounded pulses of 200-ns duration occur- 

Z ä 
ring at the bit rate.   A pulse at     corresponds to a logic 1 and a pulse at    cor- 

Z 
responds to a logic 0.   A positive pulse at    exceeding the threshold yields an 
output pulse which is shifted asynchronously into the register.   If the pulse at 

exceeds the threshold, no pulse is shifted into the register, but the contents 
of the register are shifted right.   The output taps of the register corresponding 
to the I's in the Barker, Barker sequence are summed and similarly the 0's 
are summed.   The difference of the sum is compared to a threshold, and when 
the threshold is exceeded, the end of the preamble is indicated.   If the register 
initially contains all I's and the 39-bit Barker, Barker, Barker preamble code is re- 
is received, the sequence of values at the output of the comparator (assuming 
that no errors occurred) is: 

-2. -2, -4. -4, -6, -4, -4, -4, -6, -4, -6. -4, -.18 
-4. -6, -4, -6, -4, -4, -4, -6, -4, -4, -2, -2,      0 

2,    0, 2,    0,    2,    0,    2,    0,    2,    0,    2,    0,    26 
-1,    2, -1,    2, -1.    2. -1,    2, -1,    2, -1,    2, -13 

0, -1, 0, -1, ,  EOP 
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d. 

e. 

f. 

g- 

The probability of a false alarm and the probability of a missed preamble is 
plotted in figure 8.3-39 as a function of the comparator threshold.   The proba- 
bility of a missed preamble as a function of the signal-to-noise ratio and is 
plotted for an SNR of 7. 5 dB and 6. 5 dB. 

-7 
If the threshold is set to 21 out of 26, the probability of a false alarm is 10    . 
The probability of a missed preamble is 10~3 for a 6;5 dB SNR. 

Packaging Data.   14 in.    of printed circuit beard area. 

Control and Monitor.   None. 

Power Estimate.   330 MW. 

Additional Features.   Identical for terminal, repeater, and station. 

8.3.4.10.3    Bit Synn 

a. 

b. 

Functional Description.   The purpose of bit synch is to align data sampling 
pulses with the received bits.   Bit sync is used only during preamble.   During 
preamble, phase of bit timing is transferred to a counter being clocked in 
20-ns increments.   After preamble, phase transfer is disabled, and timing is 
allowed to free run from a 20-ns clock derived from a stable frequency standard. 
This allows time discrimination for possible multiple packet use. 

Functional lucerface. 

£ and A Baseband 

RCV Enable 

EOP 

Clock 

Bit Clock 

Data Sample 

Blanking Input 

Receive packet inputs from SAWD detectors 
for bit timing acquisition. 

Enables bit timing acquisition during 
preamble. 

Disables bit timing acquisition and transfers 
timing and information to a stable clock 
countdown. 

4Rc (50.400 MHz) stable clock. 

Bit rate clock output to correlation peak. 
Phase change only during preamble search. 

3T   sampling pulses (windows) for data 
c 

sampling. 

Input from previous detectors in multiple 
detector use signaling packet processing 
intervals. 
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Figure 8,3-39.    End ot Preamble Detector. 
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Blanking Output Output for multiple detector use signaling 
packet correlation intervals (9T   each) being 
processed. 

c.    Design and Performance Analysis.   Refer to paragraph 8.3.4.7,   Frequency 
Generation, for clock stability requirements. 

Bit timing recovery is accomplished by the phase-lock loop shown in figure 
8.3-37.   A VCO is phase locked to the incoming envelope detected coirelation 
peaks that occur at the bit rate.   The correlation peaks sample the phase of the 
local 100-kHz reference in the low data rate mode, and 420-kHz reference in 
the high data rate mode.   The sample and hold output is filtered and its output 
is the control voltage of the VCO.   The VCO output is filtered to establish the 
phase detector characteristic as shown in the figure.   After the VCO is locked 
to the correlation peeks (1. e., the zero crossing of the low-pass filter output 
occurs at the sample time), its timing is transferred to a counter derived from 
a stable clock.   At tho end of the preamble, the counter is no longer controlled 
by the VCO, but free runs for the uuration of the packet. 

Assume for the loop that W  = 2TT 16 kHz,  t = 1, and a 100-kHz local reference. 

Then, with no noise, 2-bit times (20 ^s) are required for frequency lock and an 
additional 70 fis are required to achieve a phase error of 1 degree or 28 ns. 
This assumes that the ag- nas been set. 

Step response must be within 20 ns of final phase within 39 bit periods.   Using 
f   PLL bandwidth of approximately 16 kHz, 11 bits is suf^jient for a high 
N 

signal-to-noise environment.   See paragraph 3.6 of appendix C. 2 on synchroni- 
zation preamble. 

2 
d. Packaging Data.   20 in.    of printed circuit board area. 

e. Control and Monitor.   Out-of-lock output. 

f. Power Estimate.   765 mW. 

g. Additional Features    Identical for all terminals/repeaters and stations except 
for 100-kBps and 400-kBps bit rates. 
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8.3.4.10.4    Data Detection 

a. Functional Description.   Purpose is to translate analog signals to digital data. 

b. Functional Interface. 

Z and A Baseband Receive packet inputs from SAWD detectors 
for data processing. 

Data Samples Pulse samples 3T   in width from txt timing. 

Data Output Detected bit data to microprocessor. 

c. Design and Performance Analysis.   The method for data detection is illustrated 
in figure 8.3-38.   It is achieved by sampling the SAWD matched filter output by 
a timing window that is 3T   second wide where T   is the chip interval, storing the 
peak value during that timing window, and making a bit decision at the end of 
the timing window.   The decision is based on the difference between the two peak 
detected outputs.   It is estimated that this form of detection degrades perform- 
ance by 0. 5 dB from the ideal timing case.   Hence, performance of DCMSK 
with P   = 10_5 requires an E./N  = 10. 9 dB rather than 10.4 dB. 

2 
d. Packaging Data.  8 in.   of printed circuit board area. 

e. Control and Monitor.   None. 

f. Power Estimate.   460 MW. 

g. Additional Features.   Identical for all terminal, repeater, and station config- 
urations. 
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8. 3.4.10. 5    Multiple Detectors 

a. Functional Description.   Detects packet data in the presence of other packets. 
Multiple detectors use SAWD detector outputs (same data rate) of primary 
detectors.   Figure 8.3-30 is a functional view of how the multiple detector is 
used. 

Note that multiple detectors may be either data rate.   Detectors may be 
extended to a maximum of three at 420 kBps and to a practical limit of four 
at 100 kBps. 

b. Functional Interface.   This functional interface for multiple detectors is in 
conjunction with the signal processing interface described earlier. 

L and A Correlations 

RCV Enable 

Clock 

Data 

Bit Timing 

EOF 

COH. CARR Sense 

Blanking Signal 

Outputs from SAWD detectors from primary 
detectors. 

Enables receiver operation. 

4Rc (50.400 MHz) stable clock. 

Same as signal processing. 

Same as signal processing. 

Same as signal processing. 

Same as signal processing. 

Same as signal processing. 
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advantages of 
•rELAN0thermoelectric 
generators 

ECC NOMY 
No jther form of providing electricily compares to TELAN 
for economy within its power range. Operating costs can 
be figur0«-1 at $3.60 per waft-year for average power con- 
sumption. Maintenance costs are negligible. 

RELIABILITY 
TELAN generators will go on year after year providing 
reliable power without maintenance, service, or repair. 
Periodic refueling is all that is necessary to keep TELAN 
generators operating. 

CAN BE OPERATED IN ALL WEATHER 
AND TEMPERATURES 
TELAN generators are normally installed without enclo- 
sures— no special housing is needed. Weather and cor- 
rosion resistant materials are u 9d throughout. Wind, rain 
and snow actually improve the performance of the units 
(see graph below). They are fully reliable at sub-zero 
temperatures of the Arctic, or at 150°F temperatures of the 
tropical desert. In extreme cold climates reject heat from 
units may be used in shelters to keep vital electronics 
warm 

SAFETY 
Flameless operation greatly reduces any hazard to fuel 
supplies, personnel, or associated equipment. Burner Tem- 
perature Regulation reduces problems caused by malicious 
tampering, changes in heat value of the fuel, or accidental 
maladjustment. 

NO MOVING PARTS — VIBRATIONLESS 
All that moves is the fuel. There are no moving parts, no 
noise — and TELAN generators are so free of vibration 
that they will not disturb adjacent sensitive seismic instru- 
mentation. No lubrication is needed . .. ever. 

VERSATILE 
TELAN generators can be supplied to operate on Propane, 
Butane, or natural gas. Jets can be changed in the field 
If the fuel is changeo after installation. 

PORTABLE 
Small and relatively light in weight, TELAN generators are 
easily transported to any remote location. 

MOUNT ANYWHERE 
TELAN generators may be mounted on the ground, in or 
on a building, on a pole, tower, or tree . . . anyplace where 
it is most convenient. 

SIMPLE, FOOLPROOF OPERATION 
TELAN units can be installed by inexperienced, non-tech- 
nical personnel. In underdeveloped countries, local per- 
sonnel can be utilized. Variations in fuel pressure and/or 
heating value are automatically accommodated and self- 
adjusted by the built-in temperature regulator, keeping 
heat input to any or all burners at a safe level at all times. 

CLEAN 
Complete, flameless combustion of the gas results in no 
soot formation, no stacks or combustion chambers to 
clean, no hazard from accumulati-n of combustion by- 
products. 
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Illustrated is the relationship between current, power, and 
voltage at /arying resistance loads. When the generator's 
internal resistance equals the load resistance, laximum 
power ib delivered. This curve is typical for generators 
without the OC to CiC converters. 

EFFECT OF ENVIRONMENT 

TELAN Thermoelectric Generators are designed and 
constructed for extreme dependability under all conditions. 
As shown here wind, rain and snow actually improve the 
performance of the generators. Heat generated for the 
production of electricity also keeps the unit snow and ice 
free in any weather. Power output is dependent on 
temperature difference between ambient and catalytic 
burner. 



SPECIFICATIONS FOR TELAN THERMOELECTRIC GENERATORS 

ESD-1 
(3/73) 

Electrical Spec. 
(Minimums) 

Std. Avail. Electric Dutputs 
Fuel 

Consumption 
Size and Weight 

Generator 

Model 

P 

W 

E 

V 

1 

A 

Power 

Condition 

Code 

Standard 

Wiring 

Code 

P 

W 

E 

V 

1 

A 

Propane 
Butane 
Lb./Wk. 

(Kilos/Wk) 

Natural 

GasMCF/Wk 

(Wim) 

H 

In. 

(cm) 

W 

In. 

(cm) 

L 

In. 

(cm) 

Wt. 

Lb. 

(Kilos) 

Telan 

2T1 

10 4.8 2.1 12CL 

24CL 

48CL 

10S 

10S 

10S 

8 

8 

8 

12 

24 

48 

.67 

.33 

.17 

11.2 

(5.1) 

.5 

(14.2) 

17 

(43) 

11 

(28) 

19 

(48) 

33 

(IS) 

Telan 

2T2 

20 3.6 2.1 12XL* 

^CL* 

24CL 

48CL 

20S 

20S 

208 

20S 

19 

17 

17 

17 

12 

12 

24 

48 

1.58 

1.41 

.71 

.35 

22.4 

(10.2) 

.9 

(25.5) 

17 

(43) 

25 

(64) 

14 

(36) 

52 

(24) 

Telan 

2T3 30 14.4 2.1 
12XL 

24CL 

48CL 

30S 

308 

30S 

30 

25 

,;5 

12 

24 

48 

2.50 

1.04 

.52 

33.6 

(15.3) 

1.4 

(39.7) 

17 

(43) 

25 

(64) 

23 

(58) 

73 

(33) 

Telan 

2T4 40 19.2 2,1 
12XL 

24XL 

48CL 

20S 

40S 

40S 

40 

40 

34 

12 

24 

48 

3.34 

1.67 

.70 

44.8 

(20.4) 

1.9 

(53.8) 

17 

(43) 

25 

(64) 

22 

(56) 

93 

(42) 

Telai 

2T5 50 24.0 2.1 
12XL 

24XL 

48CL 

25S 

50S 

50S 

50 

50 

42 

12 

24 

48 

4.16 

2.08 

.87 

56.0 

(25.4) 

2.3 

(65.2) 

17 

(43) 

25 

(64) 

31 

(79) 

112 

(51) 

Telan 

2T6 60 28.8 2.1 
12XL 

24XL 

48CL 

30S 

60S 

60S 

60 

60 

51 

12 

24 

48 

5.00 

2.50 

106 

67.2 

(30.5) 

2.8 

(79.3) 

17 

(43) 

25 

(64) 

30 

(76) 

130 

(59) 

Telan 

217 

70 33.6 2.1 12XL 

24XL 

48CL 

35S 

70S 

70S 

70 

70 

59 

12 
24 

48 

5.82 

2.91 

1.23 

78.4 

(35.6) 

3.3 

(93.5) 

17 

(43) 

25 

(041 

39 

(99) 

149 

(68) 

Telan 

2T8 80 38.4 2.1 
12XL 

24XL 

48XL 

20S 

40S 

80S 

80 

80 

80 

12 

24 

48 

6.65 

3.33 

1.81 

89.6 

(40.7) 

3.7 

(104.8) 

17 

(43) 

25 

(64) 

38 

(97) 

170 

(77) 

Telan 

2T9 90 43.2 2.1 
12XL 

24XL 

48XL 

30S 

458 

90S 

90 

90 

90 

12 

24 

48 

7.50 

3.76 

1.88 

100.8 

(45.8) 

4.2 

(119.0) 

17 

(43) 

25 

(64) 

47 

(119) 

189 

(86) 

For best efficiency, use the 2T2 12XL generator with load voltages below 13.8 VDC. Use the 12CL for voltages from 13.8 to 16 VDC. 

(1) P indicates generator will be shipped with jets for 
Propane. Substitute "B" for Butane or "N" for Natural 
Gas jets. Jets can be changed in the field if fuel is 
changed after generator is installed. 

(2) Warranty Power within ±5% at room temperature 
(70°F). 

(3) Solid state DC-DC converter with variable voltage 
limiter, Specify 12, 24V, or 487; variable range 12 to 
16V, 24 to 31V and 48 to 56V. Code "CL". A slight 
drop In power will occur when operating at voltages 
other than rated voltage. 

(4) Without DC-DC converter. Voltage limiter only — Code 
"XL". 

(5) Kilos/week 

(6) Cubic meters/week 

• Shown are standard output voltages. Any other output 
voltage (for example, 76 volts) can be supplied. Contact 
factory for further information. 

• The rectifiers in TELAN DC-DC converters prevent the 
battery from discharging into the generator. When a unit 
without converter is used to charge battery a blocking 
diode must be included to prevent battery discharge thru 
the TELAN unit. 

• All generators include a gas regulator set to accept 
10-30 psi: complete with weatherproof housing and 
weatherproof electrical convenience box. 

• These units can be combined to satisfy larger power 
requirements. Contact our representative in your area 
or contact our factory for assistance. 

"Prices and specifications contained in catalogs or advertisements of 
thermoelectric generators and ancillary equipment are subject to change 
without notice. The equipment advertised or quoted on by representatives 
of Isotopes. Inc. Is covered by specific warranties on performance, mate- 
rials and workmanship which establish a limit of obligation." 

WTELEDYNE ISOTOPES 
110 W. Timonium Rd.   Timonium, Md. 21093 
PHONE: 301-252-8220   TELEX: 87-780 

Printed In U.S.A. 
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c.    Design and Performance Analysis.   Multiple detectors work on the virtue that 
for spread spectrum data communication, with multiple common channels, time 
discrimination can occur between correlation peaks.    With window detectors for 
data of 3T   ciiips widü, P banking signal of 9T   chips wide is "ded.   These 

c c 
particular widths are used primarily because of ease of generation ir. bit sync 
for the particular divide ratios used (depending on -^e length).   For timing 
errors, 9T   blanking signals give overlap so that adjajent correlations ^ill not 

c 
interfere. 

For 420 kBps, the number of chips is 30; thus, three 9T   blanking intervals will 

be the maximum detectors that could be used. 

At 100 kBps, the length is 126.   Fourteen blanking signals couid conceivably fit 
in, but would be highly unlikely since no space at ail would be between blanking 
signals.   From a composite signal level of processing gain, eight detectors 
could be allowed if all were at the same signal level.   From a practical view, 
no more than four total detectors is feasible. 

One area of concern is establishinp; £ and A signal levels to a reasonable value. 
The approach chosen is to powe»* split the multiple detectors output in the signal 
processing to a common level; e. g., 0 dB gain through the detectors for cas- 
cading detectors.   Errors in this level would have to be includedln the ago range 
requirements. 

Another method of cascading £ and A outputs is to take the £ and A baseband 
signal and expand.   Following detectors would operate coherent age at baseband 
rather than at if.   This would eliminate some rf amplifiers. 

Of course, for multiple detectors to operate satisfactorily, some assumptions 
and ground rules must be established.   These are: 

1. Packets may overlap, but preamble must not. 

2. Blanking intervals (correlation pulse plus guard band) must not overlap. 

3. Composite receive signal levels of multiple packets to single packet signal 
level must be within 10 dB of each other. 

4. < 3 detectors at 420 kBps. 

5. <4 detectors at 100 kBps. 

6. <4 detectors, either at 100 or 420 kBps. 

d. Packaging Data.   Same as primary signal processing. 

e. Control and Monitor.   Sama as primary signal processing. 
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f. Power Estimate.   Same as primary signal processing. 

g. Additional Features. Multiple detectors could be used in repeater and station 
configurations if network model analysis indicates adequate improved network 
throughput performance. 
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8.4     DIGITAL PLAN 

8.4.1    General Description 

The digital section performs the function of storage and data processing for the 
packets.   It consists of a microprocessor, memory, and control and interface cir- 
cuits.   The functions performed include address recognition, error checking, 
transmit and receive queuing, header modifications and other network operations 
defined by the system operating program. 

An expanded functional diagram of the digit:J section is shown in figure 8.4-1.   The 
various functions shown in this diagram are defined in more detail in paragraph 
8.4.2. 

8.4.1.1    Operational Description 

The digital section accepts packet data in serial NRZ format from the signal proces- 
sing circuits.   All the control signals such as SYNC, CLOCK, etc., are provided in 
the interface.   The microprocessor cannot process (check addresses, check packet 
types, update the header, etc.) the packet data as it is received because the machine 
cycle time is too slow for the data rates used.   Therefore, the packet data goes 
directly to the random access memory via Direct Memory Access (DMA).   The type 
of DMA used is a "Cycle Stealing" approach.   This gives the processor priority on 
access to memory and allows the data to be processed at a slower rate as it is being 
received. 

If the program can detect any criteria for not receiving a packet, such as a wrong 
addree-?, the packet is abandoned.   The packet may be abandoned before it has been 
completely received.   This allows the system to immediately reinitialize to receive 
another packet. 

As a packet is coming in, a hardware error check is performed to detect any trans- 
mission errors.   Before any packet is considered good, this error is sampled.   If 
an error has occurred, the packet is abandoned.   This decision cannot be made until 
the entire packet has been received.   If the packet is error free, it is accepted for 
retransmission. 

When ready to transmit, the microprocessor raises the TRANSMIT RDY flag to 
alert the signal processing circuits io switch to the transmit mode.   When ready for 
data, the interface signal TX END-OF-PREAMBLE goes high.   The data is then 
transferred across the interface directly from memory in continuous serial NRZ 
format.   A 16-bit error character is appended to the end of the packet data by hard- 
ware error check character generating circuits. 

The packet will remain in memory until an acknowledgment is received.   Network 
criteria for repeating and/or rerouting the packet will be determined by the repeater 
operating program. 

The first unit will be implemented with a single detector capable of two data rates. 
The design is partitioned so that multiple detectors can be used by adding hardware. 
Up to four detectors can share the memory with the processor and allow input 
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Figure 8,4-1, Digital Section of Repeater, 
Functional Diagram. 
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processing to continue.   However, the input processing can occur or. the input signal 
from only one detector.   The data from other detectors (received concurrently) will 
simply go to memory for later processing.   The queuing logic fo   handling multiple 
packets will be a part of the repeater operating program. 

The actual transfer of data to and from memory will operate asynchronously with the 
processor.   Prior to receiving or transmitting, the processor will load the DMA 
counters with the memory starting address and raise a flag to allow the hardware to 
complete the transfer and inform the processor when complete.   The data transfer in 
the interface and DMA logic is independent of packet format with one exception.   When 
receiving a text packet, the message length is loaded into the receive down-counter 
(Rx Down Ctr) as the word is received    This allows the packet input to continue and 
complete without attention from the p rocessor. 

The CPU is configured around the National Semiconductor General Purpose 
Controller/Processor MOS/LSI devices, consisting of two CROM's (Control Read 
Only Memory) and four RALU's (Register and Arithmetic Logic Units).   Each RALU 
handles 4 bits, and a 16-bit unit is formed by connecting four RALU's in parallel. 
The organization of the CPU is a modified version of National's IMP-16.   The 
modifications are primarily to reduce power consumption by the use of C-MOS and 
low power Schottky control circuits, and the addition of features such as the DMA 
circuits. 

Terminal Operation.    The microprocessor can be used in the terminal application 
for the front-end packet handler.   Additional terminal operating software and 
terminal device interface hardware will be required.   Low speed terminal devices, 
such as tty, operator consoles, etc., will transfer data through the processor on an 
interrupt basis.   Thus, software controlled editing and packet formatting can be 
implemented.   The data rates that can be handled using this technique are highly 
dependent upon the operating software, and a maximum data transfer rate has little 
meaning without defining the software routine.   However, using a handshake word 
parallel interface, typical data rates of up to 5 kBps should be acceptable. 

If high speed terminal devices are used, for example a minicomputer, a block 
transfer DMA technique as discussed under Station Operation can be implemented. 

Station Operation.    If the microprocessor is used in the station application as a 
front-end packet handler, a BLOCK TRANSFER DMA Controller will be required. 
This function will HALT the microprocessor and transfer packets to/from memory. 
Using a handshake interface and a 2-(JLS memory cycle, a maximum transfer rate 
of 500K words per second can be achieved. 

Packet throughput to/from the network will be at the normal repeater rate. There- 
fore, storage and queuing of packets will perhaps require additional memory. 

The station operating program will be different from the repeater program.   Also, 
the block transfer DMA Controller and interface logic are not a part of the repeater 
and will have to be developed.   Many of the circuits required are similar to the 
packet DMA used in the repeater.   However, the requirements are not alike enough 
to be interchangeable. 
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8.4.1.2    Design Specification Summary 

CPU 

Word Length 

Microcycle Time 

Memory 

Program Storage 

Data Storage 

Cycle Time 

Data Transfer 

Error Control 

Number of Detectors 

Terminal Application 

Data Input 

Data Output 

Transfer Rate 

Station Application 

Data Input 

Data Output 

Transfer Rate 

National Semiconductor GPCP MOS/LSI 
Devices 

16 Bits 

4 to 8 n s — Will be determined by speed/ 
power tradeoffs in the control circuits. 

2K Words provided 
4K Words address structure 

Programmable Read Only Memory 

C-MOS Random Access Memory 

1.25 Microseconds maximum 

100 kBps to 500 kBps maximum DMA 
Dual rate implemented 

16-Bit polynomial generator/check 

1 Implemented, expand to 4 maximum at 
500 kBps maximum 

Requires additional terminal operating 
software and interface hardware 

By processor interrupt 

Word parallel — At terminal device rate 
with handshake interface 

Up to 5 kBps (see text) 

Used as front-end packet handler processor. 
Requires additional software and block 
transfer DMA control and interface logic. 

Block DMA transfer 
HALT processor 

Block DMA transfer 
HALT processor 

500K words per second maximum 
Using processor clock 
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8,4.2    Modem Interface Logic 

The modem interface logic provides the interface between the modem and the micro- 
processor.   It will contain the following functions: 

Rx Data Serial/Parallel Conversion 

Cyclic Redundancy Error Check for Rx Data 

Cyclic Redundancy Error Character Generator for Tx Data 

Tx Data Serial/Parallel Conversion 

Interface Control Signals 

8.4.2.1 Primary Interfaces — Modem Interface Logic 

Figure 8.4-2 shows the signals in the modem interface and the microprocessor inter- 
face.   A description of the microprocessor interface signals is given in table 8.4-1. 

The modem interface signals are described in paragraph 8.2.1.2. 

8.4.2.2 Operating Description 

An operating description of the modem interface logic in the repeater environment 
is given below.   The CPU external interfaces are shown in figure 8.4-3. 

Receive 

Before receiving a packet, the processor will set the FREQ. CONTROL and clear the 
error circuits.   Additionally, the processor will complete its internal initializing and 
set a starting memory address in the DMA counter.   The processor will then set Rx 
Enable which allows receiving a packet.   There is no time limit between Rx Enable 
and Sync. 

When a packet is received, the sync line goes high and the NRZ serial Rx Data is 
clocked into the serial in/parallel out shift register by the Rx CLK.   The data is 
clocked into the error checking circuits as it is received.   A word counter counts 
16 bits and raises Rx WORD Rdy to tell the DMA channel that a word is ready to go 
to memory.   The DMA channel has 32 |J.S at 500 kBps to write the word before it is 
replaced with the next word in the input data latch.   The signal WRITE Rx Wd resets 
Rx WD Rdy after the word has been written to memory. 

The packet data is written to memory on a word basis asynchronously and essentially 
independent of the processor.   The processor is free to begin processing the packet 
data to determine if it should be receiving this packet, etc.   If the packet is not 
addressed to this repeater, the processor will raise PKT COMPLETE which will 
reset Rx ENABLE.   This will cause the modem to drop sync on this pocket.   The 
processor can then reinitialize, set Rx En, and allow receiving a new packet. 
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Ml ^DEM 
INTERFACE 

CARRIER SENSE 

RXEN 

RCV EOP/PKT SYNC 

RX DATA 

RX CLK 

TX HICLK 

TX LO CLK 

TX EN 

TX EOP 

TX DATA 

TX RATE 

PWR CTL 1 

PWR CTL 2 

FPEQ CTL 1 

F.C. 2 

F.C. 4 

F.C. 8 

.IT -*/ 

IT -4t 

FREE RUN CLK 420 KBPS 

FREE RUN CLK 100 KBPS 

.if 

IBITII   B2  l' 

MODEM 
INTERFACE 
LOGIC 

MICROPROCESSOR 
INTERFACE 

fc    CARRIER SENSE 

PKT SYNC 

ERROR 

RX WORD RDY 

WRITE RX WORD 

SET RX EN 

ERROR ADDRESS 

READ PERIPHERAL 

PKT COMPLETE 

TX RDY 

BI-DIRECTIONAL DATA BUS 

TX WORD REDDEST 

TX WORD RDY 

TX RATE 

WRITE PERIPHERAL 

PWR CNTL ADDR 

—   FREQ CNTL ADDR 

« 

Figure 8.4-2.    Signals in Modem Interface 
and Microprocessor Interface. 
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Table 8.4-1.    Microprocessor Interface Identification. 

All mnemonics are shown as true equal +5 volts.   Signal absence equals 0 
volt.   C-MOS circuits are assumed unless otherwise specified.   Refer to 
figure 8.2-1. 

1.    Carrier Sense 

2.    Packet Sync 

3.     Error 

4.    Rx Word Rdy 

5.    Write Rx Word 

6.    Set Rx Enable 

7.     Error Address 

8.    Read Peripheral 

9.    Pkt Complete 

Same as Jefined in Modem Interface. 
Detects presence of rf signal. Optional 
use by program definition. 

Same as defined in Modem Interface. 
Delimits the start of the received 
pucket. 

Result of the error check on the Rx 
packet data.   Sampled at end of packet. 

ignal that tells the interface that a 
vord is ready to be written to memoiy. 
Data must be taken within 32 micro- 
seconds after this signal goes high 
(at 500 kBps Rx rate). 

Enables the tri -state data latch to put 
the Rx word on the data bus.   Trailing 
edge indicates this word has been 
written to memory.   Trailing edge 
resets Rx Wo Rdy. 

After all processor initialization for 
receiving a packet has been completed, 
this signal sets Rx En md clears the 
error circuits. 

A decoded address from the address 
decode that allows the control flag 
READ PERIPHERAL to sample the 
ERROR as a bit on the data bus. 

A processor control flag that allows 
reading data into the processor on the 
data bus.   Must be used along with the 
address of a specific data location. 

A signal from the packet DMA controller 
to indicate the entire packet has been 
received.   The same signal can come 
from the processor to cause the packet 
to be abandoned. 
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Table 8.4-1.    Microprocessor Interface Identification (Cont). 

10.    Tx Ready 

11.    Bi-Directional Data 
Bus 

13.    Tx Word Request 

13.    Tx Word Ready 

14.    Tx Rate 

15.    Write Pevipheral 

16.     Power Control 
Address 

17.    Frequency Control 

Alter all initialization for transmitting 
a packet has been comrlotod, this 
signal sets Tx Enable. 

The 16-bit data bus that brings data 
from the processor or memory and 
takes data to the processor memory. 
Data is transferred from/to the data 
bus with the appropriate control flags. 

Initiates a memory read cycle via the 
packet CMA controller.   A data word 
must be supplied within 32 fis (at 500- 
kBps data rate) after this signal goes 
high. 

Indicates a data word is on the data 
bus.   Loads the word into the Tx data 
latch.   Resets Tx Wd Req. 

Selects the High/Low data rate for 
transmitting.   This signal is selected 
during the processor initialization for 
transmitting. 

A processor control flag that indicates 
data from the processor is on the data 
bus.   Must be used with an address of 
a specific destination. 

A decoded address from the Address 
Decode that allows the control flag 
WRITE PERIPHERAL to load the 2 
power control bits into the power con- 
trol la ch from the data bus. 

Same as above except that this is the 
specific address that allows loading 4 
bits into the frequency control latch 
from the data bus. 
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Figure 8.4-3.    CPU External Interface. 
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Transmit 

The initialization that must occur before transmitting a packet includes setting the 
POWER CONTROL bits, selecting the Tx Rate, loading the DMA channel with the 
memory starting address, and checking CARRIER SENSE.   POWER CONTROL is 
set by decoding a PWR CNTL ADDRESS and outputting data on the Data Bus along 
with a WRITE PERIPHERAL flag.   The Tx Rate is selected in the same manner. 

Wh». i ready to transmit the processor raises Tx Rdy.   Tx Rdy will set Tx Enable in 
the interface logic and cause the modem to go into the transmit mode.   The first 
word will be fetched from memory by raising the Tx WORD REQUEST line.   This 
word will be received as data on the Tx Data Bus along with the Tx WORD RDY flag. 
The word will be loaded into the parallel input/serial output shift register. 

Alter the preamble has been sent by the modem, the Tx End-of-Preamble flag will 
go high and cause the Tx Data to be shifted to the modem.   The Tx EOP will also 
cause a Tx Wd Req. to fetch the next word.   A word counter will count the bits as 
they are shifted out and initiate a Tx Wd Req every 16 bits.   As the Tx data is 
shifted out, the error character generator will accumulate an error character to 
append to the end of the packet. 

The DMA controller will signal when the last Tx word has been ready from memory. 
The error character will then be added to the data and when the last bit has been 
shifted across the interface, TX EN will be reset. 

8.4.2.3 Repeater, Terminal and Station Applications 

The modem interface logic can be identical for all applications.   For the terminal 
and station, this logic along with the microprocessor can perform the packet handling 
functions as it does in the repeater.   Different operating programs and disciplines 
will be followed for the appropriate I/O interfaces, but the packet in/packet out 
operating procedures and hardware can remain the same. 

8.4.2.4 Physical and Electrical Characteristics 

Three circuit boards of 5-inch by 5-inch size will be required for packaging.   The 
functions of packet Rx and packet Tx will be partitioned as separate circuit boards. 
This will allow adding increments of packet Rx logic for multiple detectors. 

The voltage required will be +5 volts and the estimated power is less than 500 milli- 
watts. 

8.4.3    CPU 

The CPU is configured around the National Semiconductor GPC/P MOS/LSI devices, 
as shown in the simplified block diagram of figure 8.4-4.   The MOS/LSI devices 
consist of two CROMS and four RALU's.   Each RALU handles 4 bits, and a 16-bit 
unit is formed by connected four RALU's in parallel.   A 4-bit-wide control bus is 
used by the CROM to communicate most of the control information to the RALU's. 
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Figure 8.4-4.    IMP-16 CPU Components, 

The CKOM's control the operation of the CPU.   The control is effected by routines 
that constitute the microprogram stored in the read only memory of the CROM's. 
The microprogram effects the implementation of macroinstructions that comprise the 
IMP-16 Instruction Set. 

There are three circuits which allow the IMP-16 to interface to external circuits that 
wish to communicate with the IMP-16.   Conditional branches are selected by the 
conditional jump multiplexer.   Control flags are manipulated by the CPU to define 
and control operations.   The two previous circuits are external to the CPU devices. 
Internal to the devices are the status flags, some of which can be seen externally. 

There are 16 control flags that can be set or pulsed by the CPU.   Eight of these are 
processor controlled and are not usable by the programmer, but can be used for 
defining the operations being performed by the CPU.   Eight control flags may be 
accessed by macroinstructions.   Two of these are defined for specific uses, inter- 
rupt enable and select carry/overflow, and six are user specified.   Table 8.4-2 indi- 
cates the assignment of these control flags. 

A 16 to 1 multiplexer is used to gate 16 jump conditions into the one conditional 
branch input of the CPU.   The CPU sends a 4-bit number to define which condition is 
sampled.   Twelve of the inputs are defined by the CPU microprogramming and four 
arc user defined.   Any of the 16 can be addressed by a branch-on-condition instruc- 
tion.   Three of the 12 assigned can be used by the user.   They are interrupt, control 
panel interrupt, and start.   Table 8.4-3 indicates the assignment of the four user 
defined jump condition inputs. 
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Table 8.4-2.    Control Flag 
Assignments. 

Table 8.4-3.    Jump Condition 
Assignments. 

F8   - Transmit Ready 

FIX - Packet Abandon 

F12 - Set Receive Enable 

F13 - Interrupt Status Request 

F14 - Transmit Rate 

F15 - Not Used 

JC12 - Message Complete 

JC13 - Tx Complete 

JC14 - Not Used 

JC15 - Not Used 

There are 16 RALU status flags.   Whenever the status flags are manipulated, the 
entire complement of flags is configured as a 16-bit register.   The L (link), CY 
(carry), and OV (overflow) flags are the first, second, and third most significant 
bits, respectively, and the remaining general-purpose flags comprise 13 less- 
significant bits.   Bits 0, 4, 8, and 12 are used as IEN0, IEN2 and IEN3, respec- 
tively, which are the interrupt enable flags for each of the four levels defined in the 
interrupt handler, figure 8.4-5. 

CPU-Packet Interface 

The previous section covered the circuits available for interfacing to the CPU.   This 
section will define how the packet control signals enter the processor to tell it a 
packet has arrived.   The processor has no real-time knowledge of a packet being 
stored in memory since this is done asynchronous to the processor.   When the 
processor is told a packet is ready for processing, the extent of its knowledge about 
the packet is where it is located in memory.   The prerequisite to any communica- 
tions with the CPU is to get its attention.   The primary means of doing so is through 
the interrupt handler. 

The repeater will have a multilevel interrupt handler.   As shown in figure 8.4-5, 
there are four processor interrupt request levels plus a stack overflow interrupt 
request.   All peripheral devices for one level are wired to the single input line for 
that level.   The processor responds to inputs on the interrupt request lines which 
are labeled ERREQO through IRREQ3.   There is a peparate interrupt enable flag for 
each of the four interrupt levels (labeled IEN0 through IEN3) and a master interrupt 
enable (labeled INTEN) for all four levels plus the stack overflow interrupt.   The 
interrupt enable flags for each individual level are part of the CPU status flags. 
The INTEN flag is one of the CPU control flags. 
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Figure 8.4-5.    Interrupt Handler Circuit. 

The interrupt request levels will be defined as follows: 

Level 0 - Packet Sync Interrupt Request 

Level 1 - Peripheral Interrupt Request 

Level 2 - High Speed DMA Interrupt Request 

Level 3 - User Defined 
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The interrupt handler allows maximum flexibility of the repeater.   By changing soft- 
ware and adding some hardware, the repeater can be used in a terminal or station 
application. 

Single Detector Packet-CPU Interface 

Packet sync enters the processor through the interrupt handler circuit and the start 
jump condition multiplexer (JCM) input.   A message compl te signal enters through 
another jump condition multiplexer input.   The processor may be executing or in a 
halt state when a packet is received. 

If a repeater is idle, the processor could be in a halt condition.   To restart the 
processor, the start line must be pulsed.   When this is done, the processor clears 
the halt flag, steps the pro-ram counter (PC) and fetches the next instruction.   To 
prevent an interrupt from tne packet sync waen the first instruction is executed, the 
interrupt enable for the packet syrc level must be disabled. 

In the case of program execution, the processor will etore the PC and jump to the 
interrupt service routine to determine what is interrupting.   The packet sync could 
be given highest priority by checking it firnt.   This can be accomplished by looking 
at the start JCM input rather than going through the interrupt circuit. 

One JCM input will be fed by a message complete flip-flop.   It will be set at the end 
of the racket.   This tells ihe processor when to check the error circuit.   The MSG 
complete FF IF cleared when the processor reads the error flip-flop.   Figures 8.4-6 
and 8.4-7 diagram the signals entering the processor. 

Opti'- aal Multiple Detectors 

The handling of multiple detectors is öignificantly more difficult than a single 
detector.   Determination of which detector is receiving or has received a packet and 
bookkeeping of packet data cause the software to be more complex and time con- 
suming. 

All packet interrupt requests will be tied to a flip-flop and then to the processor 
interrupt.   The process^ could disable level 0 interrupt request and clear the 
packet sync FF.   This would allow the processor to know if a pack*1" had entered the 
repeater while it had been processing the previous packet. 

The packet sync from each detector will be tied together to the start JCM input.   This 
will serve two functions.   It allows the processor to look at the packet dynes to 
determine if a packet is currently being received.   The repeater cannot transmit 
while it is receiving.   This inpui also serves to get the processor out of a halt 
state when a packet is received. 

The message complete flip-fops will be tied together to a JCM input. 

To determine the status of the individual detectors, the processor must execute a 
RIN with the proper address for the detector status register.   The register will con- 
sist of packet sync, MSG complete, and error bit for each detector.   This is indicated 
in figure 8.4-8. 
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Figure 8.4-6.    Single Detector Interrupt. 
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Figure 8.4-7.    Multiple Detector Interrupt. 
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Figure 8.4-8.    Detector Status Register. 

The packet-processor communications will not be affected in hardware by use as a 
terminal or station.   The software will be the only factor affecting the operation. 
If the repeater is used in a station application, the start JCM input will be shared by 
the pacKet sync and station restart.   These two signals should not conflict.   The 
station restart signal is produced during a h.gh speed DMA between repeater memory 
and station memory.   To allow a high speed DMA, the repeater processor must place 
itself in a halt state while the memory is being accessed and be restarted when the 
transfer is complete. 

Figure 8.4-7 is a diagram of the multiple detector signals. 

Address and Data Bus Communications 

Another means of CPU communications is through a register out or register in 
instruction.   This is the method used when the CPU needs to transfer data as well 
as control information such as loading the DMA counter with the beginning ridress 
of the packet buffer.   This is also the means of communication between peripneral 
devices. 

When a ROUT instruction is executed, data and address are taken from the CPU 
registers and placed on the data bus and address bus and the write peripheral (WRP) 
control flag is pulsed.   Using the WRP as a gating signal, the pddress is decoded 
by a 4- to 16-line decoder.   These outputs are then used to gate the data on the data 
bus into the proper device. 

RIN instructions function in the same manner as the ROUT except that data is taken 
into the CPU when the read peripheral flag is pulsed. 

In a single detector repeater, 6 of the 16 decoded address lines are used.   Table 
8.4-4 indicates the devices being addressed.   In a multiple detector repeater, nine 
address lines are needed.   Table 8.4-5 is a list of the devices. 

The unused decoded address lines could be used in a terminal or station applica- 
tion where some peripheral devices would need to interface with the CPU. 

8.4.4    Memory 

Tho memory will consist of 1024 words (16 bits) of Random Access Memory (RAM) 
and 1024 words of Programmable Read Only Memory (PROM).   The address decode 
will provide for an additional 1024 words each of RAM and PROM. 
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Table 8.4-4.    Single Detector Repeater. 

DEVICE NUMBER TYPE OF INSTRUCTION 

DMA Counter ROUT 

TX Word Counter ROUT 

Power Control ROUT 

Frequency Control ROUT 

Error Bit R1N 

Maintenance Console Up to 11 RIN-ROUT 

Table 8.4-5 Multiple Detector Repeater. 

DEVICE NUMBER TYPE OF INSTRUCTION 

DMA Counter 4 Maximum ROUT 

TX Word Counter 1 ROUT 

Power Control 1 ROUT 

Frequency Control 1 ROUT 

Detector Status Register 1 RIN 

Maintenance Console Up to 8 RIN-ROUT 

The addressing structure will locate the RAM at the low order address bits and the 
PROM at the high order . its.   This is listed below. 

Memory 
Implemented 

Memory Not 
Implemented 

0-1023 1024-2047 

RAM ADDRESSES 0000-03FF HEX      0400-07FF H£:X 
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Memory Not Memory 
Implemented Implemented 

63,488-64,511 64,512-65,535 

PROM ADDRESS F800-FBFF HEX    FCOO-FFFF HEX 

Memory is defined and divided in terms of pages.   A page is 256 words of storage. 
The addressing structure and decode is shown in figure 8.4-9.   As shown in this 
figure, pages 5, 6, 7 and 8 of RAM and pages 249, 250, 251 and 252 of PROM can 
be added by simply providing the memory circuit boards and wiring. 

Figure 8.4-10 shows a typical page of RAM and figure 8.4-11 shows four pages of 
PROM. 

RAM.    A C-MOS RAM will be used that is 256 x 1 bit.   For 256 words, 16 paks 
will be required.   For 1024 words, 64 paks are required. 

\ single power source of +5 volts is required.   The electrical properties are listed 
below: 

256 x 1 1024 x 16 

QUIESCENT DEVICE 
CURRENT '    5^ 320^ 

QUIESCENT PKG 
DISSIPATION 25M,- 1.6M- 

READ CYCLE TIME 1.2 |xl 

WRITE CYCLE TIME 1.2 MS 

PROM. The programmable read only memory is a p-channel, MOS/LSI device that 
is organized as a 256 x 8-bit memory. Two devices are required to give 256 words 
of storage.   For 1024 words, eight devices are required. 

The power source required is +5 .olts and -12 volts.   The electrical operating 
properties are listed below: 

256 x 8 1024 y 16 

QUIESCENT DEVICE 
CURRENT 55M- 440M- 

ACC ESS TIME 1*11 

PACKAGING.    Assuming a circuit board sizo of 0.5 inch x 0.5 inch one page of 
RAM (16 paks) or four pages of PROM (8 paks) can be put on each circuit board. 

RAM 256 words per board, 1024 words = 4 circuit boards 
PROM       1024 words per board = 1 circuit board 
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Figure 8.4-9.    Memory Address Structure. 
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Figure 8.4-10.    Typical RAM Structure (256 Words). 
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Figure 8.4-11.    Typical PROM Structure (1024 Words). 
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8.4.5    Memory Control 

A block diagram shov/ing the elements of memory control is shown in figure 8.4-12. 
Control of memory is shared by application as listed below: 

CPU 

PACKET DMA 

BLOCK DMA 

BUS CONTROLLER 

READ/WRITE CONTROL 

Has priority control of memory in the repeater 
application. 

Takes control of memory in a "cycle stealing" 
basis.   The packet DMA control can have 
memory when the CPU is not using it. 

Transfers packets to/from memory at high data 
rates.   The processor must HALT for a 
BLOCK DMA transfer.   This transfer is 
initialized/terminated by using the INTERRUPT/ 
START inputs to the CPU. 

The application for this is in the station where 
the repeater hardware is used as a front-end 
packet handler.   Additionally, this function 
could be used at a terminal where high speed 
I/O devices (for example, a minicomputer) 
may be used. 

The logic (HARDWARE) for this option is NOT 
included as a p art of the repeater logic. How- 
ever, the design of the repeater has considdred 
this application so it can be implemented as 
an appendage. 

Resolves contention for memory between the 
CPU and the packet DMA. 

Generates the timing signals for accessing 
memory. 

8.4.5.1    Packet DMA (Figure 8.4-13) 

The packet DMA circuit provides the memory addressing during I/O, and determines 
the End of Packet.   Included in this section are the DMA address counter, receive 
word counter, transmit word counter, and associated control circuitry. 

The DMA address counter provides the memory addressing during direct memory 
access of packet data.   It serves this function on transmit and receive.   The counter 
is a 16-stage presettable counter, which allows any location in memory to be 
addressed.   The DMA counter must be loaded by the processor with the starting 
address of the packet buf: er before setting the receiver or transmit enable flip-flops. 
The counter is loaded by executing a ROUT Instruction with the proper address for 
the DMA counter.   The tri-state output of the DMA counter is connected to the 
address bus and is enabled whenever packet data is to be transferred.   The counter 
is stepped after each memory access. 
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READ/WRITE 
COMTROL 

MEMORY 

Figure 8.4-12.    Element of Memory Control. 

The receive word counter (Rx Wd Ctr) provides timing on p vord basis to determine 
key points within a packet and the end of the packet.   The S-stage presettable up/down 
converter is clocked every 16 bits and is cleared by sync.   At the beginning of a 
packet, the Rx Wd Ctr counts up.   During the first word time, the Text/hdr FF is 
loaded with the Text/Hdr bit.   After counting five more words (the remainder of the 
header), the counter does one of two things depending on the Text/Hdr bit.   If the 
packet was a header only, the counter advances one more count to allow *h» error 
word to enter the error check circuit and then clears the receive enable flip-flop.   If 
the packet was a header and text, the counter advances one count and loads a byte 
(8 bits) of the next word (first word of text) into itself.   This byte contains the number 
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Figure 8.4-13.    Packet DMA, 
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of words in the text.   The counter counts down to zero from this point.   When zero 
is decoded, the receive enable flip-flop is cleared. 

The transmit word counter (Tx Wd Ctr) serves a function similar to the Rx Wd Ctr. 
The Tx Wd Ctr is loaded before the Tx En FF is set with the number of words to be 
transmitted (the sum of the header and text length).   The counter is loaded by 
executing a ROUT Instruction with the proper address for the Tx Wd Ctr.   Counting 
down, the Tx Wd Ctr reaches zero, gates the error word onto the serial data bus, 
and clears the Tx En FF. 

The packet DMA circuit can do the packet handling function as described above for 
the repeater in both the terminal and station application. 

8.4.5.2    Packet DMA Bus Controller 

The digital section of the repeater has two bi-directional buses:   The Address Bus 
and the Data Bus.   The processor uses the buses whenever needed.   The DMA bus 
controller determines when the processor is not using the buses and allows packet 
data to be stored or removed from memory directly.   The bus controller timing 
diagram is shown in figure 8.4-14 and the logic diagram in figure 8.4-15. 

A microprocessor instruction cycle is a sum of several microcycles.   Each micro- 
cycle is divided into eight time periods, T1-T8.   The bus controller defines two bus 
cycles during each microcycle.   The processor sets control flags at the beginning of 
T2 which define the bus cycles to be used during that microcycle.   If the micro- 
processor executes a write memory (WRM) or a write peripheral (WRP), it will do 
so during bus cycle 1.   If the microprocessor executes a read memory (RDM) or 
read peripheral (RDP), it will do so during bus cycle 1.   Any bus cycle the micro- 
processor does not use may be used by the DMA for a read or write memory. 

Bus cycle 1 begins halfway through T2 and ends halfway through T4.   Period T4 is 
extended two periods during a memory access to accommodate the memory access 
times.   Bus cycle 2 begins at T5 and enda at the beginning of T8.   Cycle 2 is 
slightly longer than cycle 1 because of the microprocessor requirement that data 
being read be present for the entire T7 period.   In bus cycle 2, T6 is extended two 
periods to allow for the memory cycles. 

The bus controller is designed to accommodate up to four detectors simultaneously. 
The processor can be processing a packet while receiving four packets.   The data 
rate may be up to 500 kBps maximum on any detector. 

To implement one detector requires eight CMOS IC's.   Each additional detector will 
require two IC's. 

No design differences exist between repeater, terminal, or station applications for 
the DMA bus controller.   In a terminal application all processor-1/O data must pass 
through the processor, which means it has control of the bus.   In the station applica- 
tion, the processor disables packet communication and gives control of the bus to 
the high speed data transfer controller. 
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Figure 8.4-14.    Packet DMA Bus Controller Timing Diagram. 
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Figure 8.4-15.    Bus Controller. 
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8.4.6   I/O Channels 

Two types of I/O channels arp defined for the repeater microprocessor. These arc 
the word transfer interface, as would be used in the terminal application, and the 
block transfer interface which would be used in the station application. 

Each application requires implementation using interface hardware. This interface 
hardware is not included as a part of the repeater. However, provisions are made 
for adding the hardware on a modular basis external to the repeater. To this end, 
the signal interfaces are defined and an operating procedure proposed. 

8.4.6.1    Terminal Interface 

Figure 8.4-18 shows in block diagram form how an I/O device such as a tty is con- 
nected to the microprocessor. The interface signals are defined in paragraph 8. 2. 
Figure 8.4-19 shows the block transfer DMA station application. 

The I/O device can initiate a data transfer to the processor by raising the Interrupt 
Request line. The processor will identify the interrupting device by raising the 
Interrupt Select Status control flag. This flag will cause the device to put a bit on 
the data bus. This bit will correlate by software to a device address and the ahndler 
routine for that device. The processor will then raise the decoded address for that 
device and take a word of data from the data bus into the CPU. 

This procedure will continue until the message Is complete or until a packet buffer Is 
filled. The processor will then transmit the packet. 

In the receive mode, the processor will raise the device address line and strobe the 
data Into the device data latch using the WRP control flag. 

8.4. 6.2    Block Transfer DMA - Station Application 

The station requests a block data transfer of the microprocessor memory by raising 
the Interrupt request line. This signal goes to a separate Interrupt level Input to the 
microprocessor that allows Identifying the address of the station. The microprocessor 
will respond to the Interrupt request by doing a read In (RIN) Instruction, and taking 
a station word from the data buss. This status word will define to the software what 
service Is requested by the station; I.e., read from memory or write to memory. 

The microprocessor will Initialize the DMA channel by setting up the memory starting 
address, loading the down counter, etc. The microprocessor will then HALT. The 
halt 1:ne will signal to the DMA channel and station processor that the data transfer 
can occur  The DMA channel will step through the memory address and transfer the block 
of data. 

When the transfer Is complete, the DMA channel will raise the signal START, which 
will restart the microprocessor. 

A block diagram of this application Is shown In figure 8.4-19. The Interface signals 
are defined In Section 8.2. 

8.4.7    Softv/are Organization 

The system operating programs for the repeater, terminal, and station will be 
stored In non-volatile memory (PROM). These operating programs will not be 
Identical for the various applications, but there will be many similarities. Key 
paraji;9ters required by the program to be stored In RAM will be generated by the 
systen program during the pov/er-up procedure. Network parameters such as 
routlrg, labels, etc., will be stored In RAM during Initialization. 
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The processor organization is patterned after the National Semiconductor IMP-16C. 
The design intent has been to retain the entire 60 OP-CODE instruction set available 
in the IMP-16C without placing any additional constraints on the programmer. To 
the extent that this organization has been defined, no operational situations have 
been identified to prevent this objective. The instruction set is implemented by the 
use of a microprogram stored in a control read only memory. 
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Figure 8.4-18.    Terminal I/O Interface. 
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The operating software will include the following major functions: 

Initialization.    Includes local initialization during power-up sequencing and 
network initialization by communicating with the station. 

Packet Handling.    1.    packet in/packet out discipline established by the network 
operating structure.   This includes handling of errors, routing and addresses, 
acknowledgment sehe nes, etc. 

Device I/O.    For terminal and station applications where the repeater hardware 
is used as a front end packet handler, and other hardware and software is 
involved in the operation. 

Performance Monitoring.    Special software used in the experimentid environ- 
ment for gathering performance data for verification of system models. 

Software Development Aids 

Several aids are available for use in the prototyping units for developing the system 
pratrams.   Some of the more useful tools are: 

Assembler.    A resident assembler and a cross assembler are provided. 

Loader.    A loader is available for entering programs produced by the 
assembler into read/write memory. 

Program Debug Aid.    A program that provides aids for troubleshooting 
program development. 

Diagnostic Programs.    A program for testing and verifying operation of the 
central processing unit and the memory. 
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8.5    COMMUNICATION SECURITY 

In order to include communication security in the design plan, the following assump- 
tions are made: 

END-TO-END ENCRYPTION/DECIPHER.    Therefore, the COMSEC problpm 
becomes one for stations ar* i terminals. 

PACKET HEADER IS PASSED CLEAR.    A repeater handles secure data as it 
would any plain packet. 

COMMUNICATION SECURITY BASED ON PRIVACY ONLY. 

ENCRYPTION AND DECIPHER ARE DONE OFF-LINE AT STATIONS 
AND TERMINALS. 

An overview block diagram of a terminal COMSEC location is shown in figure 
8.5-1. 

For the operational sequence given, the packet is assumed to have the following 
information CLEAR in the header: 

Originating ID 

Prep Code (Date/Time) 

Cipher/Plain Bit 

Terminal Address 

An operational sequence would typically gc as follows: 

Send 

• Operator sends date/time.   Processor forwards date/time. COMSEC preps. 

• Operator enters CALLET"/address.   COMSEC passes in clear.   Processor 
inserts in header. 

• Operator enters message - character serial.   COMSEC encrypts and hands 
to processor a word at a time.   COMSEC handles interrupt and data 
transfer. 

Processor outputs data to modem via the packet DMA in the normal manner, 

Receive 

• Packet arrives.   Modem enters packet to memory using packet DMA in the 
normal manner. 
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Figure 8.5-1.    Terminal COMSEC Location. 

• Processor hands date/time to COMSEC.   COMSEC preps. 

• Processor hands packet to COMSEC - worn berial.   COMSEC deciphers 
and hands word serial to I/O device. 
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8.6 PROTOTYPE REPEATER CONFIGURATION 

The repeater (excluding power) is packaged in a pole mounted weatherproof container. 
The high gain antenna mounts directly to the top of the cabinet.   The repeater is the 
easiest to define physically at this time since it is not complicated with unknown I/O 
devices and crypto. 

8.6.1 Capability Summary 

The repeater is designed for two data rates; 100 kBps and 420 kBps.   Each rate 
requires its own SAWDS, amplifiers, and detectors. 

For optional multiple detectors (time displaced codes), the output from the SAWDS 
can be split to operate separate coherent age amplifiers and set at sync, preamble, 
and data detectors. 

8.6.2 Composite Diagram 

Figure 8.6-1 shows the composite diagram for the repeater. 

8.6.3 Power Sources and Distribution 

Table 8.6-1 is a summary of the power required for a repeater.   The summary 
does not include voltage converters and their power consumed due to inefficiency. 
The major load is the PA which could potentially consume 45 watts in a continuous 
CW mode.   The average power will be significantly less, approximately a 1/6 duty 
cycle assuming the following normal network operation for a repeater. 

Packet 
Period Termnal Repeater Repeater 

1 Send »  Receive 

2 Wait Process 

3 Echo   ' Send *• Receive 

4 Accept Walt Process 

5 Echo      -< Send  

6 Accept Wait 

7 Echo 

8 ept 
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If the echo acknowledr.e is not received, then the repeater will retransmit causing a 
1/3 duty cycle of:  Send/Wait/No Echo/Retransmit. 

The greatest power surges are thi s for the PA.   For this reason, a primary power 
source voltage of" +24 Vdc is proposed for the equipment since this is what *he PA 
requires.   If the system were powered from an external 24 vclt primary power source, 
the PA could be operated directly on the primary power    A drop in battery voltage 
with time would cause the output power to decrease bot only a few dB (see appendix 
C.5).   The power lost by dc to dc converters is thus avoided which will extend battery 
life.   From table 8.6-1, the net power required for a repeater which includes the 
microprocessor, a I0W PA and a 100-kBps and 420-mBps modem but excluding the 
dc to dc converters is:   24.11 + 45.1 (XMT Duty Cycle) watts. 

It should be noted that the design of the component functions of the radio and micro- 
processor has stressed low power consumption.   Low power TTL and CMOS devices 
have to be used where possible.   ECL devices which require considerable power have 
been used only where necessary.   Thu possibility of the equipment every becoming 
truly mobile requires careful consideiation of design to reouce power consumption. 
It would be easy to build a 20-pound, 1-cubic foot repeater that might require several 
tons of batteries to make it operate for a few months.   Multiple batteries to supply 
the voltage was considered impractical.   Twenty-four volts is a standard voltage 
easily obtained by many means whereas the other voltages (±15V aud ±5V) are not. 
Thus, the use of the single 24-volt dc source is selected.   The dc to dc converters will 
be used to develop the voltages from 24V. 

Standard integrated circuit regulators are inexpensive and small.   They are, however, 
of the series pass element type.   The efficiency of this type of regulator rarely 
exceeds 50 percent and usually is considerably lower.   The dc to dc converters can be 
made using switching regulators or pulse width modulated regulators that have between 
60- and 80-percent efficiency.   The design is usually based o i a well defined load and 
supply voltage.   Since this is still an experimental system, the load could change as 
the design progresses or design requirements change.   A common power supply would 
usually be over- or underrated.   Any growth, as might be the case for multiple 
detectors or other operating schemes, would require redesign of the power system. 

For preliminary planning purposes, a central modular power supply is proposed.   A 
24V source will drive a high efficiency switching converter.   The converter output is 
then supplied to voltage regulators that are high efficiency switching regulators to 
pi-jvide the desired voltage levels.   As requirements change, only those building 
blocks of the power supply need be changed to satisfy the requirement. 

Figure 8.6-2 is a block diagram of the repeater power supply being proposed as a 
low risk solution.   The figure also shows the projected efxiciency and the powex* 
input. 
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Figure 8.6-2.    Repeater Power System (Excluding 24 Volts). 
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The total power required for the repeater is: 

36.8W + 45 (XMT Duty Cycle) 

% Duty Cycle 

Receive 

5 

10 

15 

20 

30 

50 

Total Input PWR (24V) 

36.80 Watts 

39.05 

41.30 

43.55 

45.80 

50.30 

59.30 

To put the power in perspective, if 1 ton of lead acid batteries are used, the repeater 
would operate for approximately 2 weeks.   (This is obtained from figure 5 of appendix 
C.5.   Extremely expensive silver Zinc batteries could be used and a reduction to 
200 pounds of batteries would be required.   The energy densities are approximately: 

Lead Acid 

Silver Zinc 

10 WHR/lb 

100 WHR/lb 

The logical solution is to power the repeater from a thermoelectric generator if 
isolated unattended operation is required.   If ac power is available, the use o  a con- 
ventional ac to 24Vdc power supply is most logical. 

8.P 4    Physical Description 

The repeater unit which consists of the rf section, frequency generator, signal proces- 
sor, digital section, and power supplies is packaged in a rugged, lightweight, drip- 
proof container.   The package configuration is shown in figure 8.6-3.   The rf head is 
mounted into the cover which is hinged to the main card cage type chassis.   The cover 
has fins for efficient heat dissipation for the high powered rf transistors.   The antenna 
mounts to f,he cover and may be detached and leverse mounted for convenient trans- 
portability .   The cover also has a quick latching clamp for mounting the combined unit 
to a pole to elevate the unit for better reception. 

The latches provide quick access to the O-ring sealed card cage containing the cir- 
cuit cards and the hard mounted power supplies.   Heat from the power jupplies is con- 
ducted from the base to the side walls for efficient cooling.   The estimated temperature 
rise for the unit is 120C. 
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The 6.062- x 4.25-inch circuit cards with a locking type handle which provides 
ic jntification are used.   The cards plug into edge-on wire wrap connectors.   Future 
u dts will provide card interconnection via a printed circuit backplane and 0.25 square 
pin/socket type board contacts.   A rear cover prov.ies access to the wiring. 

Optional Packaging 

Several alternate packaging methods are possible in addition to the combined con- 
figuration described above.   Table 8.6-2 lists the possible configurations, sizes, 
volume, and weiphts of each. 

The repeater may be divided into two sections; the rf/antenna section and the card 
cage section.   The rf section shown in figure 8.6-4 contains the high frequency 
components with the up and down converters to redu. e the signals to an acceptable 
form to transmit to the signal processing equipment in the card cage.   The light- 
weight unit is easily placed in an elevated location.   Mounting clamps are provided 
for securing to a pole.   The modified card cage section is similar to the basic unit 
shown in figure 8.6-3 except that the rf section is replaced with a cover similar to 
the rear access cover.   This unit could be located at the base of a mounting pole 
allowing easy test and maintenance.   An alternate card cage section is shown in 
figure 8.6-5. 

8.6-5.   Maintenance and Self Check 

Since the repeater is for unattended operation, vital performance levels must be 
determined, monitored, and supplied to the microprocessor.   The data would 
periodically be transmitted to the station for monitor and preventive maintenance. 
Critical thresholds will be established that would preempt normal traffic to send a 
packet indicating a major problem.   Some of the vital signs might be: 

• Battery or Primary Power Status 

• XMTR rf output power 

• Signal and power levels within repeater. 

In addition to the maintenance of the equipment, there are network parameters that 
are desirable to report.   These parameters might be: 

• Such measures as retransmission required, 

• Traffic Statistics, etc. 

The above considerations are not firm and require further evaluation from a network 
operation viewpoint before implementation. 
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Figure 8.6-4.    HF/Antenna Section. 
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Table 8.6-2.    Physical Repeater Statistics. 

FIGURE SIZE VOLUME WEIGHT 
(INCHES) (CU FT) (LBS) 

Repeater 

Basic Unit 8.6.4A 7.5x7.65x23.4 0.775 43.7 

Divided Unit - 

RF Section 8.6.4B 7.5 x 2.25 x 13.0 0.13 10.0 

Card Cage Section A 8.6.4A 7.5x5.8x23.4 0.55 34.0 

Card Cage Section B 8.6.4C 5.8 x 13 x 14 0.62 S5.4 
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8.7    PHOTOTYPE TERMINAL CONFIGIIIUTION 

The I/O dcvioos for the torminal uro net completely deflnod al HUH point us to required 
capability, sue, weight, and power consumption.   To allow flexibility, the I/O device 
interface will be designed per RS-232-C.   Tliis allows off-the-shelf equipments to be 
interconnected.   Not included at this time are the crypto interfaces and cnaracteristics. 

8.7.1 Capabilities Summary 

As a matter of convenience and interchangeability, the prototype terminal signal 
processing section will include both data rates, allowing the unit to act as a repeater 
if properly programmed.   This would allow more flexibility during the evaluation period. 
The terminal complement with conventional I/O devices will at best be a suitcase size 
unit.   The intention at this point is not to microminiaturize the terminal. 

8.7.2 Composite Diagram 

Figure 8.7-1 shows the major system interconnect. 

8.7.3 Power Sources and Distribution 

Without duplicating what was said for the repeater, it is important to repeat that power 
consumption is a serious problem, if ^he equipment is ever to be truly portable.   By 
having the terminal radio the same as a repeater in its prototype configuration, its 
power will be the same as a repeater. The I/O interface and I/O devices could re- 
quire an additional 120 watts while printing. 

The power scheme for the terminal is based on a 24-volt de primary power source for 
ill equipment.   Initially, an ac/dc supply could be used and later a battery pack could 
be provided to support short term portable operations.     The power supply or battery 
pack would be a separate portable item allowing maximum flexibility of selecting the 
power source for the intended application and situation.   Appendix C.5 addresses 
battery size and weight considers''^ns as a function of power drain and duration of 
operation that could be expected. 

No attempt is made at this time to define the total power required and any portable 
power source. 

8.7.4 Physical Description 

Suitcase configuration with companion power pack suitcase.   To be defined later. 

8.7.5 Maintenance and Self Check 

It is essential that the TCU's provide capacity for terminal and rep ater link testing and 
that the user be provided with simple mechanisms for checking the terminal-to-TCU-to- 
repeater functions.   Thi.3 includes, but is not limited to sense lights, loop ^ests, and 
standardized messages for testing network response. 
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Sense lights could include carrier sense indicator, transmitter indicator, receiver 
indicator, and other miscellaneous indicators considered of value.   Loop tests should 
be available for the user to test his entire local system for both transmission and 
reception and he should also be able to :est links to the repeater and/or station in 
similar manners. 

Network protocol and channel access control programs should reside in PROM's 
which can be easily replaced.   Under no conditions should RAM memory be used for 
control programs due to its vulnerability to power failure. 

The TCU must be able to recognize Network Performance commands similar to those 
in the ARPANET.   In this respect, the TCU's must function as IMP's although there 
will be a limit to the cumulative data they can provide due to lack of memory capacity 
and loss of memory due to power loss. 
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8.8    PROTOTYPE STATION CONFIGURATION 

The station must interface with repeaters and thus will electrically have all the capa- 
bility of a repeater.   In addition it will have the crypto and additional computing 
capability. 

8.8.1 Capability Summary 

The station is the hub of radio access to the ARPANET and must handle the most 
traffic.   Optional multiple detectors would probably be required first at a station as 
traffic density increases. 

8.8.2 Composite Diagram 

See figure 8.8-1 for a station composite diagram. 

8.8.3 Power Sources and Distribution 

The power considerations are essentially the same as for the repeater equipment. 
Long cable runs between the modem and the equipment mounted at the antenna might 
require additional line amplifiers.   The power source for the equipment will still be 
+24 volts dc but can be obtained from an ac source at the station. 

8.8.4 Physical Description 

The station unit offers several possible configurations.   Assuming a transportable one 
unit type configuration, the unit may be the same as the repeater unit measuring 
7.50" wide x 7.65" deep x 23.4" high.   The unit may be configured as two units; the 
rf/antenna section, and a card cage section similar to the repeater option.   Hie two 
unit system offers the advantages of improved antenna performance with only a slight 
weight increase.   For maintenance and testing, the two section approach is most 
desirable.   The rf section can be placed on a mast and the card cage section close to 
the host processor.   Long lengths of line carrying digital information are thus 
avoided. 

8 ;.5    Maintenance and Testing 

The station system is the logical point for radio network management and control.   The 
equipment must have all the test capabilities of a terminal plus all the software and 
hardware to request and receive maintenance and traffic data reported by repeaters. 

(The radio network maintenance and test philosophy will be supplied later with a plan 
for implementing that philosophy.) 
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