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THIS REPORT CONCERRS. ...
s classification procedure sad its nccnncy.

'T 's ’”1"‘0“9?&.0.

statisticians and personnel recpontible for developing classification
procedures.

THE APPLICATION FOR THE AIR FORCEIS. ...

a possible optimum classification procedure wherein the probabilities
of possible misclassifications are known uader certain conditions.
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DISCRIMINATORY ANALYSIS
Nonparamatric Discrimination: Smali Sampie Performonce

l. Introduction

In an earlier paper [1] concerned with the problem of
nonparametric discrimination, the present autbors proposed
severasl classes of nonparametric discrimination procedures
and proved that these procedures have asyrptotic optimum
properties for lsrge samples. The 1deas and results of [1]
are briefly summarized in sectiocn 2 for the convenience of
the reegder,

The present paper is concerned with tke rerformance os
some of these proceduros where the asamples are small. While
the large sample optimum properties given in [1] are generai,
the investigation of small sample propertiss is necessarily
special since srall sampls performance depends greatly upon
a number of variables connected with the underlying distri-
butions assumed. We have examined in detail certeain special
cases which seemed of interest and have tried to give some
indiscation of the performance in others, The secope s

rresent study is given in section 3. The results obtained

are presented in the remaining sectioms.

S o 4 -’ﬂ‘cA MR oliad "}V:«nrz;.:::t:-i: __1“--—1-1'—&-'-.—’. ﬂ-.— .

shte'\cv rrcrer tles, was putlished as Heport Nc. 4 of th!
rrolect, Telriary 1551,
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2. A slage of nogzarnmntric disoriminators snd thaipr lar§=

fample jropériies
In the present seoctionrn we sumusrise some of the ideas

and results of [1]. Iet X;, X3 **¢, Xy b & sanple from

the p-vxriate distribution P and let Y;, Y,, °*~, ¥, b2

a sample from ths p-variate distribution G. We do not sup-
pose that F and G are kncwn, nor even that their para-~
motric form 1s known, Let Z be an observation kmown to be
either from F or from G; our problem is to decide which.
To this end, define in the p=-dimensional space a notion orf
“distance," in terms of which the m + .. observations in tue
combiined samples can be ranked eccording to their "nearness"
to Z. The general idea of the discrimination procciures of
[1] %s that Z should be assigned to F if most of the
nearby observations are X's; oth%fwlno Z should be assigned
to G. To simplify matters, supﬁose the sample sizes are
equal (m = n),.aﬁd“aoléct an odd integer k. A specific pro-
cedure of tks general class 1s obtained by assigning Z to
that distributicn from wiaich came the majority of ths k
nearest observatlon.

In [1], %t was shows taat several classes of these non-
parametric discriminators have asymptotically optimum per-
formance s s n and n tend to infinity, in the sense that
the provabillities of misclassificaiion,

°
N

1 = P{Z 1s assigned to G|Z came from P},

n

P, = P{Z !s assigned to P|Z cams from G},
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tend, as m and n tend to infinity, %o the theoretical mini-

mum values which they 2culd have even if F end G were
completely known. The vesults do not require auy restrictive
assumptions on the form of F and @G, or on the definition

of nesrness which is used.

3. Scope of the present study

The optimum large sample property mentioned above, to-
gether with the spplicational simplicity of the procedures,
suggests that nonparametric discriminators may be usaful al-
ternatives to the commonly employed linear discriminant
fuaction. The latter is a reasonable procedure if (1) P
end G are p-variate normal distribwtf-r: :nd {11) F and
G have the sams covariance matrix. Many ussrs and also po-
tential users of the ijnoar discriminant function have been
disturbed by the spparent and often considerable fallure to
satisfy conditions (1) and/or (ii) in cases where the pro-
cedure has besn applied. In the abaence of knowledge of the
performance of the linear discriminant function under other
conditions than (1) and/or (11), such uneasiness leads to an
interest in methods whose theorestical Jjustification is free

of thesce rest:ictions,.

it would not be reasonable, however, to propose an al-
ternative to the lineer discriminant function solely on the
basis ot asymptotic properties. In particular, it is neces-
sary to esk how much discriminating powar is lost through

the use of a nonpsramectriec procedure when samples are small
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. and when assumptions (1) and (11) are valid so that the

linear discriminant function is appropriate. The answer to
this question resuires a comparison of the probatilities of
error, P, and P,, which result when the linear discrimi-

nant function 413 used with the corresponding probebilities

Py and P, obtained vhen some alternative discriminating

procedurs is used,

The number of parameters on which these probabilities of
error seem iu uspend 415 ccnsidershle: (1) the dimensionality
p of the observation space (that 1s, the number of measure<

ments made on sach individual), (ii) the Ei%;ll parameters

of the common covariance matrix, (111) the "2p coordinates

of the two vector sxpectations and, finally, (iv) the specifi-
setion of the distance function used in the nonparametric pro-
cedures to order the samplie observations according to their
noarness to 2.

We may note that the disztance function does not need to
be a metric although any metric will serve. All that 1s re-
quired 1s that, of iwo points u and v, the distance func-
tion spcify which is closer to a point z. Geometrically,
this amcimnts to establisning for each point =z & system of
loci, each lccuz consisting of those points at the same dias~
tance from £z, For example, i ®se uss Euclidoan distance,
the loci are just the swfaces of p-dilonsional hyperspheres
centered at 2z, As a second example, consider the distance

defined by
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P
A(x, 8) = max |x; - 24].
’ e 2 1

Eere the locus of points at a given distance from = conzists

of the surfece of a hyperoube, centered at sz, with faces
parallel to the coordinate hyperplanes. The distance
A(x, z) has the advantage of being easily computed, It

18, incidentally, a metric,
We now observe that tne problem can be substantially

vation space. Pirst, it is always poss’¥lo by such a trana-
formation to insure that F and G 1;11 have ‘the 1dentity
covariance matrix; that is, that the p transformed measure-
ments are indepcndent in each population, and that each
measurement has unit variance. Second, we can put the expanc-~
tation vector of P at the origin and the expectation vector
of G on the positive first axis. Thus, only two parameters
are regquired to specify the transformed populations, namely,
p and A where |

A = E(first coordinate of Y)

= distance between the means of the Lrans-

formcd populations,

It i3 well Imown that Pl and ?2 for the linear discrimi-

nent function ars unchangad by this transformation. Thus, in
so far as the linear discriminant functicn is concermed, there

is no loss of generallty,

AR S — e o
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What about the nonparametric procedures? Assooiated with

each = and each distance from s, there was & loous of points

is the oxiginel srzce, We may oconsider the transformed Joos,

in ths new space, as providing a transformed distance funo-
tion, 3ince the totality of possible 4istance functiors in
the orilginal space 1s mapped one-one into the totality in the
new space, our transformation loses no generszlity for the non-
parametric procedure either. Therefore, it is sufficient to
consider the transformed populations with the two parameters,
p end A. . .

It 1s clear that the totality of powusible distance func-
tions forms a very large class; in fact, it is not even a
parametric class. It 18 also easy to 3ee that the values of
P and P, will dapend very heavily upen the distance fum--

tion ussd., Por exampls, if we use
$(x, 2) = [z, ~ 35|

as distance (remembering that in the transformed ropulations
the expectation vector of F 1s at the origin and the expec-
tation vector of & is o ths posi

At the other sxtreme,

Sz, 23 = Iz - gl

would give cuite good discriminaiion, evenr wilh small sampls=z

(ses section ). In using the nonparametric discriminators
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proposed hsre, the judgment of the statistician as to the

relative importance of tha various measurements is of great

consequence, In a sense, the linear discriminant furnction
mekes great demands on the pcpulations bYeing discriminated
but asks of the statisticlan only a routine (though lengthy)
computation--while the nonparamstric diseriminators which ask
1ittie or nothing of the populations demand considerable Judz-~
ment on the part of the statlistician. Of course, this is nct
a clear cut distinction since, for instance, with the linear
iscrimination runction, Jjudgmsnt 1o needed +o dacide whether
or not assumptions (1) and (1i) are sufficiently true in the

case under consideration to permit its use.

Ws are now able to defins the scope of the prescnt study.
Throughout tha entire raper we assume that the sizes o2 the
samples taken from each popuiation are equal, m = n, Most of
the computations have been made using A (defined in section
3) as distance functicz, 4l1so & great part of the work has
dealt with the case where Z 1is assigned to that population
from which came the individusl of the pooled samples who most
closely resemtiss Z, that 15, x =1, Tha values of P; = Pop,
vhen /A 1s used as distance functlion, ars given in sections
L end S5for p=1and2; A=1,2,3 n=1,2 3,435,
10, 20, 50 and o0; k = 1. In sectiou 6, values of k > 1
have been considered., Section 7 has a discussion of the ef-
fect of distance function alternative to A « A brier im-

vestigaticn for p > 3 11 reporied in section 8.
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Unforiunately, we are unable tc say how the values of

P; = P> obtained Lers Jompare with those ¢f tae linear

> | P ) TN - -
discriminant fanction, =inss ths latisr 1z not 724 tabled, ¢
2 .- PR O I v 3 s
preliminary survey liiundicatcd TRt en sdegumis Lrealtmsint of

iie porformancs charascteristic of the limear discriminant
?unction wouid require a large computational program. The re-
sult would be of great value and interesat but was beyond our
mear.s a% this time, We have given the rssults in ths uni-

variate case (section 4} where 1t is easily cbtainad,

b Wni?ariate case

@ =2

——

When ©» =1, the obvious and naturul distanze functiua
is crdinsry Euclidean distance which in this case coincldes
=1th A

., The linsar discriminant function is also zreatly

stmccifiad, s'nge no watrir computatiop eanters. One simni~

computes the aritmeiic mean of the semnla wmaama,
I+ Y
2
ani eseizne 2 +o that population whose samplis wsan lies on

the side of (i'+ f)/? as does Z I1tsslf, Ii thiz case the

F
)

prcbabiiities of error of the linear discriminsn'
are easily ccmputec and this we ncw proceed to do.

From the symmstry of the problem it is clear that Py =

P,, so it suffices to compute P,, that is, we assume that

is distribvted according tc P. As shown in section 3,

]

%
we lose no gemersiiiy by putting EI(X) =2, RIVY = A » 0,
P 2 . .
Oy = % = 1, Introduce ine new varisbles
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T=Y-X, VaX+¥ -2z

n n
where n; = Z X4, nY = Z Y;. Since, as is well known,

i=] i=i
7 and VY

Y+Y and T+ Y are independant, we see that U

are independent ncrmel random variables, with

Y 2 _ . 3
E(D) = A, cU=2/n. E(V) = A,

Purthermore, an error is committed by the linear discrimlnant

2
oy =k

ny
N
4

fanotiar 1f and only if

(1) 2z > ; X and T>X
or
(1) z <3 e ¥ <X
Thus, an error occursa if and only if UV < O, Thersfcrs, it
= 1}

follows tha® for the linear discriminant function, when p

[ - 3(- 128)) o(-
G

"l
a 1.2
8 . 24
ox) = | — e du.
J var
=00
=0 is (- A/2) since with ingi-

The limiting value for n
nite samples the »opulaticn means become surely knowr and ?]
is Just the provability that 72 oxceeds A/2. Table I givss

The

the values of Pl = P2 for varionus values of n and A .

-

»as- .
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results are pictured graphically in figures 1 =rd 2,

nimplest of these procedurss is the sne correspcnding to k m 1

Iat us now aon ider nonparametric disoriminators. The

whish oonsists in assigning Z to that population from which

oamg the sangle individus) nsarsst

est neighbor” has conziderable elementary intuitive sppeal and

n

A

-—
-—

l['f
o )

. Thiz "rrls o2 naer-

LI 4 k=
- *

t
i

I

Table I

Probhanility of error, linear discriminant function,
univariate normal distributions

n Ae1 A= 2 A=13
1 h17¢g o 2510 1235
> .3821 <1559 3510
3 | .3611 .1815 L082¢
B | .3k72 174 L0787
- 3376 o177 .0763
10 +3175 ~1646 .0716
20 . 312 <1616 , 0692
s2 b L0k .1599 L0478
o . 3085 1587 . 0668

size of sample teken from each popuiation

diatance between the mesns of the =wo populations

Probability of error = P{Z is ass!zned to G|Z came from F}

Ry

P{Z is assizned to F|Z came frmam G}

{see formula L.1)

B eyyoe

e
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proovatbly corresponds tn practice irn many situations., For

fa

daai A4S
- e T e -

axampie, 1t is poasible that muck =s

L% o

enced Dy the doctoris recolieciLicu ui i€ 5i

of an earlier patient whose symptoms resemble in scme way

7

y;

\\_ 2 =1
3!*-
[
I\
< r \
— - X
E - — Aam=3

.
" ————————— —
//

0 FE S U G S S B ! O A RN
2 J X s av &6 oo K1 100
my

Pigure 1

Provability of error Pl ot the linear discrimirant furncticr
for two univariate normal distributiciis gith distance between

means = A. L = size of ssmple from each population.



PROJECT NINMSER 1-40-0%4, PEPORT NUMBER 1}

those of the current patient. At any rate it seemed advisable
to begin ocomputations with thke simplest procsdurs, that is, to
begin with the computation of the probadbility P, that the
nearest neighbor to 7 18 ore of the Y's, given that Z Das
the distribution of an X.

Figure 2

Probacility of srrofﬂ Py of the linear diccriminant function

for two univeriate rermal dlstributions with distance between
o ~ -
the means = A e plotted as a functicn of A . n = gize oOf

sample from each population.

12
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lows. 3uppose it 1= 32
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our teohnique for performing this ocomputation is as fcl-
tven thet 2 m g, and let Pl(s) denots

tpe conditionml probability that the ndarsst or toe Zn sampiae
nomervations to Z 1s a Y, given thet 2 = s, Then
00 _1 zz
(e} P, = E[PI(Z)J = 5 \fe;!r' o P,(z) dz.
=00
ard, Let

The caleulation of Pl(z) is quite straight forwax

{L.3) Hy{ §) = P{{X - zf <&
=P{z -3 <X<z+3§ }
=®'Z*S;' r & 2 ),

while

(&o4) K,(§)=P{IY -~ 2] < 8§}

=iz =3 -8 <y-A<u -+ §}

Gz -3 + 8 ) -¢iz-2=-5)

"

sampls value to z 1is a Y" may be

~

The event, "the nearest

classified into the n exclusive events, "the nearest sample

calue to 2z is ¥y", 41 =1, 2, .-+, n. By symmetry these
n events are equiprobatle. The event, "tho necrest sample

-:lua ta : fa V.7 mav be broiken down according to the

R N

ilstance from * to Y. Thus,
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P ? n . D=l
th5) Pyis)=a ) [1-B(8)] [ -x(8)] ~ ax(5).
0

Fermulae (L4,2) and (4.5 are the basis of all our compu-
totione #o» the "nears3t neighdor ruls,
value of p. If p>1, E(§) and E(§) are not, of
course, giwan by the expiici
definition is analogous if one replaces P{|X - z] < § } by
P{thie listance of X from 2z < 3} 4in (Lh.3) and simileriy
P{|]Yy = 2] <« §) by F{the distance of Y from z < §} in
(4.4)e The specific evaluation depend- then upon the distance

furnction used.

Aslde from the case p =1, n =1, whiclk 18 given ex-
pliettiy vy formula (5.1) with n = 1, the bulk of the zomre-

2 b ]

tation was carried cut by straightferwer? numsrlcsl Ioicgration.

For p =1,
- -~ 2 - - ? :
I’ (g=A+d) -(z-n-b) s
1 2 l
dE.(§) = o + e ' a8
z YZ2TW %ﬁ !

The values of H.{3 ), X (%) and dR_( 9} were talen from
tables [2] and [3]. 1In the calculatlon of Py(z) the fine-
-

neas cf the me3h and the quaarature rule used dcperded to

somis extert on the locailic» nf =, Aftzr tha waluea of Pl(:3

hnd bteen obtained, a fin-i uuadrature (},2) wue efrected ic
cbtairn the value of Pi: The ree.iis given In table I seaw

computed in this way,

14
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The computations that led to the values recordsd in ta%ie

II are qulte heavy. This is especially true in the bivariate
cass, p = 2, with which we began computations, Therefors s
search for a simple and sufficiently accurate approximate

rietnod was instituted. Of tae nuwerous approximate formulise

tried, the foilowing was the most successful, ILet J dencte

the distance I'rom 2z at which the nearest sample value lies,

The conditional value of P,(z). given $ , may be seen to be

dK,( 3 )

1 -K,(%)
(4.8) : = = q(z, ¥).
dRg( 3 ) dHg( § )

TR ( 5) | ToH,(5 )

It 1s notadle that aq(z, > ) 1s independent of n. The idea
of the approximation is that P (z) msy be replaced by its

™
ccnditional value, q(z, $¥) where § 1is in some reason-

able cense an average value of § ., In order that g{z,§ )
be an adequate replacement for F;(z), it 1s clear that s®

29
L TS e

S ‘dgg:aasing function of n. - The function
of S*' ¥hich served best was arrived at by treating the
n observations from each population as a pooled sample of
size 2n. An average value of § was thought to be one
which would make the probability thst st least one of the
scmbined sample values would fall within the prescribed §
distance of 2 equal to the probability that a sample value
would fall outside ikis prescribed distance. he wvalue of

mos

N
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S# for &« given n was thnen chosen to satisfy the fcllow-
ing equation:
(1K §%)} + {1k, (§™))
> A

e -

it{z-x,( $*)) 4 (1B, $%))

(47

]
a

! 2

'm_Q;J

(o d
(w]

It waa found essier to solve the atove eguetl
* . A
of n, say 1, corresponding to a giver value of § . Then
Q - * -
it g{z, 8 ) 1is vegarded as a function of n , ths vaina of

(z; s, corresponding %o & givenm n can be round by interpo-

W

lation, using Aitkent's method, Table )T .:-s exiended to larger

£

values of n 1in thias way and the results are shovm in tacle
I2-A. Pilgure 3 is based on tho combined data of tab.es II and
JivA.

3 e A T R O T - i S
fOt~ a,-,;.:ux‘matit‘ by means of (q.‘\_ and (yei,;, WAT GeEvoioved

syecifically for the bivariate case and it appears to bs & Letties
aprroximation for small n under these conditions thar in ths

univariaste case., Time permittied t

o
¥ ]

0 merxe only a limited search

&

for an approximation which wouid be more satisfactory for the
univariate normal distributions. It may be or scme intareat ‘o
glve “he first terms of the expansicn of (4.5). VWe zre in-
iabted to ¥r, T. A. Jeeves of this laboraiory for bringing this

expansion to our attentiocn. In this connection, see {l] and

[=1.

1¢
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- Table II
Probability of error, nonparametric discriminator

with k = 1, univariate normal distribution

n A=1 A=2 Ra}

1 4175 « 2532 «1235

2 14086 «236Y «1084

3 1052 «2307 .1036

L 1032 . 2280 .1014
Tablo II-A

Approximate probability of error, nonparametric discriminator
with k = 1, univariate normal distribution _

n A=1 A=2 A=3
I 403 <226 .102
5 401 «225 100
10 «399 .223 .098
20 «398 .22 .098
50 «398 0225 .098
o +398 225 .098

n = size of msample from each population

A = distance bétweeh the means of the two pcpulations

2 = odd integer such that Z 1is assigned to that population from
which came the majority cf the k nearsst observetions--
k =1 12 the "rule of nearest neighbor.”

Probability of srror = P{Z is assigned to GjZ came from P}
= P{Z is assizned to G|Z came from G}

(see rormulae 4.2 =~ 4.5)

Distance function = A (x,z) = |x - z|

17
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aK,(0)
dH,(3)+dK,(0)

Pl(Z) =

dHy (0)dx,(0) [aH, (0} =dK,(0)]
[aE; (0)+aK,(0)]°

Bl

. 1l dBXz(O)de(O)'dKz(O)QBBZ(O)
n? (B, (0 }+dE,(0)]> dB, (0 1+dK,(0)

2
, S, (9)4x,(0) (a8, (0)=aK,(0)] [kaE,(0)) -hdxz(O)dxz(Ok(dx,(O)f'}'
2
(4B, (v raK, (0)] J

The limiting velue for n —p @ may bc approached in another
way. When n 1s large, § will be small, so that in the limit,
dx.(0) - g(z)
dKg(0)+dE;(0) f£(z)+g(z)’

wners £ and g are the density functlons corresronding to

P,(z) will simply be q(2,0) =

F and @G, respectively., This argument is quite genersl: for

large n,
f o
P Y g g(z) N £(z)g(z)
12 E \gEnemy| T ) Hawela) O
-0

A simple application of Scawartz's inequality shows ths lat-
ter intogral to be at most 1/2. We can thus assert that,

1)
Preceding Page Blank
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whatever be the populations being disoriminated, the "rule

of nearest neighbor” will have in the limit, as m = n—> oo,
squal probabilities of error at most 1/2, While this remarlc

is of no practical intsrest, it 1s thecrstically interssting

because the "optimum" maxirum likelihocd rule, "assign Z

to that population with the larger density at z," possesses

no such nontrivial general bound on the indivicdual probabiii-
ties of error.

The easiest and most vivid method of comparing the figures
of tables I, II snd II-A is grapnically. Therefore, in figure
li, ths probabilities of misclassification for paired values
of A are plotted against n while figure 5 shows the same
valuos plotted this time against A for selected velues of
n. It seems needless to discuss the granhs at isngth since
in any practicel csse the experimenter must acke up his mi.a
whether or not the simplicity of operation givea bty the non-
paramstric discriminator ﬁakos up for the loss of efficliency.
In the univariate case the question scems somewhat pointless
since the linear discriminant function is easy to compute
ard also it is little work to derive its performsnce charac-
teristic. The univariate investigation was underteken for
the sake of completeness of presentation and because it pro-
vides a simple case on which tc illustrate the use on non-
parametric discriminators. '

Next to tke "rule of nearest neigztbor,® the simplest
nonparacetric discriminstor is ocbtained by setting k = 3
aad using the "rule of two out of thres,™ that is, assign
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2 %o that populstion from which came the ma jority of the
nsarest three observations in the poolad sampies, For finite

n, ths problam of misclassification reduces to the following.

.~
.
1 T~ A=3
i T m——
|
{
.OL 4 G N ! | I A
1 2 3 5 10 20 30 30 100
Figure || e

Comperisen of the probability of error Pl as = fuaction
of n for the linear discriminant function and the non~
parezecric discriminator, distance function =A, k =1,
for two normal univariate populetions with distance petween

neens = d, n = size of sample from each population.
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et Xy» Xa» x3 denote the values obtained from F and Y3,
b LY Ié the values from G. Then the conditional probability
that two of the¢ three veluss nesrest tc Z will be Yis

given that Z beloags to ¥ and Z =z is

Filpure §

Comperissn of the prebarciiity of error P, as a function cf
% . the distance between the means, for the linear discrimi-

rant funetlion and the nonparametric dlscrimnatsr, distance

A, ¥k =1, for tws normal univariate populations

2
E
(¢ ]

+
[
2
i3
i

n = zl:ze 7 sample from each population. n =1 1s identical

for scthh. --- indicctes the ncnpasrametric procedurs.

U‘
|
i
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< ;6?{11, Y., £, are nearer 5 than X. while X

il
o
t _)(-———)8

o

a)

f 28|

L’

0

'T‘h:m, as E;e“re,

P
(3)

AS "N —y» D, Fl
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(z) » 6P{sll Y's and X, ars n.ar r to £ then X, while

xj is farther from i than X5}

and Y, are farther from z than X;}

xﬁ(&‘ ) B(§) I - Byt $)] am(s)

Ko(3) (83 [ - rpt 8010 - 0900 angi s .

may be shiom {ths srzument is similar

5 ine one uzed when n—» o, k = 1) tc approach

Lad}

\,
LT
=00

it 13 noteworthy that cs

2
[a(z)]” + 3[gizii" elz0
f\Z, ar
2
[r(z) + &(z)]
L3
r~— o, the value of Py for

fixed vnlues of Lk, however amall, are independsnt of the

dimcnaionality p of the sample spacs,

From tals formula, the aiddls ecolumn of %tabla 17T was

camputed., Corrssponding results from tables I and IT-A are

repeatad for comparison,

As showmn in (11, as n—> o end

e
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Xk —» 0 (more slowly, Lowever, than n), the linear dis-

eriminant function and the nonparamzctric discriminators have

s common limiting behavic:; shown in line thrcs of tatle IIT,
Thus, for A = 2, p =1, and large n, the "rule oi two out
of three" kas a 19,2 per cent chance of misclassirication as

against 15,9 per cant for the optimm, Flgure 6 1llustratea

these results graphicalily,

3
1Tauvio

~

L

b=d

Limi4ing probabilities of error as n-—oo,
for the p-variate normal distrib-+inn

A I o= 1 K =3 K = o
& j - 50¢ 506 .go¢

) Z 298 . 368 g
2 i . 225 :192 .156G
> <068 . 08¢ L0k7
L i .03l 027 .023
& % « 009 « 007 . 006
n = si;; of sampis from =ackh population

= distance between the meun: of the transfomed
populations
k = odd integer such that Z is assigned to that
population from which A came the majcrity of
the k nearest obsarvations,
Prchebility of error = P{2Z is assigned to Glz cane from F}
= P{Z 1g assigned to PIZ came from G},

The probability sf error for n large 1= luderendent of j.

24



. Bivariate nouiizz) 4istribution
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For p = 2, we have employed methods analogous to thoss
desorited in ssction li, to obtain the probabilities of error
for the nonparametric discriminaters with k=1; A =1, 2, 3;

PROJECT NUMBER 21-49~-004, REPORT NUMDER i:

Liriiting propavilities of errcor P a3 n,

normal distrioutions. OSistance function = A, k&

aurber of nearest individuais on which the

procedure is based.

the size of

p-vaprliate

]

nonnarametric
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and n=1, 2, 3, 4, 5, 10, 20, 50, co. The results are sum-
marized in table IV. All finite valuss of n > L, were obtain-
ed by the approximate nathnd discussed in the last ssction. A
cemparison of the wvaluse obtained by numerical integration
with those given bty the approximation sre shcem in tables IV-a.

To enable the reader to get a clearer picture of the
change in probabilities of misclaesification with a change in
A , figure 7 shows the valves of tabie IV plotted agailnst A .

Unfortunately we do not have available the comparabls
figures for the linear.discriminant function. ~However, as &
moagure of the efficlency of the nonparametric discriminators
we have included the optimum limiting behavior to which beth
the nonparametric discriminator and tﬂe linear discriminant

function tend.

ny

& 3 for the univarlaztc and bivariate nermal distributions

1»
* r's

A3 k Ais increased the computations become =uch more la-
borious, SO much so that the actusl numerical integratlions were
carried out in only a very few instancss for tLe fitwo out of
threa wuls.®™ Phe followingz metkhcs may, bhowever, be usezd to
estimate the effect of i z 3, Let us consider an alterna~
tive diseriminator whick we shall denota as (r, nft, k'), Sup-
pese k =rk!' and n = ranf., Partition the 2n sample values
at random into r sets of 2nt each and for each set observe
the pppulation=-or-orizin cf the majcrity of the Lkt obser-
vations nearest to Z. Assign Z to that population whose
slements are in the majority for a majority of ths r ssets,

It is easy to show that this discriminator will determine the

2C
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Table IV

Protebiiities of error, nonparametric discriminators,
k = 1, bivariate norzal distribution

n 2 = R =2 A = 3
:i, ' .124.35 o & 2 0157
é | h20 259 135
3 ; :h23 «259 o125
i V-0 0252 .120
> 1 117 + 280 117
10 5 Jm .20 100
Z0 ; 400 230 +104
50 g e ;02 233 .102

Table JV=-A

Zomparison of the values obtained by numericel integrz¥icn

- - -~ - PR T '~y T - oL L~ e e
” i Vhi ANIDT VL riRasd vy WAL el . Yo dde e VLA h
T T SR TSI T T S TSI T
: numer-ical
n f A integration approximation
1 % 1 4350 1370
M ; 2 2< 62951
< g .LVQ‘ .27el
A c .c;oo .EV}Z
- (4]
N 2 252 « 2540
4 3 01572 g_":;.OU
n = size cf sample from each propulatlon
1 = distance bhetween the mesns of the transforued populaticus

Probatiliity of error = P{Z is assigned to PlZ came Irom 5}
F{Z 1s assignec to G|Z came from F}
k = odd integer such that Z ias assigned to that nopulation
from which came the msiority of the k nearest obser-
vations. ¥ =1 1is "nearest peignbor rule,”

Distance functicn = & = max {|x,

1 =zl Ixs = 25])
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l‘ b
1y
4 L T —
} » e
L ! - -
.o —
\\
\\\
s r A=<
L‘\‘\
N
A3
R N T -8 N
1 £ X 5 19 2 3 59 100
fiau™s 7

rrchapility of error Pl

n-a £ anat

rator with /v as 4

LR S 4

[

st

1]

1D

-

Fam
oy

[} 2

2

(B

0

H

ipoirmel Jistributions with distance betwesn msans

fvewn
_vEY

e
8

n = s53iz2 of semple from each povulation. X = 1, tie
rule of nearest neightcr., --- indicates thie crtimas

1ikelinood ratio proce~ure.

2f trhe ncnrarametric 3discriTi-

(1]

%
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arsignment of 2 ¢on the hasis of sbservaticns 1sss oloase tc

2. than would be the case 1 we euployed the ordinary dis-
ariminator ueing the Xk olcsast of the entire sample of 2n.
Hence it is intultive that thne probabilities of error of

{r, nt, k1) will exceed those of the usual rule (n,k). We
do not now a proof of this, however,

The computation of P; for (r, n', k') once Py bas
been obtained for (n!', k') 4s relatively essy. For fixed
z, the r asets can be regarded &8 r Iindependent trials
each with constant probabllity P3(z) for (mn', k') of suc-
cass (success 1is here defined as the eve: .l that Z will be
misclessifled). The values of P3(z2) for (r, n', k') can

then be found from ths tablass cof the binomic) distribution [6].

ahlea ¥ and VI give tha resulta for the univariate and
biveriate normel distributions, respectively. The first line
in teble VI has the values calculﬁted for the two out of three
rule, The second line sives ths probability of error when a
serple of tnree cbservations from each population is consicdersd
as 3 set of tbhree independent trials and the individusl 2Z 1is
aszignsd to that pcocpuiztion in which the majority of the trials
pleced him, OCne notices that while the corresponding prcba-

2% 2SR e & e AV ] -~ —-— e - A —
2128¢tics im this two iimes ars exlromely clcse the figures bear

&y

cut onsts intultion mentioned sbove., The tables have been ar-
renged so that comperiscn petween differont uses of tha same
total number of indivicualis 411 the sample will be convenient
and an ldea of the most crffective discriminator‘.(r, nt, k')
can bc obtained, The same results are illustreted graphically

in figures 8 and g,
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fable V

Prohabilities of error, nonparamotrio discriminstor,
univariate normsgl distridbution

n r nt 'Y A =1 A=2
3 1 1 e, .231
3 3 1 « 389 <203
9 1 1 .25 -173
10 10 1l « 399 0223
29 P 1 1 32 .16l
5C K 50 1l « 308 »225

n = total size of sample from each population

© = number of sets in the partition of the total sample

n' = size ¢cf each of the r se¢ts; = = nfr

kt = 1 = rule of nearest neighdor

A = distence betwecn the mcans of tha transformed

populations

Probabtiiity of error

Distance functlon

2
p2v

P{Z 1s assigned to G|Z came from P}
P{Z 1s as=igned to P|Z came from G}

Ao
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Tadie VI
Provabtilities or error, nonparsmetric discriminator,

bivariats normal distridution
b - e —————— — -~ -~ — - 3

n by n' k! A=l A= 2 A =3
2 i 3 3 o308 .238 2110
3 3 1 1 <408 «239 112
1S 1 15 1 ~q08% .2.,6%
15 3 5 1 o 380 207
ic c 1 <275 .198
17 15 1 1 .353° .188%
.

g 5 1 1 .91 .215 .96
~e 3 iy 1 .389 0 .050
R 1 L .232 1S
N 3 10 i « 379 «201 033

158 3 g0 1 .30 .15 017

n = total sizs 2f sumpis I'rom each population

ets in tke pertiiion of ths total 3ample

e ]
li
o
o
e |
0
"4,
U]

o
|

= 8iz9 of each of the r sats; u = nir

-
.

-
|

= 1 = rule of nearest neighdor

k! 3 = rule cf two out of tkree
A2 = distance between the means of tne ‘ransformed populetions
Probabliity cf error = PI!Z is assigned tc Gi2 came from Fj

= P{Z %s assigned to F|Z came fram 3}

zisztence function = A .

] .
Tha starred values were read from graphs
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F,
’b [A-“i
\ K =3
\\
\ ‘s oa i
T —————— [ a
\\ . - i'“:z
2 I \\ {K-l
\\N S
—— =z
< - == imznb
1 [
i
(‘rw i ’y "y ’t L
1 4 J 5 10 £ 30 K13 i23s
2z
Figure B

distance function = A, for two Liveriste ncrmel vopu.stions

wiih C.stance Tsiween means = A. n = size of sample vrom
eacn porulgtisan., k = k' =1 enip =1t fork =1; r =n

for k' = 1, --- Indicstes tne oplinum procEdLss.

o
|19
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Probabllity of error Pl of the nonparamsiric discriminator,

distznce function = A , for two bivariate normal distri-

putions, r =1 with k' =31 and r=n with k' =1,
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7. Alternative distauce functions for the normal bivariate

distridution

The depondencé of ~ Py on the distance fuﬁction was empka-
sized in section 3, Thy numericai resuits which are given i
this section are intended tc show the meonitude of the effect
on P; of certain moderate changes in the distance functiaon,

During the computations which are reported in section 5,
ve noticed that the value of P,(0,0), the conditional proba-
bility of error given that 2Z 1is at the origin ( the ex~-
pectod positior of Z), was remarkably consistont with the
value of P;. Since we felt that it wisuid b2 more worthwhile
to survey a larger area of problems than to concentrate on
the complote anawer to one, we decided to make use c¢f the fact
nsted atovs and o recalculate the valuss cf 29(0,0) ftor
various distance functions., Jn table VII, the values of
©-(0,C) an? Py are given, together with the difference
Py = P3(0.0). The fcarth column gives and approximation for
Py obtained by adding 2 crude correction term to P;{C,Cj},
namely,

l 'S = P;(G,O)
3 A/2

t4

25 boing the value of P;{A/2, x-). It 1s our belief that
the order of ths maznitude of the change in P; with the
shange of distance function will be shown by the effect of the

dietancs funetion om Py{0,0).



PR TV R AL
S e g e~ PPRRING T .

FROJECT NUMBER <:=49={v4. REPORT V. “BER .:

Tadble VIl

comparison of the probabilities of error P; witk the
sonditional probability of error P3(0,0) given that
Z 1ls at ths o*igin., Nonparametrie dfmoriminater,

normal p-varlate dlstriduiion, p=1, 2, k=1, 3.

A=), D= K= A= 2 p=2, k=1
n| P Ki00) b 3 | B 0,00 D B
1 1 435 .gl Cu J4bh °§Z§ 18 .103 L2808
2 | 429 ,385 .oblh 462 | 209 ,159 .110 273
- ;1‘23 '383 QOhQ .ubl 025!} .lﬁg .11? .2_¢b
L | Wb20 .382 .03 W61 g .252 (142 (110 Lzl
5§ ewdl 4381 L0036 gﬁo 19 11 250
1C A3y L3719 .032  JWbO | .2h0 .10 110 2en
2y | w0 L3790 JA60 ) .25, 125 109 «250
52 1 W02 ,37C L0 459 1 .23C  J121 L1097 .&y]
© | .398 .378 .02 .hmo !l o.228 (i1 10 L2L8
1
| 2=1, r=2 k=3 A=z 2, =2, k=3
31408 339 L069 .ubb | .238 088 120 2o
233’ p=2’ k=1 281: P'-“-l; k=1
1 0157 ' 51 0106 0151 Qms ) 2‘); o':“;B .2‘55
2 1 .35 027 398 32 | Loy La0E Loh3 LhsE
> b 127 ey L3010 L1300 ) hog (387 03B N
(9 -120 .C: o\”g 01 0’4»03 0368 c335 '#56
g 2117 L0160 G128 | 01 36 L032 gt
10 129 00 OOL (123 | 0329  W373  J020 Lush
2> 1ol oy leor (123 ¢ (%8 (375 lc23 458
S» 1 o.100 .01z .088 .120 | .398 .37 .c21  .L%9
© Q3 011 087  .120 | L3585 L3768 .020  LES
‘ A= 3y p=2 k=3
30 .15 .097 L1017
i - -
F =2 p=1l, k=1 £=3, »2=1, k=1
1 .253 .145  L108 263 | .1 033 .90 ,13
2 2 125 112 2 .1 016  ,090 .12
3 : 231 =119 #1212 024-6 . 1:2‘» ° Gls o PO} ° 123
h‘ [ ] 228 [ ] 116 [ ] 111 ® Zh!'. ® 101 ] 013 ) 088 ] 121
< «225 L1185 L1 23 j .09 012 L,087 120
1l $223 15 .1 22 1,09 .011 _,087 ,120
20 .224 L,1156 108 24y 1,098 ,011 ,087 ,120
50 | .225 .19 L,i05 245 1.098  .011  .088 ,120
o l * cc 0119 * 1% Y 246 Y WB ® 011 . G’S? PY 120
= Pl - Plg‘0,0)
o 2{.5 - »,(9,0)]
By = P (9,0) + - L b

——— — o —
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In sslecting the 2lterrative diastances, ws had in mind

that, in gensral, we were dealing with a traneformed space
and were interested in tlie effect on the probatilite of
errur if A itseil wers used as a diastance functlon in ihe
original space. The distance functicons chosen are as fol-
iows, Tne definiticn of A 1is repeated for the aake af

completeness,

The lcocus «f voints at a given distance from 2 1s & square,

centered at 2z, with sides parallel to the axes,

o
/1=,

(11) éllL(x1,xa),(z],12)J =\ -zl)2 + (x2 -z

* 4

“tue A, 1s ordluary Buclidear disia..s ,pecbaps a mcie
FY
natura) 22stance fuuction than A ), The locus of pointa at

& 2iven distance from 2z Is a circle centered et =z,

L
.

(111) AZ[( .xa),\zl,z )] = {'11‘ li 3lx

tangle centered at z whe:se sides are paraliel to the axes

and in vhe ratio of cms to ithree.
(17) I\Ll’x ) (zl’ )J {3'21 * zl;’lxz = 22!}'

The locus of points at a ziven digtamce from = 43 2 rasc-

terzle centared at 2 with aide:

¥ ]
"y
»
a3
|
[
>
)
o+
(o
-
¥
»
"
»
[ ]
» ¥
o
e ]

tie ratio of three to one,

K
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Distensse funpstions Az and A ars the tranaforms

if the originsl distributions is 1ndependent normal bivariate
but the v¥erlances of the. two messurements are unequal,

{v) Distance functicns denoted ty A (p =a), The
lucus of pcints 1s a2 sausrs centered at = but whose sides
are not parallel to the axes, The values of £ are a=
«25, .50, .75. This 1s the transform of A 1if the original
distritution is joint normal bivariste with the two variztes
baving unit varliances and covarlance = P

The comparison of vaiues of PI(O,O) for the various
distance functions 1s given in table VIII and in figure 10,
it wiil be seen thut for all practical purposes it makes ro

difference whother A or 4., {(Euclidean distance) is used.

1l
Exmever, ths effez: ¢ the other dis..:iz¢ iunctions is mark-
ed, This bears cut the atatement made previously that a

turden 13 placed upon the statistician for selecting the ap~

provriate distonce functlion,
8. »p Z 2 for the p-varlate normal distribution

This section ié e attempt to give an indicaticn of the
influence that an inérease in p, the number of dimeunsions of
the sample space, will produce on the probability of misclessi-
ficetirn, We have agein corruied only “he conditionai proba-

bility P3{0) for z st the origin. Teo alternative dis-~

conce funcilons were uscd, nomely,;

(VA

b
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Table VIII

Probabilitles of error, nonparamatric discriminstor,

ncrmal tilvariate dietribution, % = 1.

A n B(0.0) Fy P1(0,00 By #y(0,0) Py F00,0) ¥y
2 1 L18L .223 .18 .280 ,383 k22 L6 228
2 2  L,300 L2 <300 36 .128 211
2 3 .252 «259 .25L .33 123 .207
2 3% .22 .252 .22 .317 .122 .200
3 1 L0SL 157 .053  .152

A=4(p=0) AO(p=.25) Al(p=.50) A(p=.75)

g 1 18t 292 179 L2806  .RE 27T 137 288

2 .1 .‘29 152 266 .12 .253 .08h 222
= L9 .2ge ko 260 112 ,2fl L0622 .208
L 42 .252  .133  .255 .102 .235 .09  .199

A = distance between the means of tha traneformed porulations
n = size of sarple from each populaticn
k = 1 = neaseagt nelghbor rule

P1{0,U) = eonditional preobebility that for =z
Zz will be micsclassified
rrobebility of misclassification

g

{-4

- . Bl b -~ -
rough astimats of F

the P1{0,0)
e T P s = - Al
DLisLancd rUumasTions AN

varagraphs

at tne origisx,

1- The figures to be comparsd are

ars s defined in the preceding



P
A [(!11=.‘l=p)"=1....lgy’d -ﬁ !:i - 21 i

anrd ths computations were carprioad out for n =1
Tne roesults are snown in table IX and figure 1ll. As ¢cne

wouid expe:t the reaults depend vather heavily on tna

w
Y
D
"T + P

2 L ¢ L
\ .

e — 4 -\ \\e. 7% < 2
s ™~ ol

A o 0 \\
% a2
-, m==3
R

0 1 I ! . 1 — 1l '\ ;l

i £ 3 4 0 25 S0 75

Figure 10
Procebiiity of srro~ ? of nonovarametric discriminetor for
*wo biveriate norma! ~is-ributionz with distance between the

means ecual to 2 far various Zistarnce Tunction. n = x =1,

o
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Table IX

Conditional probabilities P1(0,0) of error given that

Z 1s at the origin, ronparazetric Z4iscriminstor, normal
p-variate distribution, n=1, k=1

3
B At ad cnpmenemerie o s - S e

=1 PP Amx 3

P A, A A, b,
: :@ B 1% 082
10 * -283 :ggg ~105

sionality of the apace when n 18 fixed. AdmitiedYy, thls
is 2 mecst Gursory glance at ths situation for p dimensions.
The fact that the figures refer to n=>?., k =1, means of

course taat ths figures have no practical value, Neverthe-
less, we decided to include them since 1t seemed tlat the
behavior in this rimplest case might pirovide some indicstion
of what might be expected as “hs Jdimensionality p 1s in-

craased,

2. Con¢lusion

The choice between parametric and nonparametric rules
will in any given situation depend upon {1) the strength of
the statisticiants bYelief in his parametric model, (ii) the
loss he would suffer by using the nonparamstric rule if in
fact the parametric form is correct and (1i1) the loss Yre
wonid suffsr By using tus paremetric rule if the actual den-
sities depart from the parametric forwm assumed. in [1], it

was ascertsined that if the sanple size increasesand at the

40
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garnte time the mumber of rearset reighbors on whiash the non-
parametric procadures base iits d=cision is increased tu:
mong xTogli ochzn ree o ll sims, then An the 1indit the
probabilities of error wWill be tlosze of the optimum likeli-

hood ratio rule whatever the population densities. However,

A=]

[
-
>
[}
hY

.2 r

1} //

0 H 1 3 i 3 i 1 -4 ' 1
0 < 4 8 10

Probapnility of error P of nonparametric discriminalor,
distence function = A, for two p-variate distributions

N -

with distance tetweon the means = A . nN=JY, k=i,

FEY

-
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ths matter of greateszst practical intersst is the performance
02 the rulea when the samrle=z gra smsll

In thia perer, w5 Gave Doen concerned with (1i) for the
spéciel case of greatest intersst, the linear discriminant
funrtion. We succecded in Iinding the probabilities of mis-
classification for some nonparametric procedures, FHowever,
the computation of the performance characteristic ¢f ths
linear discriminant functicn prroved to be too lengthy. It
would be of extreme vaiue, especially when one thinks of the
wide use to which the linear discriminant functionm is put if
its probabilities of misclassification in representative situ-
stions would be tabulated.

In summary, let us indicate the nature >f the situations
in which & narnaramstric discriminac.: muy Ve preferaltle to
the linaar discriminant function, and convers:ly. If the
populaticns to be discrimineted are well kmown, and heve Lol
investigated to establish that the normal distridution gives
o good fit and that the variances and correlations do not
charnige much when the means are changed, and 1f ths classifi-
cation to be made warrents the labor of matrix inversion,
then the linear diseriminan® function should certainly be
used, I on the cther hand  the populations are either not
well known, or are imown noi to be approximately rcrmal. or
to bave very different covariance matrices; or if the discrimi-~-
nation 1s one in which small decreasess in probabiility of error
are not worth eatensivs ccauaputations, then the zizzie noun

parametric rule, perhaps with k z 3, sesms to have ths edge.
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Tn sonclusion, we would like to exn=s2az sur Spirweisss=m
LioBAA T Lsupin O Yavi WE are indebted for help in the
preparetion of this paper, Especially we would like to thank
¥rs., Jearne Lovesicl and Mrs, Eloise Putz, who suomputed the

teblez for us.
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