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ABSTRACT 


This paper summarizes a new methodology to design sequential non-diagonal QFT controllers for multi-
input-multi-output MIMO systems with uncertainty, which is a central issue in UAV control systems. It 
also demonstrates the feasibility of that methodology to control the position and attitude of a 6x6 MIMO 
spacecraft with large flexible appendages. The last part of the paper introduces a new practical 
methodology to design robust controllers that work under a switching mechanism, going beyond the 
classical linear limitations and giving a solution for the well-known robustness-performance trade-off. 


1.0 INTRODUCTION 


Control of multivariable systems (multiple-input-multiple-output, MIMO) with model uncertainty is still 
one of the hardest problems that control engineers have to face in Unmanned Air Vehicle (UAV) real-
world applications. Input-output directionality, coupling among control loops, transmission zeros, pairing, 
etc. are some of the main complexities that define a MIMO system. Moreover, model uncertainties 
substantially increase such difficulties, making more restrictive the inherent performance limitations of the 
control system. In the last few decades a very significant amount of work in linear MIMO systems has 
been done. The first technique that made a quantitative synthesis of MIMO systems, taking into account 
quantitative bounds on the plant uncertainty and quantitative tolerances on the acceptable closed-loop 
system response, was the Quantitative Feedback Theory (QFT) [1]. In the last few years some new 
methods for non-diagonal (full matrix) multivariable QFT robust control system design have been 
introduced. The first part of the paper introduces a new methodology [2-6] that improves the current non-
diagonal MIMO QFT control techniques. The second part validates the new techniques by applying them 
to control the position and attitude of a 6x6 spacecraft with large flimsy appendages [7].  
 
Combining robust designs and stable switching, the control strategy could optimize the time response of 
the system by fast adaptation of the controller parameters during the transient response according to 
certain rules based on the amplitude of the error. The last part of the paper introduces a methodology to 
design a family of robust controllers able to go beyond the classical linear performance limitations. The 
methodology is based on both a new graphical stability criterion for switching linear systems and the 
robust quantitative feedback theory (QFT) [8].  


2.0 NON-DIAGONAL MIMO QFT CONTROL DESIGN METHODOLOGY [2-7]


Control of multivariable systems (multiple-input-multiple-output, MIMO) with model uncertainty are still 
one of the hardest problems that the control engineer has to face in real-world applications. Three of the 
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main characteristics that define a MIMO system are the input and output directionality -different vectors to 
actuate U and to measure Y-; the coupling among control loops -some outputs yi can be influenced by 
several inputs ui, and some inputs ui can influence several outputs yi; and the transmission zeros of the 
plant matrix. 
 
In the last few decades a very significant amount of work in MIMO systems, too numerous to list here, has 
been done. Using MIMO QFT, Horowitz proposed to translate the original nxn MIMO problem into n 
separate quantitative multiple-input-single-output MISO problems, each with plant uncertainty, external 
disturbances and closed-loop tolerances derived from the original problem [1]. Two different approaches, 
the so-called sequential and non-sequential methods, consider in successive iterative steps an equivalent 
plant that either takes also into account the controllers designed in the previous steps, or only deals with 
the plant respectively. 
 
However, although such original MIMO QFT methods take the coupling among loops into account, they 
only propose the use of a diagonal controller G to govern the MIMO plant. This structure can be improved 
using non-diagonal controllers. In fact, a fully populated matrix controller allows the designer much more 
design flexibility to control MIMO plants than the classical diagonal controller structure. The use of the 
non-diagonal components can also ease the diagonal controller design problem. In the last few years some 
new methods for non-diagonal multivariable QFT robust control system design have been introduced. For 
the sake of clarity, this section summarizes a previous work [2-7] that extends the classical QFT diagonal 
controller design for MIMO plants with uncertainty to the fully populated matrix controller design. The 
work studies three cases: the reference tracking, the external disturbance rejection at plant input and the 
external disturbance rejection at plant output. It presents the definition of three specific coupling matrices 
(c1ij, c2ij, c3ij), one for each case, and introduces a sequential design methodology for non-diagonal QFT 
controllers. 
 


2.1 The Coupling Matrix 
The objective of this section is to define a measurement index (the coupling matrix) that allows one to 
quantify the loop interaction in MIMO control systems. Consider a nxn linear multivariable system -see 
Fig. 1-, composed of a plant P, a fully populated matrix controller G, a pre-filter F, a plant input 
disturbance transfer function Pdi, and a plant output disturbance transfer function Pdo, where P ∈ ℑP , ℑP 
is the set of possible plants due to uncertainty, and, 
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The reference vector r’ and the external disturbance vectors at plant input di’ and plant output do’ are the 
inputs of the system. The output vector y is the variable to be controlled.  
 
It is denoted  as the plant inverse so that, *P
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where Λ is the diagonal part and B is the balance of P*; and Gd is the diagonal part and Gb is the balance of 
G. The next paragraphs introduce a measurement index to quantify the loop interaction in the three 
classical cases: reference tracking, external disturbances at plant input, and external disturbances at plant 
output. That index is called the coupling matrix and, depending on the case, shows three different 
expressions: C1, C2, C3 respectively. 


F(s) G(s) P(s) 
u


TY/R (s) 


-


di


Pdi(s) 


do’ 


do


Pdo(s) 


r r’ 


di’  
 
 
 
 
 y 
 
 
 
 
 
 


Fig. 1  Structure of a 2 Degree of Freedom MIMO System 


2.1.1 Tracking 


The transfer function matrix of the controlled system for the reference tracking problem, without any 
external disturbance, can be written as shown in Eq. (4), 
 


( ) '//
1 rFTrTrGPGPIy ryry ==+= −       (4) 


 
Using Eq. (2) and (3), Eq. (4) can be rewritten as, 
 


( ) ( ) ( )( )rTGBrGΛGΛIrGΛGΛIrT y/r
--


y/r bb
1-1


d
1


d
1-1


d
1 +−+++=


−−
 (5) 


 
In the expression of the closed-loop transfer function matrix of Eq. (5), it is possible to find two different 
terms: 
 
i. A diagonal term Ty/r_d,  


 


( ) d
1-1


d
1


y/r_d GΛGΛIT - −
+=                  (6) 


 
that presents a diagonal structure. Note that it does not depend on the non-diagonal part of the plant 
inverse B, nor on the non-diagonal part of the controller Gb. It is equivalent to n reference tracking SISO 
systems formed by plants equal to the elements of Λ-1 when the n corresponding parts of a diagonal Gd 
control them, as shown in Fig. 2a. 
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ii. A non-diagonal term Ty/r_b, 
 


( ) ( )[ ] ( ) 1
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d
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1-1


d
1


y/r_b CΛGΛITGBGΛGΛIT y/r
- −−


+=+−+=   (7) 
 
that presents a non-diagonal structure. It is equivalent to the same n previous systems with internal 
disturbances  at plant input (Fig. 2b). jij1 rc


 
In Eq. (7), the matrix C1 is the only part that depends on the non-diagonal parts of both the plant inverse B 
and the controller . Hence, it comprises the coupling, and from now on CbG 1 will be the coupling matrix 
of the equivalent system for reference tracking problems, 
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Each element c1ij of this matrix obeys, 
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where  is the delta of Kronecker that is defined as, kiδ
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Fig. 2  i-th equivalent SISO and MISO systems 


2.1.2 Disturbance rejection at plant input 


The transfer matrix from the external disturbance at plant input  to the output y can be written as shown 
in Eq. (11), 


'
id
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( ) '
//


1
ididiyidiyi dPTdTdPGPIy ==+= −      (11) 


 
and then, 
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   (12) 
 
In that expression -Eq. (12)- it is possible to find two different terms: 
 
i. A diagonal term Ty/di_d,  
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Again, Eq. (13) is equivalent to n regulator MISO systems, as shown in Fig. 3a. 
 
ii. Non diagonal term Ty/di_b 
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that presents a non-diagonal structure which is equivalent to the same n previous systems with external 
disturbances  at plant input, as shown in Fig. 3b. jij2 dic


 
In Eq. (14), the matrix C2 comprises the coupling, and from now on C2 will be the coupling matrix of the 
equivalent system for external disturbance rejection at plant input problems, 
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Fig. 3  i-th equivalent MISO systems 
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Each element c2ij of this matrix obeys, 
 


)1()( ikkjik
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tgpc        (16) 


 
where  is the delta of Kronecker defined in Equation (10). kiδ
 


2.1.3 Disturbance rejection at plant output 


The transfer matrix from the external disturbance at plant output  to the output y can be written as 
shown in Eq. (17), 


'
od
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and then, 
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In that expression -Eq. (18)- it is possible to find two different terms: 
 
i. A diagonal term Ty/do_d,  
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Once more, Eq. (19) is equivalent to the n regulator MISO systems showed in Fig. 4a, 
 
ii. Non diagonal term Ty/do_b 
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that presents a non-diagonal structure. It is equivalent to the same n previous systems with external 
disturbances c3ij doj at plant input, as shown Fig. 4b. 
 
In Eq. (20), the matrix C3 comprises the coupling, and from now on it will be the coupling matrix of the 
equivalent system for external disturbance rejection at plant output problems, 
 


( ) y/doTGBBC b+−=3         (21) 
 
Each element of the coupling matrix, c3ij obeys, 
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where  is the delta of Kronecker as defined in Equation (10). kiδ
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Fig. 4  i-th equivalent MISO systems 


 


2.2 The Coupling Elements 
In order to design a MIMO controller with a low coupling level, it is necessary to study the influence of 
every non-diagonal element gij on the coupling elements c1ij, c2ij and c3ij, defined in Eq. (9), (16) and (22). 
These elements can be simplified to quantify the coupling effects. Then it will be possible to analyze the 
loop decoupling and to state some conditions and limitations using fully populated matrix controllers. To 
analyze the coupling elements, one Hypothesis is stated. 
 
Hypothesis H1: suppose that in Eq. (9), (16) and (22), 
 


( ) ( ) jjkjik
*
ikjjij


*
ij  tofbandwidth  in the andj,kfor ≠+>>+ ,tgptgp     (23) 


 
Note that the above expression is scale invariant and is typically fulfilled once the MIMO system has been 
ordered according to appropriate methods like the Relative Gain Analysis, etc. Then the diagonal elements 
tjj will be much larger that the non-diagonal ones tkj, 
 


jjkjjj  tofbandwidth  in the andj,kfor,tt ≠>>      (24) 


 
Now, two simplifications are applied to facilitate the quantification of the coupling effects c1ij, c2ij, c3ij.  
 
Simplification S1: Using the Hypothesis H1, Eqs. (9), (16) and (22), which describe the coupling elements 
in the tracking problem, disturbance rejection at plant input and disturbance rejection at plant output 
respectively, are rewritten as shown Table I. 
 
Simplification S2: The elements tjj are computed for each case from the equivalent system derived from 
Eqs. (6), (13) and (19). The results are shown in Table I. 
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Table I. Simplifications to quantify the coupling effects 
 


 Reference tracking External disturbances 
 at plant input 


External disturbances  
at plant output 


Simplification 
S1 
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Due to Simplifications S1 and S2, the coupling effects c1ij, c2ij, c3ij can be computed as, 
 
Tracking  
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Disturbance rejection at plant input  
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Disturbance rejection at plant output 
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2.3 The Optimum Non-diagonal Controller 
Consider non-diagonal controllers to reduce the coupling effect and diagonal controllers that help to 
achieve the loop performance specifications. The optimum non-diagonal controllers for the three cases 
(tracking and disturbance rejection at plant input and output) can be obtained making the loop interaction 
of Eqs. (31), (32) and (33) equal to zero. 


 
Note that both elements,  and , of these equations are uncertain elements of P*
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plant  can be any plant represented by the family, *
ijp
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follow the next rules: 
 
a) If the uncertain parameters of the plants show a uniform Probability Distribution (Fig. 5a) –which is 


typical in the QFT methodology-, then the elements  and  for the optimum non-diagonal 


controller will be the nominal plants  and , which minimise the maximum of the non-


parametric uncertainty radii  and  that comprise the plant templates (Fig. 5b). 


*pij
*p jj


N
ij
*p N


jj
*p


*
ijp∆ *


jjp∆
 
b) If the uncertain parameters of the plants show a non-uniform Probability Distribution (Fig. 5c), then 


the elements  and  for the optimum non-diagonal controller will be the nominal plants  


and , whose set of parameters maximize the area of the Probability Distribution in the regions 
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Now, making Eqs. (31), (32) and (33) equal to zero and using Eq. (34), the optimum non-diagonal 
controller for each case is obtained. 
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2.3.1 Tracking 


jifor
jj


ij
jj


opt
ij ≠


⎟
⎟
⎟


⎠


⎞


⎜
⎜
⎜


⎝


⎛
= ,


p


p
gFg N*


N*


pd                     (35) 


2.3.2 Disturbance rejection at plant input 
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2.3.3 Disturbance rejection at plant output 


jiforN*
jj


N*
ij


jj
opt
ij ≠


⎟
⎟
⎟


⎠


⎞


⎜
⎜
⎜


⎝


⎛
= ,


p


p
gFg pd        (37) 


 
where the function Fpd(A) means in every case a casual and stable proper function made from the 
dominant poles and zeros of the expression A. 
 


2.4 The Coupling Effects 
The minimum achievable coupling effects -Eqs. (38), (40), (42)- can be computed substituting the 
optimum controller of Eqs. (35), (36) and (37) in the coupling expressions of Eqs. (31), (32) and (33) 
respectively, and taking into account the uncertainty radii of Eq. (34). Analogously, the maximum 
coupling effect without any non-diagonal controller -pure diagonal controller cases- can be computed 
substituting gij=0 in the Eqs. (31), (32) and (33) respectively -Eqs. (39), (41), (43)-. That is to say, 
 


2.4.1 Tracking 
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ij
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2.4.2 Disturbance rejection at plant input 
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ij
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2.4.3 Disturbance rejection at plant output 
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ijij


gψc −=
=


        (42) 


( ) jjijij0g3ij ∆1
ij


gψc +=
=


        (43) 
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where, 


( ) jj
N*


jjjj


*N
ij


ij ∆1 gp
p


ψ
++


=         (44) 


 
and the uncertainty is: n1,...,ji,for∆∆0∆∆0 jjjjijij =≤≤≤≤ ,p,p **  


 
The coupling effects, calculated in the pure diagonal controller cases, result in three expressions (39), (41) 
and (43) that still present a non-zero value when the nominal-actual plant mismatching due to the 
uncertainty disappears: 0∆and0∆ jjij == . However, the coupling effects obtained with the optimum non-
diagonal controllers -Eqs. (38), (40) and (42)- tends to zero when that mismatching disappears. 
 


2.5 Design Methodology 
The proposed controller design methodology is a sequential procedure closing loops with four steps [2-7]: 
 
Step A: Controller structure, input-output pairing and loop ordering.   First, the methodology identifies 
the controller structure (minimum required elements of the controller matrix) and the input-output pairings 
by using the frequency-dependent Relative Gain Array –RGA- [10-11]. Then, the matrix P*(s) is 
reorganized so that [p11


*(s)]−1 has the smallest phase margin frequency, [p22
*(s)]−1 the next smallest phase 


margin frequency, and so on to guarantee the existence of a solution [1]. 
 
After that, the sequential design technique composed of n stages, as many as loops, performs the following 
two steps B and C for every column of the matrix compensator G(s) from k = 1 to n (Fig. 6). 
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Fig. 6  Steps for controllers design 
 
Step B: Design of the diagonal compensator gkk(s).   The diagonal element gkk(s) is calculated through 
standard QFT loop-shaping [1] for the inverse of the equivalent plant [pkk


*e (s)]k
−1 in order to achieve 


robust stability and robust performance specifications [13-14]. The equivalent plant satisfies the recursive 
relationship (45) [13], which is an extension for the non-diagonal case of the recursive expression 
proposed by Horowitz [12] as the Improved design technique, also called Second method by Houpis et al. 
[1]. 
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If the control system requires tracking specifications as )(ω)(j)( ii
y/r
iiii ω≤≤ω bta then, because 


-Eq.(5)-, the tracking bounds bii1crii
y/r
ii ttt += ii and aii will have to be corrected with the coupling 


specification τc1ii, so that: 
 


bii
c = bii - τc1ii       ,     aii


c = aii + τc1ii       (46) 
c1ii1iiiic1ii τ≤= cwt          (47) 


)(ω)(j)( c
iirii


c
ii ω≤≤ω bta         (48) 


 
These are the same corrections proposed originally by Horowitz (see also [1]). However, with the 
proposed non-diagonal method these corrections will be less demanding. The coupling expression tc1ii = wii 
c1ii is now minor than in the previous diagonal methods –compare Eqs. (38) and (39)-. The off-diagonal 
elements gij (i≠j) of the matrix controller will attenuate or cancel that cross coupling. Then the diagonal 
elements gkk of the non-diagonal method will need less bandwidth than the diagonal elements of the 
previous diagonal methods. 
 
Step C: Design of the (n-1) non-diagonal elements gik(s) (i ≠ k, i = 1,2,...n).   The gik(s) (i ≠ k) elements of 
the k-th compensator column are designed to minimize the non-diagonal elements of the cross-coupling 
matrices according to different purposes: reference tracking (31), (35); disturbance rejection at plant input 
(32), (36); and disturbance rejection at plant output (33), (37). The resulting compensators gik(s) have to be 
casual and stable, and include the dominant dynamics. 
 
The off-diagonal controller elements can be allocated not only to reduce the coupling effects of the MIMO 
system, but also to reach complementary objectives, such as to remove RHP (right-half plane) 
transmission zeros introduced during the controller design [5], improve system integrity [13] and stability 
margins, reduce controller efforts, etc.  
 
Step D: Design of the prefilter.   The design of the prefilter F(s) does not present any additional difficulty 
because the final transfer function that relates R(s) to Y(s) shows less loop interaction thanks to the fully 
populated compensator design. Therefore, the prefilter F(s) can generally be a diagonal matrix. 
 


2.6 Stability Conditions 
Closed-loop stability of a MIMO system with a non-diagonal controller designed by using a sequential 
procedure is guaranteed by the following sufficient conditions [14]: 
 
(c.1) each Li(s) = gii(s) [pii


*e(s)]i
−1, i=1, ..., n, satisfies the Nyquist encirclement condition, 


(c.2) no RHP pole-zero cancellations occur between gii(s) and [pii
*e(s)]i


−1, i=1,...,n, 


(c.3) no Smith-McMillan pole-zero cancellations occur between P(s) and G(s), and 


(c.4) no Smith-McMillan pole-zero cancellations occur in ⏐P*(s) + G(s)⏐. 


2.7 Remarks 
It is important to note that the calculation of the equivalent plant [pkk


*e(s)]k
−1, (45), usually introduces some 


exact pole-zero cancellations. That operation could be precisely performed by using symbolic 
mathematical tools [1]. However, fictitious poles and zeros may be introduced when using numerical 
calculus due to the typical rounding errors of the computer. Additionally, it is needed to determine the 
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inverse of the plant matrix, which can also be numerically non-reliable. 
 
In this paper, these problems are overcome through a new frequency response computation method. That 
is, for each frequency of interest ω and for every set of parameters within the region of uncertainty, each 
element pij(jω) of the plant transfer function matrix is translated into a complex matrix Pfreq_ij that 
represents the frequency response of every plant element within the uncertainty. Thus, this complex matrix 
has as many rows as different cases generated due to the uncertainty and as many columns as frequencies 
(49). All the abovementioned calculations are then performed on the basis of this set of complex matrices 
by using element-by-element matrix operations. As a result, potential impediments related to practical 
computation are avoided. 
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At the same time, arbitrarily picking the wrong order of the loops to be designed can result in the non-
existence of a solution. This may occur if the solution process is based on satisfying an upper limit of the 
phase margin frequency ωφ, for each loop. Hence, Loop i having the smallest phase margin frequency will 
have to be chosen as the first loop to be designed. The loop that has the next smallest phase margin 
frequency will be next, and so on [1]. 
 
Although very remote, theoretically there exists the possibility of introducing RHP transmission zeros due 
to the compensator design. This undesirable situation can not be detected until the multivariable system 
design is completed. To avoid it the proposed methodology (Steps A, B and C) is inserted in a procedure 
introduced by Garcia-Sanz and Eguinoa [5]. Once the matrix compensator G(s) is designed, the 
transmission zeros of P(s) G(s) are determined using the Smith-McMillan form and over the set of 
possible plants ℑP due to uncertainty. If there exist new RHP transmission zeros apart from those initially 
present in P(s), they can be removed by using the non-diagonal elements placed in the last column of the 
matrix G(s). 
 


3.0 MIMO QFT CONTROL FOR A SPACECRAFT WITH LARGE FLEXIBLE 
APPENDAGES [7]


This section summarizes the design of a robust non-diagonal MIMO QFT controller to govern the position 
and attitude of a Darwin-type spacecraft with large flexible appendages. The satellite is one of the flyers of 
a multiple spacecraft constellation for a future ESA mission. It presents a 6x6 high order MIMO model 
with large uncertainty and loop interactions introduced by the flexible modes of the low-stiffness 
appendages. The scientific objectives of the satellite require very demanding control specifications for 
position and attitude accuracy, high disturbance rejection, loop-coupling attenuation and low order 
controller. This section demonstrates the feasibility of sequential non-diagonal MIMO QFT strategies 
controlling the Darwin spacecraft and compares the results with a previous H-infinity design. 
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3.1 Description 
The Darwin mission consists of three to six telescopes arranged in a symmetric configuration flying in 
formation around a master satellite or central hub (Fig. 7). Darwin will employ nulling interferometry to 
detect and analyze through appropriate spectroscopy techniques the atmosphere of remote planets close to 
a bright star. The infrared light collected by the free flying telescopes will be recombined inside the hub-
satellite in such a way that the light from the central star suffers destructive interference and is cancelled 
out, allowing this way the much fainter planet easier to stand out. The interferometry requires very 
accurate and stable positioning of the spacecraft in the constellation, which puts high demands on the 
attitude and position control system. Darwin will be placed further away, at a distance of 1.5 million 
kilometers from Earth, in the opposite direction from the Sun (Earth-Sun Lagrangian Point L2 –Fig.8). 
 


          
 


Fig. 7  Darwin spacecraft (Artist's view. ESA courtesy) 
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Fig. 8  Earth-Sun Lagrangian Points and Darwin spacecraft location 


 
Each telescope flyer is cylindrically shaped (2 m diameter, 2 m height) and weighs 500 kg. In order to 
protect the instrument from the sunlight, it is equipped with a sunshield modeled with 6 large flexible 
beams (4 m long and 7 kg) attached to the rigid structure (Fig. 9; beam end-point coordinates in brackets). 
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The main mechanical characteristics of the Darwin-type Flyer are summarized in Table II. 
 
For every beam (Fig. 9), two different frequencies for the first modes along Y and Z beam axes are 
considered. Their frequency can vary from 0.05 Hz to 0.5 Hz, with a nominal value of 0.1 Hz, and their 
damping can vary from 0.1% to 1%, with a nominal value of 0.5%. As regards spacecraft mass and inertia, 
the corresponding uncertainty around their nominal value is of 5%. 
 
Based on the previous description and using a mechanical modeling formulation for multiple flexible 
appendages of a rigid body spacecraft, the open-loop transfer function matrix representation of the 
Darwin-type Flyer is given in (50) and Fig. 10: 
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where x, y, z are the position coordinates; ϕ, θ, ψ are the corresponding attitude angles; Fx, Fy, Fz are the 
force inputs; Tϕ, Tθ, Tψ are the torque inputs; and where every pij(s), i, j = 1,…,6, is a 50th order Laplace 
transfer function with uncertainty. 
 
 


 


 
Fig. 9  Darwin type 6 DOF satellite model 


 


The Bode diagram of the plant (Fig. 10) shows the dynamics of the 36 matrix elements. Each of them and 
the MIMO system (matrix) are minimum phase. The flexible modes introduced by the appendages 
(second-order dipoles) affect all the elements around the frequencies ω = [0.19, 10] rad/sec. The diagonal 
elements pii(s), i = 1,…,6, and the elements p15(s), p51(s), p24(s) and p42(s) are mainly double integrators 
plus the flexible modes. 


 


Table II. Mechanical characteristics of the Darwin-type Flyer model 
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Parameter Value 
Satellite body mass 500 kg 
Cylinder dimensions 2 m diameter, 2 m height 


Inertia tensor of satellite in control frame at satellite 
Centre of Mass 
(without reflector) 
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Position of Centre of Mass in control frame at satellite 
Centre of Mass [0, 0, 0] m 


Sunshield mass 7 kg * 6 beams = 42 kg 
Beam length 4 m 
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Fig. 10  Darwin-type flyer dynamics 
 
The block diagram of the control system is shown in Fig. 11. The sensor module represents both the OPD 
(Optical Pathlength Differences) Fringe Tracker sensor and the FPM (Fine Pointing Metrology) sensor, 
which measure the satellite position and attitude, respectively. The actuators, FEEP (Field Emission 
Electric Propulsion) thrusters, are a type of electrostatic propulsion that provides very small and precise 
actuation (Table III). 
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Fig. 11  General 6x6 satellite control loop 
 
The external disturbances acting on the satellite (gravity gradient and solar pressure), although very small, 
are also modeled as forces and torques along the 3 axes. The gravity gradient is modeled as a constant bias 
and the solar pressure is represented as a white noise perturbation (Table III). 
 
 


Table III. Characteristics of sensors, actuators and external disturbances  


Name Characteristics Values 


Fine Pointing 
Metrology (FPM) 


For very precise relative attitude 
measurements 


θmeas = θtrue + WNFPM


WNFPM = Attitude white noise. 


PSD of 10.66 mas/ Hz  along the 3 axes 
Attitude range:[-40; 40] arcsec 
Sampling frequency: 1Hz 


Optical Pathlength 
Differences (OPD) 
Fringe Tracker 


For precise 3-axis measure of position 
Xmeas = Xtrue + WNOPD


WNOPD = Position white noise. 


PSD of 2 nm/ Hz  along the 3 axes 
Attitude range:[-1; 1] µm 
Sampling frequency: 1Hz 


FEEPS actuators 


For very small and precise actuation 
 
FFEEP = Fcommanded + WNFEEP 
TFEEP = Tcommanded + WNT_FEEP


Force model: WNFEEP = Force white noise. 


PSD of 0.1 µN / Hz  along the 3 axes, which can eventually 


vary up to 0.5 µN / Hz . 
Force range:[-150; 150] µN 
Torque model: WNT_FEEP = Torque white noise. PSD of 0.1 


µNm / Hz  along the 3 axes, which can eventually vary up 


to 0.5 µNm / Hz . 
Torque range:[-150; 150] µNm 
Sampling frequency: 1Hz 


Solar Pressure FSun = BF_Sun + WNF_Sun 
TSun = BT_Sun + WNT_Sun


Force model: WNF_Sun = Force white noise. 


PSD of 0.05 µN / Hz  along the 3 axes 
BF_Sun = 10 µN 
Torque model: WNT_Sun = Torque white noise. PSD of 0.1 µNm 


/ Hz  along the 3 axes 
BT_Sun = 10 µNm 


Gravity Gradient FGrav 
TGrav


Force model: FGrav = 0.03 µN along the 3 axes 
Torque model: TGrav = 0.03 µNm along the 3 axes 


         θ = attitude. X = position. F = Force. T = Torque 
 
 
The original dynamics benchmark simulator, provided by ESA  and implemented under Matlab/Simulink, 
integrates all those elements constituting the whole satellite control system: sensors, actuators, dynamics, 
disturbances, etc. (Fig. 11). For each performance evaluation campaign, 300 random dynamics within the 
uncertainty (Monte-Carlo analysis) are generated to evaluate the performance of the controllers. 
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Table IV. Darwin-type Flyer requirements 


 Objective Numerical Requirement 
Maximum absolute value:  


1 µm for all axes  Position accuracy 
Standard deviation:  
0.33 µm for all axes  


Maximum absolute value:  
25.5 mas for all axes (3 σ) 


Astronomical Requirements 


Pointing accuracy 
Standard deviation:  


8.5 mas for all axes (1 σ) 
Bandwidth ∼ 0.01 Hz for all axes 


Saturation limits Maximum force: 150 µN 
Maximum torque: 150 µNm  Engineering Requirements 


Rejection of high frequency noises 
(from measurement and actuation) High roll-off after the bandwidth 


Stability margins 
( )


( ) 2


2


<


<


ω


ω


ω


ω


jmax


jmax


S


T
 


Loop interaction Minimum 
Rejection of flexible modes  Maximum 


Control Requirements 


Controller complexity and order Minimum 
 


3.2 Control objectives 
The main objective of the spacecraft is to fulfill some astronomical requirements that demand to keep the 
flying telescope pointing at both the observed space target and the central hub-satellite. This set of 
specifications leads to some additional engineering requirements (bandwidth, saturation limits, noise 
rejection, etc.) and also needs some complementary control requirements (stability, low loop interaction, 
low controller complexity and order, etc.) –Table IV-. 
 


3.3 Non-diagonal MIMO QFT Controller Design 
The sequential non-diagonal MIMO QFT methodology previously described in Section 2 [2-7] is applied 
here to control the position and attitude of the Darwin-type Flyer. 
 


3.3.1 Relative Gain Array Interaction Analysis –Step A- 


The Relative Gain Array (RGA) of a non-singular square matrix P is a scale-invariant measure of 
interactions. Its original definition introduced by Bristol [11] was only proposed for steady state (ω = 0 
rad/sec). However, the RGA can also be computed frequency-by-frequency (51) and used to assess the 
interaction at frequencies other than zero [10]. In most cases, the value of RGA at frequencies close to 
crossover is the most important one. 
 


( ) ( )[ ] ( ) ( )( )T
RGA


 1
ij jjjj ωωωλω −⊗== PP     (51) 


 
where ⊗ denotes element-by-element multiplication (Schur product). Further information on how to 
interpret the RGA results and select pairings can be found at [10, 11]. 
 
The 6x6 (position and attitude) dynamic model of the Darwin-type spacecraft with large flimsy 
appendages has been analyzed by using the RGA method as a function of frequency and for the whole set 
of parameter uncertainty. Although the matrix obtained by means of (51) is a complex one, only the 
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absolute values are presented. By examining the corresponding matrices at each frequency, it is observed 
that the steady state results extend through low frequency up to 0.19 rad/sec. As a representative example 
within this range, (52) shows the results for the most coupled plant within the uncertainty at ω = 6.28⋅10-4 
rad/sec. According to it, the pairing should be done through the main diagonal of the matrix, which 
contains positive RGA elements, and the elements g15(s), g24(s), g42(s), g51(s) should also be considered 
relevant. 
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If the analysis is performed at high frequency, it produces the same concluding results in the entire 
spectrum starting at 3.51 rad/sec. 
 
So far, the retained compensator elements would be those of the RGA matrix marked in bold in (52). 
Nevertheless, as aforementioned, the RGA elements increase and more interactions are founded in the 
interval of frequencies where the flexible modes of the satellite mostly affect (i.e. ω = [0.19-3.51] rad/sec), 
as can be seen in (53) and (54) for the most coupled plants at ω = 0.8 rad/sec and 1 rad/sec, respectively. 
 


( )


⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥


⎦


⎤


⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢


⎣


⎡


==


1.0009
7.24702.38654.1456
2.38653.2030
4.14564.8592


1.0180
1.1674


RGA


0.00080.00060000.00.00040.0001
0.00080.00133720.0
0.00063468.00305.00.0012


0000.03468.00.00000.0000
0.00040.00130305.00.00000.0001
0.00013720.00.00120.00000.0001


 rad/sec 8.0ω                   (53) 


 


( )


⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥


⎦


⎤


⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢


⎣


⎡


==


0.7970
10.20429.4613
9.461312.56742.3373


2.33733.1307
0.9082


0.9899


RGA


0302.00690.00000.00963.00102.0
0302.01110.00009.00003.0
0690.00050.00.0001
0000.01110.00.00000.0000
0963.00009.00050.00.00000.0002
0102.00003.00.00010.00000.0002


 rad/sec 1ω               (54) 


 


3.3.2 Controller Structure 


In accordance with the above RGA results and taking into account the requirement of minimum controller 
complexity and order (Table IV), a first compensator structure consisting of six diagonal elements and 
four off-diagonal elements is chosen as the most suitable one (55). 
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From this, four independent compensator design problems have been adopted, two SISO and two 2x2 
MIMO problems: [g33(s)] and [g66(s)]; [g11(s)  g15(s) ; g51(s)  g55(s)] and [g22(s)  g24(s) ; g42(s)  g44(s)], 
respectively. The SISO problems will be considered from the classical SISO QFT point of view, while the 
two 2x2 MIMO subsystems will be studied through the non-diagonal MIMO QFT methodology. The 
coupling detected in the range of frequencies of the flexible modes will be considered in the course of the 
design procedure through more demanding specifications with respect to disturbance rejection. Provided 
the performance results were not satisfactory, then the compensator structure should be filled up with 
additional off-diagonal compensators consistent with (53) and (54): g34, g35, g43, g45, g53 and g54 elements. 
 


3.3.3 Robust Closed-Loop Specifications 


The applied non-diagonal and diagonal MIMO QFT techniques design each loop individually, including 
the multivariable characteristic by means of their corresponding equivalent plant. So, the robust closed-
loop specifications are defined in terms of SISO expressions for both SISO and MIMO subsystems.  
 
Since these methodologies are frequency domain techniques, there is obviously a need for translating time 
domain requirements (Table IV) into the frequency domain. The original specifications in Table IV 
impose maximum and standard deviation values on the position and attitude time error signals, as well as 
actuator forces and torques. Their translation into the frequency domain is based on control-ratio models 
[9], and takes into account the expected external disturbances on the Darwin-type flyer, the spacecraft 
flexible modes and the coupling among loops. As a result, four Type of specifications are defined to 
calculate the QFT bounds: Type 1: Robust stability; Type 2: Robust sensitivity; Type 3: Robust 
disturbance rejection at plant input; and Type 4: Robust control effort attenuation. 
 
The notation used for the signals in the following description of specifications refers to the scheme of the 
generic MIMO subsystem presented in Fig. 12. The compensators have been designed within the set of 
frequencies of interest ω = [6.28⋅10-4, 62.8] rad/sec. 


 


Fig. 12  Structure of a 2 Degree of Freedom MIMO System 
 
Type 1: Robust Stability specification 


This specification, shown in (56), is stated to guarantee a robust stable control. All the required values, 
displayed loop by loop in (57) and (58), imply at least 1.54 (3.75 dB) gain margin and at least 49.25º 
phase margin. The specification corresponds not only to the closed-loop transfer function yi(s)/ri(s), but 
also to transfer functions yi(s)/ni(s) and ui(s)/vi(s). Hence this condition additionally imposes the 
requirements on sensor noise attenuation, disturbance rejection at plant input and flexible modes. 
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where [pii


*e(s)]i
-1 is the inverse of the equivalent plant (45), which corresponds to pii(s) in SISO designs. 
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Loops 1, 2 and 3:  δ1(ω) = 1.85    ;  ∀ω    (57) 
 


Loops 4, 5 and 6:  
0.0912s0.4s


0.1687
21


++
=)(ωδ     ;  ∀ω           (58) 


 
Type 2: Sensitivity reduction 


The main objective of this specification, (59) and (60), is sensor noise attenuation and reduction of the 
effect of the parameter uncertainty on the closed-loop transfer function. It corresponds to ei(s)/ni(s) and 
[dtii(s)/tii(s)] / [dpii(s)/pii(s)] transfer functions. 
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      (59) 


 
All loops: δ2(ω) = 2    ;   ∀ω    (60) 


 
Type 3: Rejection of disturbances at plant input 


Solar pressure perturbation and gravity gradient are considered to affect at plant input in the form of both 
force and torque. The purpose of this specification (61), which corresponds to ei(s)/vi(s) and yi(s)/vi(s) 
transfer functions, is to attenuate the effect of plant input disturbances on the control error and the output 
signal. Thus, a high gain is required in the low frequency band, (62) to (64). Besides, since vi(s) also 
represents the flexible modes, special attention is paid to their frequency range mainly to accomplish the 
attitude requirements. 
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Loops 1 and 2: ( ) ( )
( ) ( ) ( )0912040s6.18s0.307s


0.385s215530
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+
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Loop 3:   ( ) ( ) ( )
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Loops 4, 5 and 6:  
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Type 4: Control signal 


Because of saturation limits, control signal movements should be kept reasonably small despite 
disturbances coming from actuators and sensors. This specification, (65), corresponds to ui(s)/ni(s) transfer 
function and is depicted in (66)-(68). 
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Loops 1 and 2: 
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( )56s233
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Loops 4, 5 and 6:     
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Reducing coupling effects as much as possible 


The coupling effects from other axes can be considered as part of the disturbances acting at the input of 
the equivalent SISO plant. The way of designing the non-diagonal elements of the matrix compensator 
deals with the aim of minimizing the off-diagonal elements of the coupling matrix (32). 
 


3.3.4 SISO Design Problems: g33(s), g66(s) 


Compensators g33(s) and g66(s) are independently designed by using classical SISO QFT [1] to satisfy the 
robust stability and robust performance specifications stated in Section 3.3.3 for every plant within the set 
of uncertain plants. The corresponding QFT bounds and the nominal case of the designed open-loop 
transfer functions Lii(s) = pii(s) gii(s), i = 3, 6, are plotted on the Nichols Chart for some of the most 
relevant frequencies in Fig. 13(a) and 13(b) for loops 3 and 6 respectively. Both designs satisfy not only 
their respective bounds but also the Nyquist encirclement condition, and no RHP pole-zero cancellations 
occur between g33(s) and p33(s), nor between g66(s) and p66(s). The Bode plot of each compensator can be 
found in Section 3.6, where g33(s) [Fig. 18(a)] and g66(s) [Fig. 18(b)] are represented in solid line in 
comparison with the H-infinity design (dashed line) introduced in Section 3.5. The QFT compensator 
expressions are presented in Section 3.5. 
 


 
                                             (a)                                                                                   (b) 


 
Fig. 13  Loop-shaping (a) L33(s) = p33(s) g33(s). (b) L66(s) = p66(s) g66(s) 
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3.3.4.1 First MIMO Problem: g11(s), g51(s), g55(s), g15(s) Design 


The compensator for this 2x2 MIMO problem has been designed by applying the non-diagonal MIMO 
QFT methodology developed by Garcia-Sanz et al. [1-7] and outlined in Section 2. In this particular case, 
the plant to be controlled is composed of the following elements coming from the original 6x6 Darwin-
type spacecraft model P15(s) = [p11(s)  p15(s) ; p51(s)  p55(s)], whose inverse matrix is P15*(s) = [P15(s)] -1 = 
[p11


*(s)  p15
*(s) ; p51


*(s)  p55
*(s)]. 


 
Step A: Arrangement of the system 


First, the methodology adopts the structure and the pairing of inputs and outputs given by the RGA 
technique in (55) and arranges the plant inverse matrix P15*(s) so that the inverse of the first diagonal 
element in this matrix has the smallest phase margin frequency [1]. In some cases, arbitrarily picking the 
wrong order of the loops could lead to the non-existence of a solution. In the present problem, the 
bandwidth of the loops is quite similar. Then, any order can be selected to design the non-diagonal MIMO 
QFT compensators.  
 
Step B1: Design of the diagonal compensator g11(s) 


The diagonal compensator g11(s) is designed through standard QFT loop-shaping [1] for the inverse of the 
equivalent plant [p11


*e(s)]1 = p11
*(s) to fulfill the robust stability and robust performance specifications 


determined in Section 3.3.3 for every plant within the set of uncertain plants. Fig. 14(a) shows the nominal 
case of the designed open-loop transfer function L11(s) = [p11


*e(s)]1
−1 g11(s) in bold solid line, which 


satisfies the QFT bounds, also represented in the figure. Additionally, the design fulfils the first two 
sufficient stability conditions (c.1) and (c.2) (Section 2.6). That is, L11(s) = [p11


*e(s)]1
−1 g11(s) satisfies the 


Nyquist encirclement condition and no RHP pole-zero cancellations occur between g11(s) and [p11
*e(s)]1


−1. 
The Bode plot for the obtained compensator g11(s) is presented in Fig. 19(a) (solid line) together with the 
design of the H-infinity approach. 
 


 
                                          (a)                                                                                    (b) 


 
Fig. 14  Loop-shaping (a) L11(s) = [p11


*e(s)]1
−1 g11(s). (b) L55(s) = [p55


*e(s)]2
−1 g55(s) 


 
Step C1: Design of the non-diagonal compensator g51(s) 


The non-diagonal compensator g51(s) is designed to minimize the (5,1) element of the coupling matrix in 
the case of disturbance rejection at plant input (32), which gives the following expression: 
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( ) ( )spsg *opt N
5151 −=      (69) 


 
where N denotes the plant that minimizes the maximum of the non-parametric uncertainty radii 
comprising the plant templates on the Nichols Chart. Due to the uncertainty, the expression [-p51


*(s)] 
determines a region in the magnitude and phase plots, where the compensator g51(s) is shaped following 
the mean value at every frequency ω ∈ [0, 0.1] rad/sec [see Fig. 15 with g51(s) interpolating the plot]. The 
compensator Bode plot is compared in Fig. 19(c) with that of the (5,1) element of the H-infinity 
compensator introduced in Section 3.5. 
 


 
 


Fig. 15  Magnitude plot of [-p51
*(s)] with uncertainty and g51(s) –bold solid line- 


 
Step B2: Design of the diagonal compensator g55(s) 


As in step B1, the diagonal compensator g55(s) is designed to control the inverse of the equivalent plant, 
[p55


*e(s)]2
−1, which takes the compensator previously designed into account (45). 
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On the basis of the robust specifications defined in Section 3.3.3 for [p55


*e(s)]2
−1, and also taking into 


account the plant uncertainty, the QFT bounds are computed. Then, the compensator is designed by 
classical loop-shaping on the Nichols Chart, as is shown in Fig. 14(b). Not only does the design fulfil the 
bounds but also the first two stability conditions of (c.1) and (c.2) from Section 2.6. In other words, L55(s) 
= [p55


*e(s)]2
−1 g55(s) satisfies the Nyquist encirclement condition and no RHP pole-zero cancellations occur 


between g55(s) and [p55
*e(s)]2


−1. The Bode plot of g55(s) is presented in Fig. 19(d). 
 
Step C2: Design of the non-diagonal compensator g15(s) 


Due to the requirement of minimum controller complexity and order (Table IV), the non-diagonal 
compensator g15(s) has been set to zero. Anyway, the equivalent expression to the one used in (69), 
g15


opt(s) = -p15
*N(s), could be applied to cancel interaction in both directions in the MIMO subsystem. 


 
At this point, once the whole controller of the MIMO subsystem has been determined, the last two 
stability conditions mentioned in Section 2.6, (c.3) and (c.4), are checked. The system is stable. Finally, 
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the non-existence of RHP transmission zeros of P(s) G(s) is checked by using the Smith-McMillan form 
over the set of possible plants ℑP due to uncertainty [5]. The non-diagonal MIMO QFT compensator 
expressions are presented in Section 3.6. 
 


3.3.4.2 Second MIMO Problem: g22(s), g42(s), g44(s), g24(s) Design 


The second MIMO problem consists of the following elements: P24(s) = [p22(s)  p24(s) ; p42(s)  p44(s)]. 
From the 2x2 plant inverse matrix P24*(s) = [P24(s)]-1 = [p22


*(s)  p24
*(s) ; p42


*(s)  p44
*(s)] and taking into 


account the robust stability and robust performance specifications (Section 3.3.3), the non-diagonal MIMO 
QFT methodology is equivalently performed by following the steps detailed in Section 2. 
 
The loop-shaping for the diagonal compensator elements g22(s) and g44(s) are shown in Fig. 16(a) and 
16(b), respectively. The Bode plots for the four compensators are shown in Fig. 20(a), (b), (c) and (d) for 
g22(s), g24(s), g42(s), g44(s), respectively. The 2x2 MIMO subsystem is found to be stable according to the 
sufficient stability conditions (Section 2.6). Finally, it is also checked that no additional RHP zeros have 
been introduced by the compensator [5]. The non-diagonal MIMO QFT compensator expressions are 
presented in Section 3.6. 
 


 
                                           (a)                                                                                  (b) 


 
Fig. 16  Loop-shaping (a) L22(s) = [p22


*e(s)]1
−1 g22(s). (b) L44(s) = [p44


*e(s)]2
−1 g44(s) 


 


3.4 Diagonal MIMO QFT Controller Design 
For the sake of comparison, the sequential diagonal MIMO QFT methodology developed by Horowitz 
[12] is also applied to control the position and attitude of the Darwin-type Flyer. Based on the same robust 
closed-loop specifications defined in Section 3.3.3, this technique uses a sequential procedure similar to 
the one detailed in Section 2.5 (Step B), where the recursive expression of the equivalent plant is a 
simplified case of (45), with gij (s) = 0 (i ≠ j). 
 
For the Darwin-type Flyer, the loop-shaping step of the diagonal method requires the same diagonal 
compensators gii (s) as the non-diagonal one. This happens because, in this case, in the middle and high 
frequency range the off-diagonal elements gij(s) (i ≠ j) of the non-diagonal controller have less relative 
influence than the corresponding pij


*(s) elements in the equivalent plant (45). Differences between both 
MIMO QFT controllers arise in the low frequency range, as can be observed in Fig. 17. The C2(5,1) 
element of the coupling matrix for disturbances at plant input (32) is plotted for a representative plant case 
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and for the three controllers: non-diagonal and diagonal MIMO QFT and H-infinity designs. For the 
frequency range ω ∈ [0, 0.1] rad/sec it is shown that C2(5,1)non-diag QFT < C2(5,1)diag QFT < C2(5,1)H-infinity, 
which explains why the non-diagonal MIMO QFT improves the diagonal MIMO QFT and the H-infinity 
controller results under low frequency external disturbances (see Section 3.6.2). 
 


 
 


Fig. 17  Element (5,1) of the coupling matrix C2: non-diagonal MIMO QFT in solid line, diagonal MIMO QFT in 
dotted line, H-infinity in dashed line 


 


3.5 Controllers 
The notation adopted for transfer function expressions denotes the steady state gain as a constant without 
parenthesis; simple poles and zeros as (ω), which corresponds to (s/ω + 1) denominator and numerator, 
respectively; poles and zeros at the origin as (0); conjugate poles and zeros as [ξ ; ωn], with ((s/ωn)2 + 
(2ξ/ωn) s + 1) denominator and numerator, each; n-multiplicity of poles and zeros as an exponent ( )n. 
 
The non-diagonal MIMO QFT compensator consists of the following eight elements: g11(s) = g22(s) = 
{31.5 (0.6194) (0.2138) (0.1663) (0.1649)} / {(0.666) (0.4982) (0.07526) [0.676; 1.479]}  ;  g51(s)  =  -
g42(s) = {42.4 (0)2 } / {(0.3)3}; g15(s)  =  g24(s) = 0; g33(s) = {125 (0.13) (0.057) [0.07019; 0.3565] [1; 
0.02]} / {(1.48) (0.7875) (0.2) (0.004) (0.00246) [0.18; 0.314]}; g44(s) = {2.242 (0.03412) [0.08644; 
0.7114] [0.1131; 0.3414] [0.1145; 0.2604] [0.008792; 0.2593] [0.7; 0.0052] [1; 0.0007]} / {(0.9776) (0.8) 
(0.0005)2 [0.2451; 0.2708] [0.297; 0.2673] [-0.0005; 0.254] [0.14; 0.252] [0.7; 0.0045]}; g55(s) = {2.242 
(0.13) (0.03) [0.1079; 0.7099] [0.07069; 0.341] [0.03; 0.2593] [0.7; 0.0052] [1; 0.0007]} / {(0.9776) (0.8) 
(0.12) (0.0005)2 [0.2451; 0.2708] [-0.0008; 0.254] [0.3; 0.25] [0.7; 0.0045]}; g66(s) = {2.242 (0.02584) 
[0.08644; 0.7114] [0.1131; 0.3414] [0.1145; 0.2604] [0.008792; 0.2593] [0.7; 0.0052] [1; 0.0007]} / 
{(0.9776) (0.8) (0.0005)2 [0.2451; 0.2708] [0.297; 0.2673] [-0.0007; 0.254] [0.1687; 0.241] [0.7; 
0.0045]}. 
 
The diagonal MIMO QFT compensator consists of the same diagonal elements gii(s) as the non-diagonal 
compensator abovementioned, and gij(s) = 0, i ≠ j. 
 
The main elements of the 1-DOF H-infinity compensator are shown in Figs. 18-20. Their dc gains stay 
within the range [-15 dB, 26 dB]. The remaining 26 elements present a very low gain, going from -260 dB 
to -330 dB. 
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(a) 


 
(b) 


Fig. 18  Bode Diagram Compensators: non-diagonal and diagonal MIMO QFT in solid line,  
H-infinity in dashed line. (a) g33(s), (b) g66(s) 


 


 
(a) 


 


 
(b) 


 


 
(c) 


 
(d) 


Fig. 19  Bode Diagram Compensators: non-diagonal MIMO QFT in solid line [also diagonal MIMO QFT for g11(s) and g55(s)], 
H-infinity in dashed line. (a) g11(s), (b) g15(s), (c) g51(s), (d) g55(s) 


 RTO-EN-SCI-195 1 - 27 







Beyond the Classical Performance Limitations  
Controlling Uncertain MIMO Systems: UAV Applications  


 
(a) 


 


 
(b) 


 


 
(c) 


 


 
(d) 


 
Fig. 20  Bode Diagram Compensators: non-diagonal MIMO QFT in solid line [also diagonal MIMO QFT for 


g22(s) and g44(s)], H-infinity in dashed line. (a) g22(s), (b) g24(s), (c) g42(s), (d) g44(s) 
 


3.6 Comparative evaluation 


This section shows a comparative analysis of the sequential non-diagonal MIMO QFT controller, designed 
above for the 6x6 Darwin-type Flyer, with both sequential diagonal MIMO QFT and H-infinity 
controllers. First, comparative Bode plots of the compensators are shown. Then, time performance results 
are presented (astronomical requirements), followed by open-loop bandwidth, and forces and torques 
comparison (engineering requirements). Finally, the stability objectives and the order of each compensator 
are analyzed (control requirements). 
 


3.6.1 Compensators Bode Plots 


The Bode plots are presented for the compensators of the non-diagonal MIMO QFT (solid line) in 
comparison with those of the H-infinity (dashed line). Note that, in this case, the diagonal MIMO QFT 
method yields the same diagonal compensators as the non-diagonal MIMO QFT technique. Fig. 18 
presents the results for the two SISO subsystems g33(s) and g66(s), (a) and (b) respectively. Fig. 19 plots 
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the compensators of the 2x2 MIMO subsystem composed of g11(s), g15(s), g51(s) and g55(s) elements. The 
g22(s), g24(s), g42(s) and g44(s) compensator elements that conform the other 2x2 MIMO subsystem are 
shown in Fig. 20. Note that g15(s) and g24(s) have been set to zero in the non-diagonal MIMO QFT design. 
Additionally, according to the RGA results in (55) the remaining elements of the controller matrix G(s) 
designed with this technique equal zero. By contrast, those 26 elements present a non-zero, although very 
small, magnitude response when they are designed with the H-infinity technique. Finally, the off-diagonal 
elements of the diagonal MIMO QFT are obviously zero. 
 


Table V. Time simulation performance with the three controllers 


 Specification Requirement Benchmark 
Non-diagonal 
MIMO QFT 
Controller 


Diagonal 
MIMO QFT 
Controller 


H-infinity 
Controller 


1 Maximum Position 
Error X (µm) < 1 µm B1 


B2 
0.0131 
0.0816 


0.0131 
0.0816 


0.0293 
0.511 


2 Maximum Position 
Error Y (µm) < 1 µm B1 


B2 
0.0120 
0.0120 


0.0120 
0.0120 


0.0299 
0.0299 


3 Maximum Position 
Error Z (µm) < 1 µm B1 


B2 
0.0288 
0.0288 


0.0288 
0.0288 


0.0292 
0.0292 


4 Maximum Attitude 
Error X (mas) < 25.5 mas B1 


B2 
25.27 
25.27 


25.31 
25.31 


25.95 
25.95 


5 Maximum Attitude 
Error Y (mas) < 25.5 mas B1 


B2 
22.91 
22.55 


22.99 
23.75 


23.21 
28.91 


6 Maximum Attitude 
Error Z (mas) < 25.5 mas B1 


B2 
21.15 
21.15 


21.15 
21.15 


22.84 
22.84 


7 
Std. Deviation of 
Position Error X 


(µm) 
< 0.33 µm B1 


B2 
0.00275 
0.0511 


0.00276 
0.0511 


0.00686 
0.341 


8 
Std. Deviation of 
Position Error Y 


(µm) 
< 0.33 µm B1 


B2 
0.00265 
0.00265 


0.00266 
0.00266 


0.00722 
0.00722 


9 Std. Deviation of 
Position Error Z (µm) < 0.33 µm B1 


B2 
0.00668 
0.00668 


0.00668 
0.00668 


0.00691 
0.00691 


10 
Std. Deviation of 
Attitude Error X 


(mas) 
< 8.5 mas B1 


B2 
5.57 
5.57 


5.57 
5.57 


5.68 
5.68 


11 
Std. Deviation of 
Attitude Error Y 


(mas) 
< 8.5 mas B1 


B2 
5.76 
5.80 


5.76 
5.85 


6.01 
8.23 


12 
Std. Deviation of 
Attitude Error Z 


(mas) 
< 8.5 mas B1 


B2 
4.83 
4.83 


4.83 
4.83 


5.00 
5.00 


13 
Maximum Actuator 
Force Command X 


(N) 
< 1.5e-4 N B1 


B2 
1.94e-6 
3.94e-6 


1.94e-6 
3.94e-6 


7.42e-7 
3.31e-6 


14 
Maximum Actuator 
Force Command Y 


(N) 
< 1.5e-4 N B1 


B2 
1.86e-6 
1.86e-6 


1.86e-6 
1.86e-6 


6.68e-7 
6.68e-7 


15 
Maximum Actuator 
Force Command Z 


(N) 
< 1.5e-4 N B1 


B2 
5.94e-7 
5.94e-7 


5.94e-7 
5.94e-7 


5.61e-7 
5.61e-7 


16 
Maximum Actuator 
Torque Command X 


(Nm) 
< 1.5e-4 N m B1 


B2 
8.68e-7 
8.68e-7 


8.71e-7 
8.71e-7 


1.03e-6 
1.03e-6 


17 
Maximum Actuator 
Torque Command Y 


(Nm) 
< 1.5e-4 N m B1 


B2 
1.05e-6 
1.06e-6 


1.05e-6 
1.06e-6 


1.15e-6 
1.16e-6 


18 
Maximum Actuator 
Torque Command Z 


(Nm) 
< 1.5e-4 N m B1 


B2 
1.08e-6 
1.08e-6 


1.08e-6 
1.08e-6 


1.27e-6 
1.27e-6 
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3.6.2 Astronomical Requirements 


Time simulations are performed for 300 random dynamics within the uncertainty range (MonteCarlo 
analysis) in the original ESA benchmark simulator (B1) described in Section 3.1 and in a complementary 
benchmark (B2), both developed under Matlab/Simulink. The latter just adds to B1 a low frequency 
disturbance force at plant input along the X-axis (magnitude: 2 µN, frequency: ω = 0.05 rad/sec) in order 
to consider disturbance rejection and coupling attenuation at low frequencies. In each simulation, the 
criteria appearing in Table IV are computed over the entire simulation time (i.e. 5000 sec). 
In order to characterize the minimum performance obtained, the worst results reached by every controller 
are presented in Table V. In other words, for each controller, the greatest value over the 300 uncertain 
cases is shown for the maximum and the standard deviation of position and attitude errors, as well as for 
maximum actuator commands, in all axes. Then, it is possible to verify whether the worst performance 
still respects the requirement. The bold number in every row of Table V represents the best result (best 
control strategy) for every particular specification. 
 
Position errors (1,2,3,7,8,9 –Table V) 


By inspecting Table V, it is found that the performance obtained in time simulations is very good 
concerning position accuracy, since the requirements are easily fulfilled (an improvement of two orders of 
magnitude with respect to the specification is achieved in benchmark B1, and at least one order of 
magnitude in benchmark B2) for maximum and standard deviation values. The non-diagonal MIMO QFT 
design either equals or slightly improves the diagonal MIMO QFT. Both QFT controllers improve the H-
infinity results for the two benchmarks. 
 
Attitude errors (4,5,6,10,11,12 –Table V) 


The specification for the highest attitude error is harder to meet mainly because of the effect of the flexible 
modes. Some of the maximum attitude values of the H-infinity even exceed the 25.5 mas required: see 
benchmark B1 (4 –Table V) and benchmark B2 (4,5 –Table V). Again, the MIMO QFT methodologies 
improve the results of the H-infinity controller in the six attitude error cases (4,5,6,10,11,12 –Table V). 
 
Once more, the non-diagonal MIMO QFT either equals or improves the diagonal QFT controller results. 
The greatest differences between both controllers can be observed at the Attitude Error along the Y-axis 
(5,11 –Table V), especially for benchmark B2. There, the non-diagonal design decreases the standard 
deviation attitude error by 0.85 % (11 –Table V) and the maximum attitude error by 5.05 % (5 –Table V) 
with respect to the values reached by the diagonal compensator. These improvements could turn out to be 
relevant to the astronomical mission. Their achievement is due to the fact that the off-diagonal 
compensators have been designed to minimize the coupling at low frequencies, which are principally 
stressed in the second benchmark. 
 


3.6.3 Engineering Requirements 


 
Saturation limits. Actuator commands (13,14,15,16,17,18 –Table V) 


As can be seen in Table V, actuation is very small and far below the saturation limits. The results for the 
three controllers remain at similar values (13,14,15,16,17,18 –Table V). 
 
Open-loop Bandwidth Comparison 


The open-loop cross-over frequency results of the six SISO loop subsystems are shown in Table VI. These 
measures correspond to the smallest frequencies in Hz where the transfer functions of the open-loop of 
each SISO subsystem pii(s) gii(s) [without the coupling elements pij(s), i ≠ j] are equal to 0 dB. The 
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minimum performance for each of the three designs has been established as the minimum bandwidth value 
over the 300 random satellite dynamics. Obviously, the bandwidth results for the two MIMO QFT designs 
coincide since their diagonal compensators are the same. A value of 0.01 Hz is considered a good 
compromise choice for bandwidth. Since the frequencies of the first flexible modes are within the range 
[0.05, 0.5] Hz, the open-loop cross-over frequencies for attitude and position are tuned to be as high as 
possible while simultaneously preventing the flexible modes from disturbing the system output 
performance. 
 


Table VI. Frequency performance with the three controllers 


 Requirement 
Non-diagonal 
MIMO QFT 
Controller 


Diagonal MIMO 
QFT Controller 


H-infinity 
Controller 


Position Bandwidth X (Hz) 0.01 Hz 0.0464 0.0464 0.0229 
Position Bandwidth Y (Hz) 0.01 Hz 0.0472 0.0472 0.0206 
Position Bandwidth Z (Hz) 0.01 Hz 0.0212 0.0212 0.0205 
Attitude Bandwidth X (Hz) 0.01 Hz 0.00949 0.00949 0.0102 
Attitude Bandwidth Y (Hz) 0.01 Hz 0.0102 0.0102 0.0102 
Attitude Bandwidth Z (Hz) 0.01 Hz 0.00883 0.00883 0.0102 


12.73 (Max) 11.51 (Max) 4.70 (Max) ( )ω
ω


jTmax  (dB) <6 dB 5.64 (Mean) 5.55 (Mean) 4.69 (Mean) 
13.11 (Max) 12.05 (Max) 6.24 (Max) ( )ω


ω
jSmax  (dB) <6 dB 6.69 (Mean) 6.60 (Mean) 5.48 (Mean) 


 
For the position transfer functions, the three controllers exceed the 0.01 Hz recommendation (two and 
even four times depending on the controller and the axis). However, the flexible modes mostly affect the 
attitude transfer functions and do not impose such strong constraints on the position transfer functions. 
Consequently, it is possible to go over 0.01 Hz for the position loops, as is proved by the satisfying time 
domain results in Table V. 
 
For the attitude transfer functions, the open-loop cross-over frequencies are around 0.01 Hz for the H-
infinity and for both the non-diagonal and diagonal MIMO QFT designs. 
 


3.6.4 Control Requirements 


 
Stability Objectives 


Stability and performance specifications are essentially described as mathematical expressions ready to be 
used during the design process of the controller. These expressions usually differ from one control 
methodology to another provided they are based on distinct approaches, which is the case of H-infinity 
and QFT-based methodologies. In this paper the stability specifications have been defined in two different 
ways:  
 
a) Stability conditions of Section 2.6 for MIMO QFT (Nyquist criterion for sequential methods). 
b) Margins on ( )ω


ω
jmaxT  and ( )ω


ω
jmax S  for H-infinity (classical criterion for MIMO systems). 


 
The non-diagonal and the diagonal MIMO QFT controllers fulfill the stability conditions for sequential 
procedures defined in Section 2.6. The H-infinity compensator fulfills the margins of T(s) and S(s) defined 
in Table VI. With respect to this classical interpretation of robust stability, the QFT approaches respect 
them in most of the cases (mean), but not in several cases (max). This is due to the fact that these 
interpretations of the stability margins (which are indeed a margin of a margin) are not integrated as a 
design specification in the core of QFT techniques. 
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Since stability and performance specifications are only interpretations of the functional requirements 
(astronomical and engineering requirements –Table IV-), the designer should be aware of which tradeoffs 
need to be made. Essentially, the interpretation of reality in terms of a particular theory can never replace 
the real world itself. In the absence of the real system implementation or a suitable prototype to be used 
instead, the designer must manage time domain simulations in order to verify the control system behavior 
[1]. That interpretation was done and successfully validated in the previous sections of the paper. 
 
Additionally, the classical margins on ( )ω


ω
jmaxT  and ( )ω


ω
jmax S  are stability MIMO margins, but they do 


not include phase information. This fact makes them sufficient, but not necessary conditions and could 
yield very conservative controllers in some situations. Although the three methods are robust stable 
according to their own requirement and to time domain simulations, future research work to re-interpret 
both types of robust stability conditions and margins constitute one of the next research objectives.  
 
Controller Complexity and Order  


The number of operations that have to be performed per sampling period may place restrictions on the 
compensator design. The implementation of a controller based on the state space representation differs 
from that based on transfer functions. The former appears to have a common denominator for every 
element of the compensator when it is transformed into transfer function description and the latter does not 
actually need it. Indeed, the expression of each control signal in a transfer function matrix depends on its 
corresponding row of the compensator matrix. But even there, common denominators are not needed. The 
control signal ui(s) is computed as the sum of signals generated by every compensator in the i-th row. 
 
In order to make a realistic comparison of the computational cost of the different controllers (non-diagonal 
MIMO QFT, H-infinity and diagonal MIMO QFT), the number of sums and multiplications computed in 
each sample at the final implementation are analyzed. Following the same discretization process, the 
values in Table VII are obtained. The compensator matrix of the H-infinity design expressed in transfer 
function description presents 36 elements having 42nd order. The diagonal MIMO QFT design consists of 
six diagonal compensators going from 5th to 14th order. The non-diagonal MIMO QFT design consists of 
eight compensators going from 3rd to 14th order. 
 


Table VII. Computational cost per sampling for the three controllers 


Controller Number of Multiplications Number of Sums 
Non-diagonal MIMO QFT 130 124 


H-infinity 2994 2988 
Diagonal MIMO QFT 116 110 


 
 


4.0 COMBINING SWITCHING & ROBUST QFT CONTROL STRATEGIES TO 
IMPROVE CLASSICAL CONTROL[8]


This section introduces a methodology to design a family of robust controllers able to go beyond the 
classical linear limitations. Combining robust designs and stable switching, the new controllers optimize 
the time response of the system by fast adaptation of the controller parameters during the transient 
response according to certain rules based on the amplitude of the error. The methodology is based on both 
a new graphical stability criterion for switching linear systems and the robust quantitative feedback theory 
(QFT). 
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4.1 Introduction 
Switching control has demonstrated to be an efficient tool in achieving tight performance specifications in 
control systems [15-16]. The way to reach this enhancement is by designing various parallel controllers 
with different characteristics, and continuously selecting among them the one that governs the system 
(Fig. 21). Thus, performance specifications that are not achievable by a simple linear controller, as the 
limitation theory predicts [17-18], can be attained through suitable switching rules. 
 
One of the main issues in switching control techniques is that the system stability is not assured a priori, 
even if the switching is made between stable controllers. This is the reason why most of the current 
literature about switching systems is still devoted to stability issues. See [19-20] for general results about 
stability criteria applied in some particular cases. 
 


4.2 Switching & robust QFT control 


4.2.1 Switching Systems Stability 


 
Fig. 21 shows a general scheme of a switching system. A set of controllers is designed and a supervisor 
selects the most suitable one, depending on the system and environment parameters. 
 


 
 


Fig. 21 Switching control scheme. 
 


One of the main difficulties found when switching techniques are applied is that, in general, the system 
stability is not assured, even if switching is made between stable controllers. Some extra conditions must 
be met. In particular, it has been proved that a system  
 
 { } Hurwitz,    ,,...,)(   ),()()( 1 imttxttx AAAAA =∈= A   (71) 


 
with arbitrary switching within the set of matrices A is exponentially stable if and only if there exists a 
common Lyapunov function (CLF) for all Ai in the set A [22]. It has also been proved that the existence of 
a common quadratic Lyapunov function (CQLF) is a sufficient condition for exponential stability [23]. In 
this context, the main issue in linear switching systems is finding conditions under which the existence of 
a CQLF is assured. In particular, it has been proved that the circle criterion provides necessary and 
sufficient conditions for the existence of a CQLF for two systems in companion form [24-26], that is, the 
systems 
 )()( txtx A=   (72) 
 
   (73) )()()( txtx Tg∆A −=
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both Hurwitz,  with 
 


       (74) ,
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have a CQLF if and only if 
 
    for all frequency ω.  (75) ,=>−+ − ω ,0})(Re{1 1 jssT gAI∆
 
This paper considers stability for arbitrary switching between two closed-loop systems with transfer 
functions T1(s) = L1(s)/[1+L1(s)] and T2(s) = L2(s)/[1+L2(s)], both stable, where L1(s) = P(s)G1(s) and L2(s) 
= P(s)G2(s)  are proper, have the same number of poles, and the same number of zeros. In this case, the 
effect of switching is to change the gain and the position of poles and zeros. The open loop transfer 
functions of both systems are  
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Note: For the sake of clarity in the subsequent analysis, a general expression has been used where the 
order or the numerator is one less than that of the denominator. If it were not the case, then the coefficients 
bn-1, etc, would be zero. 
 
The closed-loop transfer functions are 
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where the characteristic equations are 
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Using these expressions for the coefficients ei and ∆ei, the matrices A, g, and ∆ are defined. Now the circle 
criterion is applied to guarantee stability under arbitrary switching. As  
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After some simple manipulation, 
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the condition can be expressed in the following form: 
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As this formulation of the circle criterion is applied to open-loop transfer functions, it is enough to check it 
at positive frequencies due to symmetry. Condition (84) is then equivalent to 
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Let us denote 
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Using the triangle inequality, a sufficient condition for (85) is 


 
 )ω(α90)ω(φ12 −<  deg for all  (88) .0ω ≥
 
Then, the criterion can be applied graphically in both the Nyquist and the Nichols diagrams. In the first 
case, the criterion may be expressed by saying that L1(jω) and L2(jω) must be inside of an arc of             
[90 – α(ω)] deg around the point (-1,0) at each frequency. In the Nichols diagram a condition over angles 


 RTO-EN-SCI-195 1 - 35 







Beyond the Classical Performance Limitations  
Controlling Uncertain MIMO Systems: UAV Applications  


is more easily checked: plotting the frequency response of  [1 + L1(jω)] and [1 + L2(jω)], the distance 
φ12(ω) on the horizontal axis at each frequency must be less than [90 – α(ω)] deg.  
 
It must be noted that the function α(ω) can be expressed in the following form: 
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so it may be considered as a measurement of the controller poles change, as Fig. 22 shows. Consequently, 
the larger the movement made by the poles, the bigger the conservativeness introduced by the triangle 
inequality at (88). Note that for each frequency ωi there is a different angle α(ωi). 
 


 
 


Fig. 22 α(s) for a system with three switching poles. α(ωi) = α1(ωi) + α2(ωi) + α3(ωi). 
 
At this point two questions arise. Firstly, the criterion presented above can be applied to switching 
between two isolated controllers with the same structure. However, it is possible that the designer wants to 
do switching among more than one system, or even among an infinite number of systems, which can also 
be considered as a linear parameter varying (LPV) system, where the controller varies continuously. 
Secondly, real systems present uncertainty, so the criterion must be modified in some way to take the 
uncertainty into account. The next discussion undertakes both issues. 
 
If the switching is made among a set of controllers, the criterion has to be accomplished by every pair of 
them. Checking this condition may be an impossible task if there is more than one pole moving, because 
the angle α is different for each pair of controllers. For this reason, if we are interested in a controller 
whose parameters change continuously with the error, we will permit only variable gain and zeros. Then, 
the angle α(ω) is null for every frequency, and the only condition to satisfy is that the angle between any 
two possible systems Li(jω) and the critical point (-1,0) is less than 90 deg. Moreover, under this premise 
the conservativeness introduced in (88) vanishes. The condition can be checked graphically with a grid of 
the possible open-loop systems that the controller variation can generate, as Fig. 23a shows. The 
maximum angle ϕ12(ω) must be contained in a 90 deg arc from (-1,0). In the Nichols Plot, the way to 
apply the criterion is to draw the grid of possible 1+Li(jω) systems, and check that the maximum 
horizontal distance is less than 90 deg. Fig. 23b illustrate the criterion in the Nichols Plot.  


 RTO-EN-SCI-195 1 - 36 







Beyond the Classical Performance Limitations  


 
Using similar arguments, it is also easy to deal with uncertainty. For an uncertain system, the template 
ℑP(jω) is the area of the possible plants within the uncertainty at the frequency ω. If this system is 
governed by a switching controller, each point of the template can change its position due to switching. 
From this point of view, switching can be considered as a mechanism that modifies the position and shape 
of the templates of  [1 + Li(jω)]. To be sure that the switching is stable, the above criterion must be applied 
to the whole template. 
 


(a)                (b) 
 


Fig. 23 Criterion for continuous switching: a) Complex plane. b) Nichols plot. 
 


It has been traditionally considered in control theory that uncertainty changes the plant slowly in 
comparison with the system dynamics. If the switching laws depend on the state of the system, then the 
switching is much faster than changes due to uncertainty. Consequently, for each point of the departure 
template there is only one corresponding point in the arrival template. Furthermore, it can be assumed that 
uncertainty does not affect the angle α. 
 
Then the Nichols Chart is a very clear diagram to test the stability of the uncertain switching system. Fig. 
24 shows the templates of [1+Li(jω)] and the application of the method. If during the displacement of each 
point of the first template to its corresponding point of the second one, the maximum horizontal distance 
between any two points of this path is less that 90 deg, the stability condition is satisfied at that particular 
frequency. Although it is a laborious task to check each point of the template at each frequency, usually it 
is not necessary because the whole set of templates are much closer together than the critical distance. 
 


 
 
 


Fig. 24 Stability criterion on the Nichols Chart 
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4.2.2 Methodology 
 
Quantitative feedback theory [1] has demonstrated to be an excellent tool dealing with the compromises 
between several, often conflicting, control specifications. Its transparent design process allows the 
designer to consider all of them simultaneously and in the same plot. The QFT philosophy permits to 
design a controller that satisfies the set of performance specifications with every plant within the 
uncertainty, using the minimum amount of feedback. 
 
However, as any linear methodology, QFT produces linear controllers, and consequently it is subject to 
the performance limitations of linear systems. Briefly speaking, the way in which a system can improve its 
performance is limited by the reduction of the stability margins. Although those limitations are usually 
expressed in the frequency domain, they have consequences in the time response of the system.  
 
As limitations are due to the linear character of the system, it seems that the key is to use nonlinear 
controllers. Some work has been done in that respect, and some elegant solutions have been performed 
[27-28]. However, the use of nonlinear elements may imply some problems, like instability or limit cycles, 
as well as the lack of simple design tools.  
 
Another solution to overcome the linear limitations is to prioritize some specifications over others 
according to the state of the system at each time. In other words, do switching to select the appropriate 
controller, keeping always the linear character. A particular way to do this is to use the error amplitude as 
the switching signal. Then, when the output is far from the reference, the system needs to be more stable, 
and also faster, but precision is not so necessary. Conversely, when there is little error, some amount of 
stability margin can be sacrificed in order to increase the low frequency gain, and therefore the precision 
and the disturbance rejection. These ideas, combined with the QFT method, lead to a new design 
procedure, listed in the next four steps: 
 
Step 1: Obtain a preliminary linear controller for the system, usually by applying QFT: represent the 
parametric and/or non-parametric uncertainty with the templates, define the frequency domain 
specifications, generate the QFT-bounds and design a linear controller by loop-shaping. 
 


Step 2: The preliminary QFT controller is the starting point to design two extreme controllers with the 
same structure, where gain and zeros can vary freely, but poles stand still. The characteristics of these two 
controllers must be related with the error amplitude. As Boris Lurie explains [16], when the error is large 
the bandwidth must increase to get fast response, but the loop gain does not need to be high. And for small 
errors, the bandwidth is reduced to avoid the effects of noise, while the low frequency gain is increased to 
minimize the jitter and the tracking error.  


In terms of loop-shaping, these rules can be considered as: 1) for small errors, increase gain and move 
further away the zeros, and 2) for high errors, decrease gain and bring nearer the zeros. Apart from this, 
reasonable stability margins must be maintained, although they could be considerably reduced for the 
small error situation. 
 
Step 3: The robustness of the extreme designs guarantees that both linear systems are stable for every plant 
within the uncertainty. However, it is necessary to apply the criterion presented in the previous section 
[see equation (88) with α = 0] to assure that the switching between both controllers is also stable. 
 
One advantage of this graphical criterion is that it gives information about the frequencies where 
conditions are not satisfied, so the designer can go back to Step 2 and change the extreme controllers in 
this region. 
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Step 4: Select the switching function. Simulations of the system governed by each controller are 
performed. Looking at the time response of the designs, the function that relates the error amplitude with 
the position of the controller parameters is designed (see for example Fig. 27). 


4.3 Application: Remotely Controlled Reconnaissance Vehicle 


This section presents a simple example to illustrate the new methodology introduced in section 4.2. It 
consists in a remotely controlled reconnaissance vehicle (see [29] for details). 
 
The plant to be controlled is: 
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Step 1 
The controller designed by Dorf (see [29]) is: 
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Step 2 
Now, starting from G0(s), the extreme controllers G1(s) and G2(s), for low and high errors respectively, are 
designed observing the guidelines exposed in section 4.2. The elements to be varied are the gain and a 
zero. The new controllers are 
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and their frequency domain characteristics can be viewed in the Bode plot of Fig. 25. As is appreciated, 
G1(s) presents a higher low-frequency gain and a dominant pole, while in G2(s) the low-frequency gain is 
lower and the zero is the dominant one. Their robust stability margins are checked with QFT tools. 
 


 
 


Fig. 25  Bode plot of the three controllers 
 


 RTO-EN-SCI-195 1 - 39 







Beyond the Classical Performance Limitations  
Controlling Uncertain MIMO Systems: UAV Applications  


Step 3 
Fig. 26 shows the templates T[1 + L1(jω)] and T[1 + L2(jω)] at various representative frequencies [1, 2, 3, 
5] rad/sec, and the Nichols plot of each nominal function [1 + Li0(jω)]. As there is no variation in any pole 
of the controller, the angle α is cero for all frequencies, and the only thing to check is that, in the path from 
each point of the first template to its corresponding point of the second template, the maximum horizontal 
distance between two points is not higher than 90 deg [see (88) with α = 0].  
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Fig. 26  Stability study of the switched systems on the Nichols chart 


 
Step 4 
The switching controller Gswi(s) presents the following expression: 
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where the parameter k is given by a function  → [0, 1] of the error signal. In order to reduce possible 
impulse effects, a smooth function (95) has been selected instead of a relay-type or saturation-type 
function, 
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where the values of the parameters have been adjusted for optimal performance by simulation. Some 
further research could be devoted to finding the optimum shape for the switching functions. The shape of 
the switching function is shown in Fig. 27. 
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Fig. 27. Switching function 


 
Validation 
The compensators are verified in the time domain for the most representative plants selected from the set 
of uncertain plants. Fig. 28 shows the time response of the control system (nominal plant [29]) to a step 
input reference tracking (t = 1 sec) and a step disturbance (t = 15 sec). The response of the controller 
designed with the new methodology (switching controller, Gswi) combine the best characteristics of the 
extreme controllers (G1 and G2), improving the response of the original fixed controller (G0).   
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Fig. 28  Response to a step input reference tracking and a step disturbance 
 


5.0 CONCLUSIONS 


Since the very first ideas suggested by Horowitz in 1959 until now, the Quantitative Feedback Theory 
(QFT) has been successfully applied to many control systems: linear and non-linear, stable and unstable, 
SISO and MIMO, minimum and non-minimum phase, with time-delay, with lumped and distributed 
parameters, multi-loop, etc [1]. The method searches for the controller that guarantees the achievement of 
the required performance specifications for every plant within the existing model uncertainty. QFT 
highlights the trade-off (quantification) among the simplicity of the controller structure, the minimization 
of the ‘cost of feedback’, the quantified model uncertainty and the achievement of the desired performance 
specifications at every frequency of interest. 
 
The first part of the paper summarized a methodology to design sequential non-diagonal QFT controllers 
for multi-input-multi-output MIMO systems with uncertainty. The second part demonstrated the feasibility 
of that methodology to control UAVs, in particular the position and attitude control of a 6x6 MIMO 
Darwin-type spacecraft with large flexible appendages. The third part of the paper introduced a new 
practical methodology to design robust controllers that work under a switching mechanism. The method is 
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capable of optimising performance and stability simultaneously, going beyond the classical linear 
limitations and giving a solution for the well-known robustness-performance trade-off. Based on the 
frequency domain approach, the method combines a graphical stability criterion for switching linear 
systems and the robust quantitative feedback theory. 
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		Table I. Simplifications to quantify the coupling effects

		Reference tracking

		Simplification S1

		Simplification S2



		Type 1: Robust Stability specification

		Type 2: Sensitivity reduction

		Type 3: Rejection of disturbances at plant input

		Type 4: Control signal

		Reducing coupling effects as much as possible

		Step A: Arrangement of the system

		Step B1: Design of the diagonal compensator g11(s)

		Step C1: Design of the non-diagonal compensator g51(s)

		Step B2: Design of the diagonal compensator g55(s)

		Step C2: Design of the non-diagonal compensator g15(s)

		Position errors (1,2,3,7,8,9 –Table V)

		Attitude errors (4,5,6,10,11,12 –Table V)

		Saturation limits. Actuator commands (13,14,15,16,17,18 –Tab

		Open-loop Bandwidth Comparison

		Stability Objectives

		Controller Complexity and Order
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Abstract


Embedding desired behaviors in autonomous vehicles is a difficult problem at best and in general prob-
ably impossible to completely resolve in complex dynamic environments. Future technology demands the
deployment of small autonomous vehicles or agents with large-scale decentralized swarming capabilities
and associated behaviors. Various techniques inspired by biological self-organized systems as found in
forging insects and flocking birds, revolve around control approaches that have simple localized rule sets
that generate some of the desired emergent behaviors. To computationally develop such a system,an
underlying organizational structure or framework is required to control agent rule execution. Thus, au-
tonomous self-organization features are identified and coalesced into an entangled-hierarchical framework.
The use of this self-organizing multi-objective evolutionary algorithmic approach dynamically determines
the proper weighting and control parameters providing highly dynamic swarming behavior. The system
is extensively evaluated with swarms of heterogeneous vehicles in a distributed simulation system with
animated graphics. Statistical measurements and observations indicate that bio-inspired techniques in-
tegrated with an entangled self-organizing framework can provide desired dynamic swarming behaviors
in complex dynamic environments.


1 Introduction


The future deployment of autonomous vehicles or agents will be in large-scale decentralized swarming envi-
ronments with associated behaviors. Examples include homogeneous and heterogeneous autonomous robotics
and aerial vehicles for reconnaissance and possible action. Examples include commercial UAVS such as the
Raven [1], DARPA’s micro-UAV project with fixed wing, flapping wing, and rotary wing efforts as found
in [2], and UAVs built from MEMS micro-devices [3]. Biological inspired self-organized systems as found in
forging insects (ants, bees, ...), flocking birds and attack activities (bees, wasps, ...), revolve around control
approaches that have simple rule sets that generate some of the desired emergent behaviors. In generaliz-
ing this approach, localized agent rules that evolve the requisite agent and vehicle swarming behaviors are
desired. To computationally develop such a system, an underlying organizational structure or framework
is required to control agent rule execution. Thus, autonomous self-organization (SO) features are identified
and coalesced into a SO system entangled-hierarchical framework. The dynamic vehicle or agent swarm be-
havior is evolved using a multi-objective genetic algorithm to successfully perform dynamic reconnaissance
and as appropriate attack targets. This provides the swarm with the evolved ability to dynamically react to
hostile environments with low computational complexity and high effectiveness without requiring constant
human interaction. The self-organizing multi-objective evolutionary algorithmic approach dynamically de-
termines the proper weighting and control parameters without requiring parameter tuning, yet providing
highly dynamic swarming behavior.
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This paper initially discusses the UAV research background in Section 2. A generic vehicle or agent swarm
multi-objective problem domain model is developed in Section 3. Because of the NP-Complete problem
complexity, in Section 4, the proposed system uses a multi-objective evolutionary algorithm (MOEA) to
explore the associated search space. The concept and design of a self-organized multi-objective evolutionary
algorithm is developed in Section 5. In Section 6, addition of a new DE-inspired controller and more advanced
swarm behaviors are shown. In Section 7 the system is extensively evaluated with swarms of heterogeneous
vehicles in a distributed simulation system with animated graphics. Section 8 concludes with measures of
success and possible future directions.


2 Generic Swarming Approaches


Approaches to control and swarming are as quite varied. Some of the exemplar works are discussed along
with our extensions. The first part of this section presents a brief background on generic swarming domain
problem domain. Then several associated efforts with other techniques are discussed and briefly evaluated.


2.1 Algorithmic Structures/Frameworks


Our problem domain has a resemblance to Nikovski’s [4] domain of Decision-Theoretic Navigation of mobile
robots. Nikovski’s work does not specify the particulars about the learning and domain encountered, but
autonomous agent movement and navigation fundamentals are universal. Nikovski finds a Best First Model
Merging (BFMM) in which the objective is to accurately predict which actual time-state pair the current
Partially Observable Markovian Decision Process (POMDP) observed state is modeling. He also endeavors a
State Merging (SMTC) searches for the same objective but includes suboptimal solutions that can be merged
in order to solve for an aggregate better solution in the long run. None of the combinations converge with
the optimum but the systems do show improvement. The cause of this stems from the systems inability to
learn the correct model. There also exist a bit of concern about mapping vectors leading into and out of a
state given the Markov assumption. These attempts are all geared toward finding predictable solution in an
extremely large solution space.


Khosla [5] uses evolutionary algorithms for Weapon Allocation and Scheduling (WAS). In this do-
main two parameters are optimized, Threat Kill Maximization (TKM) and Asset Survival Maximization
(ASM)reflecting. Deterministic and stochastic (GA) approaches are employed with interesting results. And
in A technique of utilizing a single objective genetic algorithm (GA)successfully accomplished dynamic en-
vironment reaction in [6].


There are several approaches to developing SO vehicle swarm controllers using genetic programming
(GP) [7–11]. Woolley’s [12] defines a control structure called the Unified Behavior Framework (UBF) which
constrains the GP, with consistent success in a constrained problem. In [13] they develop a complex control
architecture for agents utilizing the principles of artificial immune systems (AIS), with mild success.


Overall, these research efforts reflect the intractable complexity of the problem domain space and generally
heavy computational demands. Many of the mentioned techniques simply constrain or approximate the
solution space and then search stochastically. Thus, finding simple behaviors sets and relations between
them allow for lighter computational processing.


2.2 Rule Based Behavior Archetypes


When self-organization (SO) is applied to a system, rules sets must be developed in such a way that all
solutions are feasible in sub-domains. In the case of our Swarmfare, the system gathers these rules together
to form behavioral archetypes (BA). Through these groupings the rules are weighted and applied to establish
each subsequent action. This is similar to the modes in Rosenblatt’s architecture [14]. Although, this system
uses a set of neural-network preceptrons to form the control agent and find the appropriate BA to use at a
precise moment. This open scheme of BAs allows for flexible and quick response of different variations given
the dynamic environment.


SO Rules Utilized The Swarmfare simulation system currently combines 10 rules to define each BA:
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Figure 1: Release of a swarm of Heterogeneous vehicles (UAVS) in a target rich environment. The UAVs
start clustered on the left engagement and sensor rings illustrated. The targets are show throughout the
space with matching sensor and engagement rings. [16]


- Flat Align - vector align with neighbors
- Separation - Cluster Range away
- Cohesion - Cluster range towards
- Obstacle Avoidance
- Evade - a priori collision detection and avoidance
- Target Orbit - orbit target at safe distance
- Attract - towards center of mass of all targets
- Weighted Attract - towards closest target
- Target Repel - repel if with 90% of UAV sensor range
- Weighted Target Repel - repulsion based on proximity


The ten rules are derived from generic swarm and target interactions. The core five swarm rules, flat
align, separation, cohesion, obstacle avoidance and evade are from Reynolds work [15, 16]. The orbit stems
from Lua’s work [17]. The target driven rules, attract (and weighted), repel (and weighted), and orbit are
derived. Attract and repel tries to form a balance of aggression and respect towards targets. Each rule is
weighted differently depending on the makeup defined by BAs of the agent.


3 Swarm Problem Domain


A swarm of vehicles or agents moves through a space governed by basic physical and communication princi-
ples. The space contains a set of obstacles and targets (physical or abstractions). The targets are stationary
but attack. The sensor information and simple Self Organization (SO) rules are given to each individual
vehicle or agent. The rule set and interaction amongst the vehicles creates emergent behaviors that allow
the agents to swarm and attack the targets nondeterministically. For example from [6], Figure 1 reflects the
problem domain constrained environment or domain of the Swarmfare animated simulation package.


The objectives are two fold. First the system must establish a SO Swarm. The intent of this objective is to
increase search effectiveness, safety, and attack force. The second objective requires the swarm to successfully
engage targets. This means two things, maximized damage to the target and minimized causalities in the
swarm. All of this must happen while moving through a populated terrain space.


The correct control of the vehicles in this space results from exacting combinations of the SO behavior
set. The arbitration of the behavior sets and weighings of those behaviors form the real solution space.
Search through that extremely large and volatile space requires advanced searching techniques.


3.1 System Mapping to POMDP


Mapping this problem domain to a formal model requires explanation of several critical elements. First the
targets and vehicles or agents have sensors and interact through basic nearest neighbor communications,
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with epidemic transfer of information. As a result, any agent in the space has only limited knowledge of
its circumstances. As the agents move through the space, engagement with the targets follows stochastic
modeling and allows for aggregation of forces. This creates a scenario where the domain space changes
rapidly and unpredictably. To reduce the confusion and simplify the space, Markovian assumptions are used.
Without global knowledge and the inability to predict the results of any single action, these assumptions
indicate a way to abstract the state.


For these reasons the problem domain falls under the category of Partially Observable Markovian Decision
Processes (POMDP). A POMDP is made of the tuple shown in equation 1, which includes the state set (S),
action set (A), transaction set between states (T), observations (O) and feedback mechanism (R).


D(S,A, T, O, R) (1)


The expansive problem domain space of POMDPs forces the reduction of the state into more abstract
pseudo states for the ease of understanding. Thus, the mapping of this specific swarming problem (target
engagement) is extended to a POMDP model [18].


The agent actions are defined by the set of beliefs state transitions and the scope of the set defined by
the following. Within each state S there exists a set of agents υ, set of targets τ and set of obstacles ζ in
the domain space.


Agent
The agent (UAVs) is defined by the tuple in Equation 2


υ(λυt, eυ, dυ) (2)


Here the λυt defines the location and velocity vector, eυ is the engagement range of agents. dυ is the
detection range of agents. This state describes the agent from the global view.


Target
Equation 3 defines the target (SAM site) sets:


τ(λτ , eυ, dυ) (3)


Again the λτ defines the location vector, eυ is the engagement range of targets, and dυ is the detection
range of agents.


Obstacle
Equation 4 defines the obstacle set:


ζ(λζ , sζ) (4)


Again the λτ defines the location vector and sζ defines repulsion field strength of the obstacle.
Action
The action set is defined by the agents actions Equation 5:


{µA1 , . . . , µAn}εA(µ) (5)


The µAk
is the movement action of all agents taken in the domain. The null action does not exist in the


set as the agent must always be moving while in flight. This also means velocity vector λ must not be 0.
The set also includes other actions such as, detect, engage, turning and others depending on the capabilities
of the agents.


Transition Set
The transition in the world domain is dependent on the independent agent action and interactions.


Therefore Equation 6 show the transition probability between states.


T : P (s′) = P (s′, Υ, s)P (s) (6)


Given that no scenario encountered is the same, it is impossible to articulate the search space entirety
or control search based on the immense state space created by the POMDP model. This phenomenon forces
the need for a probabilistic behavior model. Using self-organized behaviors the system can abstract the
state and respond to it appropriately in polynomial time. This abstraction forces sets of abstract states that
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dictate modes and behavior structures. As a result the system needs discrete sets of behaviors with different
control weights that allow the flexibility to move in this abstracted state which is shown in Section 2.2.


The probability of entrance into a new state P (s′) is dependent on the previous state P (s) and the set of
agent actions, Υ. The agent state itself as a local view is extended with the I-POMDP model. The Interactive
POMDP (Interactive Partially Observable Markov Decision Process) used by Doshi [19] specifically defines
the state transitions of each agent based on the probability of the interactions with other agents. This
approach focuses the agent actions based on its knowledge base and behavior set independent of the entirety
of the domain.The agents local state and actions can be defined by the I-POMDP in Equation 7. The
purposed I-POMDP model allows the agents to work separately and interactively update the global state.


Ii = {ISi, A, Ti, Ωi, Oi, Ri} (7)


The interactive state ISi depends on the state S and the belief that other agents interact with that state,
θj , using ISi = S × θj .


Individual Agent State
The state of the agents in the I-POMDP motivates a further description of the agents. From the agents


perspective on the domain, many local knowledge pieces need to articulated. Further development of the
I-POMDP mathematical model for the UAV problem domain can provide predictability in the effectiveness
through a detailed system verification (proof) of performance. At this point in the design process the system
develops from the substates of the model but it does not employ full articulation of all the mathematic
structures. Since the low-level sub-state design is done from an engineering perspective, further mathematical
decomposition does not directly effect the associated computational validation. For this reason the design
decomposition is continued from this level of the model, which is a reasonable representation of the real-world
operations.


3.2 Simulation of Autonomous Vehicles


Many constraints exist on the agents traversing a real-world domain. They include:


- Dynamics of the vehicles/agents (UAVs, robots, ...)
- Physics constraints of not only the craft but munitions
- Sensors range constraints and noise
- Communications bandwidth constraints and unreliability
- Geographic incursion on movement, sensors, and communications
- Fog and Friction of battle


All of these real-world constraints if hidden create a scenario where relying on details of a state can
cause unknown incompatibility problems. As a result the system and simulation can only function with a
restricted amount of validity compared to the real world. However in SO decomposition, the systems are
biologically inspired. This creates juxtaposition between the human need to thoroughly develop a state and
reality of the level of states that are used by the exemplar biological agents. With SO, we tend to steer away
from exact state modeling and allow the system to abstract the states to the level needed for survival in the
given domain.


4 Swarm Behavioral Control


In order to find the proper control set for the vehicle or agent swarm behavioral rules, weights must be applied.
Thus, a search technique must be chosen to attempt to ”optimize” these weightings using a stochastic search
technique. The swarming problem and algorithm domain is expanded into the multi-objective problem
(MOP) realm using a multi-objective genetic algorithm (MOEA). Although optimal solutions are desired, a
stochastic algorithm such as an evolutionary algorithm of course can not guarantee that optimal solutions
are found.
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4.1 Chromosome Development


Formulation of the EA chromosome data structure derives from the objective functions. In order to reach the
objective of target engagement, the system must produce emergent behaviors that aggregate the capabilities
of the UAV or agent in a swarm. The EA must control and integrate the SO rule sets to form this emergent
behavior. Therefore, the mapping of the chromosomes relate to the control parameters or weighting of the
rule sets.


Control Development Implementing the transactions defined by the behavior set in Section 2.2 requires
synergistic integration of those behaviors. Here behaviors are vector fields that direct the agent’s movement,
similar to that seen in [20]. Arbitration in the benchmark work uses a multi-layer perceptron to chose
between SO behaviors sets. The control weightings for this structure are also include with the behaviors
sets weights in the chromosome shown in Figure 2. Here each control weighting and corresponding behavior
weight set forms an adjacent sub-string in the chromosomes.


Given the multiplicity of states in an environment, multiple sets of rules or modes direct the swarm, shown
in [6]. Therefore a control structure must be used to change the mode. In this simulation environment a
network of preceptrons senses the current environment and does the arbitration between modes (BAa).
These BAs allow the system to dynamically develop several sets of weightings in order to react to different
situations. For example a chromosome with three BAs and 9 rules would have 42 alleles. Several of these
sets form the full structure of the chromosome.


Figure 2: There is a connection weight for each sense for each behavior archetype. These are followed by 12
genes which describe the weights and radii for the behavior rules for each behavior archetype.


Figure 2 shows the representation used. The chromosome values are used to map the weightings of each
rule. Note that the evolutionary operators work on the bit level, so in order to translate the chromosome
values Gray coding must be exploited. With Gray code the system minimizes the effects of those operators,
because the change of a single bit (genotype information) will only change the value of that gene (phenotype
information) step as well.


Fitness Function Description In order to define the fitness function, we must first analyze the objective
functions. Attack UAV swarms focus on destroying targets. Equation 8 defines values based on successful
engagement.


Dt = τdestroyed ∗ 100 + τdestruction ∗ 10 (8)


The second fitness function is the casualty rate, defined in Equation 9:


Ct = νdamage ∗ 10 (9)


The damage received is multiplied by ten to keep it in scalar concert with the damage inflicted. Complete
destruction of an agent results in a score of 100.
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Generate Population Initialization uses a bit wise generation of each individual.
Evaluation of fitness To evaluate is accomplished through simulation, which returns an average damage


and casualty score over a predetermined number of runs.
Crossover and Mutation Operators Normal crossover and mutation rates and controls apply. The differ-


ence in this implementation comes in what gets modified. In both instances an entire BA gets modified. The
complex form of the chromosome is particular to this problem domain. This forces the evolutionary operators
to specifically address the points at which changes are made. In mutation changes in alleles happens in a
single (BA) with both the control section and behavior section of the chromosome. In this implementation
each part of each BA mutates.


Selection for next Generation The algorithm uses Elitist for generational selection. With the space as
diverse as it is and the population and reproduction operators facilitating high levels of exploration, elitist
approach allows the algorithm to exploit the good genes. Allowing both parents and children to continue to
the next generation.


4.2 Classical MOEA


The Non-Dominated Sorting Genetic Algorithm-II (NSGA-II) MOEA is chosen because of its specific oper-
ators and structure of available software. NSGA-II is also used because of its fastnondominated sort which
finds possesses a balance between exploitation and exploration properties. [21] indicates increasingly effective
solutions while maintaining a wider range, as compared to other MOEAs. Although such MOEAs such as
NPGA, PAES, MOMGA, and SPEA2 could be employed and compared [21].


Because we desire that the NSGA-II minimizes the functions, there had to be a slight modification in the
way the objective functions are shown in Section 4.1. The system counts the damage in negative points and
the number of survival has been turned into the number that is dead. This way both functions have lower
values which are better.


5 Self-Organized MOEAs


In the natural world many systems develop through Self Organization(SO); emergent properties evolve as
a result of localized agent interaction sans global knowledge. [22–24] In DNA there is no global knowledge
of the DNA structure from the allele’s/nucleotides perspective, however the nucleotides do interact and
structure does emerge. Although modern biochemistry does not state whether this organization is truly SO,
the possibility that these agents, alleles/nucleotides, have properties similar to other SO systems exist. This
is the foundational impetus for the SOGA.


There are three benefits using SO decomposition in computational problems: ease of implementation,
lowered computations, and dynamic adaptation. Using SO implies finding some set of behaviors from which
a desirable structure emerges, if done properly these behaviors are easily coded. Lower computational cost
stems all computations executing localized at the agent level and interaction and communications are also
very localized. Finally dynamic response happens as emergent behaviors do not restrict the system to a
script but instead are capable of quick response to unpredictable stimulus through those rules.


What we desire is that the terms of a SO GA reflect the response to problems in a dynamic nature
enabling more versatility and universality. To do this we remove some of the restrictions, problem specific
constraint, and niche operators, and parameter tuning commonly used. [25, 26] Here we attempt to finally
bag that white rabbit by allowing the population to tell the algorithm what it needs. With higher population
commonality the algorithm senses building blocks/genes with successful values and allows them to thrive
while still varying aspects with lower known probabilities. When the problem space is first being explored
or in a state of high exploration the algorithm response by continued exploration. To do this we look at
modifying the highly varied world of recombination operators and two we add an operator to sense the current
genotype space act upon that information. Recombination has been the studied extensively spawning many
different approaches to satisfy different problem constraints.


SOGA Figure 3 shows the added operators and new algorithm flow. The calculate step determines the
GDC in the population to sense the entropy levels. The levels of entropy define the role of exploitation versus
exploration for the rest of the algorithm. Information from the GDC facilitates evolution rate updates. The
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Figure 3: Self Organized Gene and Allele Genetic Algorithm SOGA


recombination step is also modified to include knowledge gathered from the GDC. The CAA operator also
utilizes this information to interpolate the attraction of each allele in the chromosome. And the selection
operator utilizes a new crowding distance operator based on SO hierarchical approach.


Genetic Distribution Collection It simply utilizes a data structure, Γ, the same length of the chromosome
to store the highest likely value for an allele (bit) and the normalized histogram weight of that value (double).
This histogram gives a reading to the system of overall entropy and also the location of unstable alleles.


SOGA Crossover and Mutation First application of the insight gained from the GDC allows the formation
of the mutation and crossover rates. By watching the changes in the GDC from the last generation the system
can determine the amount of entropy in the population. With lower entropy the system will continue to
maintain high levels of crossover and mutation. Of course with the higher entropy the system has moved
into the exploitation phase of the algorithm and does not require as much variance in the chromosomes.
Equations 10 and 11 shows the updating function for the rates of mutation and crossover.


c =
∑chromolen


i=0 (Γi(t− 1)− Γi(t))
Γsize


(10)


m =
∑chromolen


i=0 (Γi(t− 1)− Γi(t))
Γsize


∗min((Γi(t− 1)− Γi(t)! = 0) (11)


Mitosis The second operator change comes in the recombination step. The process recognizes when good
building blocks exist and attempts to perpetuate their existence. As shown in Figure 4 the system analyzes
the Γ level to determine the strength of each allele in the crossover section. From that the system proba-
bilistically chooses between mitosis, which facilitates exploitation, and meiosis, which enables exploration,
recombination based on a SO threshold $. If the normalized summation of the alleles in the crossover section
is above the threshold it will choose mitosis on the higher gene based on that probability.


Correcting Allele Attraction The CAA utilizes that same GDC information and exploits it to establish
linkages between pairs or subset of disjoint alleles. As in the modified crossover, this operator allows the
system to focus on high exploitation when the population is diverse and solution likely unknown while
exploiting known sets, building blocks, or linkages. Here Γ analyzes every allele, and does a replacement
based upon probability from equation CAA.


Pchange(x|γ) = Γwi
∗ (Wc −Wn) (12)


Here both Wc and Wn are the normalized summation of correct and incorrect mappings, respectively,
between Γv and ~at.


SOGA Selection Operator Selection in the natural world stems from environmental pressures. In order
to continue place pressure on the population this algorithm uses a form of elitism. SOGA utilizes the same
fastnondominatedsort as NSGAII. However, the crowding operator uses a self organized ranking structure.
First the neighborhood gets defined dynamically by the size of the current population space in all directions
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Figure 4: Crossover operator


Figure 5: Changing the allele in red on the top chromosome through the weighting of the GDC shown below
with the best known value and percent certainty below it. The result of the GDC for correct predictors
(Wc) and non-correct predictors (Wn) is normalized and added. The probability of change is the product of
incorrect prediction of the given allele and that difference.
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of every objective. Then the individuals that qualify as neighbors use a SO ranking structure similar to that
outlined in [27]. The remaining positions in the child population are filled based on the ranking structure.
Early on this gives a distributed set of the less fit individuals in a rank. When the higher ranks become
more crowded the algorithm pushes the individuals towards the less explored reaches of the front. Equation
13 shows the formula for determining the probability of an individual winning an hierarchy engagement.


Probiwin =
1


1 + exp (fsup + (ranki − rankj))
(13)


Here fsup represents the number of fitness functions i dominates j and ranki and rankj represents the
current rank of the individual. The ranks are all initialized to 1.


Figure 6: SO selection operator example. The inner circles are the individuals in the population. The outer
circles represent the neighborhood. The yellow individuals are kept because of their rank, the red individuals
have the highest levels in the SO hierarchy and are also kept.


With the selection operator applying pressure, the crossover and mutation exploring, and the CAA acting
as a self correcting gyroscope the system finds a balance in exploitation and exploration. With the inclusion
of both parent and child in the selection population, the algorithm allows good building blocks - genes to be
carried not only by the new genetic material but through experience with the old chromosomes as well.


6 Advanced SO Swarm Control


This effort also focused on extending the combination of the basic SO swarm controls outlined by Reynolds
[15]. In order to do this the problem domain must be decomposed into sections that are implementable as
low level rules which spawn a desired emergent behavior. After simple swarm formation and reconnaissance
capabilities were established in [6], the next logical step is transitioning to a target area and optimized target
engagement. Two behaviors are developed to accomplish those: Migration and Bee-Inspired Attack. These
more advanced behaviors required a more dynamic controller, the DE-Inspired Controller.


Migration The goal with migration is to develop the ability of the swarm to move fluidly and non-
deterministically through a set of waypoints. Migration happens at an individual level, feeding into the
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movement a vector headed towards the closet waypoint. As a result the swarm moves together without
separating, through a rough environment to achieve given waypoints, as shown in Figure 7.


Figure 7: Migration patterns relative to target areas.


Advanced Attack Attacking ”en mass” is only marginally effective in [6]. The major failure was the agents
found themselves in situations where targets sets over powered them. For this reason target engagement is
decomposed into three phases: target area reconnaissance, target deliberation, and threshold based attack.
In the first step each individual agent approaches the target area collecting the local state of the environment.
Then the agents do individualized selection of the most opportune target. Finally, the swarm announces
their choices and if the agents choice has enough votes the attack ensues. The reconnaissance and threshold
voting come from Bee Hive selection as investigated by Visscher [28]. Figure 8 shows the threshold decision
process.


Figure 8: Attack is based on the number of agents in the swarm, the location of the targets and the number
agents ready to engage.
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2nd Generation Controller In order to arbitrate over the BAs in dynamic environments the DE-inspired
controller [29,30] was developed in [18]. This arbiter worked on the sensor defined abstract domain space in
order to choose the best BA. The DE controller works with foci and governs a section of the domain space
through Equation 14, where I defines the foci vector and BAw the weightings for that BA.


F =


√
∑ I2


k −BA2
k


BAwk
(14)


Given the controller has the same data structure as used by Differential Evolution, a DE mutation
operator is added to the GA, as well. The this produces a situation where each BA has an area of influence
on the abstracted state space, Figure 9 illustrates a two sensor input with three control foci.


Figure 9: Three BA origin points and their hyper-ellipsoids


This new system architecture generates a control structure that mediates the set of Behavior Archetypes,
(BAs). In addressing the complex entangled hierarchies introduced by the emergent control structure in SO
and dynamic nature of the environment, the design of a control structure is of course particularly crucial.
The required characteristics include the ability to handle dynamic domains, search the rugged solutions
spaces created by the entangled structures, and develop multidimensional partitioning shapes.


To address these issues, the system allows an emergent structure to form with the basic form shown in
Figure 10. Figure 10 illustrates that the information and algorithmic dependencies are not strictly linear
but develop based on minimization of computational and informational complex between related states. The
connection of abstracted UAV state to the environment state presents an entrance point for control of the
UAV’s BA . The abstracted state are formed in such a way that systems only take relevant information. Of
course this is only a subset of the information in that state, that which is perceivable by the agent.


The previous work [6] used a controller that was based in Neural Networks (NN) . Choosing the BA
in this setting, presents a problem because the space is extremely dynamic. In order to be effective NN
need extensive and robust sample sets [31]. This is not always available in a probabilistic environment. In
response to this phenomena, the crucial DE control approach chooses between BAs that can handle unknown
states.


7 Design of Experiments


A set of experiments is defined with several data collection techniques to show effectiveness and efficiency
of the various approaches in a UAV problem domain. The objective of these tests is to compare the newly
implemented aspects to known results. Specific experimental objectives are discussed within each set of tests
along with statistical evaluation measures.
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Figure 10: Relationships based on the direct, indirect or abstracted state translation for SO.


The system is tested against the benchmarks outlined in [6]. For this population of 60 it runs 60
generations, 5 times with 30 simulations a piece. Every 10 generations it reaches an epoch. At epochs the
system loads sequentially more difficult scenarios. Scenarios consist of a set of 20 UAVs, with a group of
targets inside a discrete domain 800 by 800. The predator flight dynamics are used to model the UAVs
in the 2D environment. Engagement happens probabilistically with relative strengths of the targets and
UAVs defined. Each epoch the scenario has more targets with large engagement and sensor rings. This
allows the swarm time to develop the simple flocking before creating extremely dangerous situations for one
individual. Once the basic swarming behavior are evolved through this first series of training another set
of attack specific scenarios are run. This second set of tests gives the new controller and advanced attack
behavior a chance to ”flex” their muscle.


During the tests two sets of data are gathered. First the system gives the mean and best scores for each
generation. An analysis of this shows the GA’s ability to generate increasingly better solutions over time.
Second, the system outputs the populations for analysis of the Pareto fronts. Analysis of the first data set
indicates any difference through a Kruskal-Wallis test. Analysis on the second data set uses the hypervolume
and ε-indicators on the final Pareto Front because of the unknown PF true.


7.1 Results


The proposed dynamic UAV systems are computationally tested on the AFIT HPC clusters. These HPCs
use the Linux operating system, with dual core processing at between 2.0 and 3.0 Ghz. The Infiniband
crossbar backplane gives virtual appearance of a fully connected network. The Swarmfare system utilizes a
farming model for distributed/parallel execution. All results from both data sets with the GAs are shown.


First NSGA-II was tested through the original configuration described in Section 7. Several iterative
steps developed the each aspect of the system, and at every stage improvement is shown. Finally the system
is run in the configuration described in Section 6. Final test include a run through the original 6 scenarios
and then 8 more scenarios to specifically design to exploit the new control and attack configurations. Because
of this the finally run of the original 6 scenarios was completed in both cases and used for comparison.


7.1.1 Statistical Analysis


Figure 7.1.1 compares the final statistics of the system with the original. The diamond line to the far left
shows the growth. The achieved successes in attack are notable. The top damage number moved from 280
(or just shy of 3 targets) to 430 (or solidly over 4 targets of 6). [6] showed approximately 2/3 success in
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target kill as well, but the system did not consider casuality rates. Upon visual inspection the difference
is notable. Agents rarely colloid or fly out of the target area with the MOP implementation and improved
controls.


Figure 11: This graph compares the PFknown of various scenarios.


Table 1 presents the statistical analysis of the fronts and populations. The p-values leave no room for
doubt in the independence of populations! The hypervolume increase is approximately 70% as well. The
final front also dominates the previous two fronts with an error of over 100 points. The 54.6 error indicator
in the final front represents the previous tests ability to find a solution that accomplishes nothing without
causalities.


Type NSGA-II SOGA Advanced
Control &
Behavior


P-value (obj 1) 0.0002 0.0002 -
P-value (obj 2) 0.0002 0.0003 -
Hypervolume 31301.71 34132.44 55061.76
Epsilon 130.6 170 54.6 (both)


Table 1: Statistical Comparison of Original and Advanced Setups


There is a clear statistical difference in the system after the addition of the new behaviors and controllers.
The controller provides more flexibility and more accurate transition based on the state space. The added
behaviors of migration and bee-inspired attack gives the system more effective target engagement.


8 Conclusion


This discussion and development is to establish an autonomous aerial vehicle, UAV, swarms or agent sys-
tems that through limited user expert knowledge, desired autonomous behavioral control structures could
be developed. The initial aspect is the establishment of an entangled hierarchical swarm control struc-
ture through self-organization concepts, SO. The exploitation of modularized SO behaviors with emergent
properties facilitated the reconnaissance movement through the problem domain space and rudimentary bio-
inspired engagement with targets. The individual agent control structures are simple, but effective, without
degrading the capabilities of the overall SO emergent behavior.


The specific aspect sought to find the ”optimized” weight ratios for the different agent rules and BAs again
without expert a priori knowledge. Through the SO Genetic Algorithm, SOGA, the system is able to optimize
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in a dynamic unknown search space; the multi-objective fitness landscape. The dynamic innovative process
via computational testing did so without requiring parameter tuning on any of the mutation or crossover
rates, the selection operator, the crowding distance neighborhoods or the SO allele attraction operator. The
system in all scenarios preformed as well if not better than the NSGA-II. The addition of advanced attack
techniques and a more flexible controller created a system that moved the system ever closer to employment.
Via simulation, an animation of the bio-inspired UAV movement and attack are demonstrated for various
scenarios. Future research should focus on exploiting SO capabilities in a more realistic physical realm.
Effective use of SO UAV swarms is a force multiplier which reduces the risk to combatants, and increases
effectiveness of policy implementation in various governmental and industrial applications.
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Abstract 


The purpose of this paper is to discuss the design and implementation of comprehensive mission 
planning systems for swarms of autonomous aerial vehicles (UAV). Such a system could integrate 
several problem domains including path planning, vehicle routing, and swarm behavior as based upon a 
hierarchical architecture. The example developed system consists of a parallel multi-objective 
evolutionary algorithm-based terrain-following parallel path planner, a multi-objective evolutionary 
algorithm (MOEA) for the UAV swarm router, and a parallel simulation. Generic objectives include 
minimizing cost, time, and risk generally associated with a three dimensional vehicle routing problem 
(VRP). The concept of the Swarm Routing Problem (SRP) as a new combinatorics problem for use in 
modeling UAV swarm routing is presented as a variant of the Vehicle Routing Problem with Time 
Windows (VRPTW). Various multi-objective VRPTW routing benchmarks result in very good Pareto-
based performance with the MOEA which is also reflected in the results of the new SRP benchmarks. 
The culmination of this effort is the development of an extensible developmental path planning model 
integrated with swarm routing behavior and tested with a parallel UAV simulation. Discussions of this 
system’s capabilities are presented along with recommendations for generic development of UAV swarm 
mission planning. 


 
1 Introduction 
 
Path planning is the process of designing a sequence of states through which an object must move in order to travel from an initial 
state to a goal state. Path planning optimization is a process that proscribes a particular plan for reaching a goal state from an 
initial state at a minimal cost. A path planning algorithm is a sequence of steps taken to calculate a path plan given knowledge of 
the path environment and a set of conditions or constraints that must be adhered to. Many successful path planning algorithms 
have been developed over many years [1,2,3,9,11,17,25,28]. These algorithms vary in their effectiveness and efficiency based 
primarily on the specific formulation of the path planning problem and the number of variables and constraints required. Based 
upon this foundation in part, it is desired to develop three dimensional (3D) autonomous aerial vehicles (UAV) mission plans 
including path planning, vehicle routing, and swarm behavior. The outline of the paper is: background, approach and objectives, 
mission planning, high level and low level design, implementations, experimental testing, results and analysis.  


2 Background 
An underlying element of UAV path planning is the Vehicle Routing Problem (VRP) which is defined as the task of assigning a 
set of vehicles, each with a limited range and capacity, to a set of locations or targets that must be visited [27] with cost and risk 
objectives. The VRP has been shown to be an NP-complete problem. Such problem classes do not lend themselves to 
deterministic problem solving methods because the runtime of these approaches grows exponentially with the problem size. 
Stochastic methods have been used to provide “good” solutions to the VRP in reasonable time [21,27]. These stochastic methods 
achieve their results by generating feasible solutions and then improving these results through successive refinements using 
heuristics.   


The UAV routing problem consists of a set of targets L, a set of UAVs V, the set of traveling costs Q, the set of routes G, a 
distance function δ, a capacity function γ, and a demand function α. The formal definition is [21]:  
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  Given L : ∀liα(li ) ≥ 0,i > 0; α(l0 ) = 0 and V:    ∀vi  γ(vi ) = k, k > 0     
 compute: Q : qij  = δ(li ,lj ) and G : gk  = {l0 U L × L U l0 }  
 subject to: ∑ l∈G α(l) = ∑ l∈Lα(l) and Ul ∈g = L and » g ∈G = l0 
 minimize: ∑|Q| k =1


 Qk  
 
This model is addressed in the particular application which is a swarm of heterogeneous UAVs routed for reconnaissance or to 
deliver munitions to a set of targets in a selected terrain.  A mathematical model for the VRP with time windows (VRPTW) and 
the associated swarm routing problem mathematical model are quite similar with additional constraints [37]. 


Representing cost and risk as fixed objectives is adequate for UAV routing problems in which distances between targets are 
large enough to ignore the added path lengths resulting from having to make series of turns in order to change heading from one 
location to another. However, when the target layout is such that the distances between the targets are as near as several turn radii 
of a UAV, then the cost of traveling between any two targets must consider the heading at which the UAVs arrived at the initial 
location and the heading they must assume to vector themselves towards the next target. Moreover, the relationship of the UAV 
swarm elements must be explicitly controlled. Taking this into account, algorithms that solve the VRP should calculate the cost of 
every assignment from scratch in order to accurately represent the cost associated with that assignment.  


In this research, a UAV swarm path planning algorithm is developed that calculates the optimal route from a start node to an 
end node, through a mid point. This path through a triplet of locations can then be concatenated with other triplets to quickly and 
accurately calculate the actual cost of a vehicle assignment. This information can be tabularized and input to programs such as an 
evolutionary algorithm for solving the VRP. For example, the Genetic Vehicle Router (GVR) [21] where “good” assignments can 
be made but the costs associated with these assignments are more representative of the required physical route or path. The goal is 
not merely to calculate the true cost of a particular assignment made by the GVR but to influence the GVR to make better 
assignments using the more complete cost information and thus providing proper UAV turn corridors. Swarm behavior is of 
course an integral element of the generic UAV mission planning system in order to generate acceptable individual UAV altitude 
and attitude positions and velocities. 


 
3 Approach and Objectives 
 
When problems require minimization of multiple competing, cost elements, a trade-off is established between the set of 
competing requirements. In these instances, multi-objective evolutionary algorithms (MOEAs) can provide a decision maker with 
a variety of candidate solutions, each representing a level of optimization of one parameter with respect to another [4]. In this 
research, a MOEA is developed for path planning where the objectives are cost, encompassing distance traveled and the amount 
of climbing a vehicle does, and risk resulting from flying through areas of threat. The solution set contains a selection of routes 
such that each route has the lowest cost associated with a particular level of risk and vice versa.  
      Terrain Following (TF) is a mode of flight in which an aircraft maintains a fixed altitude above ground level (AGL) and flies 
low (on the order of a few hundred feet) through an area of interest. Naturally, this type of flying involves a great deal of climbing 
and descending, a costly operation.  The TF concept is to remain hidden from enemy air defenses. The technique to hide within 
rugged terrain is known as terrain masking. Terrain Masking (TM) algorithms determine a route of flight in which an aircraft can 
move toward a target or location of interest while remaining masked from enemy air defense radar by the surrounding terrain. 
Often routes calculated by TM algorithms have significant climbing and descending costs associated with them. The process of 
picking the best-masked routes with the least possible cost in terms of climbing and overall distance traveled is known as Terrain 
Following Optimization (TFO).     


Thus, the research goal is to develop mission planning capabilities for UAV swarms including VR, TF, and swarm behavior. 
In this effort there are four main objectives: 1. Develop a multi-objective evolutionary algorithm for efficient path planning 2. 
Develop a multi-objective router, 3 Develop a parallel system that computes individual route segments for input to a GVR 
algorithm and 4 incorporate swarm behavior throughout a parallel simulation.  


The first objective concerns the development of a robust path planning algorithm for terrain following UAV missions. Since 
all routes have both a cost and a risk associated with them, path planning can naturally be expressed as a multi-objective 
minimization problem. Most often, decreasing the cost of the path, i.e. the path length and the amount of climbing required to 
navigate the terrain, results in increasing the risk associated with enemy air defenses. Likewise, a path generated to avoid 
intersection with all enemy air defense radar systems results in increased path cost. Single objective problem formulations for 
path planning often use constraints such as obstacle and threat avoidance and then calculate the least-cost path available that 
adheres to all constraints [22]. Other single objective problem formulations treat constraints as components of the solutions fitness 
[28]. Problems defined in this way have weights assigned to each objective and the resulting fitness is an aggregation of 
component scores. The common disadvantage of these approaches is twofold. First, a risk free path may not exist or its cost may 
exceed the UAV capabilities. Second, paths containing an acceptable level of risk may have a substantially lower cost than a 
completely risk adverse path if one exists. A multi-objective approach provides a choice of routes with cost proportional to their 
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level of risk. This empowers the decision maker to choose the acceptable level of risk and obtain the least-cost path associated 
with that choice.  


The second objective focuses on the development on an effective router for directing the each sub swarm to the requested 
individual waypoints and leading to the specific targets. Numerous individuals have studied this problem and define a foundation 
for solving the swarm routing problem using this model [26,33,34] 


The third objective using parallel path planning computation provides efficiency. Our associated Genetic Vehicle Routing 
algorithm [21,26] uses an evolutionary approach to find an optimal assignment of vehicles to targets for combat or reconnaissance 
missions. The algorithm uses as its set of inputs, the cost associated with traveling between any two target locations. This cost 
reflects only the Euclidian distance between the targets. In order to include the cost incurred by turning from one location and 
preceding to another, which increases the path length, the actual cost of traveling between two locations must include the 
direction from which the UAV swarm approached the first target and the direction the swarm departs the second target in route to 
a subsequent target. The generation of optimal route triplets scales as O(n3) compared to the O(n2) cost of optimizing pair-wise 
links. This limits scalability but is less costly than the exponential alternative of enumerating and calculating all possible 
permutations of complete route assignments. To offset some of the cost of enumerating triplets, the path planning algorithm is 
parallelized, solving multiple triplets concurrently. The output data from the path planner is then given as input to the GVR 
algorithm which has been modified to use this new data in its evaluation function. The result is an optimal assignment of UAVs to 
targets based on the true costs of completing the routes. Testing on this component focuses on the efficiency and scalability of the 
parallelization of the path planner and its ability to answer queries from the vehicle router. 


Regarding the fourth objective for behavior evaluation, our swarm simulation model [5,10] represents a swarm of 
autonomous air vehicles with a set of three behaviors. The first swarm behavior is the tendency to remain together. The second 
behavior is a tendency to maintain a safe distance from one another. The third behavior is for the swarm members to align 
themselves together toward a particular direction. The swarm simulation is extended in this research to include a routing 
capability that guides the swarm along a route generated by the path planner and the GVR optimizer while still adhering to the 
three required swarm behaviors.  


 
4 Mission Planning and Routing 
 
Mission Planning for swarms of autonomous unmanned aerial vehicles requires an efficient assignment of vehicles or sub-swarms 
to targets, a set of efficient, feasible paths for vehicles to follow, a set of swarm behaviors that allow the swarm members to reach 
their targets while maintaining their collective swarm properties, and a detailed simulation of the mission to ensure objectives are 
met. This section considers historical approaches to solving these individual problems as well as a discussion of ways to unify 
these problem domains into a comprehensive problem statement.  


Path planning: UAV path planning is a subset of a broader set of general path planning problems. All path planning 
problems and the algorithms used to solve them consist of some initial condition, objective, and a set of actions that completely 
connect the initial condition to the objective. However, there are many ways to specify a path planning problem. The method 
selected is often linked to the algorithm used to solve the problem.  


Two broad categories of path planning problems and approaches dominate the research. The first category defines the 
problem in what is known as a configuration space. Problem formulations of this type involve determining the set of desired 
actions (torques, rotations, and other forces) needed to move a system from an initial state to a goal state. The second category of 
problem formulations, trajectory spaces, involves generating a set of feasible trajectories to move a vehicle from an initial 
location to a goal location.  
 In this research, paths are specified in line segments with restrictions on the degree of turn to ensure the path is navigable. 
Further, the concept of terrain masking which was loosely developed by Mittal [13] is extended with a complete terrain masking 
algorithm. The algorithm determines the maximum altitude (AGL) of an aircraft at a particular point such that at or below this 
altitude it is out of sight of a known threat - intervisibility. In addition to remaining out of sight of known threats, the terrain 
masking algorithm seeks to minimize the vehicle’s exposure to unknown threats. This principle is known as hidability.  It 
calculates the number of nearby points from which a vehicle is visible at a given altitude over a given point (see Figure 1).  
     Autonomous vehicles architectures: Abstract autonomous vehicles architectures for mission planning have been proposed by 
Reynolds [18,19] based upon a hierarchical game model, Gat [8] based upon a hierarchical control model and Price [15,16] based 
upon a finite automata self-organization model. Rysdyk [30] defines a trajectory following guidance architecture. Generally, 
desired complex goal-oriented behaviors are defined at the top of hierarchies and are produced by aggregations of lower level 
behaviors generally reflecting implicit or explicit state definitions.  
Reynolds “game” hierarchal framework is: Action Selection (strategy, goals, planning), Steering (path determination), Locomotion 
(animation, articulation, control). Gat’s three layer robot hierarchy is: Deliberator (goals, planning), Sequencer (plan execution), 
Controller (reactive feedback control, primitive behavior).  Price’s formal agent hierarchy is:  System state (combined plans, 
environmental effectors),  UAV Agent state (archetypes, behavior determination, path), Update local state (reactive action, 
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communication). Rysdyk’s model is world states, local states, vehicle states. 
 


  
                                                            Figure 1 Principles of Hidability 
 


 Probing the details of these suggested frameworks, one would note that they are similar as regarding plans, behaviors, and 
implementations. Differences exist as to behavior specifics at each level, explicit interfaces between levels and use of associated 
formal notations. Reynolds for example developed a complex model for 3-D autonomous animation that was implemented for 
video games such as Sony’s Play Station. Gat’s architecture was developed for individual robot movement resulting in the 
ATLANTIS system. Price’s model was used to develop a UAV swarm simulation with extensive environment interaction. 


The physical model to represent a vehicle or physical agent is usually based on a point mass model consisting of a mass, 
position, velocity, maximum force, maximum speed, and an orientation with possibility of turn radii and moment of inertia.. The 
orientation can be given as a set of N-basis vectors and is therefore suitable for both ground and air vehicles. With the point mass 
vehicle model, the behaviors associated with the hierarchy act directly on its vectors. The low-level control signals which 
generate the primitive behaviors are communicated from the desired plan behavior. Behaviors under these hierarchies can include: 
seek, flee, arrival, pursuit, offset pursuit, path following, obstacle avoidance, and containment. Seek is the pursuit of a static 
target. It acts to steer toward a particular position. Flee steers the agent so that its velocity is radically aligned away from a fixed 
location. Pursuit is like seek but the added factor that the target is moving. This behavior requires not only knowledge of the 
target’s velocity vector, but also the capability to predict the targets future velocity. Evasion is the opposite of pursuit i.e. the 
character is steered away from the predicted location of the moving target.  Offset pursuit steers a path to come within and 
maintain a fixed distance from a moving target. Arrival is the same as seek when there is a significant distance between the 
vehicle and the target. However, arrival slows the vehicle down as it approaches. This behavior ends with the vehicle at a zero 
forward velocity and a position coincident with the target.  


This view of behavior hierarchy addresses many of the requirements for a UAV swarm in order to be able to follow feasible 
paths to targets. The behavior set is rich and requires a complex set of individual members to execute. As to the level of 
autonomous self-organized UAVs, feasible paths can be generated by path planning module offline and assigned to swarm 
members or agents thus relieving them of burdensome computational requirements. At the strategic level of planning, the 
assignment of sub-swarms to target sets can also be performed offline allowing decision makers, rather than swarm agents 
themselves, to better guide the behaviors of the swarm to meet the goals. Within each of the suggested frameworks, such 
architectural variations can be selected.  This then is the complex computational framework used in our UAV mission planning 
and routing system [23]. 


Evaluating our UAV routing performance is done on the AFIT UAV Swarm Simulator, a Parallel Discrete Event Simulation 
(PDES). Based originally on Reynolds’ Distributed Behavior Model for flocking, the simulator was developed by Kadrovach [10] 
based impart on Reynolds’ Distributed Behavior Model [18]. Corner [5,6,20] ported the model from a single-processor Windows 
platform to a parallel Linux-based Beowulf cluster.  Slear [23] extended the model and integrated the mission planning generic 
framework into the current computational environment. 


 
5 High Level Designs 
 


The high level system design consists of three principal components: a parallel path planner, a vehicle router, and a 
simulation and visualization engine. The development of a comprehensive UAV mission planning system consists minimally of 
an efficient assignment of resources to targets, an effective means to create vehicle trajectories that minimizes risk to the 
resources and mission cost, and a behavior model that produces swarm behavior without degrading the other capabilities.  


 
5.2 Parallel Path Planner   
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Two generic objectives are required: create an efficient and effective path planner using a MOEA, and create a flexible 
parallelization of the algorithm to allow for rapid generation of multiple paths for use in solving higher level optimization 
problems such as the capacitated vehicle routing problem (CVRP) [27].  


The specific path planning problem model for UAVs consists of the following:  
Given a discrete operational space of size n x m units      


superimposed over a terrain grid G ∈(n −1) × (m −1) with 


 Location set L,  where  li∈ n × n ∀l ∈ L  


subject to: ∀po ... pn ∈ P,  Δθ (pi , pi+1 ) ≤ 45 o  


        where θ is the inbound heading at pi  
determine the least cost path P* from all li∈ L to all lj ∈ L 


The restriction Δθ ≤ 45 o, ensures that the path remains flyable by the UAV. Based on the grid spacing of 750 meters, the 
UAV can safely navigate a 45-degree turn. This turn restriction can easily be modified to suit other vehicle types.  


The term “cost” is a composite of individual objectives or measures of merit of a mission. In this research, five such 
measures of merit are defined (path, climb, terrain, detection, kill cost).  


The path is the sum of the Euclidian distances of the route segments. Climb is the amount of climbing a vehicle must do in 
the course of flying a route in order to avoid terrain. The Terrain is the cost of exposure to unknown threats or the vulnerability 
associated with being “out in the open.” Detection is the cost associated with being exposed to enemy detection – a function of 
both distance and time. Kill cost is the cost associated with being within the lethal range of an enemy air defense weapon – a 
function of range, time and the lethality of the weapon. While the problem domain of the generalized path planner has no 
restriction on the size of the target set L, the target set is limited to three targets or locations per instance, {Po, Pm, Pf}, to 
maintain compatibility with the problem domain of the CVRP which is solved by the router.  


When a problem has five different cost functions (multi-objective), it can be solved as an aggregate function that attempts to 
simultaneously minimize all parameters, or it can be solved as a multi-objective problem where the output consists of a set of 
non-dominated solutions along the Pareto front. An end user can select one of these solutions provided they are capable of 
deciding the appropriate level of trade-off between two competing objectives. An output consisting of a five-dimensional Pareto 
front however, would likely overwhelm the decision maker by providing more questions than answers. Fortunately, the measures 
of merit can be grouped logically into two categories: those that describe the cost of the path in terms of time and fuel 
consumption, (path and climb), and those that measure the risk of a given path (terrain, detect, and kill). Equations 1 and 2 define 
the grouping of the five problem objectives into two competing categories.  


 Φcost = αΦpath +βΦclimb                                                                               (1) 
  
 Φrisk = δΦdetect +λΦkill +ωΦterrain                                     (2)  


 
where {α,β, δ, λ, ω} are weighting factors associated with the relative importance of each parameter. The individual cost functions 
are:  
 Φpath: The Euclidian distance between each point is summed over the length of the route.  


Φpath = ∑i
f 


=0               (3)  
 Φclimb: The sum of positive changes in elevation from each point to the next point; 


Φclimb = ∑ f i=0 Δz(pi , pi+1 )δ                                            (4)  
where δ is 1 if Zpi+1 > Zpi and δ is 0 otherwise.  
     Φdetect: The total linear distance through which the UAV  swarm flies into the effective detection ring of radar.  
     Φkill: The same formulation required for the detection cost function is applied to the kill cost function. The distinction between 
the two is the effective kill radius of an air defense system is generally smaller than the detect radius.     
     Φterrain: While many threats are known a priori, others are not. Therefore, the UAV swarm should remain out of sight as much 
as possible. The terrain metric measures the number of points in the grid from which a vehicle at a particular point can be seen. 
The overall terrain score is determined by summing the surrounding points from which the vehicle can be seen as it flies though 
each grid point along its path.  


MOEA path planner and router:  A multi-objective genetic algorithm path planner interfacing to the CVRP router consists 
of the following elements: a population of candidate solutions, a defined chromosome structure of each candidate, a set of 
evolutionary operators which operate on the members of the population, a pair of evaluation functions to measure fitness of the 
solutions, an archived set of non-dominated solutions, and a defined period of evolution.  The High Level View of MOEA Path 
Planning Algorithm is: 
 
1: procedure MOEA_Planner(N , g, fk(x))  
2: Initialize Population P of size N  
3: Evaluate, Rank (by dominance), sort Population  
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4: Create archive population Pa from non-dominated members of Pi  
5: for i in 1 to g do  
6:   Select for recombination (crossover)  
7: for j in 2 to N do  
8:    Statistically select mutation operator Γk  
9:    Mutate member j  
10:    end for  
11:  evaluate Population  
12:  determine dominance rank within current population Pg  
13:  remove dominated members from Pa  
15:  add globally non-dominated members from Pg to Pa  
16:  end for  
17: end procedure  
 
The vector function fk(x) is the set of evaluation functions. In this algorithm, k=2 where f1(x) is the cumulative cost function and 
f2(x) is the cumulative risk function. A population size of 50 individuals is selected along with an evolutionary period of 50 
generations, g, based upon computational reasons. No heuristic was developed to terminate the evolutionary cycle once 
convergence of the solution was achieved. Further experimentation is needed to study the time saving benefits associated with 
early termination of the algorithm. 


The chromosome structure is similar to that used in [67]. A chromosome of candidate solution consists of an ordered set of 
points (xi,yi) which define a path from the starting point (x0,y0) to a destination point (xf,yf) through a midpoint (xm,ym). Additional 
information contained at each point includes elevation (the MSL altitude of the point), set clearance (the AGL altitude of the 
point), and heading (the direction of travel from the present point to the next point).  


Set clearance and altitude are used to calculate the amount of climb per descent needed to reach the next point as well as for 
terrain masking calculations. Heading is stored to ensure feasibility of the turns. The planner calculates the change of heading 
between points to ensure the turn rate is within the UAV’s limits. The following diagram illustrates the chromosome structure of a 


candidate solution.  
During initialization, the population of candidates is created with each member containing the start, middle, and end points. 


An initial check is performed to ensure that the turn around the mid point is less than 45 degrees. If it is not, a modified convex 
hull algorithm is used to add additional points to the route such that no turn greater than 45 degrees remains. Once the route is 
repaired, a number of intermediate points are randomly added to the route. The number of points added is based on the distance 
between the three original points. During this process, the algorithm ensures that the change of heading between each point 
(excluding the starting point) is less than 45 degrees.  


Once the population has been initialized [23], it is evaluated using the cost functions described. In a single objective EA, a 
program need only maintain the current population. In a MOEA, the complete set of non-dominated points must be maintained. 
An approximate Pareto front archive is maintained for this purpose. To find initial approximate Pareto front points, each member 
of the population is compared to every other member based on the member’s F1 score, Φcost and by its F2 score, Φrisk. The 
population is first sorted by Φcost. A candidate Ri is added to the approximate Pareto front if it meets the following criteria: 
 ∀p ∈ R,¬∃ Rp | F1(Ri ) > F1(Rp ) ∧ F2(Ri ) ≥ F2(Rp )         (5)                                                                         


All non-dominated members of the population are then added to the Pareto Front Archive. The population is then sorted by 
rank. The rank of an individual Ri, reflects the number of individuals in the population that dominate Ri. All non-dominated 
members of the population are assigned a rank of zero. All members dominated by only a single solution are given a rank of one. 
Members dominated by two individuals are given a rank of two etc. Rank is the primary selection criterion used in the path 
planner. Dominance count is an alternative selection method. Dominance count is defined as the number of solutions in the 
population that a particular solution dominates.  


A disadvantage of using dominance is that points along the ends of the front tend to evolve out of the populations while 
crowding occurs near the middle of the front. Rank is therefore preferable to raw dominance count because greater diversity is 
maintained in the population. Once the population has been evaluated and ranked, selection is performed. Like other MOEAs 
[3,4], the planner uses an elitist selection operator. The use of elitism is common in MOEAs because the elitism preserves non-
dominated individuals. The top half of the rank-sorted population is selected for recombination. Pairing of individuals is done 
randomly. Once paired, two offspring are created. These offspring occupy the places of the members not selected.  


Crossover is performed at the midpoint of the path. This ensures that the offspring remain feasible. During the one point 
crossover operation, the midpoints between two parents are exchanged. Since the underlying data structure is a linked list, the 
points beyond the midpoint are copied as well. The resulting offspring contain the points of one parent from the start of the path 
to the mid point, and the points of the second parent from the mid point to the end of the path.   
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Some other crossover operators considered include  arithmetical, biased, multi-point, fuzzy forms, and uniform [4]. Because 
of the structure of the chromosome and the search landscape, the simple 1-point midpoint crossover provides the desired 
exploratory performance. 


Once the crossover operator has been applied, the population then undergoes mutation. The path planner uses three distinct 
mutation operators which are applied with equal probability. The first mutation operator, M1 attempts to add a point between two 
existing points in the path. If the addition of the point results in an infeasible solution, then the repair operator is invoked to create 
additional navigation points. The sharper the turn created by the mutation, the more navigation points are needed to smooth the 
route. The repair algorithm generates a number of points proportionate to the change in heading caused by the infeasible point. 
For turns of just over 45 degrees, only two points are needed. For larger turns, as many as seven additional points need to be 
added. Therefore, when the mutation operation adds a point between two relatively nearby points, resulting in an unfeasible route, 
the path cannot be repaired and the operation is cancelled. Figure 2 illustrates this situation. 


  
Figure 2 Mutate Add Operation on 4-point Path Segment. 


 
The second mutation operator, M2, attempts to delete a point between two points in the path. Again, if the deletion results in 


an infeasible path, the repair operator is called to add points which result in a smooth trajectory. Deletion operations naturally 
increase the distance between points. Therefore, the repair operator is usually able to add the points necessary to achieve 
feasibility. Nonetheless, feasibility of the repair operation is still validated and if the path cannot be repaired, the operation is 
undone. It is important that balance is achieved between delete and addition operations. When too few deletions occur, the 
resulting path has too many points and is more difficult to evolve. When too few additions occur, the path tends to have very few 
points and the ability of the algorithm to minimize cost and risk is diminished. Because the deletion operation results in greater 
success, the addition operation is used with a slightly greater probability.  


The last of the mutation operators, M3, selects an arbitrary point (not one of the original three) and attempts to alter its 
location by a bounded, random displacement. This operator does not change the number of points in the path by itself but 
additional points can be added when the alteration results in an infeasible path. When the bounds of the displacement are loose, 
the resulting path is more likely than not to be infeasible. Additionally, loosely-bounded displacement results in a greater number 
of points being added due to repair. On the other hand, if the bounds of the displacement are too tight then the operator becomes 
nothing more than a tool for local search.  Possible additional mutation operators could enlarge the search space. For example, the 
use of exploratory mutation operators such as Xiao’s Mutate 2 [28] that deletes multiple consecutive segments and replaces them 
with new ones could be considered. Rubio [30] uses a  mutation operator in an EA along with market-protocol  algorithms for 
path planning.  Such techniques  were not incorporated due to the additional complexity and concern as to generic utility in our 
approach. 


Again, the swarm simulator must correctly route individual members to required targets by way of required waypoints. These 
way points are generated a priori as part of the path planner and are designed to minimize climbing, distance, and risk.  


 
UAV Swarm Behavior: The problem of directing UAV swarm behavior can be expressed as the cumulative problem of 


directing individual UAV behavior. The following relations mathematically define the problem domain of the swarm model: 
Given a swarm member vi and the following:   


A terrain region (X,Y) with an elevation Z = f (X,Y)  
 A neighborhood vehicle set V  
 A next waypoint wnext < i, j, k >  
 A current position s(t) = < i, j, k >  
 A set clearance C 
Create a vector v(t+ Δt) to guide vi toward wnext subject to: 
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 1. z(t+ Δt) > C + f(x t+ Δt ,y t+ Δt)                                    (6) 
 2. |s(t+ Δt)-wnext |< |s(t)-wnext |  
 3. ∀v ∈V ,v ≠ vi , |s(t)− b(vi (t))| > |s(t +Δt)− b(vi (t +Δt))| where condition 1 maintains the required set clearance, condition 2 
moves the vehicle toward the next steering point, and condition 3 adjusts the separation between the member vi and all neighbors 
in V toward the proper separation distance.  
 The behavior model consists of a set of rules to achieve path-following swarm behavior in a set of modes under which the 
rules are applied with various weighting factors, and a neighborhood of influence which defines which members affect the 
behavior of a given member. Each rule results in a unit vector addition operation applied to an individual. The sum of these 
vectors produces the member’s trajectory.  
 Neighborhood - Just as with swarms of insects or flocks of birds, swarms of UAVs have limitations on information that can 
be obtained from other members of the swarm. These restrictions are generally based on the proximity of a member to other 
members of the swarm. In our model, we define the notion of neighborhood which is used to define the communication model as 
well as shape of the swarm formation. The swarm shape is a 3-D stack of diamond tessellations. Each plane or level in the stack is 
offset one half-step from the level directly above or below it.  


The main parameter of the swarm formation is the separation b, representing the lateral distance between co-planar members 
and the distance of the co-planar neighbor directly in front and behind the member. Co-planar members 45 degrees front-left and 
front-right are at a distance of b divided by the square-root of 2. 


Individual UAV swarms are not influenced by those behind them for two reasons. First, the lead members are first to climb in 
response to terrain and also reach their target and begin their turns before trailing members. Application of the cohesion rule 
would cause lead members to throttle back when climbing or turning to allow trailing members to catch up. Instead, catching up is 
achieved by trailing members applying the cohesion rule with respect to their distance from the leading vehicles. A second reason 
for this simplification is a reduction of the communication overhead. Restricting the neighborhood of a member to those members 
level with or in front of the UAV member, reduces the size of the neighborhood considerably. Table 1 defines the neighborhood 
of influence surrounding a given swarm member.  


 
                                                 Table 1. Neighborhood of individual UAV influence 


 
 
Rules. The behavior model consists of a set of three rules R = {r1, r2, r3} [45]. The application of these rules result from the 


interaction of individual swarm members with one another and with the terrain. As defined by Kadrovach [10] and implemented 
by Corner [3], each swarm member can only detect and be influenced by its neighbors.  The first rule creates a vector that causes 
a vehicle to move toward its neighbor whenever the distance to that neighbor exceeds the threshold distance value. Recall that 
vehicles in the lead with respect to the next target are not influenced by the cohesion rule except by their coplanar members to the 
left and right.  


Separation. Also from Reynolds, this rule adds a vector to the member moving it away from a neighbor when the distance to 
that neighbor decreases to below the threshold value. Leading vehicles have no members in front of them and are not directly 
influenced by those behind them. Therefore the separation rule applies only to their left and right co-planar neighbors and their 
neighbor’s two planes directly above and below them. This rule replaces a more general alignment rule [3,10,18].  


Modes. The simulation progresses under two primary modes: warp and synchronization. During warp mode, communication 
among swarm members is suspended. Individual members continue on their path at their current heading. When small changes in 
individual trajectories are needed to avoid terrain, the other members are not notified. An individual member simply adjusts its 
trajectory as needed. During synchronization mode, members determine their neighborhoods and adjust their trajectories 
according to rules 1 and 2. The simulation enters synchronization mode under two conditions: a) whenever a member alters its 
angular velocity by an amount greater than π/8 degrees, and b) at scheduled fixed time intervals. The later condition is required to 
prevent drift in the swarm which would occur if minor changes in trajectory are extrapolated over long periods of time. During 
warp mode, the members apply only rule 3 which accounts for climbing and descending. Under synchronization mode, the swarm 
applies rules 1 and 2 with a weight of 20% and it applies rule 3 with a weight of 30%. This weighting was established empirically 
for maintaining swarm characteristics while achieving the target seeking behavior.  
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Communication Model. The simulation is built on the SPEEDES time-warp framework [24]. Agent message traffic is 
restricted to neighbors and to the central simulation engine. This allows for true scalability of the UAV swarm model.  


Since the entire swarm embarks on the mission from a single location, a swarm split must be performed as sub-swarms go out 
in search of their individual targets. In order to minimize maneuvering and communication required for a split operation, the 
swarm uses a train or sausage link model in its original formation. Upon reaching a designated split point, the leading section of 
the swarm becomes a sub-swarm and turns towards its next target. The remainder of the swarm turns toward its next target. The 
split is done along the length of the swarm like a section of railroad cars being removed from the track. This method has the 
advantages of maintaining the shape of the sub-swarm and reducing the swarm’s temporal footprint. Once a swarm has split, there 
is no join operation defined. At the end of the mission, all swarms return to their embarkation point. Due to varying target 
assignments, the sub-swarms return home separately.  
 
5.2 UAV Swarm Router 
 
The  purpose of this section is to discuss the implications of applying Multi-objective Evolutionary Algorithms (MOEAs) to the 
Vehicle Routing Problem with Time Windows (VRPTW). Specifically, as more constraints are applied to the VRP (as in the 
VRPTW) the solution space and Pareto front features change in such a way that multi-objective evolutionary approaches provide 
effective means of determining optimal solutions in a tractable time frame. Initial experimental results show the validity of this 
idea for the VRPTW. The concept of the UAV Swarm Routing Problem (SRP) as a new combinatorics problem for use in 
modeling UAV swarm routing is presented as a variant of the Vehicle Routing Problem with Time Windows (VRPTW). The 
genetic operators used are discussed in the context of how they contribute to finding better solutions. While some operators 
contribute random exploration aspects others contribute increasing value (decreasing path length) alterations to identified 
solutions..  
 
5.2.1 Multi-Objective VRPTW Formulation  Most often a VRPTW is optimized for path length. A second objective is the 
minimization of the number of vehicles used.  In the VRPTW there are three objectives that can be optimized: 


Total path length 
 Number of vehicles 
Minimum waiting time 


Waiting time is the amount of time a vehicle has to wait if it arrives at a customer too early. Minimizing this objective implies an 
efficient scheduling of all vehicles to all customers. One concludes that these two objectives are in contention in most problems, 
as efficient scheduling usually implies a lack of optimal path length (deploying two vehicles costs more but ensures minimum 
total waiting time). Optimizing effectively across both objectives allows for a more incremental search of the non-dominated front 
of solutions resulting in better optimal solutions. This is why multi-objective approaches to the VRPTW often lead to better 
results compared to biased single objective implementations [31] [32]. 
 


VRPTW Chromosome Structure Any chromosome solution used in a VRP must be able to specify how many vehicles are 
required and which cities must be visited in what order. The solution chromosome defines a genotype, which is a code 
corresponding to a phenotype which is the actual solution. In terms of total information the genotype does not need to contain 
redundant or implied information. For example, in the VRP it is implied that a route starts at the depot and ends there. Encoding 
this information in a chromosome would therefore be a waste of space. There are three ways to accomplish this, others could be 
formulated but these have been deemed effective through their repeated usage. A possible solution structure is a bit string where 
every bit corresponds to an edge in the solution (and every bit is either one or zero indicating whether it is or is not in the 
solution). This structure is very simple but grows large very quickly and the organization requirement of the VRP lend itself more 
toward real valued structures anyway. The second structure is a single array of real values, the order of which indicates the order 
of visitation. Each route is separated by zeros. This structure is more efficient but still requires the use of separators to indicate 
where a route begins and ends.. In [26] a structure for a VRP chromosome is defined that uses a similar idea as the array structure 
but attaches each route to a support structure, like that seen in Figure 3..The most beneficial aspect of this structure is that changes 
made to a given route do not require a shift to the entire array of values. In [48] this structure is proposed, and shown to be, an 
effective structure especially for the VRPTW. This structure is also used in previous research by Slear 23] and Russel [21].   


 
The GVR structure offers many attributes that make it desirable as a chromosome structure. Its information content does not 


contain redundancies. Each route implies the existence of a departure and return to the depot even though it is not explicitly 
stated. This is made possible by the support structure that contains and separates each route. It is also desirable that infeasible 
solutions are not turned into feasible solutions by adding customers but instead only by rearranging and removing customers. The 
impact of this is that whenever a solution is checked for feasibility after the addition of a customer it can be safely discarded if 
infeasible, knowing the solution is a dead end. 
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                                          Figure 3. GVR chromosome structure for the VRP 


 
      Algorithmic Approach  In order to define an evolutionary algorithm solution several algorithmic aspects must be identified. 
These are the chromosome structure of a solution, genetic operators, and selection methods. Other aspects can be identified 
however these are arguably the most relevant. In this section these three aspects are identified. A. Genetic Vehicle Representation. 
Tavares [5] defines a structure for a Vehicle Routing Problem (VRP) chromosome that uses a support structure containing each 
route. The support structure keeps each solution separated and organized. Changes then made to a given route do not require a 
shift of any values in the other routes, a beneficial aspect of this structure. This structures use shows it to be an affective 
chromosome, especially for the VRPTW. 
Evolutionary Operators The specific operators are discussed in various papers [26,31,38]. All operators ensure that only feasible 
solutions are introduced into the population and each operator has a stochastic probability of occurrence. 


1) Swap Mutation: In swap mutation two customers in a selected individual are swapped if doing so does not violate 
constraints. 


2) Inversion Mutation: Select a sub-route and reverse the order of visitation within feasibility constraints. 
3) Insertion Mutation: Move a random customer to a random location in the solution while ensuring feasibility. It is possible 


to create a new route containing this customer with probability 12V where V is the number of vehicles. 
4) Best Cost Mutation: This heuristic based operator randomly chooses a route and optimizes its path length. To accomplish 


this, the customer closest to the depot is made the first customer then the remaining customers are rearranged in order of distance 
from each other. Customers that can not be feasibly added are moved to a new route. 


 
     Replacement strategy  The multi-objective strategy incorporates a Pareto front replacement strategy where the best non-
dominated solutions that are adequately spaced away from each other are assigned higher fitness values.  Regarding the choice of 
MOEAs, the SPEA2 [35] and NSGA2 [36] algorithms are used in the experiments due in part to their universally. 
 
5.2.2 Multi-Objective SRP Development 
 
SRP Evolutionary Operator Development The SRP genetic operators are variants of the VRPTW operators altered to take into 
account the different structure of the SRP solutions. The difficultly in developing these operators is ensuring the validity of the 
child genotype. Since the chromosome contains location sensitive information across two dimensions, as opposed to the VRPTW 
chromosome which is only sensitive across a single route, making even slight changes can cause invalid solutions to be created.   
 
SRP Chromosome Structure The chromosome structure used for the SRP is essentially the same as for the VRPTW. It consists of 
single route definitions arranged in a support structure. The only difference is the arrangement of data within the structure. Since 
each customer must be visited by more than one vehicle at a time the SRP structure must also reflect this possibility.  


Random Crossover with Tightening. The crossover operation must be done with particular care as effective alterations to the 
solution are difficult to achieve. The basic idea of the crossover operation is the same as the VRPTW crossover operation, from 
two solutions a random route is selected from each. This route is then added to the other solution. The problem is, unlike the 
VRPTW crossover operation, subsections of a route can not be easily transferred between two solutions. In order to compensate 
for this the route to be crossed is added to the solution as an entirely new route. The solution then undergoes an operation called 
tightening. During this operation the solution is searched to determine what customers are over satisfied or visited at inappropriate 
times. The resultant solution contains the additional information of the crossover operation without the redundancy or errors the 
operation would otherwise result in.  


Split Mutation. Split mutation randomly selects a route within the SRP solution and attempts to reduce the total length of that 
route be eliminating unnecessary target visitations. Each customer is satisfied with a certain number of UAVs at its location, 
however more can be present than are actually needed. This may cause a route to be longer than it needs to be since its divergence 
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to an unnecessary target takes longer than a direct route. The split mutation operation determines if this is occurring in a random 
route and attempts to remove the target from the vehicles fight plan. If this operation then results in an infeasible solution it is 
considered to have failed, and is not implemented.  


Vertical Swap Mutation. The vertical swap operator swaps two different locations vertically in a given solution. This is in 
contrast to the VRPTW swap mutation in which the swapped targets can be anywhere. Columns within the SRP have a close 
approximation to time within the solution. It is not exact because distance information is not contained within the solution, and 
cities in the same column may not actually be visited at the same time. The swap operator randomly selects a column and two 
different targets within that column. These targets are then swapped and feasibility is checked. An infeasible solution is not used. 


 
 


5.3 System level design goals and integration:  
 
The system’s data flow begins with creation of a target set, terrain field, threat lay-down, set clearance, and number of available 
swarm vehicles. The terrain masking algorithm is given the terrain elevation data, location and range of threats, and the set 
clearance or above ground altitude at which the vehicles fly. The threat lay-down is superimposed over the terrain grid and grid 
areas considered to be within the effective detection and kill ranges of the threat are identified. The algorithm then calculates the 
line of sight visibility of each grid space within the effective range. An individual grid space is eliminated from the effective 
range of the threat when a terrain barrier lies between the grid space and the threat such that a line drawn from the threat radar to 
the grid point intersects the terrain boundary thus obscuring the grid space from sight of the radar.  


The set clearance of the UAV is added to the elevation of the grid space to account for the vehicles height above the ground. 
The updated threat range data is then stored for use by the path planner. Once the terrain has been preprocessed, the vehicle router 
optimizes the assignment of vehicles to targets. To accomplish this, the router needs to know the complete cost associated with a 
particular route. The router produces a set of candidate solutions and invokes the parallel path planner to provide complete, 
feasible paths for each route. The router’s genetic algorithm finds the lowest cost vehicle assignment for the mission, and retrieves 
the complete set of waypoints for each vehicle or sub-swarm. This complete set of paths is then fed to the parallel swarm 
simulator which then simulates the mission and produces a visualization of the swarm flying its mission. Figure 4 illustrates the 
dataflow design of the integrated system.  


 
                           Figure 4 System Data Flow Design 
 


The path planner produces a solution to the problem of minimizing the risk and cost associated with moving a vehicle from 
one location to another by way of an intermediate point. The input to the algorithm therefore, is a triple {Pi, Pm, Pf}. The output 
contains the set of waypoints between Pi and Pm and between Pm and Pf. This output forms a single segment of a solution to the 
larger vehicle routing problem which contains multiple targets and multiple vehicles. The router creates permutations of locations 
representing an ordered set of assignments to a set of vehicles. These permutations require sets of the triples described. The 
generation of these triplets is time consuming and the number of possible 3 triplets each grows at a rate of O(n) with the number 
of locations n. This growth rate is mitigated by three methods. First, the path planner is parallelized so that several paths can be 
generated at once. Next, the router uses a simple set of heuristics to request paths before they are needed. Finally, links which 
have already been calculated are cached for later reuse.  
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6 Low Level Designs and Implementation 
 
6.1 Path Planner   
 
The path planner was  implemented using an object-oriented (OO) approach and is written in C++. The path planner has a 
naturally hierarchical structure. For example, a population consists of a set of paths, and a path consists of a set of points. This 
structure lends itself to object encapsulation. Methods are defined that act on objects at various levels of abstraction. Where the 
approach used differs from the traditional OO approach is in the area of information hiding. Typically an OO design defines strict 
controls on the access to an object’s data members. Specific methods to access or alter an object are used to govern the range 
within data must be assigned and to control which objects are authorized to act on other objects. Details of the design can be 
found in [23] which has as the major goal of the system integration effort, modularity (population, path object, evaluation 
functions, …).  The complexity of the various modules is polynomial.  
 
6.2  EA SRP Router  
 
 The high level GA design necessitates many elements of preplanning before construction of a solution can take place. These 
decisions include coding language decisions, the use of GA libraries, and the level of generalization required. The level of 
generalization implies how dependent the software is on the problem and how difficult it is to transition the software to different 
problems. The coded solutions for the VRPTW, SRP, and path planner consist of a series of processing steps: read in problem 
data, maintain customer(target) information, construct individual solutions, apply the MOEA to those solutions, and return the 
results in a readable format. The implementation must be able to accomplish these steps and return results compatible with the 
simulation software. The software must adhere to object-oriented standards, be generalized enough to allow for the alteration of 
algorithm parameters, and be compatible with available hardware. 


A basic structure exists within all genetic algorithm search techniques. This structure is defined by the transition of 
populations of solutions through a modification and selection process. Due to this structural concept it is advantageous to use a 
programming library or other software utility that has already been created with this basic structure in mind, hereafter refereed to 
as the infrastructure of the GA. There are a variety of infrastructure options available for evolutionary computation across many 
coding platforms.  For this research the Open Beagle (OB) library was selected. Previous routing work used the GALib library 
[35], however for this research it was determined that a transition to a more contemporary library would be beneficial. The OB 
library contains very powerful and well constructed tools for the creation of evolutionary algorithms. It is written in C++ allowing 
for easier integration with existing simulation uses, all of which are written in C++, and the library allows the use of the vector 
data structure. The library is written in very strict object oriented protocol, meaning little work is required on the part of the user 
to get program specific details integrated into the overall program structure, assuming they are written to the same Object 
Oriented (OO) standard. More details concerning the implementation level design aspects of OB can be found in Appendix B and 
online [16]. The selection of this infrastructure drives the code level requirement of all the program components as well as the 
data structures available (C++ data structures). 


 
7  Experimental Procedures 
 
7.1 SRP Routing   
 
This section contains information about the design of experiments perform. The objective of the experiment design phase is to 
develop testing methods for the problem model and solution design. The experiments divide into three sections which test the 
effectiveness of the routing software, the path planner, and the simulator. The purpose of these experiments is to validate the 
algorithm design of the routing software by applying standard VRPTW benchmark problems and comparing the solutions to best 
known solutions. Modified versions of these test problems are also applied to the SRP routing software in order for the results to 
be comparable. 
 
7.1.1  Experimental Design Objectives;  
 
Test the proposed solution design for application to the VRPTW is valid across a spectrum of benchmark problems, and the 
solution design for application to the SRP produces valid results comparable to those obtained in the corresponding VRPTW 
benchmark. These objectives drive the experiment design such that a set of benchmarks are applied to the VRPTW and SRP 
solutions resulting in a set of valid solutions. These solutions then contain measurable metrics of total path length, total vehicle 
count, total wait time, and average path length (these metrics apply to both the VRPTW and SRP). In the case of the SRP the 
benchmarks are modified such that customer demand (targets) is an indication of vehicle count and not capacity demand, as in the 
VRPTW. Comparison of these metrics of performance allows for an intelligent comparison of the solution process to benchmark 
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problems. Accurate performance comparisons require the application of different design choices to the same problem, using the 
same settings when possible. To fulfill this requirement genetic algorithm settings are chosen and kept constant across the 
spectrum of algorithm choices. These settings are determined through empirical experiments deemed to best represent the 
performance capability of the different genetic operators. Population size and generation limit are chosen within the desire to limit 
program run time. Three different algorithm designs, each with two options for selection strategies, are used in the experimental 
procedures. These three designs are NSGA2, SPEA2, and a biased elitism algorithm. The biased elitism algorithm uses no 
strategy to rank solutions instead using an elitist ordering procedure that is biased toward path length. The top number of 
individuals, equal to the population size are selected from the population after genetic alteration. Each of these designs is then 
paired with either a random or tournament selection process. Recall that selection refers to how solutions are selected for genetic 
mutation. Tournament selection means some number of random individuals is selected from the population, with replacement, 
and ranked (biased by path length) with the top rank selected for alteration. The SRP experiments employ only the use of the 
tournament selection method as random selection was deemed more harmful to the SRP solution process from the fact that the 
genetic operators employ no local search techniques. 
 
 VRPTW and SRP Experiments - The most commonly used benchmarks for the VRPTW are the Solomon problems developed in 
1987 [38 They exist in three different varieties; a random distribution of customers (R), clustered sets of customers (C), and 
hybrid (RC). Each of these three problems comes in dimensions of twenty five and fifty customers. In order to examine the 
effectiveness of the software as well as the impact of the multi-objective design, two problems from each type are tested, listed in 
Table 6.1. The use of this variety of problems illustrates the impact of problem type on the solution design as well as solution 
performance in different instances. The number designation of each problem constitutes the time windows that exist for that 
problem. Problems that begin with a one, such as R109, have small time windows, while R206 has much larger time windows. 


 
                      Random        Cluster            Hybrid 
25 Targets   R206 R109   C103 C205   RC107 RC202 
50 Targets   R206 R109   C103 C205   RC107 RC202 
Table 6.1: Solomon test problem selections (Modified for SRP) 
 
Each test problem contains a set of target coordinates, target time windows, and vehicle capacity. The Euclidean distance 


between targets is considered to be the edge cost. The same problem selections are applied to the SRP solution modified in the 
demand column to ensure that each problem contains a realistic UAV requirement. Algorithm effectiveness varies greatly as 
different parameters within the program are tuned. The settings for each algorithm type were determined from empirical analysis 
and literature review [31]. The operator percentage indicates the chance that operator is used on an individual during the alteration 
phase. The more effective operators are used more often while the random operators are used less. All the options for the 
algorithm used to solve the VRPTW problems are listed in Table 6.2, the option for the SRP algorithm are listed in Table 6.2. 
 


Operator  and Setting                                                               Operator and Setting                                                      
Random Crossover .4%                                                             Random Crossover .5% 
Swap Mutation .25%                                                                 Split Mutation .25% 
Inversion Mutation .25%                                                           Vertical Swap Mutation .5% 
Insertion Mutation .1% 
Best Route Cost Mutation .4% 
SPEA2 Archive Size 80 
Generation Limit 1000                                                              Generation Limit 5000 
Population Size 100                                                                   Population Size 100 
Parent/children ratio 2                                                               Parent/children ration 2 
 


     Table 6.2: VRPTW GA Settings                                                Table 6.3: SRP GA Settings 
 
     The SRP software experiments use the NSGA2 and biased elitism algorithms. The reason for this is that results from the 
VRPTW reveal a consistent dominance of these two methods over SPEA2. Each algorithm/problem experiment is run thirty times 
in order to ensure reliable statistical analysis. Each replacement strategy uses a tournament selection method. The population size 
and operator application percentages are different from the VRPTW settings in order to counter the SRP's fragile structure. More 
simple operations are performed to take the place of a few intelligent operations. Experiments are run against a small subset of the 
problems applied to the VRPTW. 
 
 Benchmark problems are run for the VRPTW and SRP solver using either a biased single objective or NSGA implementation. 
The benchmark is run 30 times for 1000 generations each trial with a population of 300. Solomon’s problem RC107 for 100 
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customers is used. All tests were run using a 2.1 GHz AMD Athlon 3000+, 1GB of memory, 128 KB of L1 cache, and 512 KB of 
L2 cache.  Such experiments show the results obtained from the multiobjective formulation are superior to the single objective 
formulation, both in terms of the best path length attained and the optimization of multiple objectives. T he distribution of 
objective returns clearly favors the multi-objective (NSGA) approach over the biased single objective (Tournament) for not only 
path length but all objectives. Other empirical studies have shown this advantage becomes even more apparent as the dimension 
and complexity of the problem increases. Also note the much smaller distribution of values over the 30 trials for NSGA2 which 
indicates a much more consistent operation. 
  
8 Swarm  Parallel Simulation Experiments 
 


The AFIT parallel swarm simulation uses SPEEDES which is an open-source parallel discrete simulation framework 
developed in C++. Its primary purpose is to allow users to develop small and large optimistic time-managed simulations [24]. 
Parallelization of the simulation allows for simultaneous processing of events. Optimistic processing of events enhances 
performance by allowing some events to be processed out of order. Out of order execution avoids delaying received events 
scheduled at a future time, while waiting on the receipt of all events from earlier times.  


In the first experiment to minimize climbing, an artificial terrain field is created with a geometrically simple shape. The 
planner optimizes a route to the target by minimizing the climbing associated with the created path. Like all paths solved by the 
planner, this scenario consists of start, middle, and end locations. In between the straight-line path connecting the points are two 
large areas of high terrain which the planner must avoid. No threats are used in this experiment. Further, the weight associated 
with climb cost is maximized and the weight associated with distance is minimized to demonstrate the satisfaction of this single 
objective.  


 In illustrating tradeoffs between cost and risk experiment, a real-world route is planned over Nevada in the vicinity of Nellis 
Air Force Base. The path planner minimizes the cost of the route by minimizing distance, the amount of climbing associated with 
navigating the route, and the risk of the route Hideability, the degree to which vehicles remain out of site of potential unknown 
threats, is used as the optimization criterion. Figure 5 shows the three-point route for the planner to solve overlayed on a 
visualized Digital Terrain Elevation Data  (DTED) field.  


 


           
Three point route on DTED field               Least cost and least risk route 
Figure 5 3D Route planning in vicinity of Nellis AFB 
 


This experiment compares the effectiveness of the path planner with a modified TFO algorithm. Three-element target 
packages are created along with a grid of real world terrain and a realistic threat lay down. The planner is run in single-objective 
mode and its solution is scored and recorded. The TFO is run and the output is passed into the evaluation function of the planner. 
The cost results are then compared.  


There are two general uses for the path planner. As a stand alone unit, the path planner is multi-objective, i.e. it provides 
decision makers with a range of solutions to a particular problem instance. The second use is to generate link solutions to the 
larger capacitated vehicle routing problem (CVRP).  


To measure the efficiency of the parallel path planner, the runtime of the serial version is compared with multiple-instance 
parallel runs of the algorithm. With this information, the scalability and speed-up of the algorithm is determined. The problem 
instance is suitable for this experiment because the route covers a wide range of the problem space,. Also, the repair function due 
sharp turn is tested, and the solution is overlaid on a varied, real-world terrain space where Terrain Following Missions are flown. 
The configuration of the test sets conducted on AFIT’s Beowulf clusters consist of 1 to 16 processors and 1 to 1024 problems in 
intervals of powers of two. Each test is run 30 times for statistical analysis.  


Modifications to the router only affected the data used by the routing algorithm. Naturally, scores from the path planner differ 
greatly from the static point-to-point scores originally used by the router. Experimentation in this area focus only on the ability of 
router to: successfully invoke the planner, make use of the planner’s path scores, and complete its genetic routing algorithm.  


In the previous version of the swarm model, a 2-D swarm was placed into a uniform terrain region with targets or points of 
interest. The model demonstrated limited capability to find targets while conforming to the swarming rules [23].  A suite of 
experiments is developed to test the effects of the additional model capabilities on the swarm model. Table 2 illustrates the 
behavior enhancements of as they relate to the previous model. Testing focuses on adherence to the swarm rules as defined and 
the scalability of the enhanced model. The three major behavior enhancements are tested independently and collectively.  
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Table 2 Swarm Model Behavior Enhancements  


 
Specific actions taken by the vehicles to reach targets, often conflict with the swarming behavior rules. These experiments 


test the ability of the swarm to maintain its physical integrity while reaching all assigned targets in the route. Each experiment 
uses a common set of information to determine the adherence to the swarm rules.  


Neighborhood: A neighborhood is calculated for each swarm member at each time step in the simulation output. Each 
neighbor has a required separation parameter based on its position relative to the central UAV as defined in the parameter file.  


To separate consequential rules violations from minor ones, a threshold violation level is set at 20% of the separation 
parameter. Rules violations in this experiment are then determined by instances when a vehicle’s separation from any of its 
neighbors differs from its required distance by ±20%.  Note that various swarm splitting is required for sub-swarms to follow each 
CVRP route. 


In order to observe the effect of the path-following behavior on the swarm’s cohesiveness, metrics are required. From the 
simulation data, the average neighborhood size is calculated over time. Deterioration of neighborhood size is indicative of the 
swarm spreading out beyond its intended range.  


For the first experiment, the simulation is executed over flat terrain with only a single vertical layer. This configuration 
allows for isolation of the effects of path following from other model enhancements. For each time t in the simulation, the average 
neighborhood size is calculated using:  
 Ave.N.Size (t)  =  ∑f


t== 0 |n|   / #UAVs   at time t                   (7)                            Another measure of compliance is the degree to 
which rules are violated. To measure the degree of violation, the absolute value of each UAVs violation in meters is calculated at 
various time steps in the simulation. Equation 7 quantifies the magnitude of rules violations for UAV i at time t:  
  ∑n


j=1 |vectdiff (i,j) −req.separation (i,j)|  / n                   (8) 
where vectdiff(i,j) is the separation vector between the i and j UAVs and req.separation is the position-dependent separation 
distance required by the model’s rules.  


Various experiments are executed to evaluate the impact of cost and risk minimization along with terrain following 
employing the indicated metrics. Swarm behavior such as synchronization, rule adherence, cohesiveness, sub-swarm shape with 
terrain following are analyzed over the 3D layered UAV model.  Parallel scalability evaluation was addressed via a speedup 
factor with configurations consisted of 4, 8 and 16 processors simulating 40, 80, 160, 320, and 640 UAVs.  


  
 


9 Results and Analysis 
 


To test the planner’s ability to minimize climbing, an artificial terrain field is created with a geometrically simple shape. In 
this case, the planner-generated route avoids the high terrain to eliminate climbing. The planner is run in multi-objective mode 
and the least cost and least risk solutions are captured and visualized. Figure 5 also shows the optimized route for cost and risk 
minimization.  


The route in Figure 5 was scored according to the fitness functions. Its component scores are given in Table 3. Figure 6 
shows a visualization of the lowest risk score. These two solutions represent the two extremes of the Pareto front. To compare the 
planner to the terrain following optimizer, this experiment analyzes the effectiveness of the path planner with modified TFO 
algorithm. This experiment was performed by running the problem instance Nellis Route 1 on the path planner and comparing the 
results with TFO’s solution. It should be noted that TFO was not able to solve the problem directly. Due to algorithmic constraints 
of TFO’s tree search, a maximum of 20nm are allowed between targets. As a result, intermediate points had to be inserted 
between the targets before the route could be optimized. An additional limitation of TFO is that it optimizes paths between targets 
but does not optimize connections between targets. Therefore, TFO does not allow more than 45 degrees of heading change 
between consecutive major waypoints. The parallel path planner has neither of these constraints. Figure 6 depicts the TFO 
solution to the problem instance Nellis Route 1.  
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              Lowest risk route                                      TFO route   
Figure 6 Lowest risk and TFO 3D routes over Nellis AFB 


 
Table 3 Fitness Component Scores - Nellis Route  


 
Several inferences can be made from inspection of Figure 6. First, TFO’s approach to minimizing climbing involves seeking 


the lowest point possible. Inspection of the path between shows that higher terrain was avoided whenever possible. This contrasts 
with the parallel path planner’s approach which focused on minimizing the total amount of climbing. While TFO would avoid 
high terrain at any cost, the parallel path planner allows for high terrain so long as the cost of moving into the terrain is offset by 
reduced climbing and descending within the terrain. Table 4 compares the fitness evaluation of the TFO solution with the low cost 
and low risk Pareto front points of the parallel path planner.  


 
Table 4 Nellis Route Evaluations 


  
Table 4 shows that both solutions of the parallel path planner had lower risk routes with shorter path lengths. The planner’s low 
cost route found a lower climb cost while the TFO found a lower climb cost than the low risk route. While the two programs have 
a different approach to minimizing climbing, it should be noted that the hideability algorithm and its input data are identical in 
both programs. Figure 6 also reveals a weakness in TFO’s application of the restriction on heading change. Recall that 
consecutive target inputs in TFO must not result in a change in heading greater than 45 degrees. In the problem tested, as each 
segment was optimized independently, the resulting solution contains a heading change greater than 90 degrees. The MOEA 
resulting Pareto front for the same problem instance is given in Figure 7 providing multi-objective tradeoffs to the decision 
maker. 


  
                              Figure 6 Risk vs. Cost Pareto Front 


 
 The efficiency of the parallel path planner experiments reveal near linear speed-up. This is due to the independence of the 
nodes, and low communications overhead.  Runtimes varied from one job on one processor of 0.2 seconds to 123.3 seconds for 
1024 jobs on one processor to 8.5 seconds for 1024 jobs on 16 processors. It is clear that the parallelization of the path planner 
results in near linear speedup with each increase in the number of processors. This result is not unexpected as the parallel 
decomposition strategy has very low overhead. It should be noted however, that the load balancing scheme and the use of 
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multiple non-blocking receives contributed to the speedup. In the absence of effective load balancing and non-blocking 
communication, the speedup would be reduced even with low-overhead parallel problem decomposition.  


Evaluating the expanded and improved parallel swarm simulator was also a critical element in the development of the UAV 
mission planning system [23].  Most insight as to the performance of the UAV mission planner was achieved with the parallel 
simulation as well as feedback to improve planning and routing effectiveness [29]. 


 
10 Conclusions and Future Research 
 


Multi-objective evolutionary algorithms are developed for efficient UAV swarm path planning and routing.  Development of 
the new Swarm Routing Problem (SRP) model is shown to be an effective and solvable problem model for multiple UAV routing. 
Also, an efficient parallel computation system is developed that computes individual segments for use in the GVR routing 
algorithm.  The parallel swarm simulator is improved by incorporating path-following capabilities with existing swarm behavior 
and measuring the effects of these capabilities on swarm characteristics.  Additional efforts include exploring larger-sized 
physical areas for terrain and threat avoidance. Another promising technique is to increase the search space through the use of 
“migrant” population members. Originally developed for use in the Island model [26], migrant members are randomly initialized 
solutions added to the population at various epochs of the evolutionary cycle.  Modifications to the path planner should allow 
either validation that time on target constraints can be met or that adjustments in the vehicle speed can be evolved along path 
segments. The addition of more population diversity would allow the planner to search different regions of the problem space. In 
particular,, a dynamic parameterized UAV vehicle second-order model tuned to create path feasibility would also be of practical 
importance.  In addition, qualification of sensor data requirements would provide a realistic simulation that could lead to real-
world swarm implementation and testing, The bio-inspired  UAV swarm, agent model [39] should also be investigated for 
embedding. 
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Outline


 On board Information processing


 Main Technologies


 Digital Signal Processors  -  DSP


 Reconfigurable Computing, FPGAs


 Embedded processing


 Self Reconfigurable processing


 Evolvable Hardware







Onboard  UAV  Operations







Onboard Processing Requirements


 Computational Performance


 sufficient to accomplish complex imaging algorithms


 Low power and Low Energy


 management of circuitry, architecture


 Minimal physical characteristics


 packaging, weight


 Communication Performance


 antennas, digital soft radio, protocols


 Storage 







Key Component Technology


 Digital Signal Processors,  DSPs


 Reconfigurable processors,  FPGAs


 Embedded processors 







Digital Signal Processors  (DSPs)







What  are DSPs ?


 Embedded microprocessors that are designed to handle 
digital signal processing applications in a very cost effective 
manner


 Current market leaders:


     TI, Motorola, Lucent


 Market well over - $ 50 Billions







Nature of DSPs


 DSPs  utilize special hardware to meet performance,  power, 
and price points


  Sacrifice orthogonality and ease-of-use to meet goals


   Assume hand-assembly or libraries used for core  algorithms


  Compiler mostly used for control and glue logic







DSP principle


 Converting a continuously changing waveform (analog) into a 
series of discrete levels (digital)







DSP principle


 The waveform is sliced into equal segments and the 
amplitude is measured in the middle of each segment


 The measurements make up the digital representation of 
the waveform
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ADC  and  DAC


 ADC:  analog conversion to digital


 DAC:  digital conversion to analog


 Both operations are approximate as the waveforms do not 
completely match  - filtering needed to smooth them out 







DSP algorithms


 Basically various filtering type of algorithms


 FIR:  finite impulse response


 IIR:  infinite impulse


 Bandpass filter


 AR:  autoregressive







FIR filter


 Most widely used filter


 series of delays, multipliers, and adders


 frequency response output fine-tuned to filter's length







DSP - Architecture Characteristics


 DSP architecture is designed to solve one problem well


 Digital filters (FIR, IIR) and FFTs


 In Real-Time


 Architecture features added to speed up this problem


 MAC:  multiply & accumulator, speedup FIR tap


 Circular buffer: speedup shifting FIR delay registers


 RISC based: single clock per instruction


 Harvard Architecture: separate instruction & data


 Word oriented







DSP characteristics


 Disadvantages:  not a general purpose computer


 slow character processing


 No multi-user operating system support


 No virtual memory, no translate lookside tables


 No memory page protection (Read, Write, Execute)







FIR filter architecture


 Example







FIR on typical processor


 simple assembly FIR  routine







Early DSP architecture


 simple datapath and memory structure







Typical architectures


Harvard architecture was coined to 
describe machines with separate 
memories.
Speed efficient:  Increased parallelism.


instructions data


ALU I/OALU I/O


instructions


and


data


Data busAddress bus


Von Neuman architecture
Area efficient  but requires higher bus 
bandwidth because instructions and 
data must compete for memory.







FIR filter on conventional DSP


Use of dot product


Do dotprod UNTIL CE;


dotprod:


    MR = MR + MX0 * MY0 (SS), 


    MX0 = DM(I0,M0), 


    MY0 = PM(I4,M4);







Baseline DSPs


 Common attributes


 Arithmetic:  16 or 24-bit  or even 40-bit fixed point (fractional), 
or 32-bit arithmetic operations


 Instructions:  16-, 24- or 32-bit instructions


 Issue:  one instruction per cycle, single-issue


 complex, compound instruction encoding, many operations


 highly constrained, non-orthogonal architecture


 dedicated addressing hardware


 specialized addressing modes







Baseline DSP 


 attributes (cont)


 on-chip memory architecture


 dedicated hardware for loops and other execution control


 on chip peripherals and I/O interfaces


 low cost, low power, low memory usage







Increasing Parallelism


 Boosting performance beyond faster clock speeds requires the 
processor to do more work per cycle


 Two ways to increase the processors' parallelism:


 Increase the number of operations  that can be performed in 
every cycle


 increase the number of  instructions  that can be issued and 
executed in every cycle


 this leads to pipelining and parallelism







More Operations per instruction


 How to increase the number of operations performed in each 
instruction?


 Add execution units (multiplier, adder,  i.e.  add hardware)
 enhance the instruction set to take advantage of extra hardware
 Possibly, increase the instruction word length (width) 
 Use wider buses to keep the processor fed with more data


 Add SIMD capabilities  -   data parallelism







Architectures for DSPs


 Enhanced conventional DSPs


 Lucent DSP16xxx, ADSP 2116x


 VLIW (Very Long Instruction Word) DSPs


 TI TMS320C6xxx, Siemens Carmel, Philips Trimedia


 Superscalar DSP


 ZSP ZSP164xx


 Hybrid processors


 PowerPC with Altivec Hardware, TriCore







Example







Enhanced conventional DSPs


 More parallelism via:


 Multi-operation data path
 e.g., 2nd multiplier, adder
 SIMD capabilities


 Highly specialized hardware in core
 e.g., application oriented datapath operations (crypto)


 Co-processors
 Viterbi decoder, FIR filtering, mpeg7, etc







SIMD  –  single instruction multiple data


 Split words into smaller chunks for parallel operations


 Some SIMD processors support multiple data widths, such as 
16-bit, 8-bit,...)


 For example, Lucent DSP16xxx, ADI ADSP 211x







Challenges to SIMD


 Algorithms, data organization must be amenable to data 
parallelism


 Programmers must be creative, pursuing alternatives


 Reorganization penalties can be significant


 SIMD most effective on algorithms that process large blocks of 
data







More Instructions per clock


 How to increase the number of instructions issued and 
executed in every clock cycle?


 Use VLIW techniques  
 static scheduling


 Use Superscalar techniques  
 dynamic scheduling







Superscalar  vs  VLIW:  scheduling







VLIW concept







VLIW Application


 FIR filter loop 







Evaluation


 Advantages


 performance


 regular structure


 easier to program – depending on tools


 Disadvantages


 difficult tools  -- compilers/schedulers


 deep pipeline latencies


 code size explosion


 higher power consumption







Superscalar  DSPs


 Characteristic


 hardware support for instruction control


 2-4  instruction issue per cycle


 lots of parallelism


 Example FIR filter


 All four instructions exec in parallel







Evaluation


 Advantages


 performance


 easier tools  -- compilers


 smaller code size


 Disadvantages


 dynamic behavior complicates software development


 execution time unpredictability


 high energy consumption 







Hybrids


 Typical approach:  Embedded DSP and microcontrollers


 heterogeneous multi-core systems including 
 Regular processor cores
 DSP co-processors
 Advanced cryptoprocessors


 Design methods


 tweaking a GPP with DSP support, or


 tweaking a DSP with some microcontrol support, or


 entire new design from scratch







Example:   TI   OMAP Hybrid  Processor







Reconfigurable  Processing







Reconfigurable Processing


 Ability of a device to change its internal structure, 
functionality, and behavior, either on command,  or 
autonomously.


 Two methods for execution of algorithms:


  hardwired technology:  high performance


  software-programmed microprocessors:  high flexibility


 A third approach:   Reconfigurable computing                           


 intended to fill the gap between hard and soft, achieving 
potentially much higher performance than software, while 
maintaining a higher level of flexibility than hardware







Reconfigurability  Classes


 Static  Configuration:   performed while device is off line.


 Dynamic  Configuration:   device is on-line, "on the fly".


 Self Reconfiguration:    performed autonomously by device.


 Evolution  type:   Self Reconfiguration with adaptation such as 
replication and growth,  "bio-inspired". 







Reconfigurability  Spectrum


Fixed HW


Reconfigurable


Self 
reconfigurable


Evolvable


Flexibility,  
Fault Tolerance


Generation


1st 4th3rd2nd







Reconfigurable  Logic


 Currently implemented by FPGAs


 Static reconfiguration is achieved by downloading into the 
FPGA chip a new configuration  while the FPGA is off-line


 obvious disadvantages in configuration time







 Traditional  FPGAs 







Static  Configuration







Dynamic Configuration


 It is achieved by inserting new FPGA functionality on the fly, 
i.e. while the chip is active


 Certain areas of the device can be reconfigured while others 
remain unaffected


 In practice,   partial configuration is used to achieve run-time  
dynamic reconfiguration


  Xilinx Virtex families


  Altera FPGAs


  Atmel, etc. 







Partial Configuration styles


 Module based:  distinct portions of the design (modules) that 
can be reconfigured separately (Bus Macros)


  independent modules


  communicating modules


 Difference based:  making small design changes in local areas 
e.g. LUTs,  block RAMs,  but not routing







Virtex II  Architecture


 CLBs,  Block RAMs, Config Columns







Module-based Partial Configuration







Bus  macros


 Connecting reconfigurable and fixed modules in partial 
configuration maps 







Major Constraints


 Size and position of a module can not be changed


 Modules can communicate only with neighbors


 No global signals are allowed except clocks


 I/O blocks exclusively accessed by adjacent modules







Difference-based Partial Configuration


 Small changes on the FPGA configuration 


 Manually done, usually via an FPGA Editor 


 What can be modified? 


 LUTs equations 


 BRAM contents and BRAM write modes 


 I/O standards and pull-ups or pull-downs on external pins 


 Flipflop initialization and reset values, 


 What cannot be modified? 


 Routing,  very dangerous:  internal contentions







Self  Reconfiguration


 A second way for dynamic reconfiguration: 


 The chip modifies its own configuration  based on peripheral 
or internal signals 


    This may occur 


  under command, or 


   autonomously


 This idea leads to the concept of  Self  Reconfiguration







Why Self Reconfiguration ?


 Ability to operate  autonomously  in remote,  challenging and 
hostile environments


 Perform on-board processing and communication


 Variability of function and operation modes


 Quick response to changing ambiance







Potential Self Reconfiguration Apps


 Space exploration probes


 Military & commercial 
satellites


 UAVs  and  µ UAVs


 deep underwater rescue 


 nuclear or chemical plants


 autonomous robotics







Key Issues of Self Reconfigurable architectures


 Autonomy


 Real time response


 Low power and energy consumption


 Reliability







About UAVs:  Rationale 


 Increasing need for flexible embedded processing on board a 
variety of aerial vehicles especially µUAVs.  


 To perform their mission,  µUAVs need unconventional on 
board processing capabilities:


 Performing multitude of computationally intensive functions


 Operating autonomously, adapting from one input to another


 Meeting low power and reliability requirements







Rationale (cont)


 Reconfigurable processors based of FPGAs have two traits:  
flexibility and parallel processing.  


 However, FPGAs lack autonomous adaptation capability while 
suffering from power consumption. 


 Clearly, mini aerial vehicles, e.g. satellite sensors and µUAVs,  
need  autonomous, adaptable and dynamically reconfigurable 
processors, beyond conventional FPGAs.







Sensor Web Scenario


Communication 
Tradeoffs  


  Bandwidth =


   Buffer/Latency,


  Data Rate,


  Protocol,


  Error Bit Rate







Self Reconfiguration Approach


 Novel autonomous, adaptable and and self reconfigurable 
system has been proposed consisting of 2 basic units:


 Adaptation software manager


 Dynamic reconfigurable hardware fabric


 The approach is based on the twofold concept:          
adaptation of the application software coupled with      
dynamic reconfiguration of the hardware.







Approach (cont)


 Architecture:  reconfigurable at four Layers:


   Layer 4:   the Adaptation Manager.


   Layer 3:   the Real-Time Operating System RTOS.  


   Layer 2:   the Embedded Processors   and Memory. 


   Layer 1:   the Reconfigurable Hardware Fabric. 







Architecture:   Non Traditional Reconfigurable







Reconfiguration  Strategy   


 Occurs at several levels:


 Selection of  application modules by the Adaptation Manager. 


 Mapping of modules into the hardware fabric or the embedded 
processors, depending on performance requirements.  


 Configuration of the hardware fabric and the embedded 
processor to meet performance and data delivery 
requirements.


 The reconfigurable hardware is essential for mapping of 
communications algorithms such as :  


 IR filtering,  


 multichannel CDMA, 


 complex encoding, 


 advanced imaging.







Adaptation manager


 The adaptation manager captures real time sensor inputs and 
interacts with the Function Libraries.


 The Libraries store pre-built configurations for application 
functions 


 The manager decides on which configuration to be fed into 
the hardware fabric. 


 The manager also involves a software learning process to 
adapt configuration decisions.







Self Adaptation  -  Dynamic Configuration







Reconfigurable Fabric


 The reconfigurable fabric consists of a number of processing 
tiles each having capability of dynamic reconfiguration


 Tiles are equipped with regularly structured functional units 
capable of operation level parallelism. 


 Tiles can be hierarchically assembled at several levels using 
dynamically interconnected switch-buffer matrices.  


 Distributed buffer memory


 Configuration can be achieved within a tile, and along several 
interconnected tiles.


 This approach provides good scalability, growth and fault 
tolerance.







Reconfigurable Fabrics and Tiles







Reconfigurable Tiles







Core Switch Matrix







Self  Reconfigurable  and  Evolvable Systems


 There is an overalap between the two concepts


 Self reconfiguration operates in real time  


 Evolvable reconfiguration implies self-growth and replication 
of the reconfigurable hardware at slower pace.  


 Evolvable hardware use bio-inspired approaches and may 
need technologies not based on CMOS. 







Evolvable Hardware 


 Evolvable Hardware, EHW, is capable of on-line adaptation 


 EHW can change its architecture and behavior dynamically 
and autonomously, either through software or by directly 
morphing the hardware. 


 At present, EHW use evolutionary algorithms or genetic 
algorithms as their main adaptive mechanism.  However, 
other techniques are possible such as Neural Networks. 







Evolvable:   Inspiration from Nature







Evolvable Hardware Classes


 Extrinsic EHW:  simulates evolution by software and only loads 
the best configuration to hardware in each generation.


 Intrinsic EWH:  simulates evolution directly in hardware.


 Most evolution approaches are extrinsic or off-line types







Evolutionary design and adaptation of circuits







Evolutionary design:  extrinsic - intrinsic







Genetic Evolutionary Operations


 Selection


 Crossover


 Mutation


 Use an Objective or Fitness function







Principles of Evolution


 Coding solutions as chromosomes.  


 Operating on code, not solutions.  


 A string is a candidate solution.







Evolutionary implementation 


 Current approaches to EHW implementation:


 use powerful compute engines to run GAs for evolution


 use reconfigurable HW or FPGAs to load evolved HW


 Requires:  


 fast evaluation


 low cost for failure


 Future:   everything should be seamlessly integrated in HW







Where is Hardware Evolution ?







Some examples:   evolving an FPGA design







Is it practical ?


 For most practical real world problems, human designers plus 
tools still outperform evolution


 However,


 Hardware evolution does have some niche applications







Adaptive  Systems 


 Evolution  +  Reconfigurable Hardware  =  Real-time Adaptation


 Can adapt autonomously to changes in environment  


 Useful when real-time manual control not possible   


  E.g. spacecraft systems (sensor processing) 


 Non-critical systems are more suitable   


 E.g. data compression systems   


 plant power management   


 ATM cell scheduling







Traditional vs. Evolutionary Search


 Traditional design decomposes from the top down into known 
sub-problems 


 Applies constraints to ensure design behaves like known sub-
problems 


 Evolution works from the bottom up 


 Evolution uses fitness to guide performance 


 Not directed by prior knowledge 


 Oblivious to complexities of the interactions within the circuit







Innovative  Circuits


 Circuits that could not be found using traditional design 
abstractions are innovative 


 Solution may have high performance 


 May use less gates that traditional designs 


 Analysis shows internal non-digital behaviour


 Examples:  evolvable multiplier, adder







Traditional vs Evolvable Multiplier


Traditional =  26 gates                                           Evolved =  21 gates + 7 MUXes







Application Examples of custom EHW







Evolved Antennas







EHW vs. Neural Networks  (NN)







EHW vs.  Self Reconfigurable,  again


 Key issue:   real time efficiency


 Self reconfigurable hardware requires fast responses whereas 
Evolvable HW is still slow paced


 Combining the two is important for future applications







Layered approach to EHW/Self Reconfigurable


 Key feature:  interaction and coordination of two basic entities


 evolvable adaptation software


 dynamic reconfigurable hardware


 We could have used an evolution-based approach to design 
both units, i.e.  the manager and the fabric.  However,


 An Evolvable Hardware fabric would ultimately require 
unconventional hardware, not yet available.


 The Evolvable Manager uses a software approach based on  
Neural Net learning technique to evaluate and perform 
adaptation of application functions







Self Adaptation  -  Dynamic Configuration







Evolvable Adaptation Model


 Evolvable hardware model consists of two interacting 
components


 dynamic reconfigurable hardware and 


 a neural network


 The idea is to achieve evolution in the hardware by evolving 
configuration candidates via the neural network and testing 
them for fitness.







Evolvable  Platform







Evolution Modes


 Operation mode:  Neural Net (NN)  generates configuration 
code


 Training mode:  NN incrementally evolves configurations by 
training itself on input stimuli as well as configuration data 
that are recurrently applied after being improved by genetic 
operations.


 Other evolution modes e.g. self-diagnosis and self repair are 
also feasible.







Training


 During training, candidate configurations are selected from a 
population via genetic operations.  


 Training continues until a candidate passes a fitness test 
depending on responses from the reconfigurable fabric. 


 Training may start on command or autonomously, in new 
environment, new functions or upgrading for better 
performance.


 A major aspect of this scheme is to design a robust training 
mechanism for configuration evolution of the dynamic 
reconfigurable  fabric.







Evolvable  Hardware  Training







Summary  and  the  Future


 Self reconfigurable and evolvable systems have the potential 
to be an important  future technology especially for avionics 
and space infrastructure.


 EHW based on bio-inspired paradigm using GAs and software 
simulation off-line to evolve and discover hardware.


 This is fine in slow growth and self paced evolution but not in 
real time.


 In the future, there is need to integrate seamlessly Evolvable 
software with Neural Network techniques into dynamic 
reconfigurable hardware platforms.
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Motivation:  Autonomous UAVs


 UAV scenarios


 Civilian and Military applications


 Threat assessment, rescue & recovery, reconnaissance


 UAV real time info flow 


 Queries and Inquiries to UAVs


 Sensory signal processing


 Feature processing


 UAV Response feedback


 Networking UAV 







Autonomous  UAV  Scheme







Autonomous UAV Real Time Requirements


 Queries and Inquiries to UAVs


 Autonomous & Hierarchical Cognitive Learning


 Image processing


 Master/Slave UAV organization


 Networking formations and UAV collaboration


 Mission strategies







System Concept







System Concept (cont)


 The system architecture and methodology manages the real-
time information flow between CC and the Master UAV.


 A key property is the adaptation and learning capability of the 
Master  in order  to respond intelligently to CC queries.







System Architecture


 A central command control 
(CC) communications center 
interacts in real time with a 
Adaptable  Mobile Agent 
(AMA) on the Master UAV.


 The Master collects sensory 
information.


 CC evaluates feedback,  
accepting or  modifying it. 


 CC resends query and 
updates its database.







System Architecture Information Flow


 CC prepares queries for the 
Master


 Master processes queries 


 knowledge base


 sensory data


 CC evaluates feedback,  
accepting or  modifying it 


 CC resends inquiry and 
updates its database 







System Architecture information flow


 System Architecture 
processes the information 
flow for an inquiry session 
between CC and the 
Master.


 Queries operations may 
involve:


 Processing & analyzing 
“existing” knowledge 


 “Augmenting” the 
knowledge base







System Architecture information flow (cont)


 Adaptive Query Learning:


 Due to rejections or 
otherwise unsatisfaction of 
CC's evaluation of result


 Incremental Sensory 
Adaption & Learning:


 Preloaded Master with 
sensory knowledge (i.e. 
High altitude video)


 Independently of its current 
mission, the Master is 
updating it's sensory







Inquires


 A key element of the CC is an inquiry processor which 
transforms user inquiries into formal queries for the AMA.


 An inquiry consists of a number of phrases that resemble a 
restricted natural language specifically


 Consists of an <action>, <qualifiers> and a single <object>.







Inquires:  Feature Qualifiers


 For example, “find preferred in Ohio landing area”


 where 


<action> is “find”; 


<qualifiers> are “preferred” &  “in Ohio”


and <object> is “area”.


 Feature Qualifiers are characterized by a particular trait which 
exhibits a fuzzy description such as “good” or “preferred”.


 For example, “preferred” has a method describing the human 
meaning into low level terrain sensory features, e.g. 
“clearance”, “roughness”, etc.







Prolog


 Declarative Language


 Declarative Clause Grammars, DCG


 Straight forward mapping to parallel hardware technologies


 Al-based goal searching and Pattern Matching


 Image processing and object recognition


 Optical technologies


 Formulate logical database queries


 Natural-like language processing


 Biophotonics technologies


 Associative memories







Queries


 A formal query is a symbolic expression which can be 
described by Prolog's Declarative Clause Grammar (DCG).


 For example, the CC Inquiry


 find preferred in Ohio landing_area


 becomes transformed the AMA query fro the Master UAV:


 find ( clearance > 7 and roughness > 8)  and in Ohio 
landing_area


 Feature qualifiers require offline and online learning by using 
a combination of supervised learning (i.e. Neural Nets) and 
fuzzy system descriptions.







 Feature Training Strategies


 Hierarchical training modules


 Sensory features on distinct sensor modules on Master UAV


 Preference training module


 Two levels of Learning


 Adaptive feature learning


 Preference-based learning


 Inquiry:   find preferred in Ohio landing_area


 Query:    find ( clearance > 7 and roughness > 8)







Master UAV architecture


 Adaptive recognizer of 
patterns and images through 
sensors


 For Features & Preferences


 Reconfigurable processor


 On board Library of training   
functions


 I/O interfaces and sensors







UAV Training Process


 Hierarchical training modules


 Training sensory features on distinct sensor modules on UAVs


 Preference training module 







Training Strategy







Training strategies


 Master:


 Filtering for each parameter data type


 Parameter sensory training based on query preference


 Trained data collected into one feature vector


 Central station (CC):


 Similar to Master but operating on simulated data 


 Software filtering


 feature vector data at the Central  derived by simulations using 
the training knowledge from the Master.







 Query processing:  Master


sensory trainer is stored in the local knowledge base


query execution process real-time data from the local sensors.







Query processing:  Slave


Slave UAVs organized into fleets to collect multiple data


Collaborative trainer:  resolving inconsistencies from multiple UAV data.







Key issues in Master (AMA)


 Associative memories and processors is an enabler 
information technology


 All Master subsystems will benefit from large  associative 
memories


 Command and Control, CC


 Inquiry system  –  Prolog engine


 Preference Learning  –   Neural Network Classifier


 Adaptable Mobile Agents, AMA


 Query learning – Supervised Learning, Fuzzy Logic


 Cognitive Image Recognizer – Unsupervised Learning


 Sensory Learning – Supervised Learning







Key Attributes in UAV Scheme


 All UAV subsystems will benefit from large  biophotonic 
associative memories, especifically


 Command and Control


 Query system  –  Prolog engine


 Preference Learning  –   Neural Network Classifier


 Master UAV


 Cognitive Image Recognizer


 Sensory Learning


 Slave UAVs


 Advanced imaging  –   wavelets 


 Collaborative learning


 Associative memories and processors are enablers for 
information technology on UAVs







Example:  terrain landing







Feature properties







Cluster Charaterization







Query examples and answers







Conclusions


 System Architecture and methodology to manage the massive 
information flow and inquires between CC and AMA in 
realtime.


 Bio-inspired learning techniques are needed for query and 
inquiry processing for feature qualifiers and preferences.


 Bio-inspired learning are needed for pattern recognition of 
sensory information.


 Prolog, optical and biophotonic technologies are needed for 
processing realtime massive information flow.
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Outline


 Mission scenario


 Heterogeneous sensor nets


 Characteristics of platforms


 Information management


 Our Approach


 On board UAV architecture


 Adaptive processing


 Evolutionary learning and training


 Associative cognition







Distributed Sensing Concept


Three coordinating sensory networks:  ground sensors,  UAVs, trooper sensors







Expeditionary  Operation


 Three distributed sensory networks


 ground sensors


 UAV sensors


 trooper sensors


 The trooper sensory is normally operating in passive mode, 
i.e. avoiding transmissions while receiving data from UAVs 
and ground sensors.


 UAV sensors coordinate with the ground sensors to track 
information about the target.  This information is transmitted 
to troopers.


 The ground sensory consists of  redundant heterogeneous  
sensors that are dispersed en masse to monitor targets.  







Ground Sensors


 Sensors are heterogeneous, redundant and disposable.  


 They are  self-organized by their monitoring threat identity 
types:


 Motion


 Sound


 Imaging (infrared)


 Proximity, location


 Chemical, bio, radiation


 Ground sensors communicate point-to-point with other sensors


 Ground sensors  normally operate in passive monitoring mode. 
They are activated by the UAVs for transmission.  







UAV Sensors


 UAV sensors are equipped with long-range communication 
devices.  They respond to ground sensory, troopers and other 
UAVs.


 UAVs may be organized in hierarchical network formations, i.e. 
master UAVs and lower flying mini UAVs.


 Possible intelligent information and threat discovery by UAVs


 Threat identity


 threat coordination


 Overall threat assessment


 Threat pattern tracking


 Information bridge between troopers, ground sensors and 
distant command station.







Trooper Sensors


 Trooper sensors are carried on soldiers to retrieve information 
normally from the UAVs, occasionally the ground sensors and 
in emergency the command center


 Characteristics


 Support information retrieval and interpretation


 Support coordination among trooper sensors  


 Passive sensory: mostly receiving 


 Threat avoiding and/or safe threat practice for safety of 
troopers







Data Gathering Principles


 Troopers gather data from their own sensors and from nearby 
sensory assets, i.e.  UAVs  and ground sensors.  Sensory data 
is relayed all the way from assets located close to the target.


 Gathering of sensory data is determined by transmission rate, 
transmission range, quantity, quality, energy and real time 
constraints.


 There is priority of selecting sensory data types (for example, 
audio vs. visual) based on mission objectives, threat level, etc.


 Ground sensors transmit raw data with small data rates 


 UAVs can transmit processed data that may have been 
analyzed by the UAV systems or at the Command Station.







 Sensor Suite


 Depends on mission requirements


 expeditionary missions   to discover hidden hostiles under 
cover and slow moving targets


 UAV sensors: visual, audio, infrared


 Ground sensors: motion, chemical, possibly sonar


 reconnaissance missions  to passively gathering data


 UAV sensors: long-range visual, infrared, radar


 Ground sensors: audio, possibly visual


 surveillance missions  to monitor behavior of people, objects, 
or processes in large region


 UAV sensors: visual, infrared


 Ground sensors: motion, audio, possibly visual







Platform characteristics improvement


 UAVs:  onboard processing and communication capabilities. 
Adaptive hardware and software to the mission objectives.   
Associative processing to enable real time identification and 
recognition.


 Ground sensors: Minimal computation and communication.  
Very low energy consumption, possibly energy scavenging.  


 Troopers:  Low power processing and passive communication 
capability.







Validation and experimentation


 There is need to collect real time data in simulated scenarios 
that closely relate to real scenarios.   


 All key actors in an expeditionary scenario, the troopers, the 
UAVs and the ground sensors, should interplay to collect real 
data.  


 Data capture capability for post mission analysis. 







Real time information management


 Troopers:  management of sensory data received by their own 
sensors and ground sensors.  This involves prioritization of 
sensories and weighting their responses.  


 For example, a motion signal from a ground sensor may 
reinforce an infrared image from the trooper sensor to decide 
about a target.


 UAVs:  More sophisticated data management and analysis in 
real time.


 imaging 


 sensory pattern recognition


 adaptive pattern training


 Ground sensory 


 Low level data recording


 Raw data transmitted with low data rates 







Sensory inter-operation


 A key issue of sensory inter-operation is  how and  where  to 
evaluate sensory data in real time.  


 We propose that the initial evaluation be done by the UAVs.  
Patterns of diverse sensory data could be weighted to provide 
a real time response.  


 Sensory patterns could be recognized by adaptation and     
(off-line) training  based on data from previous missions.   
(More details to follow).


 All unresolved information would be sent to command center 
for expert decisions with time delay penalty







Approach:  UAV Centric


UAV  Scheme


to Assist


Trooper


Operations







Hierarchical System Concept


 Operation level 1:  Local evaluation


 UAVs collect sensory information from their sensors and the 
ground sensors concerning the target


 UAVs process and evaluate the data in real time to locate and 
identify the target and threat level


 UAVs transmit a response to the troopers and/or command 
center


 Operation level 2:  Remote analysis


 For deeper analysis, UAVs communicate with the central 
command in real time.  A feedback received is transmitted to 
the troopers.


 A key property is the adaptation and learning capability of the 
UAVs based on associative processing to provide responses in 
real time.







UAV on-board architecture


 Onboard associative storage 
of training functions


 Adaptive recognizer of 
patterns and images through 
sensors


 Reconfigurable processor
 I/O interfaces and sensors


 Associative memory 
technology can be applied to


 Sensory Processing


 Adaptive Recognizer







Key Attributes of UAV-Centric Scheme


 All UAV subsystems as well as command center will benefit 
from large associative memories, specifically


  UAVs:   efficient real time response


 Cognitive imaging
 Sensory learning
 Collaborative training


 Command:  computation intensive


 Preference learning – Neural Classifiers
 Query system


 Associative memories and reconfigurable processors are 
enablers for sensory and cognitive technology on UAVs.







Expeditionary  Application







On-board UAV Operations







Onboard UAV Function Modules


 Our approach builds on several on-board function modules to 
assist the troopers and central command by preprocessing 
information, correlate corrected data, and preliminary 
association with existing knowledge.


 These three tasks undergo evolutionary learning processes 
during online operation, or in offline training sessions.







Offline UAV training process


 Hierarchical training modules


 Training sensory features on distinct sensor modules in the UAV


 Preferential training module







Online/Offline Evolutionary Learning


 Evolutionary neural process learning employs a neural 
network training and mapping approach between input  and 
output representations via an evolutionary learning algorithm. 


 Evolutionary learning supports online training during realtime 
application and offline training during traditional training 
sessions


 Evolutionary learning augments UAV functions as follows:


 Adaptive data processing


 Multi sensory information management


 Associative recognition







 Sensory Associative Memory


 Our learning and training scheme employs a three phase 
associative memory process: 


 Sensory data transformations


 interfusion of sensory transforms


 associations and approximate recall


 All three phases use evolutionary neural network processing 
to perform their internals 







 Adaptive Sensory Data Pre-processing


 Heterogeneous sensors  pre-process raw data using distinct 
adaptive modules on the UAV


 High level features of information are extracted from raw 
sensory data, i.e. Fourier, wavelet


 Other information can be preferential rather than traditional 
math-based.  This is achieved with evolutionary preferential 
neural process learning.







Phase 1  -  Sensory preprocessing


a) pre-processing filters,  


b) high level feature extractors,


    Feature vector  fk   represents data of  Sensor-k







Multi Sensory Information Fusion


 Extracted high level information from sensors are merged into 
a single vector stream


 Merging uses statistical parameter, e.g. mean, weighted 
average, etc


 Merging can be  biased  with existing knowledge rather than 
standard unbiased statistical parameters.  This is achieved 
with evolutionary bias neural process learning.







Phase  2  -  Interfusion


Inputs  Feature vectors


Output  Signature vector 
representing sensory data


    g k  =   (b k ; w k )


     b k  =  (f 1k ... f sk )







Phase 3:  Associative Recognition


 Associative recognizers measure statistical similarity or 
difference between merged information and stored 
associative memory data


 Similarity measures determine the association matching 
levels between the merged information and stored data


 Often in practice, similarity measures in real association are 
not mathematically well defined.  This is achieved with 
evolutionary undefined neural process learning.







Evolutionary Training Scheme


 key advantage 


 neural net structural evolution


 training data enrichment


 The training scheme consists of of three nested processes


 a) coefficient training process (inner loop), 


 b) structural evolution process (middle loop) and 


 c) training data enrichment process (outer loop),







Training


 The coefficient training process (inner loop) is a variation of 
the back propagation algorithm using adaptive learning rates 
to accelerate convergence


 The structural evolution process (middle loop) evolves the net 
structure  to improve accuracy


 The training data enrichment process (outer loop)  explores 
and enhances  the input-output training data space efficiently. 
This helps to further improve the output accuracy and 
convergence







Data Enrichment Process


 Properties


 Addresses the multi-label and imbalanced data problem.


 Manipulates the imbalanced data by sub-sampling into more 
balanced data.


 Iteratively updates the sub-sampled data through the training.


 Improves the generalization performance of the training net.


 Differences


 Multi-label & imbalanced data problem addressed by ONE net. 


 Unique data selection technique to improve classifier training.


 Avoids sparsely data distribution assumption.


 No prior knowledge required.







Enrichment Initialization


 Enrichment Initialization re-samples the available imbalanced 
training data to create a subset of more balanced training 
data  for first time neural net classifier training.


 Steps


 Select a number of initial clusters, g


 Cluster training data into g clusters


 Select equal number of data from each cluster as active 
training set







Enrichment Initialization







Enrichment Update


 Enrichment Update incrementally adds and removes training 
data to/from the active training set at the end of an 
enrichment training iteration.


 Steps


 Train neural net with the active training set.


 Separate the active training set into 2 groups with respect to 
their errors.


 Add neighbors for high-group and remove half of low-group.







Enrichment Update







Enrichment Termination


 Enrichment Termination controls the enrichment process to 
iterate for a pre-set number of enrichment training iterations.


 Steps


 Check if the enrichment process repeats for a pre-set number 
of iterations.


 If NO, repeat Step 2.  Otherwise, stop.







Experimentation:  Robot arm controller


Left: sampled data with inputs 
(Angle, Gain) and expected 
output (Internal State, i.e. 
rotate left, rotate right, idle).


Right: same sampled data with 
three distinguished expected 
states, illustrating multi-label 
imbalanced data problem







Metrics


 True-Positive: classification result is confirmed as correct 
known label.


 False-Positive: classification result is miss-classified as 
different known labels.


 Control Accuracy (Ac): the percentage of accepted classified 
state in the sampled data.


 Control Error (Ee): the Euclidean distance between estimated 
control state and the sampled state in training data.







Advantages


 Data Enrichment supports neural network classifier in both 
linearly separable and non-linearly separable cases.


 Data Enrichment improves the neural network training 
yielding better trained network than conventional techniques.


 Data Enrichment reduces the time required to train a neural 
network for multi-label and imbalanced data.







Some Results


 Training repeats for 4 updates


 Step1: Enrichment Initialization


 Step2: Enrichment Update


 Step3: Enrichment Termination







Non-Linear Data Example







Status


 Theoretical model of the three-phase sensory cognitive 
processing scheme for training and operational mode


 Evolutionary Training of the cognitive processor including self-
modification of the NN structure and augmentation of 
additional training data


 simulation for NN coefficient weights training 


 simulation for the NN structural modification 


 simulation of data enrichment process


 Needs:


 Controlled scenario for testing and verification of the cognitive 
processing scheme with realistic information


 We will move the simulation to FPGA prototype







Assumptions on Existing Technologies


 We assume the following technologies already exist or are in 
process of development


 Communication and transmission technologies portable for 
short- and long-range


 Power and energy efficient devices for all sensory units


 Troopers equipped with sensor technologies


 Networking technologies  for effective sensor communication 
and processing


 small, reliable UAVs







Applications to UAV Missions


 Consider a reconnaissance mission


 Sensory transform phase maybe embedded in low flying           
 mini UAVs to collect and process diverse sensory data 


 Another UAV, possibly a master at higher altitude, may 
perform data interfusion


 Depending on the application mission, the master UAV may 
also perform data associations and matching in real time.  An 
associative memory should be included in the master UAV


 However, if associations sizes are large, the master UAV may 
contact the central command which can perform intensive 
associations for matching
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Abstract— Mini-UAVs (Unmanned Aerial Vehicles) have been 
the subject of a large number of successful designs aimed to 
research, commercial and military purposes. A mini-UAV 
platform can be considered as a miniaturized aircraft so that 
classical design methodologies can be extended to this aerial 
vehicles category. However, due the presence of plant 
uncertainties, flight dynamic analysis and control system 
design are critical, and suitable robustness techniques need to 
be developed. In this paper, we present an innovative robust 
control strategy based on powerful tools provided by the 
theory of randomized algorithms. Within the context of the 
National Project Cofin 2004, the proposed methodology has 
been implemented for guidance/trajectory tracking and 
platform stabilization feedback loops of the autopilot system. 
The numerical results obtained are presented. 
 


I.  INTRODUCTION  


Unmanned Aerial Vehicles (UAVs) have become 
increasingly attractive for industries as well as for 
researchers in aeronautics for various economic and safety 
reasons. These platforms can be remotely controlled or they 
can autonomously fly without pilot on-board, for 
surveillance and reconnaissance missions in dangerous 
areas. Clearly, they encounter a great number of useful 
applications both  in civil and military fields. Among the 
military applications, surveillance, targeting and 
communications can be counted. Civil missions also have 
several objectives, which in some cases coincide with 
military ones. In particular, UAV platforms enable 
localization of missing people, reconnaissance and 
surveillance of territories such as steep slopes, traffic 
monitoring, fire and rescue operations, biochemical sensing 
and sensor placement. These platforms can be divided into 
different categories according to size, endurance or mission 
range, but one of the most common classifications of UAV 
typologies available in the literature is related to the 
platform size.  


In the last decade, the acronym MAVs (Micro Aerial 
Vehicles) has been used to define flying objects 
characterized by physical size approximately smaller than 6 
inches, in length, width or height. Recalling a classical 
definition [1], these flying objects can be considered as 
``aerial robots, as six-degree-of freedom machines whose 
mobility can deploy a useful micropayload to a remote, or 
otherwise hazardous location, where it may perform any of 
a variety of missions.'' The concept of uninhabited aerial 
vehicles of reduced dimensions, able to perform mission 
profiles not compatible with any existing piloted platforms, 


was subsequently extended to bigger systems and it now 
incorporates the so-called Mini-UAVs, having maximum 
dimension up to 6 ft. These platforms have been the subject 
of considerable interest and development in recent years. A 
large number of successful designs have been performed 
for either research, commercial or military purposes by 
several universities, industries and government-funded 
agencies both in the US as well as in Europe.  


As a consequence of different applications and, hence, a 
different range-payload performance, several configuration 
concepts can be encountered within the Mini-UAV 
category. In fact, a fixed wing Mini-UAV can be 
considered as a miniaturized aircraft so that preliminary 
design issues and procedures applied to conventional 
platforms can be extended to this family of aerial vehicles. 
In spite of that, aircraft dynamics and flight control system 
definitions represent critical issues, influencing the 
approach for the design and flight testing phases. The 
reduced dimensions of these vehicles lead to highly 
nonlinear system behavior and unconventional dynamics in 
terms of natural frequencies and damping ratios. The 
inertial characteristics of the platform yield to 
unconventional mode characterization thus resulting in 
undesirable abrupt responses to piloted commands. 
Furthermore, the sensitivity to changes in flight conditions 
(concerning velocity more than altitude), the assumptions 
in aerodynamic database definition (e.g., stability and 
control derivatives), the inaccuracies in geometric and 
inertial data represent a set of uncertainties in plant and 
environment modeling. The result is that conventional 
control design methods are often not effective [2]. 
Therefore, the design of a flight control system which 
guarantees a suitable level of tolerance to environmental 
changes and platform manufacturing/modelling 
inaccuracies plays a key role whenever stability and 
performance requirements have to be fulfilled, see e.g. [3].  


Micro and Mini-UAVs represent a major challenge for 
control design, and robust control in particular. Robust 
control algorithms may be viewed as complementary to 
gain scheduling and fault tolerant control methods. In fact, 
the problem of searching the appropriate gains can be 
reformulated in terms of operating conditions representing 
the critical parameters by means of dynamic pressure 
and/or Mach number. On the other hand, the use of a fault 
tolerant approach strongly depends on the failure effects 
modeling. The failure types to be dealt with by the 
proposed methodology are related to finding an explicit 
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relationship between the failure entity and the plant 
parameters. Whenever this relationship is available, the 
critical parameters leading to instability or loss of 
performance may be easily detected.  


The applicability of various classical robustness 
techniques such as, for example, Linear Matrix Inequalities 
and related relaxation methods, and µ-theory [4], has been 
explored for the MH1000 platform. However, the 
mathematical model is affected by nonlinear uncertainty of 
parametric type. In addition, this model is obtained by 
numerical linearization of the full order nonlinear system 
representing the aircraft dynamics, so that explicit 
relationships between the state-space matrices and the 
uncertain parameters are not available. For these reasons, in 
this paper we follow a different innovative approach for 
gain synthesis. This approach makes use of uncertainty 
randomization and is based on the theory of randomized 
algorithms [5]. These algorithms are easy to implement, 
have low computational complexity and are associated with 
robustness bounds that are generally less conservative than 
the classical ones, obviously at the expense of a 
probabilistic risk of failure.  


The theory of randomized algorithms follows the 
pioneering line of research that was initiated by Stengel [6] 
in the early eighties. In several subsequent papers [7][8][9] 
and references therein, various techniques, mainly based on 
Monte Carlo simulations, have been explored for the 
computation of the probability of instability, and related 
performance concepts. The application area providing 
motivations for the development of these methods is indeed 
aerospace control, and the results obtained are very 
successful. In this line of research, specific attention is 
devoted to reduced order models of the aircraft dynamics 
by analyzing the effects of aerodynamic uncertainties.  


We now describe the organization of the paper and the 
main results obtained. In Section II, we briefly introduce 
the MH1000 platform, representing the reference platform 
for the control algorithms testing. In Section III, we present 
the mathematical formulation of the plant dynamics. This 
formulation is based upon a full six degrees-of-freedom 
nonlinear mathematical model, see [10] for details. 
Uncertainty characterization is the focus of Section IV. We 
consider the vector of l real uncertain parameters δi, 
restricted within upper and lower bounds. In addition, each 
parameter δi is a random variable with an assigned 
probability density function, either uniform or truncated 
normal, within this interval. Uncertainties for the MH1000 
platform include parameters related to flight conditions, 
aerodynamic data, geometric and inertial data, see Section 
IV for a precise description. In this section, we also briefly 
introduce the concept of specification property S which is 
utilized subsequently in the randomized algorithms. In 
Section V, we present three randomized algorithms which 
should be used sequentially. The first algorithm is based 
upon the selection of a subset of m critical uncertain 
parameters, and has the objective to provide an initial set of 
randomly generated controller gains Krand. The specification 
property is explicitly defined and a stopping criterion in 
terms of the probabilistic confidence and accuracy is given. 
This stopping criterion is based upon the so-called “Log-
over-log” Bound [11]. Algorithm 2 uses a set of gains Krand 
previously obtained and computes the empirical probability 
that given performance specifications are satisfied. To this 


end, a bound on the required sample size, the Chernoff 
Bound [12] is utilized. Finally, Algorithm 3 has a structure 
similar to Algorithm 2, but different specification 
properties, derived from standard flying qualities of piloted 
aircraft [13], are used. In Section VI we present the 
numerical results related to the case study. In particular, in 
this section, classical graphical tools, such as the root locus 
plot and the standard bandwidth levels, highlighting the 
region of interest defined by the specification property, are  
used to compare various solutions and to single out the best 
fitting one. The conclusions are given in Section VII. 


 II THE MH1000 PLATFORM  
The aerial platform MH1000 is based on the MicroHawk 


configuration, developed at the Aerospace Engineering 
Department, Politecnico di Torino (national patent no. 
TO2003A000702, holder Politecnico di Torino, 
international request PCT/IB2004/002940).  The reference 
platform is characterized by a conventional layout 
consisting of fixed wing, tailless integrated wing-body 
configuration, tractor propeller driven. A scaled version of 
the MicroHawk configuration, named MH1000 (Fig. 1), 
characterized by 1 m wingspan and a total weight of 
approximately 1.5 kg, was designed and tuned to meet the 
mission specifications required by the project. The flight 
envelope of the platform ranges from 40 kph to 72 kph; an 
average flight speed of about 55 kph allows to achieve a 
flight endurance of at least 40 minutes. The platform flight 
performances, the autopilot system effectiveness and the 
compliance of the integrated system to the mission 
requirements have been tested by extensive on-site flight 
tests, also in cooperation with the Environment Protection 
and Damage Preemption Agency of Sicily.   


 


 
Fig. 1: The MH1000 platform during a flight test. 


  


 III PLANT DYNAMICS 


The aerial platform is described by a full six degrees-of-
freedom nonlinear mathematical model, consisting of 
twelve, coupled, nonlinear, ordinary differential equations 
[10]. The model is based on three point mass equations, 
three attitude dynamics equations, three kinematical 
relationships and three navigation equations for trajectory 
evaluation. The equations of motion, both for point mass 
center of gravity dynamics and for attitude dynamics, are 
written with reference to the body-axes reference frame, i.e. 
a vehicle body-fixed system, having origin at the vehicle 
center of gravity and axes aligned to vehicle reference 
directions. Structural flexibility is neglected so that the 
rigid body assumption is made. This assumption is 
commonly used in general flight simulations since the 
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attention is focused on trajectory analysis and overall 
aircraft performance. Furthermore, this assumption makes 
sense because we are dealing with a Mini-UAV 
characterized by small dimensions and weight. The flat and 
non-rotating Earth assumption is also used since it does not 
affect model accuracy of low speed flight over a small 
region of the Earth. Finally, the aerodynamic loads acting 
on the aerial platform are obtained utilizing an aerodynamic 
model, based on experimental wind tunnel testing and 
numerical computations.  


The point mass center of gravity dynamics and  the 
attitude dynamics equations, written in matrix notation, are  
given by: 


 


{ } { } [ ] { } [ ] { }
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where the body-axes components of the velocity vector 
{VE}B and of the angular velocity vector {ω}B are 
 


{ } [ ]T
BE WVUV =  


{ } [ ]T
B RQPω =  


 
The aerodynamic and propulsive forces and moments 
vectors are represented by the vectors {FA,T}B and {MA,T}B, 
respectively. The matrix [I]B and m are the inertia matrix 
and  the mass of the rigid body, respectively, and [ΩωB]B is 
the cross-product matrix of the angular velocity vector 
{ω}B. Finally, {g}V  is the  gravity acceleration expressed 
in the local navigation reference (NED axis) system and the 
matrix [TVB] represents the rotation matrix from body to 
NED reference system.  
The vehicle attitude is modeled by the Euler kinematical 
equations: 


{ } [ ]{ } BVA ωTΦ =&  


 
where the Euler angles vector {Φ}={φ θ ψ} consists of roll, 
pitch and yaw, respectively. The matrix [TVA] denotes the 
kinematical relationship between the Euler angles and the 
angular velocities.   
The navigation equations for trajectory evaluation is 
expressed by  
 


{ } [ ]{ } BEVB VTp =&  


 
where the vector {p}={XV YV ZV}  represents the center of 
gravity coordinates in a geographic system having origin at 
the vehicle center of gravity. 


The mathematical formulation also includes the 
modelling of the main subsystems (engine, propeller, 
actuators). As to the propulsive system, linear relationships 
are applied to model the voltage supply and current drain 
trend of variation for a DC motor-based propulsion. The 
propeller performance is estimated by implementing the 
blade element theory to compute propulsive forces and 
moments at a given regime of rotation [14].  


 A state-space formulation is obtained by numerical 
linearization of the full order system around an equilibrium 
condition (x0, x0, u0). The numerical linearization algorithm 
is based on the implicit formulation of the ordinary 
differential equations representing the aircraft dynamics: 


 
( ) 0ux,,xh =&  


 
where x represents the vector of state variables and u is the 
vector of control variables. 
 


IV UNCERTAINTY CHARACTERIZATION 


To characterize parametric uncertainty, the standard 
state-space formulation is used to re-write the linearized 
system of the plant dynamics: 


 
( ) ( ) ( ) ( ) ( )tu∆Btx∆Atx +=&  


 
where  A ∈  Rn,n, B ∈  Rn,p, and ∆ consists of l uncertain 
parameters, i.e., 
                                      [ ]T


21 δ,,δ,δ∆ lL=  


 
The controller structure we use is a state-feedback of the 


form u = -K x, so that the problem is to find a gain matrix K 
satisfying given specifications 
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Next, we assume that each uncertain parameter δi is a 


random variable distributed according to a given 
probability density function (p.d.f.) pδi(δi), in the interval 
[δi


-, δi
+]. We define the set  


B∆ = {∆ : δi ∈  [δi
-, δi


+], i = 1, 2, …, l} 
 


In particular, the parameter δi may be uniformly 
distributed or distributed according to a truncated Gaussian 
density. Then, we consider N∆ independent identically 
distributed (i.i.d.) samples 


[ ]Tjj
2


j
1


j δ,,δ,δ∆ lL=  


of the random vector ∆. In particular, this means that the 
sample δi


j of the random parameter δi is drawn within the 
interval [δi


-, δi
+] according to the distribution pδi(δi). 


The next step is to introduce a suitable specification 
property S, which is the set of all controller gains or 
uncertain parameters satisfying suitably defined closed loop 
specifications. In particular, S1 refers to controller gains K, 
while S2 and S3 are related to uncertain parameters. 
Concrete instances of specification properties for the 
MH1000 platform are provided in Section VI and include, 
for example, limits on the step or frequency response, or 
restrict the natural frequency and damping ratio to a given 
range.  


. 
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In the first (synthesis) phase, we also assume that the 
gain matrix K is random. Then, we take NK i.i.d. matrix 
samples  


{K1, K2, …, KNK }. 
 
In particular, the sample kj


im of the random gain kim is 
drawn within the given interval [k-


im, k+
im] according to a 


uniform distribution. We define the set  
BK = {K : kim ∈  [k-


im, k+
im], i = 1, 2, …, p, m = 1, 2, …, n} 


 
The objective is to find a gain matrix Krand = Kj which 


satisfies the specification property S1. Clearly, it is 
important to determine the sample size NK which provides 
a stopping rule in the randomized algorithms described 
later in Section V. To this end, we use an explicit bound 
often denoted “Log-over-log“ which is based on two 
probabilistic quantities, restricted within the intervals (0,1), 
denoted as accuracy ε and confidence η, see [11] and [5] 
for details.   


Let {K1, K2, …, Ks } be the random matrices satisfying 
S1, where s denotes the number of successes, i.e., the 
number of matrix gains satisfying S1. The second 
(robustness) phase utilizes Krand=Kj, j=1,2, …,s, previously 
computed and has the objective to estimate the “true” 
probability ptrue that the specification property S2 is 
satisfied. Formally, we define  


 
( ){ }∫ ∩∈∆ ∆


∆∆=
2SBtrue dpp


 


 
Then, we introduce the indicator function 
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The estimated probability that the specification property S2 
is satisfied is immediately given by 
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The estimate pN∆ is usually referred to as empirical 


probability. The sample size needed to obtain a “reliable 
probabilistic estimate” pN∆  is given by the Chernoff Bound, 
see [12] and [5] for further discussions on this topic. 


V RANDOMIZED ALGORITHMS FOR GAIN 
SYNTHESIS AND ROBUSTNESS ANALYSIS 


Three randomized algorithms for gain synthesis  and 
robustness analysis are shown in this section. As previously 
discussed, the controller structure is a state-feedback of the 
form u  = -K x, so that the problem is to find a suitable gain 
matrix K. Three algorithms are presented for gain synthesis, 
stability analysis and performance analysis, respectively. 
The algorithms are strongly coupled and closely related to 
the operating flight conditions and to the flying quality 
standards. In particular, the algorithms are used 
sequentially: Algorithm 1 is used for synthesis to provide 


an initial set of controller gains, while Algorithms 2 and 3 
are then used to improve robustness. The performance 
requirements specified in Algorithm 3 are different than 
those of Algorithm 2, so that refinements on the choice of 
gains are provided.  


Algorithm 1 (Fig. 2)  is based upon the selection of a 
subset of m ≤ l critical uncertain parameters. That is, we 
consider a vector ∆c containing only m components of ∆: 


  
[ ]T


m21c δ,,δ,δ∆ L=  


 


 
Fig. 2: Algorithm 1 – Random Gain Selection. 


Then, setting the critical uncertain parameters to all 
combinations of their upper or lower values δi


+ or δi
-, 


suitable controller gains are randomly selected. This 
selection makes use of a given p.d.f. of controller gains and 
their a priori bounds. The remaining non-critical parameters 
are set to their corresponding nominal value, i.e., δi


0, i = 
m+1, …, l. Clearly, since the state-space matrices A(∆) and 
B(∆) depend on ∆, this requires to compute M = 2m critical 
matrices of the form: 
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and M matrices of the form 
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We observe that in our context, the number of critical 
parameters is very limited (two or three at most) and 
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therefore the construction of the critical matrices is not a 
serious computational problem. 


Next, we consider a specification property S1 for 
Algorithm 1 which depends on the controller gains K. The 
property of satisfying S1 is verified only for the upper and 
lower values of the critical parameters. We remark that the 
algorithm terminates after a number of iterations dictated 
by the Log-over-log Bound providing a set of gains {K1, 
K2,…,Ks}. 


The starting point of Algorithm 2 (Fig. 3) is the use of 
these gains. For each gain Krand = Kj, j = 1, 2,…,s, the 
algorithm is based on randomization of all uncertain 
parameters (and not only the critical ones) within their 
given intervals, according to a specified distribution p(∆). 
Given accuracy ε ∈  (0,1) and confidence η ∈  (0,1), the 
Chernoff Bound is used for computing the required sample 
size for the specification property S2. The empirical 
probability of satisfaction is computed. 


Algorithm 3 (Fig. 4) is finally utilized. This algorithm 
has a structure similar to Algorithm 2, but a different 
specification property S3 based on flying qualities [13] is 
introduced. The corresponding empirical probability is 
computed using the same samples size utilized in 
Algorithm 2. 


 


 
Fig. 3: Algorithm 2 – Probabilistic Robustness Analysis. 


 


 
Fig. 4: Algorithm 3 – Probabilistic Robust Performance. 


 


 VI NUMERICAL RESULTS 


In this section, numerical results are provided. The 
proposed control design methodology has been applied to 
the design of an embedded real-time system for 
autonomous flight control. The autopilot system includes 
guidance, navigation and loop stabilization. The obtained 
gain set is used for guidance/trajectory tracking and 
platform stabilization feedback loops. The guidance laws 
include altitude/velocity and heading hold loops, while the 
stabilization issues are related to hold attitude angles and to 
damp attitude rates by commanding aerodynamic control 
surface deflections. The proposed gain synthesis 
methodology can be applied to full state feedback as well 
as to output feedback control design. 


 
The case study reported here is based on the assumption 


of decoupled dynamics and it is focused on the longitudinal 
plane dynamics stabilization. In particular, we restrict our 
attention to a full state feedback longitudinal control, just 
demanded to the elevon control surfaces. 


The state vector x ∈  R4 is defined as: 


[ ]Tθ      q      α      Vx =  


 
where V is the flight speed, α is the angle of attack, q is the 
pitch rate and θ is the pitch angle. 


The control vector u ∈  R is defined as: 


[ ]eu δ=  


 
where δe consists of the symmetrical elevon deflection. 
State and control matrices characterizing the nominal 
reference condition (V = 13 m/s; h = 50 m) are obtained by 
numerical linearization: 
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Next, we observe that structured parameter uncertainties 


are taken into account, including those related to flight 
conditions (dynamic pressure), aerodynamic data (stability 
and control derivatives), geometric and inertial data. 
Uncertainties related to the flight conditions can be 
ascribed to the real flight in a non-ideally-calm air and to 
the need to cover a portion of the flight envelope as large as 
possible. Uncertainties concerning the aerodynamic data 
can be related to experimental measurement errors or 
computational approximations due to numerical evaluation. 
Finally, uncertainties in terms of geometric and inertial data 
may take into account manufacturing inaccuracies. 
Therefore, the vector ∆ ∈  R16 consisting of uncertain δi is 
described in Table I.  For simplicity, only approximate 
values of upper and lower bounds are shown. 


 
TABLE I. PARAMETER UNCERTAINTIES 
Plant and flight condition uncertainties 


# parameter p.d.f. δi % δi
- δi


+ 
1 flight speed [m/s] U 13.0 ±15 11.0 15.0 
2 altitude [m] U 50.0 ±100 0.0 100.0 
3 mass [kg] U 1.5 ±10 1.35 1.65 
4 wingspan [m] U 1.0 ±5 0.95 1.05 
5 mean aero chord  [m] U 0.536 ±5 0.509 0.563 
6 wing surface [m2] U 0.522 ±10 0.470 0.574 
7 moment of inertia [kgm2] U 0.0566 ±10 0.0509 0.0623
 


Aerodynamic database uncertainties 
# parameter p.d.f. mean % σi 
8 CX coefficient [-] G -0.01215 ±10 0.0004 
9 CZ coefficient [-] G -0.30651 ±5 0.005 
10 Cm coefficient [-] G -0.02401 ±5 0.0004 
11 CXq derivative [rad-1] G 0.20435 ±10 0.0065 
12 CZq derivative [rad-1] G -1.49462 ±10 0.05 
13 Cmq derivative [rad-1] G -0.76882 ±5 0.01 
14 CXδ derivative [rad-1] G 0.17072 ±10 0.0054 
15 CZδ derivative [rad-1] G -1.41136 ±5 0.022 
16 Cmδ derivative [rad-1] G -0.94853 ±5 0.015 


 
In the remaining of the Section the obtained numerical 


results characterizing the three phases previously described 
are presented.  


 
Phase 1: Random Gain Synthesis 
As critical uncertain parameters for random gain 


selection flight speed and mass are chosen, i.e. the vector 
∆c is defined as: 


 
[ ]T


31c δ,δ∆ =  


  
The flight speed has been chosen as critical parameter in 


order to optimize gain scheduling issues, while the take-off 
mass represents a key parameter in mission profile 
definition and flight performance evaluation. The lower and 
upper bounds of the critical uncertain parameters are 
reported in Table I. 


The specification property S1 is defined as follows: 
S1 = {K ∈  BK  : Acl(K) = Ac-BcK satisfies the properties 


listed below} 
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where λi represents the eigenvalues and ω and ζ are the 
undamped natural frequency and damping ratio of the 
system characteristic modes, respectively. The subscript SP 
and PH refer to the short period and the phugoid mode, 
representing the two dynamic modes characterizing the 
aircraft motion in the longitudinal plane. The specification 
property definition is strictly related to the user needs in 
terms of mission profile and to the reference platform. 
From the properties specified above, it can be observed that 
a completely decoupled dynamics with classical modal 
characterization (two periodic stable modes) are required 
for the MH1000 platform. 
    The number of random samples for the K matrix, 
computed according to the Log-over-log Bound with ε = 
4⋅10-5 and η = 3⋅10-4, is NK = 200,000. The obtained set of 
random gains satisfying the specification property S1 are 
reported in Table II. 


 
TABLE II. RANDOM GAIN SET FROM GAIN SYNTHESIS 
Gain set KV Kα Kq Kθ 


K1 0.00044023 0.09465 0.015774 -0.0047351
K2 0.00021545 0.095812 0.015555 -0.0032351
K3 0.00054999 0.094308 0.015482 -0.0048634
K4 0.00010855 0.091832 0.01530 -0.0040438
K5 0.00039238 0.094827 0.016093 -0.0041734


 
Phase 2: Probabilistic Robustness Analysis 
The uncertain parameters considered in the case study, 


their nominal values, probability density function and 
tolerances are given in Table I. As can be observed from 
Table I, uniform and gaussian probability density functions 
have been used to characterize parameter uncertainties: 
geometric, inertial and operational uncertainties are 
characterized by uniform p.d.f. while the set of 
uncertainties related to the aerodynamic database are 
characterized by a gaussian p.d.f. This criterion has been 
adopted due to the nature of the parameters: the uncertain 
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value of the aerodynamic derivative has to be intended with 
higher probability close to the nominal value 
experimentally or numerically obtained. Since the 
aerodynamic data vary as a function of the velocity, the 
mean value as well as the variance of the uncertainties 
corresponding to these parameters are approximate values 
referring to a fixed operating condition.  


The specification property S2 is defined as follows: 
S2 = {∆ ∈  B∆  : Acl(∆) = Ac(∆)-Bc(∆)Krand satisfies the 


related properties} 
The user defined properties related to S2 are the same as 


for S1. The number of samples for the specification property 
S2, is obtained by the Chernoff bound with ε = 0.0145 and 
η = 0.0145, and it is equal to N∆ = 5,000. 


The results in terms of estimated probability of stability 
are reported in Table III.  


 
TABLE III. ESTIMATED PROBABILITY OF STABILITY 


RELATED TO PHASE 2 (SSRA) AND PHASE 3 (SPRA)  
Gain set SSRA SPRA 


K1 88.56 93.58 
K2 90.60 95.16 
K3 89.31 90.80 
K4 93.86 84.78 
K5 85.14 96.06 


 
The estimated probability of stability characterizes the 


level of matching the desired dynamics and it represents a 
key feature to choose the “best robust solution”. To this 
end, graphical tools have been also utilized to perform  
robustness analysis of the designed closed loop system. As 
an example, Fig. 5 reports the root locus plot for two 
different solutions, characterized by different probability 
levels pN∆. It can be observed that the closed loop system 
obtained by the random gain set K2 fulfilling specification 
property S1 could give raise to some unstable conditions 
when all uncertain parameters are considered. Therefore, 
even if the associated probability of stability is high, it is 
not considered as a “good” gain and it is consequently 
discarded. 


 


 
Fig. 5: Root locus plot for K2 (black) and K4 (blue) highlighting the 


regions of interest for stability robustness analysis. 


 


Phase 3: Probabilistic Robust Performance 
The uncertain parameters and the random samples N∆ 


considered for the Phase 3 of the proposed methodology are 
the same as for the Phase 2 (Table I).  


The specification property S3 is defined as follows: 
S3 = {∆ ∈  B∆  : Acl(∆) = Ac(∆)-Bc(∆)Krand satisfies the 


properties listed below} 


0.050.0
rad/s5.0ωrad/s2.5


P


BW
<τ<


<<  


where ωBW and τP are the bandwidth and the phase delay of 
the frequency response, respectively. The specification 
property S3 is defined accordingly to the bandwidth 
criterion reported in the aeronautical standards [13]. A 
graphical approach to the performance robustness analysis, 
based on the bandwidth criterion plot, has been added to the 
evaluation of the empirical probability of satisfaction of the 
specification property. The case study discussed here does 
not include properties related to time domain response.  


 


 
Fig. 6: Bandwidth criterion plot for K1 (black) and K3 (blue) highlighting 


the regions of interest for performance robustness analysis. 


The results in terms of estimated probability of stability 
are reported in Table III. Differences could be shown for 
the probability values between SSRA and SPRA results: 
they can be due to the dependence of the stability criteria 
on the user’s experience and knowledge about the plant 
dynamics despite of the relationships of the performance 
metrics with the standard requirements. For the present case 
study, the K1 solution has been chosen as the best fit 
solution according to a compromise between the stability 
and the performance metrics. 


 VII CONCLUSION AND REMARKS  


In this paper, we developed a methodology, based on the 
theory of randomized algorithms, for gain selection and  
robustness analysis of the Mini-UAV platform MH1000. 
The proposed methodology demonstrates to resolve 
successfully some critical issues arising when 
classical/modern control techniques are used. In particular, 
the numerical results given in Section VI enable the 
aerospace engineer to compute the estimated probability 
that specific performance requirements are met. 


Subsequent research will be performed utilizing different 
control structures, thus showing the flexibility of the 
approach in different contexts.  
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An extended version of this paper has been submitted to 
an international journal for possible publication. 
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Preliminaries
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Randomized Algorithms (RAs)


Randomized algorithms are frequently used in many 


areas of engineering, computer science, physics, 


finance, optimization,…but their appearance in systems 


and control is mostly limited to Monte Carlo 


simulations…


Main objective of this mini-course: Introduction to 


rigorous study of RAs for uncertain systems and 


control,  with specific applications
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Randomized Algorithms (RAs)


Combinatorial optimization, computational geometry


Examples: Data structuring, search trees, graph 


algorithms, sorting (RQS), …


Motion and path planning problems 


Mathematics of finance: Computation of path integrals


Bioinformatics (string matching problems) 
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Uncertainty


Uncertainty has been always a critical issue in control 


theory and applications


First methods to deal with uncertainty were based on a 


stochastic approach


Optimal control: LQG and Kalman filter


Since early 80’s alternative deterministic approach 


(worst-case or robust) has been proposed
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Robustness


Major stepping stone in 1981: Formulation of the H∞


problem by George Zames


Various “robust” methods to handle uncertainty now 


exist: Structured singular values, Kharitonov, 


optimization-based (LMI), l-one optimal control, 


quantitative feedback theory (QFT) 
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Robustness


Late 80’s and early 90’s: Robust control theory became 


a well-assessed area


Successful industrial applications in aerospace, 


chemical, electrical, mechanical engineering, …


However, …
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Limitations of Robust Control - 1


Researchers realized some drawbacks of robust control 


Consider uncertainty Δ bounded in a set B of radius ρ. 


Largest value of ρ such that the system is stable for all 


Δ ∈ B is called (worst-case) robustness margin 


Conservatism: Worst case robustness margin may be 


small


Discontinuity: Worst case robustness margin may be


discontinuous wrt problem data
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Limitations of Robust Control - 2


Computational Complexity: Worst case robustness is 


often NP-hard (not solvable in polynomial time unless 


P==NP))[1]


Various robustness problems are NP-hard


– static output feedback


– structured singular value


– stability of interval matrices


[1] V. Blondel and J.N. Tsitsiklis (2000)


Randomized Algorithms for Systems 
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Conservatism and Complexity
Trade-Off


Uncertain or control design parameters often enter into 


the system in a nonlinear/nonconvex fashion


To avoid complexity issues (or just to find a solution of 


the problem) relaxation techniques such as SOS are used


Study issues about the accuracy of the approximation 


introduced and related complexity
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Different Paradigm Proposed


New paradigm proposed is based on uncertainty 


randomization and leads to randomized algorithms for 


analysis and synthesis


Within this setting a different notion of problem 


tractability is needed


Objective: Breaking the curse of dimensionality[1]


[1] R. Bellman (1957)
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Probability and Robustness


The interplay of Probability and Robustness for control 
of uncertain systems


Robustness: Deterministic uncertainty bounded


Probability: Random uncertainty (pdf is known)


Computation of the probability of performance


Controller which stabilizes most uncertain systems
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Key Features


We obtain larger robustness margins at the expense of a 


small risk


We study the probability degradation beyond the 


robustness margins


Computational complexity is generally not an issue: 


Randomized algorithms are  low complexity
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Uncertain Systems


M(s) Δ UncertaintySystem


Δ belongs to a structured set Bˇ


– Parametric uncertainty q


– Nonparametric uncertainty Δi


– Mixed uncertainty
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Worst Case Model


Worst case model: Set membership uncertainty


The uncertainty Δ is bounded in a set Bˇ


Δ ∈ Bˇ


Real parametric uncertainty   q=[q1,…, ql] ∈ —l


qi ∈ [qi
-, qi


+] 


Nonparametric uncertainty


Δi ∈ {Δi∈ —n,n : || Δi|| ≤ 1}


Randomized Algorithms for Systems 
and Control: Theory and Applications 
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Robustness


Uncertainty Δ is bounded in a structured set Bˇ


z = Fu(M,Δ) w, where Fu(M,Δ) is the upper LFT


M  


Δ


w z
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Objective of Robustness


Objective of robustness: To guarantee stability and 


performance for all                  


Δ ∈ Bˇ


Different probabilistic paradigm based on uncertainty 


randomization of Δ within Bˇ
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Example: Flexible Structure - 1


Mass spring damper model


Real parametric uncertainty affecting stiffness and 


damping


Complex unmodeled dynamics (nonparametric)


m1


l1


k1


m2


l2


k2


m3


l3


k3


m4


l4


k4


m5


l5


k5


l6


k6
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Flexible Structure - 2


M-Δ configuration for controlled systems and study stability of


q1, q2 ∈ —


Δ1∈ ¬4,4


Δ ∈ Bˇ == {Δ ∈ ˇ:: σ(Δ )) < ρ):} :  :


BAsICsM 1)()( −−=


⎥
⎥
⎥


⎦


⎤


⎢
⎢
⎢


⎣


⎡


Δ
=Δ


1


52


51


00


00


00


Iq


Iq
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Probability Degradation Function
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Probabilistic Model


Probability density function associated to Bˇ


We now assume that Δ is a random matrix with given 


density function fΔ(Δ) and support Bˇ


Example: Δ is uniform in Bˇ


Randomized Algorithms for Systems 
and Control: Theory and Applications  
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Uniform Density


Take fΔ(Δ)=U[Bˇ] (uniform density within Bˇ)


In this case, for a subset S ⊆ Bˇ


[ ]
⎪⎩


⎪
⎨
⎧ ∈Δ


=
otherwise


if
vol


0
)(


1
ˇ


ˇˇ


B
BBU


{ }
)(
)(


)(
Pr


ˇˇ BB vol


vol


vol


d S
S S =


Δ
=∈Δ ∫
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Performance Function


In classical robustness we guarantee that a certain 


performance requirement is attained for all Δ∈Bˇ


This can be stated in terms of a performance  function


J = J(Δ)


Examples: H∞ performance and robust stability 
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Example: H∞ Performance - 1


Compute the H∞ norm of the upper LFT Fu(M,Δ)


J(Δ) = || Fu(M, Δ)||∞


For given γ >0, check if 


J(Δ) < γ


for all Δ in Bˇ
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Example: H∞ Performance - 2


Continuous time SISO systems with  real parametric 
uncertainty q with upper LFT


Fu(M,Δ) = Fu(M,q) =


where q1 ∈ [0.2, 0.6] and q2 ∈ [10-5,3·10-5]


Letting J(q) = || Fu(M,q) ||∞ , we choose γ=0.003


Check if  J(q)<γ for all q in these intervals


( ) )5.0102(5.000102.0)05.010(
105.0


2
1


5
2


2
2


5
1


5
21


qsqsq


qsqq


+⋅++++
+


−−
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Example: H∞ Performance - 3


The set of q1, q2 for which J(q)<γ is shown below


0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65
1


1.2


1.4


1.6


1.8


2


2.2


2.4


2.6


2.8


3
x 10


-5


q1


q2
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Example[1]: Robust Stability - 1


Consider the closed loop uncertain polynomial 


p(s,q) =


where q1 ∈ [0.3, 2.5], q2 ∈ [0,1.7] and r=0.5


Check stability for all q in these intervals


( ) ( ) ( ) 32
21212121


2 132661 ssqqsqqqqqqr +++++++++++


[1] G. Truxal (1961)
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Example: Robust Stability - 2


Set of unstable polynomials


Taking r=0 the unstable set reduces to a singleton


q1


q2


0.3 2.5


0


1.7


r
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Good and Bad Sets


We define two subsets of Bˇ


Δgood = {Δ: J(Δ) ≤ γ } ⊆ Bˇ


Δbad = {Δ: J(Δ) > γ } ⊆ Bˇ


Δgood is the set of Δ’s satisfying  performance
Measure of robustness is 


( ) ∫ Δ=
good


dvol good Δ
Δ
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Example of Good and Bad Sets


q1


q2


0.3 2.5


0


1.7


Δbad


Δgood
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Example of Good and Bad Sets - 2


q1


q2


0.3 2.5


0


1.7


Δbad


Δgood


Taking small r
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Probabilistic Robustness Measure


In worst-case analysis we compute γ such that all Δ
satisfy performance. Equivalently, we evaluate γ such 
that


Δgood = Bˇ


In a probabilistic setting, we are satisfied if the ratio


is close to one


( )
( )ˇBvol


vol goodΔ
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Probability of Performance[1]


We define the probability of performance as 


pγ = Pr{J(Δ) ≤ γ }


Notice that, if fΔ(Δ) is uniform, then


( )
( )ˇBvol


vol
p goodΔ


=γ


[1] R.F. Stengel (1980)
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Example: Closed-Form Computation


For Truxal’s example, we compute pγ  in closed-form


For uniform distribution, we have


vol(Δgood) = 3.74 – π r2


vol(Bˇ) = 3.74 
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P1: Performance Verification


For given performance level γ, check whether


J(Δ) ≤ γ


for all Δ in Bˇ


Compute the probability of performance pγ
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P2: Worst-Case Performance


Find Jmax such that


Compute the worst case performance (or its 
probabilistic counterpart)


)(maxmax Δ=
∈Δ


JJ
ˇB
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Randomized Algorithms
for Analysis
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Randomized Algorithm: Definition


Randomized Algorithm (RA): An algorithm that makes
random choices during its execution to produce a result


Example of a “random choice” is a coin toss


heads or                   tails
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Randomized Algorithm: Definition


Randomized Algorithm (RA): An algorithm that makes
random choices during its execution to produce a result


For hybrid systems, “random choices” could be
switching between different states or logical operations


For uncertain systems, “random choices” require (vector
or matrix) random sample generation


Randomized Algorithms for Systems 
and Control: Theory and Applications 
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Monte Carlo Randomized Algorithm


Monte Carlo Randomized Algorithm (MCRA): A
randomized algorithm that may produce incorrect results, 
but with bounded error probability
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Las Vegas Randomized Algorithm


Las Vegas Randomized Algorithm (LVRA): A 
randomized algorithm that always produces correct
results, the only variation from one run to another is the  
running time 
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Randomization of Uncertain Systems


Consider random uncertainty Δ, associated pdf and 
bounding set B


Δ is a (real or complex) random vector (parametric 
uncertainty) or matrix (nonparametric uncertainty)


Consider a performance function


J(Δ): B → R


and level γ > 0


Define worst case and average performance


Jmax = max J(Δ)           Jave = EΔ(J(Δ))
Δ∈B
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Example: H∞ Performance - 1


H∞ performance of sensitivity function


B = {Δ: Δ = bdiag (Δ1,... , Δq) ∈ Fn,m, σmax(Δ) ≤ ρ}


S(s,Δ) = 1/(1 + P(s,Δ) C(s))


J(Δ) = ||S(s,Δ)||∞
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Example: H∞ Performance - 2


H∞ performance of sensitivity function


B = {Δ: Δ = bdiag (Δ1,... , Δq) ∈ Fn,m, σmax(Δ) ≤ ρ}


S(s,Δ) = 1/(1 + P(s,Δ) C(s))


J(Δ) = ||S(s,Δ)||∞


Objective: Check if
Jmax b γ and Jave b γ 


These are uncertain decision problems
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Two Problem Instances


We have two problem instances for worst case 
performance


Jmax b γ   and Jmax > γ 
and two problem instances for average case performance


Jave b γ   and Jave > γ 


This leads to one-sided and two-sided MCRA


Randomized Algorithms for Systems 
and Control: Theory and Applications  
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One-Sided MCRA


One-sided MCRA: Always provide a correct solution in 
one of the instances (they may provide a wrong solution 
in the other instance)


Consider the empirical maximum


Jmax = max J(Δi)


 where Δi are random samples and N is the sample size


Check if  Jmax b γ or Jmax >  γ


i=1,…,N


^


^ ^


IEIIT-CNR


NATO Lecture Series SCI-195 50@RT 2008


One-Sided MCRA: Case 1


Δ1         Δ2     Δ3                        Δ4  Δ5 Δ6


Δ


J(Δ)
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One-Sided MCRA: Case 1


Δ1         Δ2     Δ3                        Δ4  Δ5 Δ6


J(Δ1)


J(Δ2)


J(Δ3)


J(Δ4)


J(Δ5)


J(Δ6)


Δ


J(Δ)
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One-Sided MCRA: Case 1


Jmaxγ
Jmax


Jmax < Jmax < γ


algorithm provides a correct solution


Δ1         Δ2     Δ3                        Δ4  Δ5 Δ6


J(Δ1)


J(Δ2)


J(Δ3)


J(Δ4)


J(Δ5)


J(Δ6)


Δ


J(Δ)


^


^
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One-Sided MCRA: Case 2


Jmaxγ Jmax


algorithm may provide a wrong solution


Δ1         Δ2     Δ3                        Δ4  Δ5 Δ6


J(Δ1)


J(Δ2)


J(Δ5)


J(Δ4)


J(Δ6)


J(Δ3)


Δ


J(Δ)


^


Jmax > γ > Jmax
^


IEIIT-CNR


NATO Lecture Series SCI-195 54@RT 2008


Two-Sided MCRA


Two-sided MCRA: They may provide a wrong solution 
in both instances


Consider the empirical average


Jave = ave J(Δi)


 where Δi are random samples and N is the sample size


Check if  Jave b γ or Jave >  γ


i=1,…,N


^


^ ^


Randomized Algorithms for Systems 
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Two-Sided MCRA: Case 1


Jave


Δ1         Δ2     Δ3                        Δ4  Δ5 Δ6


J(Δ1)


J(Δ2)


J(Δ3)


J(Δ4)


J(Δ5)


J(Δ6)


Δ


J(Δ)


Jave
^


γ


Jave > γ > Jave
^


algorithm may provide a wrong solution
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Two-Sided MCRA: Case 2


Jave


Δ1         Δ2     Δ3                        Δ4  Δ5 Δ6


J(Δ1)


J(Δ2)


J(Δ3)


J(Δ4)


J(Δ5)


J(Δ6)


Δ


J(Δ)


Jave
^


γ


Jave < γ < Jave
^


algorithm may provide a wrong solution
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Las Vegas Randomized Algorithms


We also have zero-sided (Las Vegas) randomized 
algorithms


Las Vegas Randomized Algorithm (LVRA): Always 
give the correct solution


The solution obtained with a LVRA is probabilistic, so 
“always” means with probability one 


Running time may be different from one run to another


We can study the average running time
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Discrete Bounding Set


Δ1  Δ2     Δ3      Δ4 Δ5 Δ6    Δ7    Δ8 Δ9     Δ10  


Consider random uncertainty Δ, a discrete bounding set 
B, given pdf and performance function
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The Las Vegas Viewpoint


Consider discrete random variables 


The sample space is discrete and MN possible choices 
can be made


In the binary case we have 2N


Finding maximum requires ordering the 2N choices


Las Vegas can be used for ordering real numbers


Example: Randomized Quick Sort for sorting real 
numbers (classical in computer science) 


IEIIT-CNR


NATO Lecture Series SCI-195 60@RT 2008


Ingredients for RAs


Assume that Δ is random with pdf fΔ(Δ) with support Bˇ


Accuracy ε ∈(0,1) and confidence δ ∈(0,1) be assigned 


Performance  function for analysis and level


↓ ↓


J = J(Δ)                                          γ


Randomized Algorithms for Systems 
and Control: Theory and Applications  
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Randomized Algorithms for Analysis


Two classes of randomized algorithms for probabilistic 


robust performance analysis


P1: Performance verification (compute pγ)
P2: Worst-case performance (compute Jmax) 


Both are based on uncertainty randomization of Δ


Bounds on the sample size are obtained 
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Randomized Algorithms - 2


We estimate pγ by means of a randomized algorithm


First, we generate N i.i.d. samples


Δ1, Δ2, …, ΔN ∈ Bˇ


according to the density fΔ


We evaluate   J(Δ1), J(Δ2), …, J(ΔN)
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Empirical Probability


Construct an indicator function


An estimate of pγ  is the empirical probability


where Ngood is the number of samples such that J(Δi) ≤ γ


( )
N


N
I


N
p good


N


i


i
N =Δ= ∑
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1
ˆ


( )
⎩
⎨
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=Δ
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I
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i


0
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A Reliable Estimate


The empirical probability is a reliable estimate if


Find the minimum N such that


where ε ∈(0,1) and δ ∈(0,1)


{ } εγγ ≤−≤Δ=− NN pJpp ˆ)(Prˆ


{ } δεγ −≥≤− 1ˆPr Npp
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Chernoff Bound[1]


For any ε ∈(0,1) and δ ∈(0,1), if 


then


2


2


2
log


ε
δ≥N


{ } δεγ −≥≤− 1ˆPr Npp


[1] H. Chernoff (1952)
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Comparison Between Bounds


Randomized Algorithms for Systems 
and Control: Theory and Applications 
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Chernoff Bound


Remark: Chernoff bound improves upon other bounds 
such as Bernoulli (Law of Large Numbers)


Dependence on 1/δ is logarithmic


Dependence on 1/ε is quadratic


1.2⋅105


99.5%


0.5%


1.6⋅106


99.9%


0.5%


3.0⋅106


99.5%


0.1%


3.9⋅106N


99.9%1-δ
0.1%ε
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Computational Complexity of RAs


RAs are efficient (polynomial-time) because 


1. Random sample generation of Δi can be performed in  


polynomial-time 


2. Cost associated with the evaluation of J(Δi) for fixed 


Δi is polynomial-time


3. Sample size is polynomial in the problem size and 


probabilistic levels ε and δ
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1. Random Sample Generation


Random number generation (RNG): Linear and 


nonlinear methods for uniform generation in [0,1) such 


as  Fibonacci, feedback shift register, BBS, MT, …


Non-uniform univariate random variables: Suitable 


functional transformations (e.g., the inversion method)


The problem is much harder: Multivariate generation of 


samples of Δ with pdf fΔ(Δ) and support Bˇ


.It can be resolved in polynomial-time  
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2. Cost of Checking Stability


Consider a polynomial 


To check left half plane stability we can use the Routh
test. The number of multiplications needed is


The number of divisions and additions is equal to this 
number
We conclude that checking stability is O(n2)


odd for  
4


1
       even       for  


4


22


n
n


n
n −


n
nsasaaasp +++= L10),(
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3. Bounds on the Sample Size


Chernoff bound is independent on the size of Bˇ , on 
the structure ˇ, on the number of blocks, on the pdf


fΔ(Δ)


It depends only on δ and ε


Same comments can be made for other bounds such as 


Bernoulli
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Worst-Case Performance


Recall that


Generate N i.i.d. samples


Δ1, Δ2, …, ΔΝ ∈ Bˇ


according to the density fΔ


Compute the empirical maximum
Jmax = max J(Δi)


)(maxmax Δ=
∈Δ


JJ
ˇB


i=1,…,N


^
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Worst-Case Bound (Log-over-Log)[1]


For any ε ∈(0,1) and δ ∈(0,1), if


then
ε


δ


−


≥
1


1


1


log


log
N


[1] R. Tempo,  E. W. Bai and F. Dabbene (1996) 


{ }{ } δε −≥≤>Δ 1ˆ)(PrPr NJJ
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Comparison and Comments


Number of samples is much smaller than Chernoff


Bound is a specific instance of the fpras (fully 
polynomial randomized approximated scheme) theory


Dependence on 1/ε is basically linear


1.16⋅106


99.999%


0.001%


1.06⋅103


99.5%


0.5%


1.38⋅103


99.9%


0.5%


5.30⋅103


99.5%


0.1%


9.21⋅104


99.99%


0.01%


6.91⋅103N


99.9%1-δ
0.1%ε


⎟
⎠
⎞


⎜
⎝
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−
ε


ε1


1
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Volumetric Interpretation


In the case of fΔ(Δ) uniform, we have


Therefore


is equivalent to


{ } ( )
( )ˇBvol


vol
JJ bad


N


Δ=>Δ ˆ)(Pr


{ }{ } δε −≥≤>Δ 1ˆ)(PrPr NJJ


( ) ( ){ } δε −≥≤ 1Pr ˇBvolvol badΔ
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Confidence Intervals


The Chernoff and worst-case bounds can be computed a-
priori and provide an explicit functional relation 


N = N(ε, δ)


The sample size obtained with the confidence intervals is 
not explicit


Given δ ∈(0,1), upper and lower confidence intervals pL


and pU are such that{ } δγ −=≤≤ 1Pr UL ppp
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Confidence Intervals - 2


The probabilities pL and pU can be computed a 
posteriori when the value of Ngood is known, solving 
equations of the type 


with δL+δU=δ
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Confidence Intervals - 3


γp̂


Up


Lp


δ = 0.05
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Statistical Learning Theory


The Chernoff Bound studies the problem


where pγ = Pr{J(Δ) ≤ γ }


Performance function J is fixed


Statistical Learning Theory computes bounds on the 
sample size for the problem


where J is a given class of functions


{ } δεγ −≥≤− 1ˆPr Npp


( ){ } δεγ −≥∈∀≤−≤Δ 1,ˆ)(PrPr JJpJ N
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VC and P-dimension[1,2]


Statistical Learning Theory aims at studying uniform
Law of Large Numbers


The bounds obtained depend on quantities called VC-
dimension (if J is a binary valued function), or P-
dimension (if J is a continuous valued function)


VC and P-dimension are measures of the problem 
complexity


[1] M. Vidyasagar (1997) 


[2] E.D. Sontag (1998)
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Choice of the Distribution - 1


The probability Pr{Δ ∈S}


depends on fΔ(Δ)  


It may vary between 0 


and 1 depending on the 


pdf fΔ(Δ) 
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Choice of the Distribution - 2


The bounds discussed are independent on the choice 
of the distribution but for computing Pr{J(Δ) ≤ γ } we 
need to know the distribution fΔ(Δ) 
Some research has been done in order to find the 
worst-case distribution in a certain class[1]


Uniform distribution is the worst-case if a certain 
target is convex and centrally symmetric


[1] B. R. Barmish and C. M. Lagoa (1997) 
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Choice of the Distribution - 3 


Minimax properties of the uniform distribution have


been studied[1]


[1] E. W. Bai, R. Tempo and M. Fu (1998)


IEIIT-CNR


NATO Lecture Series SCI-195 84@RT 2008


Probabilistic Robust Synthesis
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Analysis vs Design with Uncertainty


Starting point: Worst-case analysis versus design


Consider an interval family p(s,q), q∈Bq={q∈—n,||q||∞≤1}


Analysis problem: 


– Check if p(s,q) is stable for all q∈Bq


Answer: Kharitonov Theorem


Design Problem: 
– Does there exist a q∈Bq such that p(s,q) is stable? 


Answer: Unknown in general
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Synthesis Paradigm


Design the parameterized controller Kθ to guarantee 
stability and performance 


P


Δ


Kθ


d e


u y


IEIIT-CNR


NATO Lecture Series SCI-195 87@RT 2008


Synthesis Performance Function


Recall that the parameterized controller is Kθ


We replace J(Δ) with a synthesis performance  function 


J = J(Δ,θ)


where θ ∈ Θ represents the controller parameters to be 


determined and their bounding set
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Randomized Algorithms for Synthesis


Two classes of RAs for probabilistic  synthesis


Average performance synthesis[1]


Based on expected value minimization


Use of Statistical Learning Theory results


Very general problems can be handled


Existing bounds are very conservative and controller 
randomization is required


Ongoing research aiming at major reduction of sample 
size 


[1] M. Vidyasagar (1998)
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Randomized Algorithms for Synthesis


Robust performance synthesis[1]


Problem reformulation as robust feasibility


Only convex problems can be handled


Finite-time convergence with probability one is obtained


[1]B. Polyak and R. Tempo (2001)
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Robust Performance Synthesis


Uncertainty randomization of Δ in Bˇ


Convex optimization to design the controller K(s)


P(s)


Δ


K(s)


d e


u y
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RAs for Optimal Control (LQR)
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Uncertain Systems in State Space


We consider a state space description of the uncertain 


system


with x(0)=x0; x∈—n; u∈—m, Δ∈ Bˇ


For example, A(Δ) is an interval matrix with bounded 


entries


)()()()( tButxAtx +Δ=&


+− ≤≤ ijijij aaa
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Interval and Vertex Matrices


We consider interval uncertainty A (i.e. when Δ∈ Bˇ))


That is, aik ranges in the interval for all i, k


|aik - aik
* | ≤ wik


where aik
* are nominal values and wik are weights


Define the N = 2n2 vertex matrices A1, A2,…, AN


aik = aik
* + wik or aik = aik


* - wik


for all i, k =1, 2, …, n
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Common Lyapunov Functions


Given matrices A*, W and feedback K, find a common 


quadratic Lyapunov function Q > 0 for the system


x(t) = (A + B K) x(t)     for all A∈ A


Find  Q > 0 such that


L(Q, A) = (A+BK)T Q + Q (A+BK) < 0   for all A ∈ A


Equivalently, find  Q > 0 such that


λmax L(Q, A) < 0   for all A ∈ A


.
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Lyapunov Stability of Interval Systems


Quadratic Lyapunov stability analysis and synthesis of


interval systems are NP-hard problems


In principle, they can be solved in one-shot with convex 


optimization, but the number of constraints is 


exponential 


We can use relaxation (e.g. π/2 Theorem[1]) or 


randomization


[1] Yu. Nesterov (1997)
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Vertex Solution


Due to convexity, it suffices to study L(Q, A) < 0 for 


all vertex matrices[1]


Question: Do we really need to check all the vertex 


matrices (N = 2n2)?


[1] H.P. Horisberger, P.R. Belanger (1976)
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Vertex Reduction


Answer: It suffices to check “only” a subset of 22n


vertex matrices[1]


This is still exponential (the problem is NP-hard), but 


it leads to a major computational improvement for 


medium size problems (e.g. n = 8 or 10)


For example, for n=8, N is of the order 105 (instead of  


1019)


[1] T. Alamo, R. Tempo, D. Rodriguez, E.F. Camacho (2007)
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Diagonal Matrices and Generalizations


Transform the original problem from full square 


matrices A to diagonal matrices Z ∈ R2n,2n


It suffices to check the vertices of Z


Extensions for L2-gain minimization and other related 


LMI problems


Generalizations for multiaffine interval systems
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Las Vegas Randomized Algorithm 


We may perform randomization of the N = 2n2 vertices 


(in the worst case)


If we select the vertices in random order according to a 


given pdf, we have a LVRA
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Probabilistic Solution 


Randomly generate A1,…, AN. Then, check if the 


Lyapunov equation


AiQ + Q(Ai)T ≤ 0


is feasible for i=1,…,N and find a common solution


Q=QT >0


Critical problem: Even if N is relatively small, this is a 


hard computational problem
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Sequential Algorithm  


Key point: Sequential algorithm which deals with one 
constraint at each step


At step k we have


Phase 1: Uncertainty randomization of Δ
Phase 2: Gradient algorithm and projection


Final result: Find a solution Q=QT >0 with probability 
one in a finite number of steps
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Definition


Let En be an Euclidean space 


and C be the cone of positive semi-definite matrices


⎭
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Projection on a Cone


For any real symmetric matrix A we define the 
projection [A]+∈C as 


The projection can be computed through the eigenvalue
decomposition A=TΛTT


Then 


where λi
+=max {λi ,0}


[ ] XAA
X


−=
∈


+


C
minarg


TTTA ++ Λ=][
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Phase 1: Uncertainty Randomization


Uncertainty randomization: Generate Δk ∈ Bˇ


Then, for guaranteed cost we obtain the Lyapunov


equation


0)()( ≤Δ+Δ kTk QAQA
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Matrix Valued Function


Define a matrix valued function


and a scalar function


where || ⋅ || is the Frobenius norm


We can also take the maximum eigenvalue of V(Q ,Δk)


)()(),( kTkk QAQAQV Δ+Δ=Δ


[ ]+Δ=Δ ),(),( kk QVQv


IEIIT-CNR


NATO Lecture Series SCI-195 106@RT 2008


Phase 2: Gradient Algorithm


We write


where ∂Q is the subgradient and the stepsize μk is 


and r>0 is a parameter
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Closed-form Gradient Computation


The function v(Q,Δk) is convex in Q and its subgradient


can be easily computed in a closed form
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Theorem[1]


Assumption: Every open subset of Bˇ has positive 
measure 


Theorem: A solution Q, if it exists, is found in a finite 
number of steps with probability one


Idea of proof: The distance of Qk from the solution set 
decreases at each correction step


[1] B.T. Polyak and R. Tempo (2001) 
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Example[1]


We study a multivariable example for the design of a 
controller for the lateral motion of an aircraft. 


The model consists of four states and two inputs
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[1] B.D.O. Anderson and J.B. Moore (1971)
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Example - 2


The state variables are 


– x1 bank angle


– x2 derivative of bank angle


– x3 sideslip angle


– x4 jaw rate


The control inputs are


– u1 rudder deflection


– u2 aileron deflection
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Example - 3


Nominal values: Lp=-2.93, Lβ=-4.75, Lr=0.78, 
g/V=0.086, Yβ=-0.11, Nβ=0.1, Np=-0.042, Nβ=2.601, 
Nr=-0.29


Perturbed matrix A(Δ): each parameter can take values in 
a range of  ±15% of the nominal value


Quadratic stability (γ=0): take R=I and S=0.01I


Remark: A(Δ) is  multiaffine in the uncertain parameters: 
quadratic stability can be ascertained solving 
simultaneously 29=512 LMIs
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Example - 4


Sequential algorithm:


– Initial point Q0 randomly selected


– 800 random matrices Δk


– The algorithm converged to


⎥
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Example - 5


The corresponding controller


satisfies all the 512 vertex LMIs and therefore it is also a 
quadratic stabilizing controller in a deterministic sense


The optimal LQ controller computed on the nominal 
plant satisfies only 240 vertex LMIs


⎥⎦


⎤
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Extensions
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Related Literature and Extensions


Minimization of a measure of violation for problems 


that are not strictly feasible[1]


Uncertainty in the control matrix, B=B(Δ), Δ∈ Bˇ


We take the feedback law 


where Y and Q=QT >0 are design variables


xYQu 1−=


[1] B.R. Barmish and P. Shcherbakov (1999)
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Related Literature


Related literature on optimization and adaptive control 
with linear constraints[1,2,3,4]


Stochastic approximation algorithms have been widely 
studied in the stochastic control and optimization 
literature[6,7]


[1] S. Agmon (1954)


[2] T.S. Motzkin and I.J. Schoenberg (1954)


[3] B.T. Polyak (1964)


[4] V.A. Bondarko and V.A. Yakubovich (1992)


[6] H.J. Kushner and G.G. Yin (2003)


[7] J.C. Spall (2003)
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Subsequent Research


Design of common Lyapunov functions for switched 
systems[1]


From common to piecewise Lyapunov functions[2]


Ellipsoidal algorithm instead of gradient algorithm[3]


Stopping rule which provides the number of steps[4]


Other algorithms have been recently proposed[5-6]


[1] D. Liberzon and R. Tempo (2004)
[2] H. Ishii, T. Basar and R. Tempo (2005)
[3] S. Kanev, B. De Schutter and M. Verhaegen (2002)
[4] Y. Oishi and H. Kimura (2003) 
[5] Y. Fujisaki and Y. Oishi (2007)
[6] T. Alamo, R. Tempo, D. R. Ramirez and E. F. Camacho (2007)
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Optimization Problems[1]


Extensions to optimization problems


Consider convex function f(x) and function g(x,Δ) 
convex in x for fixed Δ
Semi-infinite (nonlinear) programming problem


min f(x)


g(x,Δ) ≤ 0 for all Δ ∈ B


Reformulation as stochastic optimization


Drawback: Convergence results are only asymptotic


[1] V. B. Tadic, S. P. Meyn and R. Tempo (2003)
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Scenario Approach


The scenario approach for convex problems[1]


Non-sequential method which provides a one-shot 
solution for general convex problems


Randomization of Δ ∈ B and solution of a single convex 
optimization problem


Derivation of a bound on the sample size[1]


A new improved bound based on a pack-based strategy[2]


[1] G. Calafiore and M. Campi (2004)
[2] T. Alamo, R. Tempo and E.F. Camacho (2007)
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Convex Semi-Infinite Optimization


The semi-infinite optimization problem is 


min cT θ subject to  f(θ, Δ) ≤ 0    for all Δ ∈ B 


where f(θ, Δ) ≤ 0 is convex in θ for all Δ ∈ B


We assume that this problem is either unfeasible or, if 
feasible, it attains a unique solution for all Δ ∈ B (this 
assumption is technical and may be removed)


We assume that θ ∈ Θ ⊆ Rn
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Scenario Problem


Using randomization, we construct a scenario problem


Taking random samples Δi, i = 1, 2, …, N, we construct


f(θ, Δi) ≤ 0,   i = 1, 2, …, N


and 


min cT θ subject to  f(θ, Δi) ≤ 0,   i = 1, 2, …, N
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Theorem[1]


Theorem: For any ε ∈(0,1) and δ ∈(0,1), if


N ≥ │2/ε log(1/δ) + 2n + 2n/ε log (2/ε) │
then, with probability no smaller than 1- δ
- either the scenario problem is unfeasible and then also 
the semi-infinite optimization problem is unfeasible


- or, the scenario problem is feasible, then its optimal 
solution θN satisfies 


Pr{ Δ ∈ B : f(θ, Δ) > 0 } ≤ ε


^


__


[1] G. Calafiore and M. Campi (2004)
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A New Improved Bound[1]


A new improved bound (based on a so-called pack-
based strategy) has been recently obtained


N ≥ │2/ε log(1/2δ) + 2n + 2n/ε log 4 │


The main difference with the previous bound is that the 
factor 


2n/ε log (2/ε)    
is replaced with 


2n/ε log 4
^


__


[1] T. Alamo, R. Tempo and E.F. Camacho (2007)
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RACT
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RACT


RACT: Randomized Algorithms Control Toolbox for 
Matlab


RACT has been developed at IEIIT-CNR and at the 
Institute for Control Sciences-RAS, based on a bilateral 
international project 


Members of the project
Andrey Tremba (Main Developer and Maintainer) 
Giuseppe Calafiore
Fabrizio Dabbene
Elena Gryazina
Boris Polyak (Co-Principal Investigator) 
Pavel Shcherbakov
Roberto Tempo (Co-Principal Investigator) 
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RACT


Main features


Define a variety of uncertain objects: scalar, vector and 
matrix uncertainties, with different pdfs


Easy and fast sampling of uncertain objects of almost 
any type


Randomized algorithms for probabilistic performance 
verification and probabilistic worst-case performance


Randomized algorithms for feasibility of uncertain LMIs
using stochastic gradient, ellipsoid or cutting plane 
methods (YALMIP needed)
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Applications of Randomized 
Algorithms


IEIIT-CNR
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Application of RAs


Randomized algorithms have been developed for 


various specific applications


Control of flexible structures


Stability and robustness of high speed networks


Stability of quantized sampled-data systems


Brushless DC motors


Control design of Mini UAV
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Probabilistic Control of 
Mini-UAVs[1]


[1] L. Lorefice, B. Pralio and R. Tempo (2007)
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Italian National Project 
for Fire Prevention


This activity is supported by the Italian Ministry for 
Research within the National Project


Study and development of a real-time land control and 
monitoring system for fire prevention


Five research groups are involved together with a 
government agency for fire surveillance and patrol
located in Sicily


The aerial platform is based on the MicroHawk
configuration, developed at the Aerospace Engineering 
Department, Politecnico di Torino, Italy
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MH1000 Platform - 1


Platform features


- wingspan 3.28 ft (1 m)


- total weight 3.3 lb (1.5 kg)
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MH1000 Platform - 2


Main on-board equipment


- various sensors and two cameras (color and infrared) 


DC motor


Remote piloting and autonomous flight


Flight endurance of about 40 min


Flight envelope


- min/max velocity: 33 ft/s (10 m/s) – 66 ft/s (17 m/s)


- average velocity: 43 ft/s (14 m/s)
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Flight Envelope (Limits) 


Wing loading effect total weight


Propeller sizing effect
Propulsive constraint  (blu)    maximum flight 
speed


Aerodynamic constraint (red) minimum flight 
speed (stall effect)


velocity: 33 ft/s (10 m/s) – 66 ft/s (17 m/s)
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DC motor: Hacker B20-15L (4:1)


controller: Hacker Master Series 18-B-Flight


battery: Kokam 2000HD (3x)


receiver: Schulze Alpha840W


servo: Graupner C1081 (2x)


weight: 58 g


dimensions: Ø 20 x 40 mm


Kv: 3700 rpm/volt


weight: 21 g


dimensions: 33 X 23 X 7 mm


current drain: 18 A


weight: 160 g


dimensions: 79 X 42 X 25 mm


capacity: 2000 mAh


weight: 13.5 g


dimensions: 52 X 21 X 13 mm


8 channels


weight: 13 g


dimensions: 23 X 9 X 21 mm


torque: 12 Ncm


Basic on-board Systems
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Prototype Manufacturing - 1


raw material


polistyrene


kevlar


fiberglass


carbon fiber


epoxy resin
plywood


balsa wood


glue
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working instrumentshot wire foam cutting machine


lifting surfaces outline


slide outline
fuselage reference


Prototype Manufacturing - 2
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prototype


easy construction
rapid manufacturing


bad model reproducibility
inaccurate geometry


Prototype Manufacturing - 3
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State Space Model


State space formulation obtained by linearization of the 


full (12 coupled nonlinear ODE) model


x(t) = A(Δ) x(t) + B(Δ) u(t)


u(t) = - K x(t)


where x = [V, α, q, θ]T    (V flight speed, α angle of 
attack, q and θ pitch rate and angle), Δ uncertainty


Consider longitudinal plane dynamics stabilization


Control u is the symmetrical elevon deflection


.
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Uncertainty Description - 1


We consider structured parameter uncertainties affecting 
plant and flight conditions, and aerodynamic database 


Uncertainty vector Δ = [δ1,..., δ16] where δi ∈ [δi
-, δi


+] 


Key point: There is no explicit relation between state 
space matrices A and B and uncertainty Δ
This is due to the fact that state space system is obtained 
through linearization and off-line flight simulator


The only techniques which could be used in this case are 
simulation-based which lead to randomized algorithms
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Uncertainty Description - 2


We consider random uncertainty Δ = [δ1,..., δ16]T


The pdf is either uniform (for plant and flight 
conditions) or Gaussian (for aerodynamic database 
uncertainties) 


Flight conditions uncertainties need to take into account 
large variations on physical parameters


Uncertainties for aerodynamic data are related to 
experimental measurement or round-off errors
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Plant and Flight Condition Uncertainties


71.481.21± 101.34Umoment of inertia [lb ft2]


66.185.06± 105.61Uwing surface [ft2]


51.851.67± 51.75Umean aero chord [ft]


43.443.12± 53.28Uwingspan [ft]


33.642.98± 103.31Umass [lb]


2328.080± 100164.04Ualtitude [ft]


149.0536.25± 1542.65Uflight speed [ft/s]


#δi
+δi


-%⎯δipdfparameter
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Aerodynamic Database Uncertainties


160.01500-0.94853GCm   [rad-1]


150.02200-1.41136GCZ    [rad-1]


140.00540-0.17072GCX    [rad-1]


130.01000-0.76882GCmq [rad-1]


120.05000-1.49462GCZq [rad-1]


110.00650-0.20435GCXq [rad-1]


100.00040-0.02401GCm [-]


90.00500-0.30651GCZ  [-]


80.00040-0.01215GCX  [-]


#σi⎯δipdfparameter
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Standard Deviation and Velocity


Standard deviation is experimentally computed from the velocity
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Critical Parameters and Matrices


We select flight speed (δ1) and take off mass (δ3) as
critical parameters


Flight speed is taken as critical parameter to optimize 
gain scheduling issues


Take off mass is a key parameter in mission profile 
definition


We define critical matrices


Ac
1     Ac


2     Ac
3    Ac


4       Bc
1    Bc


2    Bc
3    Bc


4 


They are constructed setting δ1, δ3 to the extreme values
δ1


-, δ1
+,δ3


-, δ3
+ and all the remaining δi  are equal to ⎯δi
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Phase 1: Random Gain Synthesis (RGS)


Critical parameters are flight speed and take off mass 


Specification property
S1 = {K: Ac – Bc K satisfies the specs below}


ωSP ∈[4.0,6.0] rad/s ζSP ∈[0.5,0.9]        ωPH ∈[1.0,1.5] rad/s


ζPH  ∈[0.1,0.3]                ΔωSP < ± 45% ΔωPH < ± 20%


where ω and ζ are undamped natural frequency and 
damping ratio of the characteristic modes; SP and PH


denote short period and phugoid mode
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Specs  in the Complex Plane
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Volume of the Good Set


Define a bounding set B of gains K


B = {K: ki ∈[ki
-,ki


+], i= 1,…,4} 
Define the volume of the good set 


Volgood = !A d K


where A = {K∈B ' S1 } 
VolB is simply the volume of the hyperrectangle B
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Randomized Algorithm 1 (RGS)


Uniform pdf for controller 
gains K in given intervals


Accuracy and confidence


ε =4 ·10-5 and δ = 3 · 10-4


Number of random
samples is computed with
“Log-over-Log” Bound
obtaining N = 200,000 


We obtained 5 gains Ki


satisfying specification
property S1
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Randomized Algorithm 1 (RGS) 


Given ε, δ ∈ (0,1), RGS returns the set of gains {K1,…,Ks} 
satisfying S1


1. Compute N using the Log-over-log Bound;
2. For fixed j=1,2,…,N, generate uniformly the gain random matrix Kj ∈ B;
3. Set C=0;
4. For fixed i=1,2,3,4, compute the closed-loop matrix


Acl
i(Kj) = Ac


i - Bc
i Kj;


- if Kj ∈ S1, set C = C+1; 
- otherwise, set C = C;


5. End;
6. If C = 4, return the gain Kj;
7. Set j = j+1 and return to Step 2;
8. End
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Random Gain Set


-0.004173400.016093000.094827000.00039238K5


-0.004043800.015300000.091832000.00010855K4


-0.004863400.015482000.094308000.00054999K3


-0.003235100.015555000.095812000.00021450K2


-0.004735100.015774000.094650000.00044023K1


KθKqKαKVgain set
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Phase 2: Random Stability Robustness 
Analysis (RSRA) 


Take Krand = Ki obtained in Phase 1


Randomize Δ according to the given pdf and take N
random samples Δi


Specification property


S2 = {Δ: A(Δ) – B(Δ) Krand satisfies the specs of S1}


Computation of the empirical probability of stability Np̂
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Empirical Probability 


Consider fixed gain Krand


Define the probability
ptrue = !C p(Δ) d Δ


where C = {Δ∈B ' S2 } and p(Δ) is the given pdf
Then, we introduce a “success” indicator function


I(Δj) = 1 if Δj ∈ S2


or I(Δj) = 0 otherwise
The empirical probability for S2 is given by


= Ngood/N
where Ngood is equal to the number of successes


Np̂
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Randomized Algorithm 2 (RSRA)


Take Krand from Phase 1


Accuracy and confidence


ε = δ = 0.0145


Number of random
samples is computed with
Chernoff Bound obtaining
N =5,000 


Empirical probability is
defined using an indicator
function
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Randomized Algorithm 2 (RSRA) 


Given ε, δ ∈ (0,1), RSRA returns the empirical probability
that S2 is satisfied for a gain Krand provided by Algorithm 1


1. Compute N using the Chernoff Bound;
2. Generate N random vectors Δj ∈ B according to the given pdf;
3. For fixed j=1,2,…,N, compute the closed-loop matrix


Acl(Δj) = A(Δj) - B(Δj)Krand;
- if Acl(Δj) ∈ S2, set I(Δj) = 1; 
- otherwise, set I(Δj) = 0; 


4. End;
5. Return the empirical probability


Np̂


Np̂
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Empirical Probability of Stability 
for Phase 2


K5


K4


K3


K2


K1


gain set


85.14%


93.86%


89.31%


90.60%


88.56%


empirical probability
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Probability Degradation Function


Flight condition uncertainties are multiplied by the 
amplification factor ρ > 0 keeping the nominal value 
constant


δi ∈ ρ [δi
-, δi


+]     for i = 1, 2, …, 7
No uncertainty affects the aerodynamic database, i.e.


δi = ⎯δi                 for i = 8, 9, …, 16
For fixed ρ∈[0,1.5] we compute the empirical
probability for different gain sets Ki


The plot empirical probability vs ρ is the probability
degradation function
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Probability Degradation Function 
for Phase 2
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Root Locus Plot for Phase 2


Root locus for K2 (left) and K4 (right)
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Phase 3: Random Performance 
Robustness Analysis (RPRA)


This phase is similar to Phase 2, but military specs are 
considered (bandwidth criterion)
Specification property


S3 = {Δ: A(Δ) – B(Δ) Krand satisfies the specs below}


ωBW ∈[2.5,5.0] rad/s τP ∈[0.0,0.5] s


where ωBW and τP are bandwidth and phase delay of the 
frequency response
Computation of the empirical probability that S3 is
satisfied
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Bandwidth Criterion
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Randomized Algorithm 3 (RPRA)


Take Krand from Phase 1


Numer of random samples
is computed with the 
Chernoff Bound obtaining
N =5,000 


Empirical probability is
defined using an indicator
function
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Randomized Algorithm 3 (RPRA) 


Given N and Acl(Δj), j=1,2,…,N, provided by Algorithm 2, RPRA


returns the empirical probability that S3 is satisfied for a gain


Krand provided by Algorithm 1


1. For fixed j=1,2,…,N
- if Acl(Δj) ∈ S3, set I(Δj) = 1; 


- otherwise, set I(Δj) = 0; 


2. End;


3. Return the empirical probability


Np̂


Np̂
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Empirical Probability of Performance 
for Phase 3


K5


K4


K3


K2


K1


gain set


96.06%


84.78%


90.80%


95.16%


93.58%


empirical probability
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Probability Degradation Function 
for Phase 3
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Bandwidth Criterion for Phase 3


Bandwidth criterion for K1 (left) and K3 (right)
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Gain Selection


Multi-objective criterion as a compromise between 


different specifications      


Finally we selected gain K1 as the best compromise 


between all the specs and criteria!
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Conclusions: Flight Tests in Sicily - 1


Evaluation of the payload carrying capabilities and 


autonomous flight performance


Mission test involving altitude, velocity and heading 


changing was performed in Sicily


Checking effectiveness of the control laws for 


longitudinal and lateral-directional dynamics 


Flight control design based on RAs for stabilization and 


guidance
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Conclusions: Flight Tests in Sicily - 2


Satisfactory response of MH1000


Possible improvements by iterative design procedure


Stability of the platform is crucial for the video quality 


and in the effectiveness of the surveillance and 


monitoring tasks
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Color Camera: Right Turn
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Color Camera: Landing Phase
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Infrared Camera - 1
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Infrared Camera - 1


road
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Infrared Camera - 1


road


shed
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Infrared Camera - 1


road


car


shed
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Infrared Camera - 1


road
water 


pipe


car


shed
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Infrared Camera - 2 
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Infrared Camera - 3
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Conclusions
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PAC Algorithms


Randomized algorithms are Probably Approximately 


Correct (PAC)


We give up a guaranteed deterministic solution


This implies accepting a “small” risk of giving a wrong 


solution


The risk can be made arbitrarily small (but not zero) 


taking suitable values of so-called confidence and 


accuracy
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PAC Algorithms


Two open problems


Optimization with sequential methods


Derive “reasonable” bounds for the statistical learning 


theory approach
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ABSTRACT 
 
This paper discusses a powerful new application of the Quantitative Feedback Theory (QFT)  to a class of 
problems which are becoming more and more prevalent and may involve fractals or a class of distributed 
parameter systems. In Part I the predicament of interest is posed within the context of identification/ 
classification of network congestion and its relationship to fractal objects. A review of five constituent 
disciplines is then conducted to provide the requisite background information. In Part II, the general QFT 
problem is briefly reviewed. Finally, in Part III, the well-known diffusion problem is analyzed several 
different ways to provide a common thread between the Parts I and II presented. The diffusion problem 
involves many similar issues that occur inside the network congestion problem, the fractals concept, and can 
also be formulated within a QFT framework. 
 
1.0 INTRODUCTION 
 
 Quantitative Feedback Theory is an area of controller design that has wide applicability because of its 
simplicity and intuitive nature yet can deal with issues such as robust stability, target tracking, and disturbance 
rejection. In this paper, uses of QFT to better understand how to analyze and assess the performance of 
complex networks and systems from nature and in other applications will be conducted. In many cases this 
may be characterized as distributed parameter systems. The goal is to better comprehend how such schemes 
work.  For example, it is desired to better quantify how to objectively measure performance, vulnerability, and 
other attributes that occur in such intricate network systems. For many of these entities, including those in the 
military, a useful measure of performance is the flow of information through such networks. Vulnerability can 
then be defined as the sensitivity to flow. The presumption is that a poorly performing network is congested 
and the flow is slow. A better performing system would have a higher rate of flow. Since flow performance is 
measured in units of bits/second for information systems, the flow rate times time provides the total number of 
bits going through the network. This also has analogies to discrete event systems.  One can then view the 
overall task in terms of the bits or discrete events required to actually complete the mission in minimum time. 
Another way to examine this concept is via the expected time to complete the overall mission being calculated 
as the ratio of the fixed number of bits divided by the flow rate in bits/second. 
 Networks are ubiquitous as noted in numerous applications such as electric power grids, financial 
systems, railroad tracks, water distribution systems, food and medicine allocation procedures, etc. which are 
co-located and complex in nature. Also, information systems, email systems and nature’s way of managing 
physiology can be characterized by multifaceted networks. On the other hand, some networks can be very 
destructive. For example, a model of a counter improvised explosive device (IED) network exists for a 
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successful attack on American forces. The goal for the friendly forces would be, in this case, to take such a 
network down or cause it to have a high congestion. Another example of an undesirable distributed system 
would be the well-known sexual network involving the spread of disease such as in HIV. In this case the goal 
would be to make the flow minimal through the entity resulting in a maximally congested structure. This 
paradigm represents the reduction of the spread of disease because the flow is minimal. Figure (1) shows a 
possible visual rendering of a network system of interest that may be presented to a decision maker. In areas 
where the flow is fast (high bits/sec) it is rendered green. In other areas the flow is slower (yellow) or even 
more slower (orange) and perhaps completely congested (red color). It is noted in Figure (1) that the areas of 
higher spectral wavelength have more feedback loops and appear more intricate. When looking at a complex 
display, this visual rendering adds value to decision makers who immediately need to know, spatially, where 
the congestion area may be located.  


Figure (1) – The Network Congestion ProblemFigure 3 – The Original Network-Centric Distributed System
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(1)  
                                 Figure (1) – The Original Network-Centric Distributed System  
 


When controlling complex systems such as in distributed networks, traditional control theory methods 
may require some modification. For example, linear feedback theory is mainly concerned with transfer 
functions, which are devised as ratios of outputs to inputs of systems, using as a basis a sine wave time 
function. The sine wave function has the property that all its derivatives exist and are bounded.  Thus the sine 
wave is a C∞  function. On the opposite spectrum of continuity, a C0  function termed the Weierstrass function 
is introduced herein which has the unique property that it is forever continuous and nowhere differentiable. 
Figure (2) shows a comparison between these two extreme basis functions (a C∞ function versus a C0 
function). It is demonstrated later that the C0 time function (Weierstrass) is also a fractal object enjoying 
certain optimality properties that may be leveraged in good control system design if flow performance is 
important. It seems plausible that QFT theory can then be used to analyze objects that may have as a basis 
function the Weierstrass-like functions as well as those characterized by sine waves.  The next section will 
elaborate on the requisite background of these fractal objects and to develop a framework to analyze them 
within the context of Quantitative Feedback Theory. 
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Figure (2a) – A sine wave – A function of the type C∞


Figure (2b) – The Weierstrass function of the type C0
 


To determine visual renderings such as in Figure (1), it is shown in the sequel that the analysis of network 
performance can be related to the intersection of five areas: optimization theory, graph theory, information 
theory, fractional calculus, and bioinspired design (fractals).  The next section will discuss these five areas, 
individually, in more detail in the Part I presentation on fractals and bioinspired design. 


 
 
2.0  PART I – FRACTALS AND BIOINSPIRED DESIGN 
 
 Part I of this paper will examine certain related areas involving fractal objects of nature. To better 
understand how different disciplines interact to shed light on the congested network flow problem, Figure (3) 
shows the intersection of the five areas of interest that will be discussed, all of which have some relationship 
to the problem of understanding performance and vulnerability of complex networks.  
 To summarize, the five areas to be discussed include (1) Bioinspired or fractals, (2) The Fractional 
Calculus, (3) Information Theory, (4) Graph Theory, and (5) Optimization of a network system. An 
application from the US military is then worked to show how flow calculations and sensitivity could be 
determined in a brute force sense. From such an analysis, a robustness paradigm can be determined. With this 
problem numerically solved, a QFT formulation that can deal with the control of these complex networks is 
synthesized. The first area to be discussed is termed bioinspired or fractals and raises issues to be addressed in 
the remainder of this paper. 
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Graph


Theory


Optimization


Information
Theory


Bioinspired


(Fractals)


Fractional


calculus


Area 4


Area 1


Area 2


Area 3


Area 5


 
                               Figure (3) – Five Pertinent Areas to Understand Network Analysis 
 
2.1  Bioinspired or Fractals 
  
 From Figure (3), the first of the five areas to be discussed involves bioinspired design or fractals. 
Fractals are nature’s way of structuring a number of biological entities. Figure (4) portrays some of  the better 
known fractal visual images. Certain fractals can be shown to have dynamics that satisfy the diffusion 
equation. It follows that there exists a fractional differentiable equation to characterize the flow of these types 
of systems in nature. To further motivate the approach taken here, Figure (5) shows the optimal diffusion of 
oxygen in the human lung or the upward diffusion of water in trees.  This begs the question on how trees 
transport water from the roots to the branches and, in a similar manner, why the lung diffuses oxygen in a 
manner where a fractional dimension comes into play? It can be shown in Figure (5) that the architecture  
governing optimal diffusion among the constituent branches satisfies the following relationship: 
 
                                                                            (d1)γ = (d2) γ + (d3) γ                                                                 (1) 
 
where   γ  = 2.5 for oxygen absorption and is not an integer. This was noted over 500 years ago by Leonardo 
da Vinci [22]. If  γ were an integer representation, such as in equation (1), it would be considered a Euclidean 
space (γ = 1, 2, or 3). However, if  γ is not an integer, this is termed a non-Euclidean space, which is 
characteristic of fractal objects.  The term “fractal” is derived from the Latin word “fractus” which means 
“broken” or “fractured.” It will be demonstrated that a fractal is scale free (having a self-similar property). 
Such entities are also forever continuous and nowhere differentiable. For some other example fractals, they 
may have infinite area and finite volume. In other situations, fractals could have an infinite circumference but 
finite area. In both cases the higher dimension is finite, but the next lower dimension is not. This has 
advantages in nature where the goal, for the example of the lung, is that a finite volume exists for the lung, but 
the distribution (or flow) of oxygen is proportional to the area of the lung surface, which is to be maximized.  
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Hence, nature selects the fractal architecture for improving flow performance. This provides an optimal 
distribution system for the flow variable (oxygen, water, blood, etc.), which is desired. Finally, this viewpoint 
provides a non Euclidean geometric method to view the world, which is vastly understudied. It should be 
emphasized that fractals are not minimum energy designs. Rather, they maximize flow properties which 
motivates their study in complex networks where performance is very much related to flow characteristics. 
 


 
Figure (4) – Four Classical Fractal Objects as Visual Renderings 


 


Oxygen Diffusion


Water Diffusion


Lung Tree


d1


d2 d3


d1


d2


d3


 
 
                  Figure (5) – The Optimal Distribution Problem from Nature (Bioinspired Design)  
 


RTO-EN-SCI-195 5A - 5 


 







Quantitative Biofractual Feedback - Part I 
Overview - Biofractals  


 


In the study of fractals, originally from B. Mandelbrot [22] the question was raised, “How long is the coastline 
of Britain?” When measuring the coastline of Britain by a ruler that constantly decreases in size, the logarithm 
of the total coastal length plotted versus the reciprocal of the ruler length shows a straight line on a log-log 
plot (similar to the top plot in Figure (6)). This demonstrates the power law or “scale free effect.” The slope of 
the line in this log-log plot gives rise to the Hausdorff dimension, which may be a non integer. Two examples 
are now worked to show how this fractional dimension occurs which makes the study of such systems non 
Euclidian. The first fractal object discussed is the Koch Snowflake which has a fractional dimension of 
1.26185… Such a figure is very interesting because it has an infinite circumference and a finite area. In figure 
(6), the Hausdorff dimension (Hausdorff-Besicovich) D can be defined via: 
 
                                                                              (Total Length) = LD                                                              (2) 
 
where L is the unit basis length and the (Total Length) is the measurement variable (perimeter for objects in a 
two dimensional framework). 


Figure (6) – The Scale Free Effect Demonstrating Self Similarity


Fractal Example 1– The Koch Snowflake D = 1.26185…..


Fractal Example 2– The Cantor Set,  D = 0.63092….
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2.1a The Koch Snowflake Fractal 
 
In Figure (7) a description on how to synthesize the Koch snowflake is presented. A line of unity length is 
divided into 3 parts. For the middle part, an equilateral triangle is then constructed. The total length of the 
object then increases to 4 units or (4/3)n where n is the number of times the operation is repeated. Figure (8) 
starts with an equilateral triangle, as a basis, and repeats the operation on each side indefinitely. 
 


 
Figure (7) – The Preliminary Construction of the Koch Snowflake 


 
Figure (8) portrays various versions of the Koch Snowflake as n→∞ starting with an equilateral triangle. By 
comparing the total perimeter = (4/3)n as n→∞  demonstrates that the perimeter is unbounded. What is  
 
 
 


Finite


Area


 
Figure (8) – The Koch Snowflake as n → ∞ 


 
interesting is that the total perimeter is unbounded but the enclosed area of the fractal figure is finite, since the 
entire object in Figure (8) is bounded within a circle as indicated, the area still remains finite. Returning to 
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Figure (6), the top diagram is the log of the total length (perimeter) versus log (1/ε), where ε is the ruler 
length. On a log-log plot, a line of positive slope (Hausdorff dimension of D = 1.26185.. = [log(4)]/[log(3)]) is 
greater than one which implies the total perimeter diverges to infinity as n→∞. The second fractal object of 
interest will have a vanishingly small perimeter. From the perspective of having a derivative, a tangent to the 
limiting diagram in Figure (8) would be forever discontinuous indicating a lack of a derivative.  
 
2.1b The Cantor Set Fractal 
 
 The second classical fractal considered is the Cantor set or “Cantor Dust” as noted by Mandelbrot. 
This object has a fractional dimension of 0.63092… and has the interesting property that the set of deleted 
points have a Lebesgue measure of 1.0 for an initial interval of length unity. The second fractal set introduced 
here has a total final length with a Lebesgue measure of 0. Figure (9) shows the Cantor set developed with  
 


 
 


Figure (9) – The Cantor Set as a Fractal Object 
 
the following simple set of rules: The top line in Figure (9) is presumed to have an original length of unity. 
The middle third of this line is then removed. The total length is then (2/3) times the original line. The process 
is then repeated with the middle third removed from the lines in the second row in Figure (9). The process is 
then repeated on the third row, on the fourth row, etc.  The overall length becomes (2/3)n  and as n→∞ the 
overall length → 0. This resulting set is the “Cantor Dust” as described by Mandelbrot. Referring back to 
Figure (6), the lower diagram plots the total length versus the reciprocal ruler length (1/ε) on a log-log scale. 
On this log-log plot, a line of negative slope (Hausdorff dimension of D = 0.63092.. = [log(2)]/[log(3)]) is less 
than one which implies the total perimeter converges to zero as n increases. It is said the deleted points have a 
Lebesgue measure of 1.0 and the remaining points (Cantor dust) have a Lebesgue measure of 0. For 
completeness, a description of how to measure the fractal length, Hausdorff dimension, and other attributes is 
briefly outlined.  
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2.1c The Box or Disk Covering Method to Evaluate the Measurement Variable 
 
 Fractals also occur in numerous applications in real time data series such as in physiological data, and 
it is desired to characterize the Hausdorff dimension by empirical means. Hence, the discussion of fractals 
should also include measurement of the elusive perimeter or length through a box or disk covering 
methodology. Figure (10) shows how this is accomplished for the Koch snowflake. By inserting disks or 
boxes around the fractal object, the total length can be determined by summing the disk lengths. 
 


 
Figure (10) – The Box/Disk Length Counting Method as Applied to the Koch Snowflake Fractal 


 
 To show the further applicability of the material presented up to this point, it should be noted that the 
scale free property of  visual fractals can be viewed as a visual image is drilled down (magnify a portion of the 
image). The magnified image is similar to the original image no matter what degree that portion of the fractal 
is increased in size. Thus for the Koch snowflake fractal of Figure (8) as the final fractal is magnified at  
higher and higher powers of amplification, the original fractal shape remains the same.  
 The fractal objects presented so far have been spatial in a sense but they also may represent temporal 
data. For time series data, this property is sometimes termed “statistical self similarity”, referring to the real 
time domain attributes of the information. For example, for real time data, Leland, et al.  [20], in Figure (11) is 
a plot of frequency of messages versus time on the Internet in a dynamic sense, as the time scale decreases 
logarithmically (for sampling times of ∆T = 100, 10, 1, 0.1, and 0.01 seconds). Drilling down on any plot 
(magnifying by changing the ∆T by a factor of  1/10) yields a time series with a similar shape, which is very 
analogous to the spatial fractals presented previously. In Figure (12) are data from another study on the 
Internet, Crovella and Bestavros  [6] in which scale free plots were obtained from World Wide Web traffic. 
These results also extend to a number of physiological systems. In particular, West et al.  [7, 35], when 
plotting the individual heartbeat variability versus time, the graph shows this same statistical self similar 
property. In Figure (13) from [35], as the magnification of the time series is increased, the same pattern 
emerges.   The box/disk counting method in Figure (10) is ideal for determining the Hausdorff dimension of 
these types of time series data and classifying the type of fractal that is in the data. To determine the Hausdorff 
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dimension, for physiological data, the total length of a time series is first determined as in Figure (10). A plot 
is then constructed with the log of the regressed total length versus the log of the reciprocal ruler length. The 
slope of this line is the empirical derived Hausdorff dimension.  
    
 


Figure (11) – A Time Series Fractal – Internet Traffic


From [20]


  Figure (12) from [6] Showing Scale Free Time Fractals


From [6]


 
 


Figure (13) – Physiological Data – Variation of the Time Interval Between Heartbeats


From [35]
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2.2 The Fractional Calculus 
 
 The second important topic to relate the five areas of interest in Part I of this paper is the Fractional 
Calculus, Oldman and Spanier [25]. Over 310 years ago, the mathematician L’Hopital asked Leibniz, the 
inventor of the notation in equation (3) (y(t) is the output variable and u(t) is the input variable of a physical 
system) the following question: “Suppose n were not an integer?”  
                           
                                                                                                                                                                            (3) )()( tuyd


=
 
The response by Leibniz indicated that such a notion was possible, may lead to controversy, but also may add 
value in new discoveries. Prior and modern work in this area has shown that n may be irrational            or even 
complex             and have some utility.  A brief motivation on why this field has attracted new attention in 
modern times is presented next. 


dt
t


n


n


2=n


1−=n


  
 2.2a Two Motivations for Modern Studies in the Fractional Calculus 
 
 The first motivation for using fractional calculus is related to new research in Materials. In the last 5-
10 years, a typical literature search in the areas of fractional calculus shows hundreds of recent hits in the 
Physics and Materials areas. The motivation for this renewed interest in this field, which also has achieved a 
high level of rigor, is due to applications in composite materials.  In Figure (14) is a picture of a composite 
material composed of multi layers of different constituent materials. The Bode plot for a transfer function of 
some output to input variable has a slope which of the form s-n where n is clearly not an integer. 
 


Figure (14) – Composite Materials and a Bode Plot 


Log of frequency
ω


10Log10(Power Gain)


Db
Slope =  s-(1/2)


 
When composite materials are constructed, there is no reason why the Bode plot slope should be an integer 
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power (positive or negative) of the Laplace transform variable s.  To capture the real time dynamics of the 
response of such materials in the time domain, it will now be required to have fractional differentiation 
properties (treating the Laplace transform operator in the sense of a derivative operator).  
 The second reason why the fractional calculus has achieved a new interest is due to the ability of 
fractional derivatives to discern the scale free property already discussed for fractal objects. This property is 
presented in equation (4) without proof but will be discussed shortly: 
 
Scale Free Property of a Fractional Derivative: 
 
                                                                                                                                                                            (4) q


q
q


q


q


bxd
bxfd


dx
bxfd


)](
)(


]
)( b


[[
=


 
 In equation (4), the fractal parameter is the term “b” and the term “q” need not be an integer. This 
means the fractional derivative is valid over all relative scales and the dynamics remain intact, but only 
change by a constant factor.  This has analogies to the fractal objects in which by drilling down on visual 
objects, the same figure consistently appears. To show this is equivalent to a power law effect, Moffat,  [23] 
the following definition is noted: “A power law f(x) = xa  has the property that the relative change in:  
                                                                                                                                                                            (5) akf


=
(


xf
kx


)(
)


 
is independent of x.”  This has the same meaning as equation (4) because the function f(x) lacks a 
characteristic scale (this is termed “scale free” or “scale invariant”) since it does not depend on x. This is 
illustrated with an example. Substituting (ky) into f(y) = ya yields the following steps: 
 
                                                                                                                                                                            (6) a


a k
y
yk


yf
f


===
(


(
(


 
Again, from equation (6), since the right hand side does not depend on x or y, this shows the lack of 
characteristic scale and demonstrates that power law functions have independence from the x or y scale 
which has been illustrated for the fractal objects previously considered.  It is now appropriate at this point in 
time to introduce the Weierstrass function. 
 
2.2b –The Weierstrass Function – A Fractal Time Series – Forever Continuous -Nowhere Differentiable 
 
 So far fractal objects have been identified in a spatial and temporal sense in terms of visualizations. 
Fractal objects also satisfy fractional differential equations. As noted previously, the fractal objects have the 
attribute that they may be forever continuous and nowhere differentiable. It is appropriate to now introduce 
the fundamental basis functions for fractals, which has analogies to the sine wave for Euclidean dimensional 
systems, but has applicability to non Euclidean systems. As originally synthesized by K. Weierstrass in 1872 
and presented to the German Academy of Science, equation (7) describes the first version of the Weierstrass 
function which was proclaimed to be forever continuous but never differentiable at any point. 
      
                                                                                                                                                                            (7) 
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nn xbx ∑= cos(( af π
∞


= 
where 0 < a < 1, b is a positive integer and ab > 1 + (3/2)π (the original and conservative conditions specified 
by Weierstrass).  The existence of a function that was forever continuous but nowhere differentiable provided 
a culture shock to the mathematicians at that time, where it was presumed that such a function could never be 
constructed. Figure (15) shows a plot of a typical Weierstrass function and the same scale free properties 
appear, as with fractals. This is seen as magnification, of any portion of the curve, reveals the original curve 
all over again at any level of amplification. 
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Figure (15) – The Weierstrass Function – A Scale-free Time Series 


 
It is important to explain the modus operandi of how K. Weierstrass originally synthesized this function and 
how it can be used in future applications involving the analysis of systems that have a scale-free property. To 
understand how a function can be synthesized which is forever continuous but never differentiable, consider 
the power series representations in equation (8): 
 
                                                                                                                                                                            (8) ...1


1
+++==∑ xxx


x
x


 
It is obvious that the series converges if and only if  |x| < 1. This can be viewed within the framework of a 
radius of convergence in Figure (16). Thus x could be positive, negative or even a complex number and the 
series in equation (8) will converge if the magnitude of x lies within the unit circle in Figure (16). What 
Weierstrass did to the function f(x) in equation (7) was to takes its derivative as follows: 
 
                                                                                                                                                                            (9) 


1 32
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n
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)sin()( nnn xbbx ∑−= )('


n
af ππ


∞


= 
Since the constant factor  π can be taken outside the summation in equation (9), requiring |a|<1 can be shown 
to guarantee convergence of  f(x) in equation (7), but specifying the product terms |a b| > 1 in equation (9) puts 
each term outside the radius of convergence of the power series for f’(x).  Thus f(x) is well defined but f’(x) 
will always diverge. Hence a function has been created which is forever continuous (since f(x) is only 
composed of C∞ functions of the sine and cosine nature) but f’(x) can never be finite because the series in 
equation (9) will always diverge. What is most interesting is that the fundamental Weierstrass function in 
equation (7) starts with C∞ functions (cosine wave) but ends up with a C0 time series. A brief description of the 
fractional calculus methods is presented next with its relationship to the prior work.  
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Figure (16) – Radius of Convergence for a Power Series 


 
 
 
2.2c – A Brief Introduction to the Fractional Calculus 
 
 Since brevity must be the style here, only the salient points with regard to Fractional Calculus are 
presented with limited rigor. The first step is to define the Gamma function which permits the definition of the 
factorial function to be generalized to non integers: 
 
Step 1: Define the Gamma Function:                                                                                                           (10) ,)( 1∫ −−=Γ duuez zu


∞


 0
 
Thus it can be shown that:                                                                                                                                (11) 1)1( =Γ
 
By integration of parts, it then follows:                                                                                                            (12) ),()1( zzz Γ=+Γ
 
The key relationship between a factorial function and the Gamma function now results:      
 
                                                                                                                                                                          (13) ,!)1( zz =+Γ
 
But z does not have to be an integer in equation (10), for example let z = ½ resulting in the following: 
 
                                                                                                                                                                          (14) π=Γ )


2
1(


 
Thus a methodology now exists (via equation (13)) to express factorials of fractional quantities. The second 
step is to consider fractional derivatives of powers of xm, for example, where m is an integer: 
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Step 2: Develop Fractional Derivatives for xm: 
 
Starting with:                                                                                                                                                    (15) 1−= mxx


dx
mmd


 
If β were an integer, it would follow that: 
                                                                                                                                                                          (16) 
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To generalize this to the case that β may not be an integer would imply from equation (13): 
 
                                                                                                                                                                          (17) 
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This is a valid definition for β, not an integer, e.g. the following fractional derivative can be easily obtained: 
 
 
                                                                                                                                                                          (18) 2
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Now suppose a function f1(x) is represented in a power series in xn, i.e. 
 
                                                                                                                                                                          (19)                        
                        
 
Then the fractional derivatives of f1(x) can be calculated (term by term) using equation (17) and the series has 
well defined terms. If q→∞  in equation (19), the series would converge if the terms an and bn fall within the 
radius of convergence as specified in Figure (16).  The next step is to generalize this concept to functions that 
are related to eax. 
 
Step 3: Develop Fractional Derivatives for eax: 
 
Following the discussion in equations (15-17), define the derivative operator Dv as follows: 
 


                                                                                       v


v
v


dx
dD =                                                                  (20) 


 
Then for eax, the following relationship exists if v is an integer or non integer. 
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Now suppose a function f2(x) can be represented as a power series in eax as follows: 
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It then follows that the function f2(x) can be differentiated term by term using the relationship in equation (21). 
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As before,  if q→∞  in equation (22), the series would converge if  the terms an, bn and cn fall within the region 
of convergence as specified in Figure (16).  Finally these methods can be even further generalized to include 
all possible trigonometric functions.  
        
Step 4: Develop Fractional Derivatives for eiθ: 
 
Using the well-known Euler relationship (i is a complex number): 
 
                                                                                                                                                                          (23) )sin()cos( θθ ie +=θi


 
And the inverse relationships between the trigonometric functions, e.g.: 
 
                                                                                                                                                                          (24) 2
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Then for any series f3(x) that can be represented by a Fourier series description such as: 
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Using the relationships in equations (21, 24-25) has a well defined fractional derivative. Again if q→∞  in 
equation (25), the series would converge under appropriate conditions. 
 
Finally it is noted that since f1(x), f2(x), and f3(x) represent most common functions, the fractional derivatives 
have wide applicability. Incidentally, for the Weierstrass function (defined in equation (7)), the fractional 
derivatives could also be calculated within an infinite series framework using equation (7). This is a strange 
situation where the Weierstrass function cannot have a derivative but the fractional derivatives may have an 
analytical representation in terms of an infinite series, but the well defined series would have a divergence 
problem.  
 It should also be noted that the fractional calculus now has a rigorous approach to optimization as 
presented in [1,2]. The next area to be discussed is related to information theory. 
 
2.3 Information Theory 
 
 The next topic (area 3 from Figure (3)) considered involves information-theoretic methods. This has 
value in the study of flows in complex networks because there is a simple framework between network 
structures and developing the information flow quantities [28, 29, 31, 34]. From its early history, in 1948, C. 
Shannon [33] developed a theory of how information can be computed between sources and received signals. 
Figure (17) represents how the information channels are modelled for the network science problem considered 
in this paper.  One particular variable of interest is the mutual information variable (I(x;y) in Figure (17)), 
which is defined as the reduction in uncertainty in an input object by observing an output object. Mutual 
information is interesting because it provides a flow rate (bits/second) which is also amenable to the study of 
performance in graphs and networks. Another important variable that also provides performance evaluation is 
the relative information distance variable DR. These variables are defined as follows: 
 


                                            H(x) = The input uncertainty to the channel                                                  (26) 
                                                  H(y) = The output uncertainty of the channel.                                               (27) 


                                           H(x/y) = Equivocation lost to the environment.                                              (28) 
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                                                H(y/x) = Spurious uncertainty from the environment                                       (29) 
                                                  I(x;y) =  Mutual information transmitted                                                        (30) 


I(x;y)= Mutual 
Information


 
 


Figure (17) – The Classic Information Channel and Constituent Quantities 
 
More specifically, the details of equations (26-30) can be better described by letting p(.) represent the 
probability of an event. For an information channel with input symbol set x ε X, of size n, and received 
symbols y ε Y at the output set of size q (q may not equal n), the following entropy (H (.)) relationships can be 
defined: 


                                                         H(x)       =                                                        (31) 2
1
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=
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It can then be shown to be true (Cover & Thomas  [5]) that: 
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                                                              I(x;y) = H(x) + H(y) – H(x,y)                                                             (36) 
 
where the mutual information I(x;y) satisfies (which is appropriate as a flow variable in networks):    
 
                                                                             I(x;y) > 0                                                                              (37) 
 
Finally, another key variable that is useful is the relative information distance DR defined as follows: 
 
                                                                 DR =  H(x/y)+H(y/x)  = H(x) + H(y) – 2I(x;y)                                (38) 
 
where DR also has a similar property, as in equation (37): 
  
                                                                                         DR  >  0                                                                    (39) 
 
There are special properties and advantages that variable DR provides over I(x;y) which are known in the 
literature [5] and restated here without proof: 
 
Property 1:   DR satisfies the requisite properties of a metric; however I(x;y) is only a positive measure. 
Please see [30] for a counter example where I(x;y) fails as a metric. 
 
Property 2:   The relative information distance metric DR is the complement of  I(x;y),(cf. [31]) i.e. 
           
                                             );();( yxIyxDR =   or   );();( yxDyxI R=                                                (40) 
 
The utility of using information theory constructs to evaluate performance in complex networks can be 
summarized by the following four salient points: 
 
(P-1) The Units of I(x;y) or DR(x;y): 
The units of I(x;y) and DR(x;y) are both bits/second. Using I(x;y), the total bits would be the product term  
(I(x;y) *∆T) where ∆T is the task completion time. Thus to complete the total bits through a system, it would 
take, on average, ∆T seconds as a measure of task performance.  This definition can also be applied to DR, but 
it is not as lucid. 
 
(P-2) Minimum Time Corresponds to Maximum I(x;y) and Vice Versa: 
From the previous point, the critical time to complete a task can now be written:       


                                                                                     
);( yxI


BitsT =∆                                                              (41) 


Thus if I(x;y) is maximized, and the bits are fixed, then the critical time is minimized. Thus a minimum time 
scenario could be characterized as a maximization of the mutual information I(x;y) flow rate. Also from 
equation (41), to maximize the time to complete a task, then the goal would be to minimize I(x;y). 
 
(P-3) The Analogy to Discrete Event Systems 
If the completion of the mission requires a number of discrete event tasks to be accomplished, then equation    
(41) may be modelled via:                                                        
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EventsTaskTotalT =∆                                                     (42) 


                                                                   
If bits and events can be related, I(x;y) may be interpreted as having units of events/second and from equation 
(42), the maximization of I(x;y) will provide optimal minimum time performance. The minimization of I(x;y) 
will provide worst case maximum time performance, which may be the desired outcome for a hostile network. 
 
(P-4) Optimal Flow Performance and an Attack Paradigm to Congest a Network 
From equation (42) and the prior discussion on adversarial networks, the strategy that produces the minimal 
I(x;y) provides a paradigm and strategy to attack a network or reduce its efficacy. One can view the nodes, 
such as in Figure (1) as control variables to be manipulated to adjust the overall flow vector (set of network 
flows) that will adjust the overall mutual information flowing through the network. 
 
 The fourth area of interest from Figure (3) refers to Graph theory, which is pertinent to better 
understand the architecture of networks which has a considerable influence on performance, vulnerability, and 
constraints in complex distributed systems. 
 
2.4         Graph Theory 
   
 Graph theory is fourth area of discussion from Figure (3) which relates to the characteristics of the 
architecture of complex systems.  The distinction is first made here between a random graph and a scale free 
graph. Many modern graphs tend to have an architecture similar to scale free graphs (“the rich get richer 
philosophy”) and they are compared here to the random graph architecture.  Of course, other types of graph 
structures exist but they are not elaborated on in this paper. 
 
2.4a – The Architecture of a Random Graph  
 
 A random graph or Erdös-Rényi graph [18] can be constructed by having approximately the same 
number of links between the nodes. A simple example is the land highway system in the USA where the 
major cities have about the same number of links (major highways) between each major city (left plot in 
Figure (18) from [18]). In Figure (18) the term random graph means that the distribution of the number of 
links (x axis) follows a normal curve with the mean of the density as the most common number of links 
between nodes. This framework is sometimes called a thin tail distribution. 
 
2.4b – The Architecture of a Scale-free Graph 
 A scale free graph means that a power law relationship would exist for the same plot as in Figure (18) 
for the random graph (number of nodes with k links versus number of links). This is typical of the airline 
routes, as displayed in Figure (18) on the right most plot. In this case there are many nodes with a small 
amount of connections and a few key nodes with many connections, which is typical of airline routes with 
central hubs. There are many common networks that are considered to have a scale-free architecture such as 
the Internet as displayed in Figure (19). In this instance, as new links are added, the most highly connected 
nodes more likely gain additional links, which is the “rich get richer” concept. This framework is sometimes 
called a fat tail distribution because on a linear plot such as Figure (18) on the right, the tail is much higher to 
the right as compared to the random graph case. Figure (20) shows additional evidence of the scale free 
property of the Internet, Faloutsos, Faloutsos, and Faloutsos [10]. A short discussion on different types of  
vulnerability of the various  graphs is pertinent. 
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2.4b.1 Vulnerability Aspects of the Different Graph Structures 
 Vulnerability has different interpretations with respect to the two types of graphs previously 
discussed, which is also dependent on the type of network attack. For example, for a random graph, it is less 
vulnerable to a focused attack on any one node in comparison to a scale–free graph. For the scale free graph, 
however,  the focused attack is much more effective if it is directed against a highly connected node.  If  the  


Random Scale Free


 
Figure (18) – Random Graphs versus Scale-free Graphs for Transportation Systems 


 


 
Figure (19) – The Internet – A Scale-free Graph 
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From [10]


 
Figure (20) – Evidence of the Internet being Scale-free in Structure 


 
type of attack is random (a node is selected at random), then the scale-free graph is less vulnerable. This is 
because, on the average, the nodes with the fewest connections, will more frequently be attacked (there are 
many more of these nodes), which has a reduced effect. For the random graph and the random attack, all 
nodes are equally probable of being compromised and the overall effect on the network’s performance will be 
about the same.  A short discussion on the constraint relationships that may arise for the flows through a 
network also arise from graph theory constructs and the architecture employed. 
  
2.4c.1 Constraint Relationships That Exist in Graph Theory 
 
 Figure (21) displays the concept of a “cut set” that occurs in Graph Theory. The cut set is used in  


Σ Currents = 0 into a node.
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i1 = i2 + i3


Kirchoff’s Law applied to Graph Theory
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Figure (21) – Kirchoff’s Law in Circuits and Networks 
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electrical circuit theory and the top diagram shows the analogy to the Kirchoff’s current laws in which the 
sum of currents into a node must sum to zero. It is a statement that flows cannot be created or destroyed and 
they must be accounted for. A cut set is a closed curve. All flows that enter a cut set must leave the cut set 
unless a source or sink of flows resides inside the cut set. If a source or sink falls within a cut set, then the sum 
of the flows is adjusted, accordingly, to include the values of the source or sink. 
 The fifth and last topic mentioned in Part I discusses an example of a network which could be worked 
via a brute force computational method.  It demonstrates the ability to identify sensitivity and performance 
using a computationally intelligent method. 
 
2.5         Optimization of a Network System 
 
 An example is now worked regarding a well-known air-logistics network in US Air Force 
applications. The problem is formulated in terms of graph theoretic means with the unknown vector of flows 
to be determined. This is equivalent to using the nodes to manipulate the flows and this begs the question of 
what set of flows maximizes the overall network performance  and also what other set of flows may minimize 
the overall network’s performance? Using principals from Graph Theory, such as Kirchoff’s Law, a set of 
constraints is determined from the cut set laws (application of Kirchoff’s Law). A sensitivity function is 
defined in the sequel as the rate of change of cut set flow to the total network’s mutual information flow. 
Using genetic algorithms in a computational performance study, the flow vectors are then determined which 
maximize and minimize the overall total network’s mutual information flow. The sensitivity function is then 
easily calculated for any nodes or sets of nodes through the cut set. The sensitivity of the different nodes is 
determined and examined.   
 First, a description of an air logistics system is presented, Lyons,  Repperger, and Seyba,  et al. [21, 
31, 32]. The flow performance optimization is conducted on an air logistics model by utilizing genetic 
algorithms [26,27]. 
 
2.5a – The Air Logistics System 
  
 The air logistics system considered in this paper represents all the tasks required to refresh an aircraft 
after it has landed. This includes removing the passengers and cargo, cleaning the aircraft, uploading new 
cargo and passengers in the proper sequence. The five key players in Figure (22) are the ATOF (the overall 
coordinator), the PS (passenger services), the CS (cargo services),  FS (fleet services), and RS (ramp services). 
Each of these players has key roles that have to occur in a proper time sequence. The goal of this optimization 
study is to determine the optimum communications between the key players. The flow arrows are the 
communications. In Figure (22) is the architecture of the minimum possible communications scenario where 
the ATOF only talks back and forth individually with each of the other four players. The goal is to find the 
optimum amount of communications. Too little or too much communications may not be appropriate. In 
Figure (23) is the opposite extreme where all players could talk with each other, whether or not it is necessary. 
The first step is to define the initial architecture between the two extremes of Figure (22) and Figure (23). 
 
2.5b – The Architecture Issue 
  
 The first step is to define a reasonable architecture (number of flow arrows to be obtained) with too 
few links (Figure (22)) and, perhaps, too many links (Figure (23)) which are to be optimized for overall 
network performance. Links refer to communications between nodes.  Studies were run with human subjects 
(Lyons [21] , Repperger, et al. [30, 31], Seyba, et al. [32],) to determine the initial architecture. Figure (24) is 
the finally selected architecture which seemed to evolve from the study with human subjects indicating that 
certain types of communications were very pertinent, yet other types of communication were probably not 
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necessary. There are now 15 unknown flows [f1, f2, …, f15] in Figure (24) that need to be determined. It is 
noted that the vector fx represents an exogenous input/output  flow of aircraft through the network and acts 
like a forcing function. For example five aircraft could arrive every hour, so fx would be the input and output 
of the network in terms of fx = 5 aircraft/hour.  
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Figure (22) – The Air Logistics                              Figure (23) – The Air Logistics System 
System – Minimum Communications                       Maximum Communications 
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Figure (24) – The Air Logistics System – The Final Architecture Selected 


 
2.5c – Formulating the Optimization Problem – Find the Flow Vector 
 
 In Figure (24),  the 15 flows [f1,..,f15] need to be determined.  From the architecture selected in Figure 
(24), certain architecture constraints must exist on these 15 flows.  Using Kirchoff’s Law with a cut set around 
each of the five nodes, the following constraint equations result: 
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                                   ATOF:     fx +  f2 + f4+ f6 + f8  =   f1 + f3+ f5 + f7  + fx                                                     (43)              
                                   PS:                               f11+ f1   =   f9 + f2 + f12                                                                 (44)                    
                                   RS:               f15 +  f7 + f9+ f13  =   f10+ f8                                                                         (45)      
                                   FS:                       f10 + f12+ f3   =   f14+ f13+ f4+ f11                                                        (46)                       
                                   CS:                              f5 + f14   =    f15+ f6                                                                      (47)                       
 
The optimization problem can now be formulated as follows: 
 
Given that the flow fx is fixed and constant, find the optimal flow vector [f1, f2, …, f15] that satisfies the 
constraints in equations (43-47) and optimizes a cost function based on the mutual information through the 
overall network of Figure (24). The two optimization problems are specified for the cost function J1: 
 
                                                              J1  = I(x;y) of the network in Figure (24) for fx fixed                        (48) 
 
Optimization Problem 1: Find the optimal vector [f1a, f2a,…, f15a] to maximize J1 subject to the constraint 
equations (43-47) and  a fixed fx. 
 
Optimization Problem 2: Find the optimal vector [f1b, f2b,…,f15b] to minimize J1 subject to the constraint 
equations (43-47) and a fixed fx. 
 
A computational approach will be employed to obtain the solutions to the two optimization problems posed 
above.  
 
2.5c – Formulating the Genetic Algorithm (GA) Approach to Find the Optimal Flow Vectors 
 
The formulation of the GA problem consists of 3 steps: 
 
Step 1: Generation of the Chromosome 
From Figure (24) , there are 15 possible flows to be optimized. However, from equations (43-47), there are 5 
constraints (4 of which are independent). The remaining 11 flows represent the set of flows that needs to be 
determined. 
 
Step 2: The Fitness Function: 
From equation (48),  the calculated overall network’s mutual information (I(x;y)) is the fitness function, 
determined from the network in Figure (24)  subjected to the five constraint equations (43-47).  
 
Step 3: Initial Conditions on the Flow Variables 
In the initiation of the optimization procedure, an admissible set of flow parameters is required. After some 
work, the following initial conditions on the flow variables were selected, which satisfy the constraints in 
equations (43-47): f1 = 3,  f2 = 1,  f3 = 2,  f4 = 2,  f5 = 2,  f6 = 4,  f7 = 3,  f8 = 3, f9  = 1,  f10 = 3,  f11 = 1,  f12 = 2,  f13 
 = 1,  f14  = 3,  f15  = 1. 
         
 Some other issues in this computational study involve the construction of the chromosomes to identify 
each flow fi. Since there are 11 unknown flows, the granularity of the flow variable will be determined by the 
number of bits in each chromosome. Since the maximum flow could be as much as 7 units, as seen in the 
initial conditions set, a 3 bit word (presuming integers for flow variables fi  < 7 was assumed).  Figure (25)  
displays a class of possible chromosomes for the 11 independent flow variables that must be determined. 
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Figure (25) – Construction of the Chromosomes for each flow. 
 
                 
2.5.c.1 Computational Complexity of the Simulation 
 From Figure (25),  each flow can take on up to eight possible values (23). Since there are 11 unknown 
flows, the total number of possible combinations is 811 which is prohibitive to determine in a computational 
sense. Thus a combinatorial nightmare is quickly discovered (NP-complete problem) beyond the capability of 
most practical computers. Hence genetic algorithms were selected to address this problem.  
 
2.5.c.2 Criteria for the Fitness Pool 
 A pool of 20 chromosomes of the optimum J1 values is developed. This is termed the “elite pool.”  
Two types of optimum J1 values are determined (largest I(x;y) or lowest I(x;y)) on two different computer 
simulations. New individual chromosomes are created from the elite pool by using the standard GA operations 
of crossover (to preserve good qualities) and mutation (to include diversity). The ratio of mutation to 
crossover operation was 1/6, which is a little higher than the typical standard in the literature.  
 
2.5.c.3 Convergence Criteria and Computation Time  
 The “elite pool” is initially filled up with 20 identical flows based on the admissible initial conditions.  
As new chromosomes are created, the fitness function value is calculated. The 20 individuals in the elite pool 
are then rank ordered in terms of fitness. If the new chromosome has a level of fitness better than the least 
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optimal member of the elite pool, the new chromosome replaces the former member of the elite pool. This 
process is continued until either the elite pool converges to the same flow values or if a fixed number of 
iterations are reached (e.g. 10,000 iterations).  The most fit members (with the optimal J1 values) are 
considered as the final members of the pool and represent the optimum solution for that amount of 
computational effort.  Two separate computer simulations were conducted to see the difference in the 
optimum solutions of minimum or maximum flow rate (minimum or maximum I(x;y)) values.  
 
2.5.c.4 – Results and Discussion 
 Figures (26) and (27) portray a statistic related to the mutual information (I(x;y)) versus entry number 
into the elite pool for the case of maximization and minimization of mutual information. From an efficiency 
point of view, it took 168 hours of computation time on a personal computer for each plot, thus this is a brute 
force approach. The ratio of best to worst case mutual information flow shows over a 400% difference in 
overall  network performance.  
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Figure (26) – Maximization of J1, the                     Figure (27) – Minimization of J1, the 
Mutual Information of equation (48).                     Mutual Information of equation (48) 
 
2.5.c.5 – The Vulnerability/Sensitivity Definition  
 
 The last remaining portion of this study is to develop a measure of vulnerability/sensitivity of a 
network.  It was seen in the prior section that over a 400% change in network performance can be achieved by 
modulating the flow vector [f1,…, f15]. To derive a measure of sensitivity of performance of a network, 
consider an arbitrary cut set around some nodes in a network as depicted in Figure (28): 


Kirchhoff's Law and Cut sets


Cut set: flows in = flows out 
= 10 units


Cut set: flows in = flows out
= 1 unit


Maximum MI Flow Minimal MI Flow


Network Network


 
 
                     Figure (28) – A Framework for Defining Network Sensitivity/Vulnerability 
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In Figure (28), the cut set on the left indicates a set of nodes that are evaluated when the overall network has a 
maximum level of mutual information flow I(x;y). For the network on the left, let T1 represent the cut set flow 
(sum of the flows into and out of that particular cut set) and W1 represent the total mutual information flow in 
the overall network (W1=I1(x;y)).  For the same physical cut set on the right, when the overall mutual 
information I2(x;y) is minimized, let T2 be the new cut set flow and W2 the new level of mutual information. If 
definitions are made of the form: 
 
                                                                                 ∆T = T1-T2                                                                                            (49) 
and                                                                          ∆W = W1 – W2    = I1(x;y) – I2(x;y)                                     (50) 
 
Then an appropriate definition of sensitivity/vulnerability is provided by SW


T defined as follows: 


                                                                      
T
W


W
T


W
W
T
T


S T
W ∂


∂
=


∆


∆


= lim:                                                        (51) 


For the following reasons: 
(1) ∆W is never zero using the genetic algorithm procedure in which the optimization is not complete 


until two different levels of mutual information are obtained. 
(2) From Figure (28), if a cut set of nodes has low sensitivity (near zero in magnitude) between the 


extreme conditions of maximum and minimum overall mutual information flow, these nodes cannot 
be important in the causality of the network. Conversely, if the cut set of nodes has a large change in 
cut set flow between the maximum and minimum mutual information flow conditions, then these 
candidate nodes are more causal and the presumption is that they directly affect the vulnerability.  


 
2.5.c.6 – The Vulnerability/Sensitivity Results 
 
 Using the definition of sensitivity/vulnerability in equation (51),  the absolute value of SW


T from 
equation (51) was calculated for 10 optimizations of the network in Figure (24). A cut set around the most 
connected node (ATOF) was evaluated versus a lesser connected node (PS). The hypothesis, as usually occurs 
in graph theory investigations, is that the more highly connected node (ATOF) is probably more vulnerable 
than a lesser connected node (PS). This is also consistent with the discussion on vulnerability with respect to 
scale free networks.  Figure (29),  [31], shows the results of this simulation. It demonstrates that in using this 
sensitivity measure the consistent result that more intricate nodes are probably more vulnerable or sensitive.  
 
This concludes the Part I work with respect to bioinspired design and fractals. Next , QFT is discussed. 
 
3.0 REVIEW OF THE QUANTITATIVE FEEDBACK THEORY 
 
 As an introduction to Part 2 of this paper, the history of the birth of QFT (quantitative feedback 
theory) is brought to light. Starting with the work in the early 1960’s, I. Horowitz developed seminal works 
originating from the 1970’s to introduce the QFT method [13, 14, 15] . It has been now applied in the areas of 
flight control, power systems, unmanned air vehicles, and in numerous other applications Houpis, et al.  
[16,17 ].  A review of work from modern data bases indicated a wide range of important applications [3, 4, 8, 
9, 11, 12, 19, 24, 36, 37]. The basics of how QFT is applied are discussed to convert the problem of sensitivity 
of plant variations and robust control to a method amenable to the classical control area will first be presented. 
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Figure (12) –The sensitivity Function defined in equation (32) for ATOF vs PS
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                       Figure (29) – Results of the 5 Sensitivity Simulations 
 


3.1 Some Basics of QFT 
 
Figure (30) shows the basic three-degree-of freedom QFT design problem. The controller is C(s) 
 


F
tracking


errorR(s) C P
Y(s)


-
+ + +


Di Do


+ +


 
 


Figure (30) – The QFT Design Problem Formulation 
 
which needs to be determined, the plant P(s) is specified, the input is R(s) with output Y(s), and the input 
disturbances Di and Do affect the tracking error performance.  The three requirements for QFT design are  
robust stability, reference tracking and disturbance rejection, which are quantified in control theory terms.  
To specify these requirements more concisely, from Figure (30) define the loop gain L(s) as follows: 
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                                                                             L(s) = C(s) P(s)                                                                    (52) 
Then the closed loop transfer function (no  disturbances) between the output Y(s) and R(s) is specified via: 
 
                                                                                                                                                                          (53)                        
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From classical control theory (Houpis, et al. [17]), the sensitivity of the closed loop transfer function T(s) to 
the plant variations P(s) can be specified via: 
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Then the three main requirements of QFT can be specified via: 
 


(1) Robust Stability: (closed loop Robust Stability): 
 
 
                                                                                                                                                                          (55) γ≤


1 L+ )(
)(
s


sL


 
This provides a constraint on the peak magnitude of the closed loop frequency response. 
 


(2) Reference Tracking:  Let TL and TU be the lower and upper transfer function, then the requirement is 
that: 


                                                                          |TL(jω)| ≤ | T(j ω) | ≤ TU(jω)|                                                  (56) 
  
 


(3) Disturbance Rejection:  For closed loop tracking error, a weighting function W(jω) is selected such 
that: 
                                                                                                                                
                                                                                                                                                            (57)                        
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It is noted that the three conditions above refer to a special class of plants P ε {Pi}. For the two types of 
disturbances in Figure (30) (the plant input disturbance Di and the plant output disturbance Do), they are 
specified via the following two transfer functions: 
 
The transfer function between the plant input disturbance Di and Y which is provided via: 
 
                                                                                                                                                                          (58) 


)(1
))( (


)( ω
ω


ω
ω


jLjDi
di +


jPjYT ==
 
 
and the transfer function between the plant output disturbance Do and Y is given by: 
 
                                                                                                                                                                          (59) 
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Then the two disturbance rejection conditions can be specified via: 
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                                                                                                                                                                          (60) didi BT ≤||
                                                          
                                                                                                                                                                          (61) dodo BT ≤||
 
where Bdi and Bdo are frequency dependent functions that can be specified apriori. 
 This brief description of the QFT is sufficient at this point in time. The methodology will be applied 
to a diffusion problem when placed within the context of a closed loop control system problem. It is helpful to 
review the history of the heat equation. 
 
4.0 THE COMMON PROBLEM TO BE STUDIED – THE DIFFUSION EQUATION 
 


Figure (31) displays a version of the classical heat equation. Let u(x,t) represent the temperature  
 
 


f(x)


0
L


u(0,t) = 0                                                                    u(L,t) = 0 x


X=0 X=L


u(x,0) = f(x)


 
 


Figure (31) – A Classical Heat or Diffusion Problem 
 
 
distribution in a cylindrical bar of finite length L oriented along the x-axis and perfectly insulated 
laterally. The assumption is that the heat flow is only in the x direction. The temperature u(x,t) satisfies: 
 
                                                                                                                                                                    (62) 
 
 
with initial condition:                                          u(x,0) = f(x)                                                                    (63) 
 
and boundary conditions:                             u(0,t) = 0 = u(L,t)                ∀ t > 0                                      (64) 
 
where a of equation (62) satisfies:                                                                                                             (65) 
 
 
and the thermal conductivity is k, c is the specific heat with δ as the linear density (mass/ unit length). 
 
Before formulating the QFT problem, it is instructive to review the solution of equation (62) by three 
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different approaches.  
 


4.1a Solution of the Diffusion Equation via the Fourier Method 
 
The first solution follows the separation of variable approach, as introduced by J. Fourier. 
 
Assume:                                                                                                                                                            (66) ((Xu )),( tTxtx = )
 
where X(x) and T(t) are assumed to be separate functions, which have to be determined.  
Substituting equation (66) into equation (62) yields: 
 
                                                                                                                                                                          (67) '(( Ta = )('))()2 xXttTxX
 
Which implies:                                                                constant = - λ                                                           (68) ==


'Xa
 
 
This must be a constant since it cannot depend on either t or x. 
  
Hence:                                                                                                                                                               (69) 
 
Which implies:                                                                                                                                                  (70) 
 
and:                                                                                                                                                                   (71) 
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Thus:                                                                                                                                                                 (72)                        )cos(sin(( xCxBX λλ += ))x
 
But from the boundary condition:                     u(0,t ) = 0 ⇒ C = 0                                                                (73) 
 
From the second boundary condition:   u(L,t)  = 0 ∀ t  ⇒                                                                               (74) 


L
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Hence each ui(x,t) satisfies:                                                                                                                              (75) ((( Tu = )), xXttx iii )
 
 
and u(x,t) is the result of the summation of the ui(x,t) terms.                                                                           (76) ∑= (u ),),( txutx i
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The  Fourier coefficient Dn satisfies:                                                                                                                (78) dx


L
xnx


 
And the infinite series in equation (77) can be shown to converge under appropriate conditions. 
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 The second approach to solve the heat equation will be through Laplace transforms. 
 
4.1b Solution of the Diffusion Equation via the Laplace Transform Method 
 
A slightly modified example will be considered. Let the temperature variable u(x,y) satisfy: 
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                                                                                                                                                               (79) 
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with initial conditions:                                          u(x,0) = f(x)                                                                        (80) 
 
The boundary conditions are replaced by:       u(x,t) bounded for t > 0, and - ∞ < x <  ∞ .                             (81) 
 ∞


Recall, the Laplace Transform of a function g(t) is specified via:                                                                   (82) ∫ −== )()]([)( dtetgtgLsG st


 
which is permitted under the following conditions:                                                                                         (83) ∞<≤− Mtge t |)(|α


 
For this distributed system, the following definition is then appropriate for the Laplace transform of u(x,t): 
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Laplace transforming the time derivative term in equation (79) yields: 
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using the initial condition f(x) from equation (80).  If the spatial terms        and            are bounded and 
continuous, it then follows that: 
                                                                     
                                                                                                                                                                          (86) 
 
The Laplace transform operator is then applied to the entire equation (79) resulting in: 
 
                                                                                              
                                                                                                                              =  0                                      (87)      
 
Now treating f(x) as a forcing function, equation (87) can be solved as an equation in x as follows: 
 
                                                                                                                                                                          (88)         
 
To find u(x,t), it is now required to obtain the inverse Laplace transform of equation (88): 
 
                                                                            u(x,t) = L-1[ U(x,s) ]                                                              (89) 
 
 
or:                                                       u(x,y) =  L-1                                                                                            (90) 
 
This can be accomplished by integration in the complex plane [25] which can be obtained as follows: 
 
                                                                                                                                                                          (91) 
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A third way to look at the solution of the heat equation is through a fractional calculus framework. 
 
 
4.1c Solution of the Diffusion Equation via the Fractional Calculus Method 
 
The methods of the Heaviside Operational Calculus can be outlined in the following. Starting with the 
appropriate version of the heat equation: 
                                                                                                                                                                          (92) 
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With initial condition:                                                     u(x,0) = f(x)                                                              (93) 
 
 
and boundary conditions:                                            u(0,t) = 0 = u(L,t)                                                        (94) 
 
If the time derivative in (92) is replaced by the derivative operator:                                                               (95)  
 
And treating p as a constant  yields one of two possible ways to solve the resulting equation in the space 
variable x: 
 
                                                                                                                                                                          (96) 
 
 
Solving (96) in terms of x yields:                                                                                                                     (97) 
 
But B must equal zero from the boundary conditions in equation (94) resulting in: 
 
                                                                                                                                                                          (98) 
 
Again using an infinite series, u(x,t) can be expressed: 
 
                                                            
                                                                                                                                                                         (99) 
 
 
And the positive, integer, powers in (99) can be replaced by the exponent term e(.). The fractional powers 
describe an infinite series fractional differential equation. The solution of (99) can be shown to converge to: 
 
 
                                                                                                                                                                       (100) 
 
Alternatively, equation (96) could be solved for u(x,t) directly in terms of p having square root terms which 
provides a different means of characterizing the diffusion equation within the context of a fractional 
differential equation. 
 
             To conclude this paper, the diffusion equation is now formulated within the context of a QFT control 
problem to bring these constituent areas together in a single application.                                                
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5.0 THE DIFFUSION EQUATION VIEWED WITHIN THE CONTEXT OF QFT 
 
 As a common thread to the prior areas presented, a classical thermal regulation problem is examined 
to show similarities of the heat control problem to the QFT method.  Figure (32) provides a formulation to the 
heat control problem which is amenable to a QFT analysis. 
 
 


u D( t) + e T(t ) Con tro lle r


hea te r


q i(t )
P lan t = P


u a( t)


T herma l s ensors


u a(t )-


F igu re  (32 ) – A H eat C on tro l P rob le m


 
Figure (32) – A Heat Control Problem 


 
In Figure (32) the variables of interest are defined via: uD(t) is the desired temperature (the presumption is that 
a spatial slice has been taken in the distributed system (x = constant), and ua(t) is the actual temperature). The 
temperature error eT(t) is the difference between the desired temperature uD(t) and the actual temperature ua(t), 
which is obtained from the temperature sensors in Figure (32). The thermodynamic heat equation governing 
the relationship between the actual temperature ua(t) and the heat input qi is described by: 
 
                                                                                                                                                                        (101) 0qq


dt
C −=


du
i


a


 
Where the thermal resistance RT is related to q0 as follows: 
 
                                                                                                                                                                        (102)          T


a


R
uq =0


 
and from a units perspective, the above variables have the following physical dimensions: 
 
All ui(t) variables have units of degrees centigrade. 
The thermal capacitance C in equation (101) has units of kilo-calories/ degree centigrade. 
The qi terms in equations (101-102) have units of kilo-calories / second 
The thermal resistance RT has units of degrees centigrade seconds / kilo calories. 
To derive the equations of motion of the plant, equation (101) can be written: 
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                                                                                                                                                                        (103) i
a qqduC =+


dt 0
 
Substituting for q0 of equation (102) yields: 
                                                                             
                                                                                                                                                                        (104)      i


T


aa q
Rdt
uduC =+


 
Multiply through by RT yields:                                                                                                                       (105) iTa


a
T qRu


dt
CR =+


du


 
Laplace transforming with zero initial conditions yields the transfer function to describe the plant dynamics: 
 
                                                                        
                                                                                                                                                                        (106) sCR


R
sQ (1(


=
sU


T


T


i


a


))
)(


+
        
Thus the controller is to be designed is for a first order plant dynamics: To recapitulate a list of the design 
goals, a QFT controller is specified as follows: 
 
QFT Design Goals: 
 
Goal 1: For stability it is required that the closed loop system                                to be stable. 


L
LsT =(
+1


)
 
 
Goal 2:  For Tracking Specifications, the prefilter F(s)  in Figure (30) is designed to satisfy: 
 
                                                             |TL(jω)| <  |F(jω) T(jω)|  < |TU(jω)|                                                   (107) 
 
For specified upper (TU(jω)) and lower (TL(jω))  bounds on the tracking performance specifications. 
 
Goal 3: For disturbance rejection, it is desired to reject disturbances via max |TDi(jω)| <  |MDi(jω)| 
 


Where for the input disturbance Di in Figure (30):                               
L


PTDi +
=


1
                                  (108) 


 


And for the output disturbance Do in Figure (30):                                
L


TD +
=


1
1


0                                  (109) 


QFT Design Procedure: 
 
In the QFT Design procedure, the following five step process is then employed: 
 
Step 1:   Using the Nichols chart find the admissible set of plant templates P ε {Pi}. 
 
Step 2:   From the Nichols chart, generate the performance bounds:  L0(s) = P0(s) G(s). 
 
Step 3:   For loop shaping, now add poles and zero to L0(s). This is now called  )(0 sL . 
 
Step 4:   Design the Prefilter F to keep  |TL| < | F T | < |TU| from equation (107). 
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Step 5:    Finally, to design the final controller, select G(s) to satisfy: 
 
                                                                                                                                                                        (110) )(


)()( 0


sP
G =


sLs
 
 


5.1 Designing the Final QFT Control System: 
 


When comparing Figure (32) to the proposed QFT controller, Figure (33a) results. It indicates that  the 
controller needs an output that feeds into a plant network consisting of flow variables. The plant becomes the 
network system of interest. The appropriate controller output should have units related to flow/unit time such 
mutual information I(x;y) which is bits/sec. For the input to the controller, a difference signal between an 
actual output and a desired output should be compared. Since the plant dynamics are first order (some 
integration occurs), one would suspect a viable  output of the plant should be related to the integral of the 
I(x;y) value. From the prior discussion in section (2.3) of this paper, a proper output variable could be either 
bits or events. From this discussion, the bottom plot in Figure (33b) shows such a possible scenario. The input 
error to the controller may be an error with units of bits or events, which is consistent with the output of the 
plant dynamics. The input to the plant dynamics (output of the controller) should have units similar to mutual 
information. 
 


c o n t ro l le r
S y s te m  i n ?


C o n t ro l le r  o u t?
P la n t  o u t


 
Figure (33a) – The Structure of the Proposed QFT Controller 
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Figure (33b) – The Final Proposed QFT Controller 
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6.0 CONCLUSIONS 
 
 A problem involving network performance, vulnerability, and other issues is studied under various 
contexts. In Figure (33b) the final controller architecture is proposed that would also be amenable to QFT 
analysis. It is noted that the role of the controller is to have an error signal input in terms of bits or events and 
manipulate the mutual information flow output.  Recall from section (2.5.c.4) this was precisely the procedure 
followed when designing the controller via the maximum and minimum mutual information flow. By 
adjusting the flow vectors, is equivalent to manipulating the knobs in the network, such as in Figure (1).  
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ABSTRACT  


Development of a new revolutionary quantitative biofractal control methodology for the creation and efficient 
use of new organic bio-inspired devices using quantitative feedback theory (QFT) will be the focus of this 
lecture. The non-integer methodology will be addressed in the form of a quantitative biofractal controller 
architecture, which incorporates ontogentic and epigenetic scalable mechanisms for interconnectivity 
parameter weightings, morphability and dimensional scalability in the development of nonlinear sensor 
models and methodology. Quantitative feedback for biofractal devices requires that a higher temporal and/or 
spectral models become available at the system level to implement a precision, low power, low weight 
integrated real-time sensor for mobile platforms applications such as unmanned air vehicles, emerging 
optical communication and application of  organic device  applications for multifunctional low power sensor 
for optical and RF.  


Why biofractal? Biofractal involves the used of organic devices, where power, size and cost are the driving 
metrics for the use of this new technology. Organic devices couples the multiphysics effects of ionics and 
electronics, with feedback involving additional complicating factors using fractal quantitative feedback 
technique in areas of multiple signal carriers and fragility.  
 


(1) Multiple signal carriers.  We will explore the use of organic ionic flow devices for biofractal 
modelling. In contrast, digital electronics employs only one signal carrier, i.e., the electron.  Current 
and voltage signals are simply different views of electron flow.  Even the positive “hole” flow found 
in semiconductors consists simply of electrons moving in reverse, and may be modelled as such.  Ionic 
devices, however, will employ multiple signal types.  In addition to electric and light signals, there are 
ions and molecules that serve as signals by participating in chemical reactions.  Such species have 
unique behavior that varies with chemical context.  Unlike electrons, they must maintain their unique 
multiphysics identities when modelled.   


(2) Fragility.  Organic devices are less robust than semiconductors, able to endure fewer environmental 
extremes.  This fragility can translate into less reliability, and necessitate redundancy, dimensional 
scalability and error-correction techniques on a scale greater than in silicon processing.  Such 
introduced complexity requires the application of QFT’s robustness. 


 
      The advantage of using QFT is the ability to synthesize the fractional control circuits targeting nonlinear 
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sensors and devices. But controllability is really the problem area in the biofractal controller design in terms 
of reliability, lack of CAD tools, and robust performance issues. So, the QFT robust design methodology 
needs to be enhanced for simulation ,modelling and synthesis of robust “scalable” biofractal feedback 
designs. The envisioned robust biofractal circuit design methodology involves the decomposition of the 
performance specifications into the basic Op-Amp building blocks, such as an integrator and summer, 
correlated to fractal elements.  The inherent basic elements used for the Op-Amp building blocks will be both 
novel organic transistors and silicon devices. Novel organics have good potential for development of unique 
multi-signal logic devices that don’t rely on conventional electronic designs. Compared to the electrons and 
holes in their semiconductor counterparts, organic transistors utilize charge carriers such as electrolytes to 
conduct a signal. This provides the potential for custom biofractal logic built around device chemistry that 
can lead to reduced complexity in intricate logic implementations. 


1.0 INTRODUCTION 


Stop thinking that the universe is best described by integer derivatives, it is not. Even Newton’s law,  can be 
decomposed into fractal components. The overall advantage is that fractal transfer functions can characterize 
complex nonlinear dynamics, with only a few parameters in contrast to integer expressions, that even with 
10X or more parameters, still do not fully model the physical phenomena The 1970’s started research in ionic 
chemical sensors, know as CHEMFETs. It was with the realization that the use of half-order derivatives and 
integrals led to the formation of 3-D physical geometric designs that could be modelled in a closed form 
solution. These half-order fractal expressions required only a parametric gain constant variation between 
rectangular and spherical coordinates which were more functional and less complex then Fick’s laws of 
diffusion [1]. The difficult implementation aspects for noninteger fractals have been known for over a hundred 
years. Isaac Newton was said to get headaches thinking about the 3-body problem (Sun, Moon, and Earth). 
There are several reasons for the 3D modelling, and hence the complexity of the calculations. First, is in 
attempting to increase the accuracy and complexity of the representations of the physical conservation laws. 
For example, in chemical models, increasing the number of chemical species considered increases the number 
of dependent variables. The obvious need for increased independent variables comes from the need to 
represent the sensor phenomena in two and three spatial dimensions. However, even higher dimensional 
problems arise when the independent variables are not the spatial coordinates but are various state 
descriptions; such as higher-dimensional problems are common in physics and chemistry. Unfortunately, the 
direct applications of numerical methods that work well in one or two dimensions often are not usable in three 
dimensions. Therefore, increasing the degrees of freedom related to 3D modelling, requires non-integer 
derivation, where it has already been used to correctly model the diffusion phenomenon of magnetic field in 
electrical machines [2] which is a physical phenomenon similar to one found in the electrochemical devices. 
The resulting parameters of such non-integer order models have a close link with the physical characteristics 
of the system and are precise, having less number of parameters and being valid on a wide frequency range. 
Moreover, this method is very useful for the optimal real-time control of scaleable sensors, if dimensional 
analysis techniques are used in the models.   
 
1.1 Fractal Control Feedback 
 
The first mention of the interest of considering a fractal differential operator in a feedback loop, though 
without mention of the term "fractal", was made by Bode [3], and later in more comprehensive way in [4]. A 
key problem in the design of a feedback amplifier was to come up with a feedback loop so that the 
performance of the closed loop was invariant to changes in the amplifier gain. Bode presented an elegant 
solution to this robust design problem, which he called the ideal cutoff characteristic. Bode's idea to stabilize 
control, by the use of loop shaping to design controllers that are insensitive to gain variations was later 
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generalized by Horowitz to systems that are insensitive to gain and phase variations of the plant, culminating 
in the Quantitative Feedback Theory method [5]. 
 
 
 
1.2 Dimensional Analysis for Biofractal Models (Buckingham‘s Theorem) 


 
It’s important to develop scalable performance biofractal models for complex multiphysics systems. 
Dimensional analysis[6,8] provides the key to insight for telling us how the numerical value of a quantity 
changes when the basic units of measurement are subjected to prescribed changes. It has been very successful 
for fluidic modelling, and thus will be an invaluable tool for the “scalable” biofractal models and organic ionic 
devices. It has its beginnings with Maxwell (1871), the Scottish physicist who used symbols of the type [F], 
[M], [L], [T], [φ ] to denote force, mass, length, time, and temperature, respectively. The dimensions of these 
physical quantities can be manipulated algebraically and the results can be interpreted to provide information 
about the physical processes involved in the scaling process. The fundamental theorem of dimensional analysis 
is: If an equation is dimensionally homogenous it can be reduced to a relationship among a complete set of 
dimensionless products of the system variables, or also know as Buckingham’s Theorem. The dimensionless 
products are called Π  terms. These terms do not depend on the fundamental units of measurement. The set of 
dimensionless products is complete when each product is independent and any other dimensionless product that 
can be formed from the variables is a product of the pi terms in the set. This proposes the following questions 
of: How many dimensionless products form a complete set? How are the dimensionless products formed? 
These questions will be answered by looking at the following two examples (Sections 1.2.1-1.2.3). 


1.2.1 Microfluidic Scaling Example [8,12] 


To give some insight to dimensionless products, lets consider a microfluidic example[8]. The first step is to list 
all the variables that are involved in the phenomenon. Suppose the drag force, F, on a smooth body, in a stream 
of incompressible fluid with a relative velocity, v, body diameter, D, mass density of  fluid, ρ , and viscosity of 
fluid, ν , is to be found. So, we have the variables F, v, D, ρ , ν . The dimensionless term will have the form: 


                                 edcba pDvF νπ =                          (1.1) 


where the literal constants a to e must be determined.  


 


Since π  is dimensionless, then: 


                                  
0203


0
=−−−=−−++


=++
ebaedcba


eda
 (1.2) 


 


This set of equations must be solved. Any solution of these equations will result in a dimensionless  Π   term. 
From matrix algebra, the number of independent solutions of a set of simultaneous equations equals the 
number of variables for the equation set minus the rank of the coefficient matrix. The coefficient matrix 
becomes: (It is the array of numbers which multiply the variables a, b, c, d and e.) 
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The rank of a matrix is defined as the order of the largest non-zero determinant that can be constructed from 
the rows and columns of the matrix. For the dimension matrix of this example, one of the 10 possible 3x3 
determinants is 
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100                    (1.4) 


 


Therefore, the rank of the matrix is 3. Applying the rule stated above: The number of independent solutions 
equals the number of system variables, 5, minus the rank of the dimension matrix, 3. This gives two  Π  
terms. The other three are expressed in terms of the other two, which are called excess variables. 
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2222      (1.5) 


 


Values can be chosen for d and a to solve for a, b and c. It makes it simple to choose d=1 and e=0, resulting 
in a=-1, b=2, and c=2;  then choose d=0 and e=1, a=1, b=1, and c=1. These two sets of values can now be 
substituted back, resulting in two independent  Π  terms.  
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3  


3π   is actually the familiar Reynolds number. Any two of these three  Π  terms is a complete set. 1π  could be 
selected for calculation of the drag force as a function of the object’s diameter, velocity, and liquid density. 


3π  could determine the conditions at which nonlinear flow past the object would exist. 


1.2.2 Equivalent  Half-Order Fractal  Example[9] 


Many biofractal algorithms and processes are modelled using LC and RC circuits. Ionic flow, which is 
involved in the modelling of proton exchange membrane fuel cells (PEMFC) may work as a powerful tool in 
the development and widespread testing of alternative energy sources in the next decade [9], where biofractal 
controllers will be used to control these complex systems. The dynamic model of PEMFC, is taken from the 
work of Iftikhar, 2006 [9], where the originality of which lays on the use of non-integer derivatives to model 
diffusion phenomena. The biofractal model has the advantage of having least number of parameters while 
being valid on a wide frequency range and allows simulating an accurate dynamic response of the PEMFC. In 
the Iftukhar model, the fuel cell is represented by an equivalent circuit, whose components are identified with 
the experimental technique of electrochemical impedance spectroscopy (EIS), and its overall relevance is 
validated by comparing model simulations and laboratory experiments. The dynamic response derived from 
this fractional model is studied and validated experimentally using dimensional analysis, as shown in the next 
section. 
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      Figure 1.1 a)Proton Exchange Membrane Fuel Cell (PEMFC)[9]   b) Equivalent Electrical Circuit for Modelling PEMFC[9] 
 
In Figure 1.1, the total impedance of the electrode is [9] given by the half-order fractal transfer function as 


                                                     (1.7) 


                                   
And Rtk is the charge transfer resistance, taken at the stationary operating point. 


 
Fig. 1.2  Comparison of  Electrode impedance, analytical expression (····), classical model using 20 RC cells (—), fractional model (- - 
-). (a) Variation of gain of impedance. (b) Variation of phase. [9] 


 


 


1.2.3 Creating Scalable Dynamic Models  Example[8,12] 


To effectively model the dynamics of nonlinear systems, we need to form fractal expressions that are scalable, 
this is done by using Dimensional Analysis on the dynamic expressions. Looking at the LC circuit for 
“scalability, it is necessary to determine how the instantaneous current of a series LC circuit is influenced by 
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the voltage, inductance, and capacitance. The coefficient matrix is: 


 


01122
10324
00222
00111


−−
−−


−
−


A
s


m


kg
tiELCVariable


 


                                                                Table 1.1: Coefficient Matrix for LC Circuit 


 


Columns 3, 4 and 5 of rows 1,3 and 4 form a non-zero determinant. The rank of the matrix is three and the 
number of  Π  terms is two. Choosing a and b as the excess variables, then c, d, and e become: 


                                                                   
bae
bad
bac


−−=
+−=
−+=


    (1.8) 


The solution matrix becomes: 


 


11110
11101


2


1


−−
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π
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                                                      Table 1.2: Solution Matrix for LC Circuit 


 


Then 1π  =
it


CE , 
Et
Li


=2π , and likewise )(
2


1
3 i


E
L
C


== π
ππ . This gives the maximum current I, as a 


scalable, and is similar to the results obtained form the conservation-of-energy principle, where I=v
L


C . 


Or, another term is generated  if  
21


3
1


ππ
π


⋅
= = t


LC
⋅


1 , where classically, the angular frequencyω , is 


known to be 
LC
1 . Identical to the results obtained by classical network analysis[10]. 
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1.2.4  Dimensional Formula, Symbols and Units [8] 


                                        Quantity, Symbol    Dimensional Formula 


Kinematic Quantities 


Time Interval, t                    [T] 
Velocity, v                          [LT-1] 


Quantities in Mechanics 
Mass, m                             [M] 


Force, F                             [MLT-2] 
Density, ρ                         [ML-3] 
Viscosity, ν                       [L2T-1] 


Electrical Quantities 
Charge, Q                         [Q] 


Current, I                          [QT-1] 
Voltage, V                        [ML2T-2Q-1] 
Electric Field, E              [MLT-2Q-1] 
Resistance, R                  [ML2T-1Q-2] 


Capacitance, C                [M-1L-2T2Q2] 
Inductance, L                  [ML2Q-2] 


Table 1.3. Dimensional Formula, Symbols and Units 
 
 
1.3 Using Experimental Data for Integer Modelling Nonlinear Polynomial Devices – Case 
Example: Tunnel Diode 
 
Many times, we do not have the complete models for nonlinear devices, but we do have experimental 
measurements. The tunnel diode is an example where we use a nonlinear polynomial expression to model the 
device for simulation. As shown in this example, the polynomial expression becomes a high order transfer 
function. This example shows that why we wish to use fractal expressions to simplify the modelling and 
simulation. 
 
 The tunnel diode is a transconductance two-terminal, pn junction device that has a negative resistance region 
in its current versus voltage characteristic. We have seen that dimensional analysis allows us to express 
mathematical equations in the form of dimensionless parameters, but what happens in the case where a 
physical phenomena is not described by exact mathematical equations? Take for instance, the characterization 
of the tunnel diode, which for a SPICE simulation (GTD POLY(1)) is described by the following polynomial 
expression:  
 


I(V)= -3.95510115972848E-17    
+1.80727308405845E-01*C*V    
-2.93646217292003E+00*C*V^2 
+4.12669748472374E+01*V^3    
-6.09649516869413E+02*V^4    
+6.08207899870511E+03*V^5 
-3.73459336478768E+04*V^6    
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+1.44146702315112E+05*V^7                             (1.9) 
-3.53021176453665E+05*V^8 
+5.34093436084762E+05*V^9    
-4.56234076434067E+05*V^10    
+1.68527934888894E+05*V^11 


 
Experimentally, the tunnel diode polynomial expression may be adjusted, by the use of MAPLE, with the 
insertion of the parameter C.  As shown in Fig. 1.3, just the slight variation of C from .99 to 1.01, results in 
significant variations in the transconductance model of the tunnel diode.  
 
  
 
 
 
 
 
 


 


 


          


 


 


 


                                              


 


 


                                                         Figure 1.3 Tunnel Diode V-I Characteristics 
 
 
2.0 Nonlinear Novel Organic Transistors [13]  
 


Novel organic transistors have good potential for development of unique logic devices that don’t rely on 
conventional electronic designs. Compared to the electrons and holes in their semiconductor counterparts, 
organic transistors utilize charge carriers such as electrolytes to conduct a signal. This provides the potential 
for custom logic built around device chemistry that can lead to reduced complexity in intricate logic 
implementations. This organic transistor technology is truly the target for the development of the biofractal 
methodology, therefore this example has in-depth detail and explanations. 


 


Negative Resistance 
Region 


Voltage 


Current 


Parameter Variation 
               C 
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2.1 Alkaline-Acid-Alkaline (LSL) Transistor [13] 
 
Some previous researchers in the literature have attempted to incorporate organic components in 


semiconductor devices by using a polymer as either the gating material of a transistor, or as the semiconductor 
medium [13]-[17]. These devices show transistor activity, however, they can require voltages on the order of 
50-100 V to operate [15]-[16]. Additionally, fabrication of these devices requires techniques that are friendly 
towards organic materials, which can limit additional processing of the device, due to the multitude of strong 
solvents and high temperatures used in traditional semiconductor device fabrication. 
 
Development of a simple organic electrolyte diode and transistor has been shown in literature utilizing 
acid/alkaline chemistry. The design has acid and alkaline source chambers separated by a polymer gel. The 
gel allows diffusion of the electrolytes between the source chambers, but not convection. As described in 
previous work, the electrolyte transistors have either an acid-alkaline-acid (SLS) or an alkaline-acid-alkaline 
(LSL) configuration, which both have unique device characteristics. According to the literature, the SLS 
electrolyte transistor is a stable, amplifying device, while the LSL transistor exhibits nonlinear output current 
characteristics. The research performed thus far on the electrolyte transistor has been experimental 
measurements of steady state current values, which can take hundreds of seconds to reach [18]-[20]. So far the 
question of rapid transient response has not been fully explored, which is the real issue when developing novel 
transistors. 
 
 
The LSL transistor appears to have interesting nonlinear characteristics that have the potential to lead to more 
rapid switching times. This example focuses on examining the complex dynamic response of the LSL 
polymer-electrolyte transistor (PET), utilizing the modelling program COMSOL Multiphysics. In the near 
future, we will incorporate the biofractal models. 
 
 To reduce confusion, the word “base” will refer to the middle acidic region of the PET, while the word 
alkaline will be used to reference an electrolyte of the composition BOH. 


 
      2.2   Model Definition  
  
The polymer-electrolyte transistor has a physical design similar to a basic bipolar junction transistor. In the 
PET, three separate source regions of ions are connected by a polymer gel. This gel acts as a medium through 
which the ions are allowed to diffuse, but there is no direct convective path between the three source regions 
[18]-[19]. 
  
Figure 1 depicts the basic function of the PET, showing the device biased such that VE>VB>VC. The ionic 
species present are the alkaline BOH and the acidic HA, where B+ is a cation and A- is an anion. With the 
voltage potentials as depicted, the EB region is forward biased and the BC region is reverse biased. In a 
forward-biased junction, the anion and cation flow into the middle region, and allow for ionic current to flow. 
A reverse-biased junction is one where the H+ and OH- ions flow into the junction and recombine, leaving 
very few ions to conduct a signal [18]. With the cation flow from the emitter, though, there will be a cation 
concentration in the BC junction that will contribute to the total current. 
 
        2.3  Governing Equations 
 


Ionic diffusion in the PET is described by Fick’s first law of diffusion for each ionic species. This 
combined with the flow of ions under an electric field produces the electrokinetic flow equation, where the 
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first term governs diffusive flux, and the second term governs ionic flux under an electric field: 
 


RVFczcD m =∇−∇−⋅∇ )( µ      (2.1) 
 
Where D is the diffusion coefficient (m2/s), c is the concentration of the given ionic species (mol/m3), z is the 
charge number (unitless), �m is the ionic mobility (mol/m.s), F is Faraday’s constant (C/mol), V is the electric 
potential (V), and R is the reaction, or source, term (mol/m3.s). 
 When initially determining the system of equations to govern this system, the equation for current 
flow due to electrons in a semiconductor material was investigated. In a semiconductor device, flux due to 
diffusion and drift is shown below: 
 


nEqnqDJ n µ+∇=      (2.2) 
 
 
 


 
Figure 2.1. A basic PET schematic showing electrolyte migration through the emitter “E”, base “B”, and collector “C” under the 
effect of a voltage potential. 
 
 
Where J is the flux of electrons (A/m2), q is the elementary charge (C), n the density of electrons (1/cm3), E 
the electric field (V/m), and all other units the same as equation (1) [21]. Interestingly, manipulation of this 
equation to apply to electrolytes moving under an electric field, where the units of flux are mol/m2.s, 
simplifies to the equation system of equation (1). 


To set up the voltage potentials in the system, the conductive media DC application is used. The governing 
equation for this system, shown below, is simply Ohm’s law in differential equation form: 
 


jdQVd =∇⋅∇− )(σ      (2.3) 
 
Where d is the thickness (m), � is the conductivity (S/m), V is the voltage (V), and Qj is the current (A/m3). 


 
         2.4 Methods  


 
The model created in COMSOL Multiphysics consists of three source regions of electrolytes, separated by 


a polymer, shown in figure 1.4.2. As modelled in 2D, the device is 4.5 mm long in the x-direction, by 2.3 mm 
wide in the y-direction. The top portion of figure 2 is the actual model built in COMSOL, including the mesh. 
There is a denser mesh in the regions where H+ and OH- recombine, due to the very high value of the reaction 
coefficient associated with their recombination. This high constant in the source term leads to large 
oscillations in concentration when the mesh is not fine enough, which produces singularities when modelling. 
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Thus the mesh is more refined in areas where recombination occurs. 
In the bottom half of figure 2, the different regions are color coded to more clearly show the different 


regions of the device. The emitter and collector are both colored green to depict the source of the alkaline 
electrolyte, BOH. Shown in blue, the base region is the source of the acidic electrolyte, HA. The polymer gel 
plug is shown in orange, with enlarged areas in the three source regions due to expected gel swelling [5]. The 
electrodes that set up the voltage potentials are shown in silver, with one for each source region. All 
concentration and voltage sources are defined along the external boundary of the individual region, while bulk 
properties such as diffusion coefficients are defined along the subdomain. 


Parameters from literature were chosen such that the acidic solution had the properties of HCl, and the 
alkaline solution KOH [9]. These values were picked due to their previous use in literature [18]-[19]. The 
properties of the modelled gel were determined from comparing diffusivity and mobility measured in 
literature for various electrolytes in polymer gels [13]. Concentrations and bias voltage ranges were chosen for 
values expected to be used during testing of a fabricated PET. 


Multiple simulations were run for: i) varied salt electrolyte concentration added to the base, ii) different 
values of alkaline concentration (i.e. “doping”) in the emitter, iii) varied levels of the voltage VE, and iv) 
varied levels of the voltage VB. Simulations for (i) were performed for steady state values of ionic current 
using transient simulations run until a constant steady-state behavior was observed. For (ii)-(iv), transient 
responses for 2 s, with samples taken every 0.5 ms, were modelled to observe the times required to switch the 
device on, which will be important when using the PET for logic applications. 
 
 
 


 
Figure 2.2. PET model showing the mesh in COMSOL (top) and the different regions colored for clarity (bottom). 
 
     2.5 Results & Discussion 
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 Multiple simulations were run to obtain each set of data shown in this work. Convergence time to 
reach steady state depended on both the applied voltage, as well as the concentrations of the alkaline and 
acidic sources, but was on the order of tens to hundreds of seconds. Although this may seem like a long time, 
literature has shown that the time to reach steady state is proportional to the square of the depth of the 
diffusion region [20]. This implies that shrinking the device by about one order of magnitude will result in 
times to reach steady state of a few seconds or less. 
 
          2.5.1 Varied Electrolyte in the Base Region 
 
 Injection of charge carriers into the base region of the PET results in a noticeable change in the steady 
state currents. This was accomplished by adding additional salt electrolyte concentration to the base region, 
and observing its effect on the total current change from initial to steady state. Voltage values in the device 
were held constant at VE = 3.5 V, VB = 2.0 V, and VC = 0V. 
 
 
 
 
 
 


 
Figure 2.3. On top, results for initial value of steady state diffusion for (a) concentration H+ color scale and OH- height scale, (b) 


Quantitative Biofractal Feedback Part II 
“Devices, Scalability & Robust Control” 


5B - 12 RTO-EN-SCI-195 


 


 







concentration B+ color scale and A- height scale. On bottom, results for steady-state value of electrokinetic flow for (c) concentration 
H+ color scale and OH- height scale, (d) concentration B+ color scale and A- height scale. 


 
Figure 2.4. Steady-state current plot for the different regions of the device versus an increase in the concentration of salt electrolyte 
added to the base region of the PET. 


 
 
 
 
From figure 4, the currents through the BC region of the device grow more positive with the increase of 


additional salt, while the currents in the EB region become more negative. This makes sense, given the 
voltage bias of the device, since the anion would flow towards the more positive emitter region and the cation 
would flow towards the more negative collector region. Depending on specific device chemistry, this property 
of the PET to add additional charge carriers to specific regions can be exploited to modify logic and switching 
points of the device, and is relatively simple to accomplish. 
 
2.5.2 Emitter Region “Doping” 
  
 In BJTs, the emitter is typically doped more heavily with charge carriers than the collector, to allow for a very 
small diffusion region through the base [24]. This increases the speed of the device, since diffusion of charge carriers 
through the base is a speed-limiting factor. 


The concentration of the alkaline source in the emitter of the PET was varied from 0.1 M to 0.4 M, and the transient 
current response of the device was plotted for the BC and the EB channel. From figures 5 and 6, the currents show an 
inverse relationship to the increased emitter doping. For increasing doping values, the BC channel current becomes more 
negative, while the EB channel current grows more positive.  
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Figure 2.5. Plot of current in the BC channel versus time for different concentration doping of the alkaline source at the emitter. 


 


 
Figure 2.6. Plot of current in the EB channel versus time for different concentration doping of the alkaline source at the emitter. 


 
 
From figures 2.5 and 2.6, specific device characteristics can be modified. To obtain a maximum positive 
current through both the EB and BC channel, an emitter doping between 0.2 M and 0.3 M would be ideal. 
Choosing a concentration in that range would produce a current profile most similar to a conventional BJT in 
the active mode. Because of the variable nature in the PET currents for different emitter doping values, a large 
degree of customizability is available without loss in function. 
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2.5.3 VE Modulation 
  
 With the PET voltage biased in common collector mode, such that VE>VB>VC=0 V, an increase in VEC above 
0 V should result in an increase in current through the device, while a decrease in VEC below 0 V should lead to 
decreased currents. This is observed in figure 7, where more negative values of VE show a decrease in the current 
through the device. Although there is a residual amount of leakage current, the device exhibits transistor-like behavior, 
where increasing VE causes a greater flux of ions through the device. 
 
2.5.4 VB Modulation 
  
 Similar to modulating VE, modulating VB should increase the currents in the device for values of VB > VC, 
while values of VB < VC should decrease the currents to a small value. This is seen from the results in figure 8, where 
values of VB < 0 show a very small current even at a time point of 2 s, whereas for VB > 0, a large increase in current is 
seen for increasing values of VB.  


From figures 7 and 8, the PET shows good potential for use as an organic transistor. The ability to regulate the 
amount of current through the device in a manner similar to a BJT allows for a starting point in studying the possible 
interconnects between multiple PETs to create a logic function. 
 
 
 
 
 
 


 
Figure 2.7. Plot of current through BC channel versus varying VE over different values of time from 0.01 s to 2 s. 
 
 
 This example has shown the use of COMSOL Multiphysics to model the complex chemical system of 
the polymer-electrolyte transistor. The PET is a good candidate for novel logic applications, due to its 
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transistor-like characteristics. By carefully selecting the acid/base chemistry and the composition of the 
polymer, specific logic can be built in to the chemistry of the device, rather than the structure. This will lead to 
a new domain of organic transistor design, where the transistor no longer has to mimic its semiconductor 
counterpart, but will operate based on new methods of logic that work well in the chemical domain. 
Additionally, use of multiphysics modelling applications will allow for rapid prototyping of specific device 
chemistry and composition, which will save time and money in the production and testing of new devices. 
 
3.0 Half Order Fractal Element [24] 
 
In section 2, the three dimensional diffusion equation was solved for the organic device. The one dimensional 
diffusion equation, leads to the implementation of a half order fractal element. The half order element (semi-
infinite lossy line (Hartley and Lorenzo (1998)))[25] is based on the one-dimensional diffusion equation, 
Equation 3.1.                                           


                                                                                 (3.1) 
                                                 
which is depicted by a ladder of discrete resistors and capacitors as an element in Figure 3.1 a), with the 
impedance solution described by 
 


                                                       (3.2) 
 
 
and as a transfer function  circuit element in Figure 3.2 b) with the Laplace expression, as given in Equation 
3.3 
 


                                                                        (3.3) 
 


                                                           
                                         a)                                                 b) 
Figure 3.1   Half Order Fractal implemented as an element in a) and transfer function circuit element in b)  
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4.0 Fractal Order Controllers 
 
Fractal order algorithms have been successfully used in PID controllers since 1961 as noninteger integrals 
[26], and more recently in 1991, [27] studied the fractal order algorithms for the control of dynamic systems, 
showing the superior performance of the CRONE (Commande Robuste d'Ordre Non Entier) method involving 
the fractal order transfer functions. Recently, Quantitative Feedback Theory has successfully been used to 
implement fractal order controllers, which will be the focus of Section 4.1. 
The advantage of QFT is in its control for both magnitude and phase characteristics. For background 
information, we will define the PID controller.  


In defining the PID controllers, from Wikipedia, the free encyclopedia, it’s explained as the following: 
Wikipedia Definition: A proportional–integral–derivative controller (PID controller) is a generic control loop 
feedback mechanism widely used in industrial control systems. A PID controller attempts to correct the error 
between a measured process variable and a desired setpoint by calculating and then outputting a corrective action 
that can adjust the process accordingly. 
The PID controller calculation (algorithm) involves three separate parameters; the Proportional, the Integral and 
Derivative values. The Proportional value determines the reaction to the current error, the Integral determines 
the reaction based on the sum of recent errors and the Derivative determines the reaction to the rate at which the 
error has been changing. The weighted sum of these three actions is used to adjust the process via a control 
element such as the position of a control valve or the power supply of a heating element. 
By "tuning" the three constants in the PID controller algorithm the PID can provide control action designed for 
specific process requirements. The response of the controller can be described in terms of the responsiveness of 
the controller to an error, the degree to which the controller overshoots the setpoint and the degree of system 
oscillation. Note that the use of the PID algorithm for control does not guarantee optimal control of the system or 
system stability. 


 
 
 
4.1 Overview of the QFT Design Technique (Incorporating the Op-Amp Component) 
 
The QFT design technique, developed by I.M. Horowitz [5,6,7] in 1972, and extended by C.H. Houpis 
[8,9,10] for continuous and  discrete systems, provides  the necessary methodology in the design of a robust 
compensator for the analog-digital subcircuit. QFT provides a robust design methodology for synthesizing a 
compensator controller for a control system containing a plant P having structured parametric uncertainty. The 
robustness is achieved by satisfying a desired set of performance specifications and minimizing the effect of 
device noise (disturbance). Shown in Fig. 4.1(a) is the QFT feedback structure composed of the compensator, 
G(s), the prefilter, F(s), and the uncertain plant P(s). 
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      The transfer function of a linear time-invariant (LTI) Op-Amp (Section 3. Half-Order Fractal for Figure 
3.1b) is of the form (See Fig. 4.1): 
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where n > w  and assuming the nondominant poles and zeros of the transfer function are at a high frequency 
and outside the desired bandwidth. The region of uncertainty in parameter space can be described by a set of 
LTI plants, i.e.:  
 
                                                         P(s)=Pj(s)   where  j=1,2, ... , J           (4.2) 
 
where J represents the number of LTI plants that describe the boundary of the region of plant parameter 
uncertainty. The models can be reduced to the simple form shown in Fig. 4.1(b) since the nondominant pole 
and zeros lie outside the bandwidth of concern. 
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(b)   Op Amp (Plant) Uncertainty Bounds for Dominant Pole 
 


    Figure 4.1: (a) QFT Feedback Structure, (b) Op Amp (Plant) Uncertainty Bounds for Dominant Pole 
 
Referring to Fig.4.1(a),  a  multiple-input single-output (MISO) control system, the output  y(t):  
 
                                                      y(t)= yr(t) + yd(t)                (4.3) 
is required to track the command input r(t) and to reject the disturbance input d(t). A MISO control system 
requires the design of a cascade compensator G(s) and of an input prefilter  F(s). The compensator and 
prefilter are designed so that the Op-Amp output response yr(t) ≈  y(t) always lies between the upper TRU and 
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the lower TRL desired time responses and their corresponding frequency domain, respectively, bounds of Fig. 
4.1 irrespective of the parametric uncertainty and where the effects of the disturbance on the output is 
negligible, i.e., yd(t) ≤ α p, where α p is the peak value of the disturbance response. The disturbance bound 


for a unit step input, where d(t)=u-1(t), is denoted as TD=α p. Finally the prefilter must be designed to 
provide the desired tracking of the command input r(t) by the output yr(t).  
 
To facilitate the QFT design, two types of control ratios are developed from Fig. 4.1: a tracking transfer 
function Tr(s) and a disturbance transfer function Td(s). Therefore, the object is to guarantee that the tracking 
control ratio Tdj(s)=yrj(s)/r(s) always lies between TRU and TRL and Tdj(s) ≤ α p for all Pj in P.  
 
Considering the Op-Amp, robust performance may be achieved by internal or external compensation 
techniques within the subcircuit. Internal compensation involves either the redesign of the subcircuit or 
modification of device parameters and components. External compensation, can be performed, without 
subcircuit modification by a compensator. That is, the defective Op-Amp can be replaced by a commercial 
off-the-shelf  (COTS) Op-Amp without affecting the robust performance of the analog-digital subcircuits.  A 
strong advantage of the external compensation technique is that existing subcircuit designs can be reused in 
synthesis, providing a methodology for designing complex, large scale analog-digital systems. The QFT 
design resulted in the following compensator and prefilter  transfer functions. 
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        Figure 4.2, shows the QFT Compensator, Filter and Plant structure of a typical commercial off-the-shelf 
741  Op-Amp consisting of bipolar npn/pnp transistors. Various combinations of  npn/pnp device parameters, 
along with variations in the frequency compensator capacitor element CC,  were simulated using an inverting 
741 Op-Amp configuration with TOTAL-SPICE.  Robust performance may be achieved by internal or 
external compensation techniques within the  subcircuit. Internal compensation involves either the redesign of 
the subcircuit or modification of device parameters and components.  External compensation, can be 
performed, without subcircuit modification by a compensator.  
 
The Op-Amp component is used for circuit design without affecting the robust performance of the fractal 
circuits designs in Figure 3.1.  A strong advantage of the external compensation technique is that existing 
subcircuit designs can be reused in synthesis, providing a methodology for designing complex, large scale 
fractal simulation systems. 
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                                                            Figure 4.2. Robust Op-Amp Design using Total-Spice 
 
 


 
 
Figure 4.3.  Uncompensated Op-Amp Design, shows nonlinear output variations due to component 
variations (Simulated with Total-Spice)     
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Figure 4.4 Robust Op-Amp Design  (Simulated with Total-Spice) 


 
4.2 QFT Design of a Fractal Controller [28] 
 
The fractal controller adopted in CRONE, is the use of fractal controllers for minimizing the search space by 
using a minimum number of parameters, while still displaying a full frequency behavior. This idea has been 
used by [28]  in previous works for automatic loop shaping in QFT, by using some fractal controller structures  
including CRONE and second order fractal structures. The purpose of section is to apply QFT for the tuning 
of a fractional PID controller (PIADII) of the form [28]: 
 
                                                  )1()( µλ sKsKKsC DIP ++= −       (4.6) 
 
 
where λ , µ  are the orders of the fractional integral and derivative, respectively, in Equation 4.6. The 
objective is to take advantage of fractal orders in the controller C(s) and fulfill different design specifications 
for a set of plants describing biofractal devices, such as the organic device described in Section 2. 
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Figure 4.5 QFT Feedback Structure used for the Fractal Controller {28} 


 
 
 
From reference [28], “Loop shaping problem in QFT is a key design step, and it consists on the shaping of 
the open loop gain function to a set of restrictions (or boundaries) given by the design specifications and the 
(uncertain) model of the plant. Although this step has been traditionally performed by hand, the use of 
CACSD tools (e. g. the QFT Matlab Toolbox), has made the manual loop shaping much more simple [28]. 
Another possibility as indicated in [28], is to use evolutionary algorithms, able to face nonlinear and 
nonconvex optimization problems as adopted in [29] and [30]. All these approaches have used rational integer 
controllers, where a low order controller gives a poor result in the control of nonlinear systems. Therefore, a 
very high order rational controllers needs to be used to obtain a close to optimal solution, or a fractal 
controller. This is a main drawback of the standard QFT automatic loop shaping techniques, since the 
resulting optimization problem is considerably harder as the number of parameters (directly related with the 
controller order) is increased, therefore the C(s) controller used in this example is Equation 3.6 and applied to 
the plant G(s)”. 
 
 
The plant is a liquid level system, and by experimental identification the transfer function model is of the form 
 


                                                                                (4.1) 
 
where, in addition, parameters k and T have interval uncertainty, given by k ∈  [2,9.8] and T ∈  [380sec, 1200 
sec]. The results of this implementation [28] is shown for both an integer (L=0) and noninteger (L=5) 
controller   
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                                     a)                                                                        b) 
 


Figure 4.6 Bode diagram of the nominal open loop for a) L=0 sec and b) L=5 sec [28] 
 
 


 
                                a)                                                                                b) 
           Figure 4.7  Nichols diagram of the nominal open loop for a) L=0 sec and b) L=5 sec [28] 
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                                 a)                                                                            b)  
  
Figure 4.8  Step response of the controlled system for a) L=0 sec and b)  L= 5 sec for different values of k [28] 
 


 
                                 a)                                                                           b) 
 
  Figure 4.9 Step response of the controlled system for a) L=0 sec and b) L=5 sec for different values of τ  [28] 
 
5.0 Summary 
 
5.1 Enhance existing QFT approaches.  For traditional electronics, fractal controllers bogs down with system 
complexity.  Existing algorithms cannot keep pace with the exponential growth in state-space with system size 
of the three dimensional diffusion problems for the micro-organic biofractal systems.  Yet if novel organic 
device capabilities such as ionic flux devices are enabled, then QFT may be able to “bootstrap” its own 
robustness by determining the parameters of the fractal control algorithms into geometry independent 
parametric search regions [31] that are both robust and power efficient. 
 
5.2 Invent new QFT approaches.   If successful, one must then ask if this approach meets micro system 
control needs, and if the micro system  would be able to formulate its control  requirements using biofractals, 
which are scaled by dimensional analysis. Dimensional Analysis can be applied to the electrical circuit 
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controller (solid-state implementation), a microfluidic sensor device and an organic biofractal system [32]. 
The dimensionless products can determined, and identified to classical similar results, indicating the 
effectiveness of Buckingham parameters in the scaling of nonlinear devices. In fabrication of  organic devices, 
the material parameters depend on the electric and magnetic fields, where the Maxwell’s equations become 
nonlinear, and dimensional analysis may become a valuable tool. This is similar to the situation in the 
nonlinear fluid dynamics example (Section 4), where the Reynolds number plays a significant part, and is an 
actual Π  parameter. Since the system QFT topology is viewed as a form of transfer functions, parametric 
algebraic solutions within the frequency domain, can be generated in the form of Buckingham Π  parameters 
related to the fractal components for future systems such as micro sensory distributed systems.  
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Since the late 1990�s, has developed, amongst many of the NATO countries, a strong interest in  developing Micro Unmanned Air Vehicles (UAV�s) in enhancing the situation awareness on the battlefield in order to improve the accuracy of weapons targeting, and to aid war fighters in the pursuit of tacticasl missions on the ground.  It is the desire to develop a viable cost-effective overall system design for accomplishing this goal. For example, future Unmanned Air Vehicle (UAV) concepts in concert with autonomous guidance and control operational scenarios significantly increase the regional functionality, while opening the design trade (performance specifications) space compared to existing military systems.  The complexity of future NANO UAV�s control systems require that control system design engineers must, at the onset of the design process, be aware of the essential aspects involved in achieving a successful and a practical control system design and be aware of the associated computer computational requirements..  That is: factors such as functional requirements, performance specifications, dynamic model(s), control authority allocation, control system design, simulations, engineering visualization, interactive simulation, hardware-in-the-loop simulation/implementation, and system test. This lecture series is an excellent forum to present state-of-the-art system, design method, and the computational concepts on some or all of these factors.
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