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C3I for Crisis, Emergency and  
Consequence Management 

(RTO-MP-IST-086) 

Executive Summary 
The events of September 11, 2001 moved the issues of anti- and counter-terrorism, national/public security,  
and collective emergency response (both crisis and consequence management) to the fore of concerns of many 
nations. Critical infrastructures, major events (e.g. Olympics), harbours and airports protection against terrorist 
attack are examples of kinds of complex situations typical of the post 9/11 new security paradigm. The military 
viewpoint alone is not sufficient to meet the increase in terrorist threat that is diverse and unpredictable; as such 
threat requires a consideration of collective security that expands to cooperation with multiple non-military 
organisations. 

In the event of a large-scale terrorist emergency situation, that would necessitate the ability to coordinate  
multi-agency and multi-national operations, advanced decision support, knowledge exploitation, information 
fusion and knowledge management tools can significantly improve the ability to respond to such emergency. 

This Symposium addressed key issues and concepts to help military organisations working together effectively 
with other civil authorities at all levels, National and International allies for the management of a Collective 
Response to a Crisis/Emergency. This symposium provided a forum for the exchange of relevant  
state-of-the-art knowledge organized into five (5) sessions as follows: 

• SESSION 1 – Communications Strategies and infrastructures 

• SESSION 2 – Information and Knowledge Management 

• SESSION 3 – Situational Awareness 

• SESSION 4 – Decision Support 

• SESSION 5 – Information Fusion and Sensor Networks 

The Symposium program comprised four (4) non-NATO contributions from (China, Singapore, Russia, Israel). 
Unfortunately, the paper from Russia was received too late to be included in the proceedings. 

The round table discussion has been replaced by an expert answer-question monologues where several 
interesting issues have been brought to conclude the symposium such as: partition the problem space, define 
standards for decision support, common data sets or benchmarks, common metrics, suggest inter-panels events. 

Decision support in any context is achieved through an in-depth analysis of three (3) important interrelated 
aspects, namely Process, Organization and Technology. The IST-086 was mainly focused on the technology 
(IST focus is technology) aspect of crisis, emergency and consequence management, while the process and 
organization aspects were very slightly mentioned by a few presenters. An important suggestion was to 
organize an inter-domain inter-jurisdictional event with the “users of the technologies”, domain personnel from 
many agencies and organizations who are responsible to provide crisis, emergency and consequence 
management together with technology experts to help the technologists better appreciate the process and 
organizational aspects and the users of this technologies develop a better understanding of how technologies 
can enhance their ability to provide crisis, emergency and consequence management. 
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C3I pour la gestion des crises, des urgences et  
de leurs conséquences 

(RTO-MP-IST-086) 

Synthèse 
Les évènements du 11 septembre 2001 ont placé au premier plan des préoccupations de nombreuses nations les 
questions d’anti-terrorisme et de contre-terrorisme, de sécurité nationale/publique et de réponse collective face 
aux situations d’urgence (à la fois gestion des crises et gestion de leurs conséquences). Les infrastructures 
critiques, les évènements majeurs (par exemple les jeux olympiques), la protection des ports et des aéroports 
contre les attaques terroristes sont des exemples de ce genre de situations complexes typiques des nouveaux 
défis à la sécurité après le 11 septembre. Face à une menace terroriste croissante qui se présente sous des 
formes diverses et imprévisibles, le traitement militaire seul ne suffit pas. Ce type de menace, nécessite en effet 
d’adopter une approche collective de la sécurité étendue à une coopération avec de multiples organisations 
civiles. 

Dans le cas d’une situation d’urgence terroriste à grande échelle qui nécessiterait la capacité de coordonner des 
opérations multinationales et multi-agences, un support décisionnel avancé, l’exploitation des connaissances,  
la fusion des informations et des outils de gestion de la connaissance peuvent améliorer de façon significative la 
capacité de réponse. 

Ce symposium a abordé les points clés et les concepts susceptibles d’aider les organismes militaires à travailler 
efficacement avec les autorités civiles à tous les niveaux, nationaux et internationaux pour la gestion d’une 
réponse collective à la crise/à l’urgence. Pour échanger les connaissances sur l’état de l’art en ce domaine,  
ce symposium a proposé un forum organisé en cinq (5) sessions : 

• SESSION 1 – Stratégies de communication et infrastructures 

• SESSION 2 – Information et gestion du savoir 

• SESSION 3 – Connaissance de la situation 

• SESSION 4 – Aide à la décision 

• SESSION 5 – Fusion des informations et réseaux de capteurs 

Le programme du symposium comprenait quatre (4) contributions extérieures à l’OTAN (Chine, Singapour, 
Russie, Israël). Malheureusement, l’article de la Russie a été reçu trop tard pour être inclus dans les rapports. 

La table ronde a été remplacée par des monologues questions-réponses d’experts où différents sujets 
intéressants ont été soulevés pour conclure le symposium comme, par exemple : la partition de l’espace 
incriminé, la définition des normes d’aide à la décision, les ensembles de données ou d’analyses comparatives 
communes, des valeurs métriques communes, la suggestion d’organiser des évènements inter-panels. 

Quelque soit le contexte, l’aide à la décision passe par une analyse en profondeur de trois (3) aspects importants 
interdépendants, à savoir le Processus, l’Organisation et la Technologie. L’IST-086 s’est principalement 
intéressé à l’aspect technologique de la crise (l’orientation IST est technologique), et à la gestion des urgences 
et de leurs conséquences, alors que les aspects liés au processus et à l’organisation ont été très peu mentionnés 
par seulement quelques intervenants. Une suggestion importante a été faite : l’organisation d’un évènement 
inter-domaines et inter-compétences avec des personnels « utilisateurs des technologies », venant de plusieurs 
agences et organisations responsables de la gestion des crises, des urgences et de leurs conséquences réunis 
avec des experts en technologie. Ceci permettrait aux technologues de mieux apprécier les aspects du processus 
et de l’organisation et aux utilisateurs des technologies de mieux comprendre comment ces dernières peuvent 
améliorer leur capacité à gérer les crises, les urgences et leurs conséquences. 
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Abstract


Our experience from several years of research in information fusion process design and development for crisis and emergency applications has provided some insight into the difficulties of developing both a research framework and systems engineering approach to properly address the requirements of these special problems.  Various crisis and emergency-management problems factors require architecting the fusion processes in a synergistic way with dynamic resource management functions, and also impute new and atypical requirements onto the design of the fusion processes themselves.   This talk will provide some views on how to address these new challenges and provide some examples of our results in addressing the problem of post-earthquake emergency management in a large urban area.

Brief Overview of Information Fusion


Information fusion techniques combine data from multiple sensors, and related information from associated databases, to achieve improved accuracies and more specific inferences than could be achieved by the use of a single sensor alone. The concept of multisensor data fusion is hardly new. Humans and animals have evolved the capability to use multiple senses to improve their ability to survive.  Applications for multisensor data fusion are widespread. Military applications include: automated target recognition (e.g., for smart weapons), guidance for autonomous vehicles, remote sensing, battlefield surveillance, and automated threat recognition systems, such as identification-friend-foe- neutral (IFFN) systems.  The most fundamental characterization of data fusion involves a hierarchical transformation between observed energy or parameters (provided by multiple sources as input) and a decision or inference (produced by fusion estimation and/or inference processes) regarding the location, characteristics, and identity of an entity, and an interpretation of the observed entity in the context of a surrounding environment and relationships to other entities.  The definition of what constitutes an entity depends upon the specific application under consideration (e.g., an enemy aircraft for a tactical air-defense application, or the location and characteristics of a tumor in a medical diagnosis application).  Despite the benefits of improved system operation and application effectiveness by using multiple sensors and fusion processes, actual implementation of effective data fusion systems is far from simple.  In many or most cases, the fusion process is a value-adding process that is often added to or integrated into some overarching system concept; it is often said that “we don’t build fusion systems, we add fusion processes into systems”.  This implies that there may be existing, legacy functions and components, existing developmental standards, design standards, etc that the fusion process must adapt to. 


One of the descriptive, functional models of the information fusion process is the “JDL” process model that is intended to be very general and useful across multiple application areas; this process is shown in Figure 1 [1]. 



Figure 1 The JDL Functional Model of the Information Fusion Process


While the boundaries of the data fusion process are fuzzy and case-by-case dependent, generally speaking the input boundary is usually at the post-detection, extracted parameter level of signal or observational processing. The output of the data fusion process is (ideally) a minimally ambiguous identification and characterization (viz., location and attributes) of individual entities, as well as a higher level interpretation of those entities in the context of the application environment.  A good way to think about the process is as an estimation process that needs to address the stochastic aspects of the various error-generating factors of any observational process or of other amplifying data.  As shown, the process conceptually involves several “Levels” of processing; these Levels were conceptualized simply to distinguish different types of complexity that may exist in any problem, and (an important point) that any complete fusion process will involve an integrated set of functioning solution techniques.  The basic Levels involve:

· Level 0 Processing (Sub-object Refinement).  This process involves those methods to estimate the existence and features of structures of interest that may be discernible before the declaration of a named entity can be realized (e.g., segmentation in imagery)

· Level 1 Processing (Object Refinement). This process combines locational, parametric, and identity information to achieve refined representations of individual objects or entities


· Level 2 Processing (Situation Refinement). Level 2 processing develops a description of current relationships among objects and events in the context of their environment


· Level 3 Processing (Threat Refinement). Level 3 processing projects the current situation into the future to draw inferences about enemy threats, friendly and enemy vulnerabilities, and opportunities for operations.


· Level 4 Processing (Process Refinement). Level 4 processing may be considered a meta-process, i.e., a process concerned about other processes; it can be thought of as the “control law” of the overall fusion process, concerned with invoking any feasible capability needed to improve the process (one example is to control the sensing or observational process in ways that improve the fused estimate that is the output of the process).


Fusion-Knowledge Management-Resource Management

An issue that affects the way that fusion processes and overall systems are architected is whether the fusion process is the primary or only informational process in the system, i.e., whether the fusion process is the only mechanism by which the system gains awareness of an estimate of the world state of interest.  If it is the only such process, one could envision a major extension of the Level 4 functionality, as an overall Resource Managing function.  If it is not, then other factors besides a world state estimate will influence how the overall resources are to be managed; for example certain contextual factors may influence the way resources are or can be directed, apart from what the fusion output is providing.  We consider this the more general framework for system architecture, so that Level 4 is focused on those means for fusion-specific process improvements, and a separate Resource Manager function is controlling other resource elements; clearly this is an architectural issue.  There is also another perspective one could take about the Level 4 process, as a Knowledge Management process.  Historically, fusion processes have been developed from a deductively-based approach, exploiting a priori knowledge but until only recently these designs have not attempted to incorporate an inductive or learning process.  If such capabilities are desired and enabled, then the question of dynamic knowledge management arises, as newly-learned patterns are considered for incorporation into the system knowledge base.


Crisis Response Management Phases and Functions

Crisis Management is a very special case of application of Information Fusion processes and capabilities.  It is not difficult to envision that such environments are probably rich in sensing systems, and that in addition to various electronic-type sensors, humans will also be providing considerable observational input through messages, telephone calls, cell-phone cameras perhaps, and various other means.  In fact, one complexity in designing a fusion process will be the approach to incorporating the large number of sensing systems and the disparity in such systems.  For example, most electronic sensors will have been calibrated and their error characteristics, which are needed to design the fusion process (since input quality clearly will affect what can be done in combining the data) will be reasonably well-known.  Human observation on the other hand (today called “soft” sensing) involves understanding human perception and cognition capabilities as well as dealing with the linguistic framing of the observations that involves all the complexities of linguistic ambiguity.  


In considering C3I functions for the Crisis Management (CM) application, it is of course important to be clear on the functional boundaries involved and the corresponding boundaries of capability that are desired.  The first assertion for this paper is that the focus is on Post-Crisis Management, involving response and relief to some crisis event, and specifically not involving mitigation or prediction.  This question has to do with the Phases of CM, and various models of such phases have been put forth; even bounding the focus to the post-crisis phases may not be specific enough to delineate functional boundaries, since in some cases these post-crisis phases may extend for years (e.g. tsunami and Katrina-hurricane-level events).  Our discussion focus here is on the post-crisis phases that may extend say to tens of days, dealing with Disorientation, Response and Relief (but not for example with Recovery and Reconstruction).


As mentioned above, it is important to understand the system environment into which a fusion process is being inserted; the two major types are an existing system or a new system yet to be designed.  If the system exists, then there are clearly constraints about what can be done, what can be modified, etc., but a benefit is that the system can be analyzed to define the requirements for the fusion process.  In many cases, we have applied the formal methods of Cognitive Systems Engineering and specifically Cognitive Work and Task Analysis to properly define informational needs of decision-makers, and to provide traceability of fusion capabilities to specific system-level, operational requirements.  If the system is to be constructed, then the constraints come from the overall project level and involve issues such as cost and risk balancing, as well as assessments of technological feasibility. In both cases, an important issue is how any defined level of interoperability will be addressed, whether internal to the system or at the inter-system level.  Interoperability issues can impute requirements to develop an integrated approach to ontology development, or to engineer the nature and degree of standards-compliance that the system will adhere to.


These phases and functional boundaries for any CM problem are important to understand.  It is also important to understand that it is very unlikely that any single CM system design will be able to deal with the broad range of crisis-types.  At the meta-level then, any given CM system will likely be part of a CM-system federation or some other type of meta-environment.  This raises the interoperability requirement to a yet-higher level.


As one motivation to our own research at CMIF, we have focused on a few critical issues that should be central to any CM fusion and system design; one of these is casualty recovery.  This focus requires dealing not only with the fusion aspect of understanding the state and distribution of casualties but also the resource-management requirement to dispatch resources to collect and deliver the casualties to various aid stations and hospitals.  Another focus has been on what the emergency-management community often calls “secondary threats”, meaning those cascading effects of one crisis event triggering another.  If it is possible to understand the interdependencies of various infrastructure elements a priori, then a strategy for secondary threat anticipation can be developed, which of course can be exceedingly helpful in the overall CM problem.


Algorithmic Implications of the CM Environment

Given the breadth of functionality just discussed, it can be expected that a correspondingly complex set of algorithmic techniques will be required to address the goals of automation support to these various functions.  Depending on the extent of a priori knowledge that exists, it is important to note that new functional models may be needed to support predictions of various important states that need to be known in the overall problem-space.  One example we have dealt with is in regard to modeling hospital patient throughput.  It is clear that future capacity estimation of any hospital is a requirement to support automated resource management such as ambulance management.  There is no sense to dispatch and route an ambulance with casualties to a hospital that, at the (future) arrival time of the ambulance cannot service those patients in a proper way.  Also, there is can be a need to have algorithms that function at varying levels of specificity to support the typical hierarchical C2 structure that the system is servicing; high-level decision makers need aggregated information whereas lower-level decision makers need specificity.  So the typical system will require a broad range of knowledge (that also has to be dynamically managed), a fusion process that can estimate the states not only of the current-world, but also have the ability to forecast the states of resources, as well as forecast the cascading effects if any of any given crisis event.  This extensive range of capability will involve construction of a broad range of algorithms that will likely have disparate features and capability, from automated reasoning under uncertainty to mathematical programming methods for solving optimization problems, to geographical tools and yet other adjunct functions and algorithms.


Summary

The architectural and algorithmic challenges involved in the design and development of automated support for post-CM can be summarized in one word: complexity.  The typical way we deal with complexity is with a divide-and-conquer approach.  Such analyses however need to be carried out with a consistent view to overall mission/system effectiveness; such investments are sometimes a “hard sell” because they do not explicitly yield any functioning system component; however, they yield very important results crucial to good system design: informational requirements and a concept of employment.  Too often technology is thrown at a problem absent an understanding of a viable way to use it.  Designing automated support for a post-CM system should, at least ideally, invest in these up-front efforts to understand and specify requirements, and to understand, even if the complexity is partitioned, that that complexity challenge raises its head again when integrated functionality has to be addressed.  This very brief summary type paper has attempted to give a flavor for the many issues involved in developing not only an architectural approach to designing post-CM systems but also some of the specific internal functionality that will be required, as well as the range of algorithmic challenges that will have to be addressed.
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Abstract 


In this Technical Evaluation Report the results of the IST-086 Symposium on "C3I in Crisis, Emergency and Consequence Management" are summarised. There exist numerous limitations in the ability of national and international military and public organizations to collectively provide emergency response (both crisis and consequence management) in the event of large-scale terrorist emergency situations.  Leading experts from NATO as well as some non-NATO countries involved in research in multi-agency and multi-national operations, advanced decision support, knowledge exploitation, information fusion and knowledge management and other pertinent topics, have been invited to this Symposium to address key issues and concepts that could overcome these limitations taking into account the complexity of the domain. The Symposium ended with a round table discussion of conclusions based on the presented material and background expertise of organizers and invited speakers as well as recommendations regarding future research and future such events to help nations to address the challenging problem of dealing with a large-scale terrorist emergency situation. 

keywords


Emergency situation, decision support, situation assessment, knowledge exploitation, information fusion, inter-agency collaboration 

1.
THEME


The events of September 11, 2001 brought the issues of anti- and counter-terrorism, national/public security, and collective emergency response (both crisis and consequence management) to the forefront of the concerns of many nations. Critical infrastructures, major events (e.g. Olympics), harbours and airport protection against terrorist attacks are examples of complex situations typical of the post 9/11 new security paradigm. In the event of a large-scale terrorist emergency situation that would necessitate the ability to coordinate multi-agency and multi-national operations as well as during peace support operations, advanced decision support, knowledge exploitation, information fusion and knowledge management tools can significantly improve the ability to respond to such emergencies. Among key issues are national security policies and the roles of NATO. Approaches and technologies aiding military experts to work together effectively with other civil authorities at all levels, as well as international allies, shall be conceptualised. This shall yield to a collaborative environment supporting the fusion of various perspectives to better interpret the situation and the problem, identify candidate actions, formulate evaluation criteria, decide on what to do, and synchronize a diverse set of plans and actions.


The military viewpoint alone is not sufficient to meet the diverse and unpredictable increase in terrorist threat; such a threat requires a consideration of collective security that expands to cooperation with multiple non-military organisations (e.g. major events, harbour protection). Actually, working effectively in terrorist emergency situations requires the ability to communicate and to coordinate multi-national and multi-agency operations in a seamless environment. There are vast quantities of data and information requiring weeding, sorting, and analysis. Clearly, advanced information and knowledge management technology, for example, is required to enable emergency response communities to timely and securely access data, information, services, etc. relevant to their roles and responsibilities, regardless of what agency operates the facilities where the critical data and services reside.


2.
Purpose and Scope of the meeting


The objective of this symposium was to address key issues and concepts that could overcome the limitations listed above, while taking into account the complexity of the domain. Internationally recognised experts were invited to present their findings and recommendations on solutions to help military organisations work together effectively with other civil authorities at all levels, as well as national and international allies, for the management of a collective response to a crisis/emergency. The main topics of interest for the symposium included:


1. Scenarios & threats to responders;


2. Advanced information and knowledge management technologies;


3. Advanced decision support and human system integration concepts;


4. Knowledge exploitation, information fusion and knowledge management tools;


5. Collaborative approaches and technologies.


The main purpose of the symposium was to address a number of current NATO priorities, including NATO rapid response, and defence against terrorism (DAT).


Experts from the USA, Netherlands, Romania, Germany, Singapore, UK, Canada, Norway, Israel, Germany, China, Russia, and France participated in the symposium and a key note speech and 19 papers were presented.  Within the scope of the symposium, these experts addressed many technological as well as procedural aspects of the collective response to a crisis/emergency, and presented specific efforts underway towards the development and demonstration of solutions for crisis/emergency response. However, the presentations did not exactly fall within the main topics identified above, and were therefore grouped into sessions differently. The sessions and presentations are discussed further in Section 4.0.


3.
setup and content of the symposium


The symposium was held at The Military Club in Bucharest, Romania – a neoclassical structure designed by the Romanian architect Dimitrie Maimaroiu, and built in 1912 to serve the social, cultural and educational needs of the Romanian army, on the site of the former Sarindar Monastery (commemorated by the fountain directly in front of the building). The building houses the army's library, offices, and classrooms. It was ideally suited for the symposium owing to the additional rooms available for side discussions.


After the registration of all participants, Day 1 of the symposium began with an opening ceremony, a welcome speech by the host nation representative, an introduction by Professor Jürgen Grosche, IST Panel Chairman, Germany, and by Dr. Éloi Bossé, symposium chair from Canada.


The first presentation was a keynote speech by James Llinas, State University of New York at Buffalo, USA, on “Architectural and Algorithmic Challenges in Implementing Fusion and Resource Management Functions in Crisis-Management Applications”.


Presentations were grouped into 5 sessions, with two sessions on the first day and three on the second day, as follows:


SESSION 1 – Communications Strategies and Infrastructures, Chair – Ir. Martinus Van Der Lee, Netherlands


· Paper by Viorel Mihaila, University of Bucharest, Romania on “NATO's Strategic Communication in Combating Terrorism” 


· Paper by Jens Tölle and Thorsten Aurisch, FGAN-FKIE, Germany on “Relay Placement for Ad-Hoc Networks in Crisis and Emergency Scenarios” 


· Invited paper by J. Tan, Head, RAHS Experimentation Centre, Defence Science & Technology Agency on “Singapore's Risk Assessment and Horizon Scanning (RAHS) Programme and Experience” 


SESSION 2 – Information and Knowledge Management, Chair – Prof. Bob Madahar, Great Britain

· Paper by Anne-Claire Boury-Brisset, DRDC-Valcartier, Canada on “A Collaborative Command Portal Environment in Support of Crisis and Emergency Situations” 


· Paper by Alan Cullen, Sean Barker, Simon Case, Tony Rye, BAE Systems Advanced Technology Centre, Bjorn Rossow, Thales Norway A.S., and Edith Wilkinson, Cranfield University, Great Britain, on “The Oasis Approach to Civil/Military Information Sharing for Disaster and Emergency Management” 


· Paper by Gil Ariely, Institute for Counter-Terrorism, Lauder School of Government, Israel, on “Operational Knowledge Management as an International Interagency Interoperability Vehicle” 


· Paper by Régine Lecocq, DRDC-Valcartier, Canada on “Knowledge Mapping in Emergency Operations” 


· Paper by Barbara Essendorfer, Fraunhofer Iitb, Germany, and Wilmuth Mueller, NC3A, Netherlands, on “Interoperable Sharing of Data with the Coalition Shared Data (CSD) Server” 


· Paper by V.G. Hoek and W.M. Steenis, IVENT, Dutch MOD, Netherlands, presented by Col. R.F. Boots, on “I-Bridge: The Intelligent Cross-Belt Area Between Authorities” 


SESSION 3 – Situational Awareness, Chair – Dr. Thomas Nitsche, Germany


· Paper by An Chen, Chinese Academy of Sciences, Institute of Policy and Management, Beijing, Jing Zhao, School of Mathematics, Shandong University, Jinan, and Ning Chen, GECAD, Instituto Superior de Engenharia do Porto, China, on “A Recoverability Assessment Model and Application in Emergency Management” 


· Paper by Eric Luiijf, Marieke Klaver, TNO Defence, Security and Safety, Netherlands on “Insufficient Situational Awareness about Critical Infrastructures by Emergency Management"


· Paper by Marina Khokhlova, CEFEY Co., Russia, on “Conscious TRANSpersonal Catastrophe GGG-Management” 


SESSION 4 – Decision Support, Chair – Dr. Ing. Michael Wunder, Germany


· Paper by Florence Aligne, Thales Research & Technology, France, on “Which Information and Decision Support System for Crisis Management?” 


· Paper by Adel Guitouni, DRDC-Valcartier, Canada, on “A Time Sensitive Decision Support System for Crisis and Emergency Management”


· Paper by Thomas Delavallade and Philippe Capet, Thales, France, on “Information Evaluation as a Decision Support for Counter-Terrorism” 


· Paper by Avgoustinos Filippoupolitis, Georgios Loukas, Stelios Timotheou, Nikolaos Dimakis and Erol Gelenbe, Imperial College, Great Britain, on “Emergency Response Systems for Disaster Management in Buildings” 


SESSION 5 – Information Fusion and Sensor Networks, Chair – Dr. Erik Blasch, USA


· Paper by Georgia Sakellari and Erol Gelenbe, Imperial College, Great Britain, on “Adaptive Resilience of the Cognitive Packet Network in the Presence of Network Worms” 


· Paper by Mihai Cristian Florea, Thales, Canada, and Éloi Bossé, DRDC-Valcartier, Canada, on “Crisis Management Using Dempster Shafer Theory: Using Dissimilarity Measures to Characterize Sources´ Reliability” 


· Paper by Erik Blasch, AFRL/RYAA, USA, Elisa Shahbazian, OODA Technologies, Pierre Valin, and Éloi Bossé, DRDC-Valcartier, Canada, on “Information Fusion for Harbour Security Through Persistent Surveillance” 


· Paper by Michael Rabbat and Mark Coates, McGill University, Canada, on “Fusion and Inference in Surveillance Networks” 


Day 1 ended with a host nation buffet/reception for all symposium participants, and Day 2 ended with an Expert answer-question monologues session that replaced the previously planned round table discussion (Chair – Dr. Thomas Nitsche, Germany) of observations and conclusions based on presentations followed by a closing ceremony with best paper award.


4.
Evaluation


This section provides an evaluation of presentations specifically in terms of their contribution to crisis, emergency and consequence management.


The keynote speech made by James Llinas, State University of New York at Buffalo, USA, mainly focused on the complexity of the problem, specifically when data/information fusion and resource management technology is applied to provide decision support in crisis management, in particular during post-crisis phases, based on the research and development (R&D) experience gained at the Centre for Multisource Information Fusion (CMIF) based at the University of New York at Buffalo. There are many factors contributing to this complexity both in terms of system architecture as well as in terms of selecting appropriate algorithms for combining available information and selecting appropriate courses of action. Dr. Llinas emphasized the importance of clearly defining functional boundaries involved and corresponding boundaries of capability desired, as well as application of formal methods of Cognitive Systems Engineering and specifically Cognitive Work and Task Analysis to properly define informational needs of decision-makers, and to provide traceability of fusion capabilities to specific system-level operational requirements. Dr. Llinas suggested that the typical way to deal with such complexity is with a divide-and-conquer approach.


As can be seen in the subsequent high level discussion of the presentations, complexity in all aspects, including system architecture, requirements, communication, information, information sharing, knowledge management, human and social factors, training, etc. is the greatest challenge for providing decision support in crisis, emergency and consequence management. The following presentations describe various aspects of complexity, various research and development activities, and experiments that demonstrate and propose solutions on how to deal with challenges introduced by certain aspects of complexity under investigation.


4.1
Communications Strategies and Infrastructures


Viorel Mihăilă of the University of Bucharest, Romania, described the emerging NATO initiative in response to a crisis generated by large-scale emergencies caused by terrorism acts, namely NATO's Strategic Communication. This initiative aims to organize and shape the population’s perceptions of terrorism, terrorism acts, and the defence against terrorism, through a variety of approaches. Viorel Mihăilă described a number of activities and operations against terrorism that have taken place since 2001 and emphasized that strategic communications are an integral part of NATO efforts to achieve the Alliance’s political and strategic objectives, and that they should:  


· Involve public diplomacy in information operation and strategic operation,


· Adopt a coalition information strategy that supports a strategic centre of gravity (NATO point of view) rather than the national point of view,


· Adopt a comprehensive approach, information strategy, media operations centre in Brussels,


· Connect “consumers” to “products”, engage in dialogs, use the military approach with the influence model, and switch to a more civilian market oriented approach.


Thorsten Aurisch from the Research Establishment for Applied Sciences (FGAN), Research Institute for Communication, Information Processing, and Ergonomics (FKIE) Communication Systems Department (KOM), presented the relay placement concept for ad-hoc networks in crisis and emergency scenarios. This concept proposes to address the increasing demand for a sufficient communication infrastructure in emergency scenarios. Some advantages of ad-hoc networks are that they:


· Provide reliable two-way communication between incident command centre and emergency responder,


· Increase available bandwidth and the number of possible routes between devices,


· Ad-hoc stations can be advantageous.  Additional units will introduce robustness.


The challenges include risk of interruption due to limited battery power and especially a limited communication range. A number of approaches address these challenges, including:


· Relay placement of various types, including: sensor networks, multi-robots, pre-installed relay nodes,


· Relay placement using signal strength and packet loss rate to estimate distances.


Although it is not an optimal solution, the authors state that the approach has sufficiently good heuristic tailored to emergency responders needs. 


The invited speaker J. Tan, head of the Risk Assessment and Horizon Scanning (RAHS) Experimentation Centre of the Defence Science and Technology Agency of Singapore, described Singapore's RAHS programme and experience.  RAHS is an expert system tailored to the needs of individual agencies. It brings together many technology domains as required, namely search and retrieval, computational linguistics, fusing unstructured information, information visualization, modelling and simulation social computing, and data privacy.  It involves collaboration between countries (EU, US, etc.) and industries. RAHS is managed through strong leadership that promotes Human Factors, user engagement, open flexible architecture, and continuous experimentation (non-bureaucratic, not domain centred, but cross-domains). Learning from various social websites (e.g. games), RAHS has been established to experiment with, demonstrate and provide proof-of-concept solutions for security, including:


· Risk assessment and horizon scanning,


· Putting in place key concepts and systems,


· Providing better strategic anticipation, weak signal detection,


· Providing a suite of software tools to analyse, process and predict,


· Analysis – models and simulations, ranking modes – perspectives sharing,


· Collaboration, reduces the chance of missing,


· National Security Coordination centre – Policy, Concepts, Operations and technology


· Horizon scanning centre (HSC)


· RAHS experimentation centre (REC).


The 3rd International Risk Assessment and Horizon Scanning Symposium will be held from March 15 to 16, 2010 at the Raffles City Convention Centre in Singapore http://rahs.org.sg/t2_irahss10_ats.html.


4.2
Information and Knowledge Management


Anne-Claire Boury-Brisset from DRDC-Valcartier, Canada, described a collaborative command portal environment in support of crisis and emergency situations, under development in Canada as part of the JCDS 21 (Joint Command Decision Support for the 21st century) Technology Demonstration Project. This command portal and collaborative environment demonstrates:


· Shared situational awareness,


· Advanced knowledge management,


· Enterprise portal/web services.


The aim of the program is to investigate and demonstrate a joint net-enabled, collaborative environment to achieve decision superiority within a Joint, Interagency, Multinational and Public (JIMP) framework. The capabilities and technologies that this program demonstrates include:


· Panning support, decision support, executive monitoring support and situation analysis/sense making,


· Application of web technologies: the web, the social web, the semantic web, the ubiquitous web, agent webs,


· Command portal environment (metadata management, ontology, notification, search, geospatial),


· Integration of models related to emergency management – National Information Exchange Model (NIEM), the Emergency Data Exchange Language (EDXL), and the Emergency Information Interoperability Framework (EIIF),


· Integration of high level ontologies (AktivSA, JC3IEDM, DRDC models – maritime domain awareness, planning, terrorism),


· Ontology based portal services (taxonomy browsing, navigation, content domain),


· Publish, monitor, prioritise.


Challenges of this project include managing structures semantics, ontological engineering, large volume of data/information sources, managing both structured and unstructured information, providing user-centric contextualized services, and many others.


Alan Cullen from the BAE Systems Advanced Technology Centre, UK, presented a joint paper with Thales Norway and Cranfield University, UK, describing an approach to civil/military information sharing for disaster and emergency management called the Oasis (Open Advanced System for dISaster and emergency management) approach.  15 partners from 9 countries collaborate within the EU FP6 Oasis project that aims to provide a framework for information sharing supporting the construction of a common operating picture. The presentation included:


· A description of the meaning of and hurdles to interoperability between military and civil emergency services, including issues with information security privacy and proprietary nature, as well as issues of capturing user requirements by analysing:


· The security challenge (high to low domain interoperability),


· Models, such as data guard (used eXtensible Access Control Markup Language (XACML) and other meta data),


· Standards, which are essential for interoperability;


· Tactical situation object (TSO) – structure of information sharing (ontology) – borrowed from JC3IEDM,


· Used TSO adapters for legacy interfaces;


· An explanation of how a military system can be connected to a civilian Oasis system; and 


· A high level description of a civil/military demonstration scenario and its findings:


· The main conclusion of the demonstration was that information sharing, filtering and involvement of users are fundamental,


· NATO should take Homeland Defence area responsibility.


The next phases of experimentation will involve demonstration scenarios with increased maturity. 


Gil Ariely from the institute for Counter-Terrorism, Lauder School of Government, Israel, presented operational knowledge management models that act as the conceptual foundation to international, interagency interoperability to enable cooperation and knowledge sharing, learning during operations, and integrate lessons learned in real-time. This work was motivated to help overcome the increased complexity introduced through the need for the military to act in a spectrum of operations from epidemics, nature-disasters, or counter-terrorism, yet remain capable to defend nations through manoeuvre warfare. This paper refers to Knowledge Management (KM) as “strategies and processes to create, identify, capture, and leverage vital skills, information, and knowledge to enable people to best accomplish the organisation missions”.  It views terrorist networks as intuitive learning organizations, which act as a complex adaptive system, leading to the challenge for military to possess the abilities to outlearn them. Based on this premise, the emphasis of this study is to provide learning and training personnel to enable them to learn faster and cope with this challenge.  To be able to achieve this it is necessary to analyse:


· Knowledge – interdisciplinary, complex, dynamic, emergent – depend on where you are coming from (elephant story),


· Learning methods, sharing lessons earned (have been used in every war in history),


· Enhancement/encouragement of knowledge sharing for knowledge management,


· The networked hierarchy to beat a network,


· Validated knowledge and transformation to doctrine,


· Terrorist networks, which are complex adaptive systems and how to reshape the paradigm used to analyze and comprehend the network based on:


· Understanding complex adaptive systems,


· Implications of knowledge flow theories,


· Implications of chaos theory, which enables conceptualization of the social network as a knowledge fractal,


· Pedagogy as the adaptive gene:  train leaders, educate leaders.


Régine Lecocq from DRDC-Valcartier, Canada, presented a newly developed knowledge mapping prototype application called “KMapper” to solve some of NATO’s challenges in crisis and emergency situations.


Knowledge mapping is a field of knowledge management, and it relates to and draws from many concepts such as link analysis, concept mapping, ontologies, social network analysis, etc.  It is defined as a process to discover, locate and map specific knowledge assets that are key for individuals to perform their work.


KMapper is an alpha prototype. It is multidimensional, context driven (ontology based), dynamic, generic, and incremental. It aims to make the level of information relevant to the end-user and includes an adapted suite of tools (statistics, reports, etc.). Various concepts being analysed within this prototype include:


· Where is the knowledge residing?


· Social approaches, procedural approaches, conceptual approaches,


· Knowledge artefacts (explicit knowledge),


· Context driven, based on KMapper core ontology (concepts tree) and domain ontology for each concept,


· Automated information gatherers extracting information from knowledge sources based on the ontology and storing in the database.


The benefits of the KMapper to solve NATO’s challenges include:


· Help reaching an increased collaboration within or between organizations, an enhanced knowledge awareness, or else, a higher level of understanding of the encountered situation,


· Support making sense of the situation


· Help developing an understanding of the context of the situation and its significant concepts as well as their potential correlations,


· Help understanding types of intelligence available, and distributing useful intelligence products to end-users,


· Facilitating more focused collaborative efforts by mapping groups/organizations and their specific knowledge in specific domains.


Wilmuth Mueller from the NATO Consultation, Command and Control (C3) Agency, in The Hague, Netherlands, presented the interoperable sharing of data with the Coalition Shared Data (CSD) Server developed in the multinational (nine-nation) intelligence and surveillance project MAJIIC (Multi-Sensor Aerospace-Ground Joint ISR Interoperability Coalition) for crisis management. Crisis response operations require co-ordination across the whole spectrum of command levels, each with their own personnel, systems, assets and equipment. It is required to collect, manage, and exploit data from numerous sources including NATO and national, military and non-military, governmental and nongovernmental sources, and to make the data and results of the exploitation available in such a way that the right information is available to the right people at the right time in the right format. The CSD was designed in response to these requirements, supporting, for example:


· Heterogeneous surveillance needs and heterogeneous information sources no matter where data/information is stored and where it is needed,


· Asymmetric threats,


· Levels of interoperability,


· Requirements for situational awareness,


· Allocation of sensors,


· Security of data,


· Situation awareness; local level, real and non real time, various sensors, zooms, storage, dissemination, transport (decentralized setup, data management),


· Data servers based on NATO standardisation agreements (STANAGs) with different proprietary data formats converted into a standardized format.


In 2008, the CSD concept was successfully tested during the Bundeswehr experiment Common Shield 2008 and NATO DAT (Defence against terrorism) experiments Technology of ISTAR against Terrorism, Critical Infrastructure Protection, and Harbour Protection Trial. The seamless data and information exchange of all sensor data and exploitation products with a real-time update of the common operational picture was enabled by the employment of a series of CSDs with capabilities of storage, query, subscribe and retrieve, and automatic real-time synchronisation of metadata.


Col. R.F. Boots presented the I-Bridge (intelligent bridge) concept developed by Dutch Ministry of Defence, which integrates five generic functionalities (Geographic Information Systems, Collaboration, Voice Interoperability, Security and Logging) into a subscription model that makes it possible to collaborate safely and secure, on an ad-hoc basis and on a standard common desktop equipment. I-Bridge is meant as a ‘converter’ or ‘transformer’ of data between (legacy) systems of civil and military specialists involved in crisis management and disaster relief. Crisis is one place that impacts many other areas, is unexpected, and has to be dealt with by sharing information with the right people at the right time. Disaster management risks include: lack of communication, unknown quality of information, no unified data exchange platform, variety of specialized emergency response systems, difficulty in exchange and integration of data, and access to existing data is slow.  I-Bridge aims to solve the challenges and to address risks, including: real-time location awareness, shared situational awareness, sharing data among different organizations, etc. I-bridge components include: security, GEO–visualization, voice integration, cross-domain collaboration, E-discovery, unified command. It deals with any network, has a security layer, has many functionalities. The system consists of a design module, a management module, a simulation module, a communication module, an observation module and an evaluation module. It is extendable with new functions. Depending on the user, I-bridge provides different interfaces. It will be critical during intensifying civil and military operations in crisis, enabling military and civilian systems to share information.


4.3
Situational Awareness 


An Chen from the Chinese Academy of Sciences and the Institute of Emergency Management, Henan University, Kaifeng, P. R. China, presented a joint effort between Chinese research and government institutions providing a recoverability assessment model and application in emergency management. This project aims to provide a quantitative measurement to recoverability assessment.  Through a thorough understanding of the situation, recoverability assessment helps decision makers quantify the basis of rescue strategy and prevent public panic, unreasonable actions and secondary disasters. The recoverability assessment is made based on the deviation between instant status and normal status, taking into account:


· Four types of emergency management situations: easy-to-destroy and hard-to-recover, easy-to-destroy and easy-to-recover, hard-to-destroy and easy-to-recover, hard-to-destroy and hard-to-recover,


· Four milestones of emergency management situations: information acquisition, effective response, focusing and dealing, and fast recovery,


· Mechanism of incident analysis and management: occurrence, development, transformation, spread, derivation, coupling,


· Assessment in emergency management (vulnerability, risk, recoverability, mitigatability, salvabiity…).


Due to insufficient resources in real situations, it is impossible to meet all demands at the same time, so a realistic problem in emergency management is how to assess the priority of different areas and departments. An intuitive approach is to allocate limited resources to areas of the highest possibility of recoverability. Recoverability assessment has implications depending on type of model developed (whole area or single incident).

Recoverability assessment is an important problem in emergency management. The measurement obtains the priority of several disaster areas and provides the decision maker with a quantitative evaluation to select the proper rescue strategy.


Eric Luiijf from TNO Defence, Security and Safety, Netherlands, presented an analysis of critical infrastructures situational awareness in emergency management. Empirical evidence from reports about emergencies and disasters in various regions of the world shows that situational awareness and caretaking for CI is a weak spot in emergency management unless the disruption of a CI is the emergency itself.  Examples analysed included: Baltimore tunnel fire, UK 2007 flooding, and a number of Dutch locations where an incident was reported. C3I and emergency management lack situational awareness about critical infrastructure (CI). Common CI in nations include: energy (power, gas, oil), transport (road, rail, air, shipping, pipelines, main ports), water (drinking water, sewerage), food, health services, telecommunications (fixed lines, mobile, broadcasting, internet, satellite, navigation, postal services), and financial services. While emergency response services, police, law enforcement, justice (courts, jails), and armed forces (especially when they have homeland security or disaster response task) are CI that are organized differently in each nation.  Dependency is the relationship between two products/services and various CIs can depend on each other. The CI dependency model needs to be developed, and emergency management has to take these into account. The study developed a model for C3I/EM situational awareness in CI and concluded that it must never be optimistic.


Marina Khokhlova, CEFEY Co., Russia presented the infrastructure developed by the CEFEY Co. company http://www.cefey.ru/cmd/about/ to provide Integrated Information and Functional space (GGG) management as applied to crisis. This development was motivated as a result of the following observations:   


· Crisis is a global phenomenon,


· Traditional approaches are not adequate.  Are the integrated systems appropriate?


· International organizations need to cooperate efficiently,


· Current approaches include:  Integration (requires semantic interoperability), integration of information, lifecycle (technology evolved extremely fast),


· SOA lagging behind the need (inconsistent, redundant, integration, …),


· New IT paradigm (new global Information network, new life cycle, automatic programming, new net centric architecture, open technologies as a collectively developed single model) is required.


The infrastructure developed at the company is based on:


· Net-Web-Graph 


· GGG Network,


· DNA programming,


· Automatic programming,


· New net-centric architecture.


More than 700 projects in Russia use the GGG approach, and examples are listed at http://www.cefey.ru/cmd/products/ 


4.4
Decision Support 


Florence Aligne from Thales Research & Technology, France, presented an analysis in which the information and decision support system is appropriate for crisis management. Analyses performed by the Decision Technologies and Mathematics Laboratories (DTML) are aimed at defining a concept of information and decision support for crisis management. As part of this investigation, first the typology of a crisis, based on the analysis of past crises was developed, then a definition of what an information and decision support system (IDSS) for crisis management can be, using concepts of crisis and crisis management established in the beginning. Crisis cycle (pre-disaster->response->post-disaster) and technologies analyses (duration in terms of spatial scalability and type; nature in terms of intentional, non-intentional; level of uncertainty, etc.) were based on a number of crisis types (terrorist, nature, industrial, sanitary, …).  Personnel involved in crisis were interviewed. Specific aspects addressed in the study included:


· Users aren’t aware of the technological possibility,


· Characteristics of crisis: break-fork-threat-important stake-urgency-degraded situation-difficulty,


· Crisis cycle: crisis management: various analyses activities in each phase,


· Crisis technologies required in IDSS for Crisis management:


· Monitor, visualize, information dispatching, communication, coordination,


· Prevision, anticipation decision,


· Situation Awareness, analysis and understanding,


· Data acquisition, validation and update;


· Mapping crisis criteria to system characteristics (requirements) (e.g. urgency requires speed and efficiency; degraded situation requires robustness).


The study proposed a characterization of an information and decision support system for crisis management in three stages:


· Establishment of  the list of characteristics required by an IDSS for crisis management,


· Observation of disjunction between two concepts of systems: dedicated systems and resistant systems,


· Development of a proposed list of functions that an IDSS has to provide for the crisis management.


Éloi Bossé from DRDC-Valcartier, Canada, presented for Adel Guitouni a Canadian project that demonstrates a time sensitive decision support system for crisis and emergency management. Investigations have been performed as part of the Defence R&D Canada technology demonstration project, Joint Command Decision Support System (JCDS 21), to demonstrate an example of an integrated Decision Support System (DSS) for crisis and emergency management. A large number of critical factors have been analysed as part of this effort, including:


· Complexity of the Crisis management system (multi-jurisdiction, multi-agency, multi-national, etc.,


· Canadian incident response environment includes many organizations,


· Command and Control (C2) functions: operations, planning and intelligence, logistics, finance & administration areas,


· Architecture (currently uses DNDAF framework),


· Complexity of the operational node framework as well as activity mode,


· Collaboration between strategic, operational and tactical layers that are interrelated,


· To design DSS it is necessary to understand the business process,


· The need for a feedback loop to assess whether implementation and unfolding events are in accordance with the Commander’s intent,


· Evaluate crisis on communication quality: ease of communication, timeliness and clarity of communication, impact of coordination.


Main C2 functions include deliberative planning, operations execution, operation planning, and sustainability. Empirical results demonstrating JCDS 21 C2 applications suggest that the technologies and concepts were accepted by end-users and the participants assessed the technologies and concepts to be effective.


Thomas Delavallade of Thales, France, presented a new project aimed at providing support to intelligence analysts through the whole intelligence chain to help perform information evaluation as decision support for counter-terrorism. This is a preliminary study to establish a global information management platform dedicated to open-source intelligence that will be developed during a three-year project funded by the French national research agency. This project gathers key French actors in the field of information management: the computer science laboratory of the Paris 6 University (LIP6), the Jean Nicod Institute, the ONERA, ARISEM, and Thales Research & Technology (including an epidemiologist and philosopher). Besides these industrial and scientific partners, end users belonging to various governmental agencies are also involved. Topics of investigation include:


· Extraction of information, modelling the information, and DSS architecture,


· Open source intelligence that plays an important role against terrorism,


· Information overload, data relevance, value, exploitation,


· Construction of a platform to collect, select and analyze data with ergonomic interfaces,


· Information seriousness, social networks, rumours, disinformation,


· Use of various supervised and non-supervised techniques to extract information,


· Use of STANAG 2511, considering limitations with regard to information source reliability and information truth,


· Measuring the value of the information, integrating temporal constraints, developing convenient Human Computer Interfaces (HCI),


· Assessing information seriousness, monitoring social networks and information trends (rumours, disinformation),


· Perspectives: open architecture, importance of the platform for crisis management and weak signals detection.


Avgoustinos Filippoupolitis of Imperial College, London, UK, presented two emergency response systems for disaster management in buildings, an overall DSS that provides directions to evacuees regarding the best exit route, using decision nodes that are positioned at specific locations inside the building and sensor nodes that provide information related to the hazard, and a second system containing an on-line DSS algorithm using a robotic network, i.e. a network of autonomous robots that move inside a disaster area and establish a wireless network for two-way communication between trapped civilians and an operation centre. 


An evacuation simulation platform and a simulation environment have been developed to model disaster using a graph or collection of graphs. Specifically it uses a graph representation of the building and decision nodes based on distance vector routing that use sensor network and communication between them, converging to the best path to the next available exit. Each actor in the simulation has a personal simulated view of the world.  


The second system is modelled as a robotic network for communication with trapped civilians in the building, finding the optimal location for the robots to locate a maximal number of civilians.  It assumes civilians are in clusters and that each has a communication device ensuring that civilians have access to the base station.  


The on-line DSS is designed to help persons in charge of evacuating the building, by computing the best evacuation path. This system was validated with 20 robots and 20 civilians, compared with a global DSS.  The global DSS is much slower.


4.5
Information Fusion and Sensor Networks 


Georgia Sakellari of Imperial College, London, UK presented an approach to enhance the security of the network entitled Adaptive Resilience of the Cognitive Packet Network in the Presence of Network Worms.


The need for network stability and reliability has led to the growth of autonomic networks that use Quality of Service (QoS) driven approaches to provide more stable and reliable communication.  This will be especially critical in crisis situations. This study analyses Cognitive Packet Network (CPN) for its ability to adapt quickly to varying network conditions and user requirements. CPN uses QoS packets smart packets (SP) with reinforcement learning, using Neural Nets (NN) for discovery, dumb packets carry user data and ACK acknowledgement packets to bring back information from SP and train NN. CPN has a computationally efficient structure and uses reinforcement learning with a specific goal function.


Network worms are malicious self-replicating applications. A node can be infected, infected or immunized and smart nodes are more successful at dealing with the worm attack.


The project developed mechanisms to further improve CPN performance.


Mihai Cristian Florea of Thales Canada presented a jointly developed approach with DRDC-Valcartier to provide crisis management using Dempster Shafer Theory (DST): using dissimilarity measures to characterize source reliability. This research investigates how to improve the process of information combination through the use of DST in a crisis and or emergency situation.  The challenges that are being addressed include:


· There is too much information and how the integration of diverse sources of structured and unstructured information can be automated,


· How does one estimate the reliability of sources and cope with imperfect information, model uncertainty and derive a decision.


The DST allows combining dissimilar and imperfect information, enabling the:


· Use of context to improve the combination process,


· Classification of different dissimilarity measures of between mass functions,


· Modelling and use of different aspects of imperfect information.


· Use of the membership measure based on distance using various distance estimation methods taking reliability and credibility into account in mass,


· Membership degree based on distance (conjunctive dissimilarity),


· Sensor classification from the point of view of 1 sensor or a set of sensors (sensors can be simple, hybrid and complex),


· Classification of the dissimilarity measures between 2 or more BPA (belief functions, also called basic probability assignments),


· Characterisation of sensor reliability and estimation of a relative reliability measure of PBAs in the combination process of similar and dissimilar sensors,


· Implementation of a combination of hybrid sensors.


Erik Blasch from AFRL/RYAA, USA presented a joint study with Canada on information fusion for harbour security through persistent surveillance. This work leveraged the results of analyses performed at a NATO Advanced Research Workshop on application of information fusion for harbour security, and explores some emerging persistent surveillance techniques that could support crisis preparedness and response for a harbour environment. Specifically it proposes that layered sensing is valuable for persistent surveillance through the estimation of:


· The aerial picture,


· Ships, environments, terrain,


· Change detection,


· Environmental data,


and by


· Building indications of warning, and


· Monitoring areal activity.


Together, the combined use of data to support information would help port security and disaster response personnel to deal with emergencies and crisis response.


Michael Rabbat from McGill University, Canada, presented fusion and inference in surveillance networks. The work is sponsored by MITACS (Mathematics of Information Technology and Complex Systems), a Canadian Research Network, and supported by DRDC-Valcartier and a number of Canadian industries. The testbed simulates a network and sensors (LIDAR, GPS, RF signal strength...) and demonstrates distributed information extraction and fusion, including:


· Sensor camera management and control,


· Decentralized particle filters for multi-target tracking,


· Fusion and anomaly detection,


· Gossip algorithms for distributed inference,


· Multi-tier multi-modal surveillance networks.


The information is combined through decentralized particle filters for multi-target tracking and gossip algorithms for distributed inference. A leader node particle filter approach is selected. In the leader node particle filter, a single node in the network (the leader node) is responsible for tracking an object, but that node changes over time as the position of the target changes. The leader node executes a particle filter based on the measurements it collects from a set of neighbouring sensor nodes. 


The testbed is planned to evolve into an integrated, scalable surveillance network and inference engine with a hierarchical architecture with many low-power nodes reporting locally to cluster-head nodes that perform the majority of the decentralized processing. This architecture will consist of multiple tiers, with each tier consisting of surveillance nodes with different sensing and processor capabilities. 


5.
The expert answer-question monologues


Six experts in the audience: James Llinas (USA), Eric Blasch (USA), J. Tan (Singapore), Allen Cullen (UK), Gil Ariely (Israel), Col. R.F. Boots (NLD) and Elisa Shahbazian (CAN) –TER were asked to answer 2 questions:


1. Could you identify important issues or aspects missing,


2. Recommendations for future events.


 A summary of combined responses and recommendations is provided below.


5.1
Important Issues or Aspects


· Most papers presented have been on Why and What. There are not many on How?


· Most papers described support functions (resource management/situational awareness), and need proactive decision support,


· Need papers on test and evaluation methods. How do we know a crisis management system works? 


· Clearer definition of disaster, what is the response (fast, complete),


· Using geographic and geospatial information for decision support,


· Known threats are easy, what about unknown threats; Randomness, how to track people around the world,


· What is crisis management? (Historical view); trends and emerging discussions (i.e. uncertainty),


· Better definition of the problem space: ‘what is a crisis’ e.g. man-made and/or natural crisis; partition the problem.


· Standards for decision support (vs. information standards, common data sets or benchmarks, and common metrics); make more relations to NATO papers and documents,


· The IST-086 was mainly focused on the technology (IST focus is technology) aspect of crisis, emergency and consequence management, while the process and organization aspects were only slightly mentioned by a few presenters.


5.2
Recommendations for Future Events


· It is recommended to identity this group and the research focus as an on-going “forum”,


· Analyse the physical design of the organic crisis management system for deployment,


· Need some more bottom-up analysis; Innovation solutions for disaster,


· Bring together teams involved in similar work and help joint advancement,


· Investigate the scalability of information and dynamic information models,


· Organize specialized activities (techniques for enabling innovation),


· Invite an inter-domain inter-jurisdictional event with “users of the technologies” and technologists,


· Need implications of culture (across nations and within nations), cross-cultural,


· Need demos, more multinational topics maybe using a common data set and common metrics.


6.
BEST PAPER AWARD


The three papers were chosen by the evaluation committee.  These papers are listed in the order of their ranking:


1. Paper no. 15: Emergency Response Systems for Disaster Management in Buildings by Avgoustinos Filippoupolitis, Georgios Loukas, Stelios Timotheou, Nikolaos Dimakis and Erol Gelenbe, imperial college, Great Britain.

2. Paper no. 6: Knowledge Mapping in Emergency Operations by Régine Lecocq, DRDC-Valcartier, Canada.


3. Paper no. 12: Which Information and Decision Support System for Crisis Management? by Florence Aligne, Thales research & technology, France.


7.
some other impressions


At the end of the workshop, all participants were asked to fill evaluation forms. Briefly summarising these forms, the following observations should be noted:


· The participants' overall scaling of the value of the workshop were mostly Significant (81-90/100) with also a few Extremely Significant evaluations,


· Almost every paper had at least one participant that had identified it as the best paper. The distribution appeared to be very even, leading to the observation that on the whole the symposium had attracted a very valuable list of experts with significant contributions in crisis/emergency management,


· There were very few people that identified a paper in the worst paper category.


The symposium had a very good mix of participant from all domains of technology research, including government research organizations, industry and academia. 


As shown above, there are numerous avenues of research and numerous joint activities that will help the community closer in being able to improve the ability of joint, multinational, multi-jurisdictional crisis and emergency and consequence management.


8.
overall evaluation and recommendation


The overall topic of the symposium is extremely broad and within a 2-day discussion it is difficult to cover every aspect of it. However, the symposium provided a very good opportunity to exchange ideas, identify issues, learn about work performed on the topic internationally, and create new alliances.  


Not all technologies necessary to providing decision support for crisis, emergency and consequence management were covered by the presentations. However, considering the breadth of the pertinent technologies it is realistic that more than one such symposium is required to cover them.


Overall decision support in any context is achieved through an in-depth analysis of three important interrelated aspects, namely Process, Organization and Technology. Being an IST event, this symposium focused on technology. However, it is necessary to observe that it is difficult for technology experts to gain full appreciation for the legal, procedural, operations, psychological and inter-jurisdictional aspects of the application of the technology being developed. In much the same way, the user community may not appreciate the value of technology for enhancing operational performance.


It would be very beneficial to organise an inter-domain inter-jurisdictional event with “users of the technologies”, domain personnel from many agencies and organizations responsible for providing crisis, emergency and consequence management, together with technology experts to help technologists better appreciate process and organizational aspects, and to help users develop a better understanding of how technologies can enhance their ability to provide crisis, emergency and consequence management.
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ABSTRACT 


Responding to a crisis generated by large-scale emergencies caused by terrorism we should ask ourselves 
what are the population’s perceptions of the terrorism, of the terrorism acts and of the defense against 
terrorism as it is defined, conceptualized and promoted by NATO. From NATO’s perspective, this 
perception is trying to be organized and, shaped by employing a variety of instruments, mainly now under 
the Strategic Communication umbrella. What we have now is a NATO information strategy, which is 
communicating strategies (for different operations) rather than strategic communications on the defense 
against terrorism initiative as a hole. New organizational bodies were elevated in order to better 
coordinate the communication activities. So, we have now a full Media Operations Centre (MOC) at the 
PDD level and a “Master Narrative” for ISAF mission. We have also a video blog of the NATO 
Spokesman, a NATO TV channel (internet based), RSS and podcast... 


1.0 INTRODUCTION 


The War on Terrorism is not a war in the traditional sense, but a mixture of kinetic warfare and a war of 
and sometimes about ideas and ideals. Contemporary terrorism is a complex phenomenon involving a 
range of non-state actors linked in networked organizations. Those organizations (one of the best-known 
example is al-Qaeda) are operating as transnational networks within a galaxy of like-minded networks. All 
these entities pose security threats to nation states as well as to the collective regional/global security. 
Within the frame of ours democratic way of life, we have had to pass from securing territory to securing 
values [1] of course with all the implications further developed. Frankly speaking, or coming down from 
this theoretical level to a more real life one, we have to deal with the fact that those mentioned values 
could means institutions, educational processes and related practices, as well as a certain way of thinking 
and doing business (stressing the first idea either way). And this is to mention only a very small part of the 
implied issues of the securing values philosophy.   


Almost all the analysis made by now on the defense and security field singled out the fact that in the future 
ethnic, religious, economic, social, and environmental strains will continue to cause instability and raise 
the potential for violence. Using the technologies available on the global market, different players masters 
already regional, national and probably worldwide (levels of) influence. 


From 2001 to at least 2008, the war on terror has become a meta-narrative for a big number of national 
security related issues, whatever the country may be. Governments, media and independent players started 
to link sometimes very different themes in this generic and handy frame, because it is more logical and, 
finally, less expensive in term of resources spent to convey a new message. On the other hand, public 
opinion has started to understand and to operate with new terminologies and categories in order to deal 
with day-to-day challenges. However, this is a two way game to be played. In addition, the terrorist 
organizations took advantage of this meta-narrative construction. 
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The information revolution is changing the extent to which communication can reach audiences and 
eventually modify their information, attitudes and behaviors. This changing environment has implications 
for the media, for citizens and governments. Perhaps most importantly it reduces the ability of national 
governments to define events for their citizens. The consequence of a more transparent and public 
environment is to force governments to engage with the media and publics to tell their story. What the 
effects of this will be would vary from case to case (and from country to country) but it can only increase 
the interpenetration of war, politics/governance and the media. 


Responding to a crises situation generated by large-scale emergencies caused by terrorism we should ask 
ourselves what are the population’s perceptions of the terrorism, of the terrorism acts and of the defence 
against terrorism defined, conceptualized and promoted by NATO. From NATO’s perspective, this 
perception shall be organized and shaped by employing a variety of instruments, some of them now under 
the Strategic Communication umbrella. Nevertheless, we have to ask ourselves if we do recognize the 
same narrative in the defence against terrorism. Therefore, we have a NATO information strategy, which, 
as I will underline later on, is merely communicating strategies (for different operations) than strategic 
communications on the defence against terrorism initiative as a hole. We’ve been also exposed to different 
national strategies designed to inform us about the danger of terrorist activities and the measures taken by 
our governments, and we have the mainstream media (international and national) with their perspective. 
Above all, we have our experiences in relating with terrorism – if we experienced in our countries terrorist 
attacks than we will have a certain understanding, which is slightly different from ones inexperienced in 
this kind of aggression on its intimate sense of security.  


 The expansion of the number of news outlets over the past ten or so years ensures that military action is 
accompanied by massive and continuous media coverage and commentaries, sometimes even driving the 
storytelling in a very bizarre way. Such an approach suggests that the impact of media developments on 
the conduct of military operations could be more serious than is normally suggested (at the political and 
academic field for sure) at least at the policy and strategic communication level. Moreover, if we are to 
discuss about communicating operations, all the military efforts shall be seen in a different perspective.  


The public relies on the media to track events, thus creating a context for future actions and judgments, 
trusting them to provide a complete picture when that is not possible for different individuals or even 
communities. Media goals of speed and scooping other outlets are in direct conflict, at first sight, with 
public use, need for accuracy and balanced reporting. What we see is story shortening, simplification, and 
the use of attention grabbing techniques to draw and retain as much time as possible audience interest. In a 
day-to-day life, newspapers, radio, televisions and Internet based news providers do not necessarily tell the 
public what to think, but determine the relative importance of different issues, setting the agenda of issues 
and themes, and finally suggesting the public how to think about them, about their relative importance. So, 
the media does not tell the people what to think, just what to think about, and what details could be more 
important in defining a situation [2].  


We are facing today highly developed technology and integrated communication strategies. But how to 
apply all these connective concepts to a military driven strategic communication campaign? For instance, 
in a social media environment, we have to act and react in a world without interruption, where the 
information needed to make an informed choice/decision is readily available. You cannot stop your public 
and ask for special attention to deliver your message. It simply does not work. We (as a military or as 
NATO) are not the only communicators, and for sure, not for granted the most trusted ones. So far, our 
way of doing businesses in this field was mainly trying to continuously exerting and consolidating control 
over the message (PSYOPS, IO, PR/ PA, Strat Comm).  We are facing a huge fragmentation in traditional 
media channels, sometimes very difficult to be mapped – therefore, when they agree and amplify our 
messages it’s wonderful, because we have a coherent chorus, or an “echo chamber”. But when they didn’t 
do this and remix, restate or republish their version we are facing the reality that things can get ugly very 
fast. I think we have to manage what it’s known as the paradox between giving up (to some degree) 


NATO’s Strategic Communication in Combating Terrorism  


1 - 2 RTO-MP-IST-086 


 


 







control (because, in this case, you cannot control conversation that aren’t yours) and simultaneously 
gaining influence by becoming member in the communities that matters to us (or building communities). 
Mistrust and avoidance are predictable endpoints for messages and campaign methods that fail to respect 
the common understanding of the so call common place of the mass-communication practices in today’s 
environments. What it’s strange to me is the fact that we, as a huge and very bureaucratic organization 
(but with good records on transforming itself really fast) only started to adapt our means and messages to 
Web 2.0 “stuffs” (a lot of papers were published last year for instance). It’s a first step, but we have been 
better start to discuss and ask (already) how to integrate the new coming Web 3.0 “stuffs” into our 
strategies and practices.  


2.0 NATO’S DEFENSE AGAINST TERRORISM INITIATIVE AND ACTIONS 


 
After the end of the cold war, as no nation-state was really threatening NATO countries, NATO’s new 
objective dealt mainly with the spread of such key values as liberty, freedom and democracy. At the 
NATO Prague Summit in 2002, the Alliance agreed on the Military Concept for Defence Against 
Terrorism. The main elements of NATO’s fight against terrorism are antiterrorist operations, military 
reform and strengthening capabilities, strengthening cooperation with NATO member, Partner and 
Dialogue countries, and working together with other international organizations such as the EU, the UN 
and the Organization for Security and Cooperation in Europe. The defence against terrorism became the 
corner stone of many of NATO activities, ranging from intelligence cooperation to civil emergency 
planning. 


On 2nd of April 2004, the North Atlantic Council issued a Declaration on Terrorism which called for an 
enhanced set of counterterrorism measures: improved intelligence sharing between Allies (a better use of 
the NATO Terrorist Threat Intelligence Unit); enhanced response to national requests for NATO support 
(including through the Euro-Atlantic Disaster Response Coordination Centre); enhancing capabilities to 
defend against terrorist attacks; maintain the contribution of Operation Active Endeavour; enhance 
NATO’s cooperation with Partners and the Mediterranean Dialogue countries, through the implementation 
of the Partnership Action Plan against Terrorism. The Partnership Action Plan against Terrorism is the 
first issue-specific initiative for practical co-operation involving Allies and interested Partners.[3,4] 


In 2004, at Istanbul Summit, NATO leaders reaffirmed their support for the defense against terrorism 
initiative, and in 2006 at the Riga Summit was endorsed the Comprehensive Political Guidance.[5,6] The 
document addressed NATO’s Defence Against Terrorism initiatives and set out the priorities for Alliance 
capability issues, planning and intelligence. One of the requirements was to better adjust the NATO 
military and political planning procedures with a view to enhancing civil-military interface. NATO’s 
policy of partnerships, dialogue, and cooperation will be constantly developed to foster strong 
relationships with countries of the Euro-Atlantic Partnership Council (EAPC), the Mediterranean Dialogue 
(MD), and the Istanbul Cooperation Initiative (ICI), as well as with Contact Countries. Aside from the 
imperative, to improve the NATO-EU strategic partnership in order to avoid unnecessary duplication and 
achieve greater efficiency, a very important idea was stressed. The message is that the Alliance will 
continue to support the promotion of common values, reform, and dialogue among different peoples and 
cultures. These make perfect sense been derived strait from NATO’s ethos.  In this regard, was mentioned 
the “Alliance of Civilizations” initiative, launched by the UN Secretary General.[7]  This sign of looking 
for “togetherness” and fully supporting UN initiatives in this field it’s very important and, in my opinion, 
in the long run could be also very effective.  


Bucharest NATO Summit (2008) and Strasbourg/Kehl NATO Summit (2009) further developed and 
refined the NATO approach on defence against terrorism.[8,9] At the Bucharest Summit, strategic 
communications was mentioned as one very important element of the NATO’s defence against terrorism 
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activities. Although strategic communications was not (yet) defined as a key capability, its growing 
importance has been reiterated at the NATO Summit in 2009, because “Strategic communications are an 
integral part of our efforts to achieve the Alliance’s political and military objectives”. The efforts made to 
better integrate the NATO’s defence against terrorism approach into the international general efforts made 
under UN or other organizations initiatives were very clear. In this regard, the [10] and the NATO-EU 
Capability Group, were integrated as important pieces in the effort made for the full implementation of 
relevant United Nations Security Council resolutions (UNSCR), in particular UNSCR 1373, UNSCR 
1540, as well as of the United Nations Global Counter-Terrorism Strategy.[11]  


2.1 NATO operations within the frame of defence against terrorism initiative 
Under defence against terrorism “umbrella”, NATO conducted different operations. From October 2001 to 
May 2002, NATO deployed Airborne Warning and Control Systems (AWACS) to protect US homeland 
during the Operation Eagle Assist. In October 2001, the maritime Operation Active Endeavour started in 
the Mediterranean Sea to detect, deter, defend and protect against terrorist activity. Over the years, 
Operation Active Endeavour has evolved, both in mission requirements and in participants number, 
attracting Partner countries and becoming an information and intelligence-based operation. In August 
2003, NATO took command of the International Security Assistance Force (ISAF) in Afghanistan, 
considering that here is one of the key fronts in fight against terrorism. ISAF’s mandate has evolved 
progressively, as well as the missions and manning. Now ISAF’s total strength is approx 58,390 
personnel, with 42 Troop Contributing Nations. NATO-lead peacekeeping forces in the Balkans (Bosnia 
and Herzegovina- SFOR and Kosovo – KFOR) have conducted missions against terrorist groups linked to 
al-Qaida network. On request NATO provided security for major events: the Euro 2004 football 
Championships, the football World Coup in Germany in 2005, 2004 Athens Olympic and  Paralympics 
Games, NATO and EU summits.  


3.0 INFLUENCE ACTIVITIES IN THE DEFENSE AGAINST TERRORISM 


 
Many of our strategies or national strategies for fighting/combating terrorism points out the fact that, in the 
long run, winning the War on Terror means winning the battle of ideas. On the other hand, in his oft-cited 
letter to Zarqawi in July 2005, Zawahiri explained that “we are in a battle, and that more than half of this 
battle is taking place in the battlefield of the media” and that the jihadi movement is “in a race for the 
hearts and minds of our Umma.” So, they have put a major emphasis on propaganda, or what the 
leadership generally refers to as the “media war”, and we as a domain of influence activities (name it 
Information Operations - INFO OPS, Psychological Operations/PSYOPS, Public Affairs/Public Relations 
(PA/PR), Public Diplomacy/PD, Cultural Diplomacy/CD and so on). [12] 


In our way of doing businesses, in the military I mean, strategic communication it’s used as a tool for 
reaching some effects in order to support a certain policy. However, the military decision cycle it’s 
everything but media logic driven. Facing with new threats and challenges, nations developed national 
strategies for combating terrorism, and, subsequently, information associated strategies. Coalition 
developed also this kind of strategies. In fact, what we see now is a chorus composed of many voices 
trying to send one unified message. Is it possible to have a unified message? 


In a coalition, in an operation (one might name NATO operation in Afghanistan) things would get a little 
bit more different. We will have a lead nation Strategic Communication Plan, an Information Strategy of 
nation B for instance, a communication Strategy of nation C, a NATO Information Strategy (because 
NATO is involved), a UN Information Strategy (if UN is involved) and, of course, an IO Information 
strategy (let’s say ICRC one). As we can see there are many, all of them trying to fit in the so call 
Coalition Information Strategy. Usually the Coalition member states succeed to agree on a common 
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strategy. Things get complicated at the national level. Here, public information is a national, not collective 
responsibility, which means that agreed upon master messages and themes may not reach all the domestic 
target audiences with regard to the main topics. For GWOT for example, or different operations under this 
umbrella, this may be quite challenging in trying to get a common understanding of the operation or 
common endeavor. 


Nowadays it’s common to say that information is power, and using the information in order to influence 
attitudes and behaviors of a desired target audience it’s a must in contemporary military operations. To 
meet all these requirements, military has developed different structures, endorsed by policies, doctrines, 
tactics and procedures. We are talking about information operations (INFO OPS), psychological 
operations (PSYOPS) and public affairs (PA). In addition, now we are talking about strategic 
communication. 


In almost all the definitions, PSYOPS is defined as planned operations to convey selected information and 
indicators to foreign audiences to influence their emotions, motives, objective reasoning and ultimately the 
behavior of foreign governments, organizations, groups and individuals. Summarizing, it’s about changing 
attitudes and behaviors by disseminating information.  


Information operations in turn are defined as a military function to provide advice and coordination of 
military information activities in order to create desired effects on the will, understanding and capability of 
adversaries, potential adversaries and other approved parties in support of Alliance mission objectives 
(NATO definition). It’s an “Integrating Strategy” to influence ‘Will’, ‘Capability’ and “Understanding” of 
key decision-makers&audiences. It is principally directed at adversary but not solely. The main focus is on 
the decision makers and decision making process, in order to influence the attitudes and change 
behaviours. The development of the NATO INFO OPS doctrine and after that, the evolution of this 
concept, was not at all very smooth. For instance, one study group found out, that between 1998 to 2005 
as much as 20 current and evolving INFO OPS concepts, policies and doctrine documents, were used on 
this topic. I would argue that from 2005 on the dynamics were at least the same, if not more. We’ve had, 
for sure, a certain degree of commonalities and differences between the approaches to INFO OPS in 
NATO and nations. However, there is agreement among all of the reviewed documents that INFO OPS 
serve a coordinating or integrating function. Having said that, would make sense to find information 
operations as an important capability employed in the effects-based approach to operations.[13] In today’s 
operational environment, the Combined Joint Psychological Operations Task Force (CJPOTF) and INFO 
OPS structures, together with the Joint Public Affairs Support Elements (JPASE) usually supports Joint 
Task Force commanders in dealing with the requirements of strategic communication. 


Media Operations are activities developed to ensure timely, accurate and effective provision of Public 
Information (PI) and implementation of Public Relations (PR) policy within the operational environment, 
of course whilst maintaining Operational Security (OPSEC). Public Information is defined as information, 
which is released or published for the primary purpose of keeping the public fully informed, thereby 
gaining their understanding and support.[14] The main objectiv is to provide accurate and timely 
information in order to the public opinion to facilitate informed decisions.   


Talking about influence operations, another term was used, in an attempt to better integrate all the major 
players in the information domain. The term was perception management, used mainly by the US military 
comunity. Perception management is defined as actions to convey and/or deny selected information and 
indicators to foreign audiences to influence their emotions, motives and objective reasoning; and to 
intelligence systems and leaders at all levels to influence official estimates, ultimately resulting in foreign 
behaviors and official actions favorable to the originator’s objectives. In various ways, perception 
management combines truth projection, operations security, cover, deception, and psychological 
operations.[15]  
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 The public diplomacy was reevaluated and rejuvenated.  Public Diplomacy (PD) is understood as the 
promotion of national interests through efforts to inform, engage, listen to and influence foreign publics…. 
PD seeks to communicate (directly) with foreign citizens worldwide with the aim of supporting the 
achievement of national objectives and building up a sustained support and understanding of the 
originators efforts within the audience. PD deals with the influence of public attitudes on the formation 
and execution of foreign policies. More detailed, it encompasses dimensions of international relations 
beyond traditional diplomacy, the cultivation by governments of public opinion in other countries, the 
interaction of private groups and interests in one country with those of another and the processes of inter-
cultural communications. “Traditional public diplomacy has been about governments talking to global 
publics (G2P), and includes those efforts to inform, influence, and engage those publics in support of 
national objectives and foreign policies. More recently, public diplomacy involves the way in which both 
government and private individuals and groups influence directly and indirectly those public attitudes and 
opinions that bear directly on another government’s foreign policy decisions (P2P).” [16]    


The NATO understanding of Public diplomacy is the totality of measures and means to inform, 
communicate and cooperate with a broad range of target audiences world-wide, with the aim to raise the 
level of awareness and understanding about NATO, promoting its policies and activities, thereby fostering 
support for the Alliance and developing trust and confidence in it. [17]  


We have so far the military perspective and the civilian one. Both of them shall be linked up under a more 
comprehensive approach, namely strategic communication concept. On the US perspective for instance, 
strategic communication is defined as „a variety of instruments used to understand global attitudes and 
cultures, engage in a dialog of ideas betwen people and institutions, adivise policy makers, diplomats and 
military leaders on the public opinion implications of policy choices, and influence attitudes and behaviors 
through communications strategies”.[18] There are some developments in this field in the US, in 2006, 
2007 and 2008. So, in the proposed ‘‘Strategic Communications Act of 2008’’ (never approved or 
debated) strategic communications means engaging foreign audiences through coordinated and truthful 
communications programs that create, preserve, or strengthen conditions favourable to the advancement of 
the national interests of the United States.[19] As mentioned in those documents, a strategic 
communication strategy should clearly link national interests and objectives with themes and messages 
that will guide all strategies of influence developed by various governamental bodies.  


The effects of strategic communication might include inform, persuade, influence, disseminate, legitimize 
and build attitudes, behaviors and so on. The effectiveness depend on the ability to communicate 
effectively and engaging with many different audiences, including adversaries, friends, coallition partners, 
and domestic audiences. The effect shall be measured in terms of  shifts in behaviour and attitude. It will 
be indeed very difficult to accept to plan and after that, to conduct a campaign to change a certain attitude 
or behaviour of friend, coalition partners or domestic audiences. From a planner perspective it’s almost a 
nightmare. It’s very difficult to find a policy regulating this field. However, we don’t have to forget that 
how one perceives and measures progress is central to formulating and implementing a strategy. The 
perception of progress has a major impact on establishing priorities and allocating resources. The 
parameters used to measure progress can also set the framework for measurement of failures. 


One of the best examples of creating and experimenting in collaborative way new approaches is the 
Multinational Experiment (MNE) series. [20] The Multinational Experiment campaign began in 2001 to 
develop better ways to plan and conduct coalition operations. While the United States is the overall lead 
for the experiment, coalition partners lead in exploring focus areas and special areas of interest. Principal 
focus areas include: Strategic Interagency Multinational Planning (led by France); Cooperative 
Implementation Planning (led by the United Kingdom); Cooperative Implementation Management and 
Evaluation (led by the United States); Knowledge Development (led by Germany); Information Exchange 
Architecture and Technology (led by Sweden); Shared Information Framework and Technology (led by 
Finland); Coalition Information Strategy/Information Operations (led by Germany); Effects-Based 
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Approach to Multinational Operations Concept of Operations (led by NATO); Logistics (led by the United 
States). Apart of the advantages of working together in a collaborative manner, these projects succeed to 
initiate the paradigm shift from control to support in terms of the military's role in stability operations. 
MNE 6 (in-progress now) involves 16 nations and NATO's Allied Transformation Command (ACT). The 
goal is to improve coalition capabilities to counter actions of irregular adversaries and other non-state 
actors, focusing on synchronizing efforts and better assisting host nations, developing and implementing a 
shared information strategy, assessing campaign progress and success, and gaining shared situational 
understanding. I think that, in the line of ACO’s understanding of strategic communications, this concept 
will find its place within the collaborative experimental design.  


When INFO OPS and Public Affairs were very close to be integrated under the same umbrella, the results 
were at least debatable.  The most discussed examples came from the US. In the US, since 2001, there 
have been two major incidents involving the blurring of the distinction between INFO OPS and Public 
Affairs. The first incident was the closure of the “Office of Strategic Influence” (OSI). OSI was a 
Department of Defense (DoD) initiative begun shortly after the 11 September 2001. The intent was to 
shape the perceptions of foreign audiences. Some reports pointed out the fact that OSI would even use 
disinformation to shape the target audiences’ perceptions. Shortly after, the Pentagon closed the OSI in the 
midst of concern that disinformation from the OSI would eventually by picked up by US media outlets 
and then the disinformation would reach a US audience.[21] The second incident involving the blurring of 
lines between IO and PA started in 2005, when the LA Times published an article claiming that DoD 
contractors from the Lincoln Group were actually paying Iraqi newspapers to publish pre-written pro-US 
articles in their papers. In both incidents, the media was very critical because it claimed that those actions 
were damaging the perception that media was an impartial presenter of the news. Not to mention the 
potential violations of US laws by using the media to influence US audiences. [22] Following those 
incidents, in January 2005, the Public Relations Society of America (PRSA), issued a Professional 
Standards Advisory (PSA) that provided the following guidance:  “…to reduce the confusion inherent in 
wartime communication, there must be a firewall separation between IO and PA and a mechanism based 
on disclosure, exposure and public discussion to reestablish a basis of truth and trust when situations of 
honesty, clarity and truthfulness have been breached. Coordination between PA and IO is essential to 
maintain the firewall”. [23]    


Sometimes commanders would use PA strictly to communicate to the national and international press and 
PSYOPS to communicate with local press within the respective theatre of operations. Thus, we will have a 
slightly different messaging, although we may recognize the same themes. Due to the development in the 
media landscape and the broad access to the information disseminated, soon the indigenous press will 
demand commanders treated them the same those commanders treated the international press 


4.0 STRATEGIC COMMUNICATIONS IN THE DEFENSE AGAINST 
TERRORISM 


During our operations and deployments, we will always be watched by the world through mainstream 
media lens. Our efforts will be observed, commented upon and, most probably, selectively portrayed to 
and by the world audience through the media (old and new altogether). The perceptions created by our 
operations will result in changes to local or regional realities that may, in turn, affect our in progress 
missions. We know that information is a powerful component of battlespace shaping, because the 
perceptions that our actions create matters a lot. 


One of the overused today’s paradigm in strategic communication is to go for centralizing and more 
tightly controlling the message. This way, what was largely a decentralized field directed communication 
effort merged in a more centrally coordinated one, with message activities controlled by the “home” or 
”strategic office.” What we see now is a huge effort put in disseminating (carefully) coordinated issue’s 
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positions and talking points into a group of sympathetic media outlets with the aim of creating a so call 
“echo chamber” that could repeat the message through a large number of channels, for a long period. On 
the other hand, we have established a coherent framework for imposing message discipline on the upper 
government’s level, with different departments and agencies implementing the communication strategies. 
Usually we employ “interagency communication team” with members from the relevant bodies whose job 
is to “coordinate message points”. By doing this, would make sense in the planning phase and after that in 
the evaluation one to consider communicators, mediums and messages as independent components. If they 
are independent, than much easier could be optimized individually. Current control-oriented strategies 
attempt to eliminate potential interaction between messages. But suppose we accept the idea that messages 
will interact no matter what we do. Then we have to begin thinking about how this interaction might be 
managed to our advantage. 


At the national level, a general national information strategy was framed to employ a military component 
(MEDIA OPS, CIMIC, PSYOPS, INFO OPS, DEFENSE DIPLOMACY) and a civilian one (Public 
Diplomacy, Public Affairs, Diplomatic Activity) in the fight against terrorism. All will work together in 
order to foster a synergetic effect on respective target audiences.   


In an effort to cope with today challenges, NATO developed a new policy on Public Information, 
changing its name and concept to Public Affairs and trying to better integrate this functional area into the 
operations and operational planning process. NATO military PA is seen now as a function responsible to 
promote NATO’s military aims and objectives to audiences, in order to enhance awareness and 
understanding of military aspects of the Alliance. But unfortunately, the institutional memory on 
conducting public affairs (public information) in our countries but also in NATO, tells us that so far we’ve 
had more emphasis on media facilitation and a tendency to avoid the so call “advocacy”, which means 
interaction and influence (different from the inform effects requirements in the first paradigm). In the 
same time, new organizational bodies were elevated in order to better coordinate the communication 
activities. So, we have now a full Media Operations Centre (MOC) at the PDD level and a “Master 
Narrative” for ISAF mission. We have also a videoblog of the NATO Spokesman, a NATO TV channel 
(internet based), RSS and podcast.  


It’s very difficult for the military training facilities to adequately portray the information environment, 
which would allow the commander to analyze and understand the information environment. How many 
commanders would have today a realistic approach in integrating the strategic communications to achieve 
success in such complex environment? For the commander, the capability to go from achieving 
information superiority (and dominate the information environment) to dominate the operational 
environment is paramount. Ones inability to visualize the information environment meant the 
impossibility to articulate priorities for shaping the overall operational environment through the 
information one. 


So far, the military were trained to address the external communications activities in a very straight 
approach – the communication was mediated through some in place arrangement under different SOPs, 
based on well defined rules (see for instance the UK Green Book to mention only one type).[24] 
Therefore, there is a “safe distance” enough to buy some time to process the information and to react to 
the media queries applying the procedure. Strategic communications will probably change this. Media 
real-time realities will change our SOPs, policies and doctrines. We have seen already important 
developments in implementing the requirement to build up a real cultural competency of our military 
people, at least for the theatre of operations in which they will act. Within the strategic communications 
framework, however, we must address, in addition, the cultural competence of our militaries in relation to 
domestic audiences. Moreover, I expect this will fuse a spirited debate within our societies. 


At the strategic level, strategic communications should be included in the myriad activities directed by the 
upper level of political-military command. From this level down, an effective execution of the plan will 
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require a high degree of coordination between all involved military, government (national ones??), IOs 
and NGOs. Nevertheless, we need to pay attention to a myriad of details. For instance, like it or not, the 
argument that democracy is un-Islamic because it places human-made law above divine law resonates 
across much of the Muslim world. In time, some of ours counter-arguments may gain more visibility, but 
they have yet to do so. Our governments would be better work to avoid creating the perception that they 
are trying to convert peoples into something they do not necessarily want to become… Discussing now 
about framing and narratives I sincerely believe we can do a better job in avoiding overemphasize 
religiously charged phrase (in this context) like “democracy” or “secularism.” 


Let us take few moments to comment on NATO strategic communications initiatives in general, and to 
have a closer look on the defense against terrorism one. As a first comment, one could say that we have 
some initiatives aimed to obtain a better degree of integration and synchronization of the communications 
activities. At least at the INFO OPS, PSYOPS and PA level, we do have a lot of agreed upon in place 
arrangements, backed up by policies, doctrines and SOPs.  From the military perspective, what was 
already defined, planned and used as an activity to support the commander in accomplishing its mission 
it’s more or less synchronized. At different levels, all those functional areas would use different 
procedures and different tools to address their audiences. Of course, this field it’s very dynamic, and the 
approaches, definitions, policies and doctrines changed every two or three years at least. We have to take 
into account national perspectives and susceptibilities on this, as well as the different levels of support 
given to the influence dimension in each NATO country due to financial, history or pure political reasons. 
Therefore, our first tool to synchronize those actions would be the operational planning process (OPP) 
itself, meaning a better integration into the OPP.   


We see that important steps on implementing strategic communications requirements are in development 
now. I would have expected to find a coherent and robust NATO narrative on the defense against 
terrorism initiative. That means a clear identity, topics and issues, a community having or living on the 
same understanding of the actions taken so far by NATO. What we do have is a basket of slightly different 
messages being sent either in conjunction of NATO missions under this initiative or, in support of 
capabilities and policies requirements in development. Indeed, we have a pretty strong identity of ISAF 
and Active Endeavour as NATO missions, not necessarily as NATO mission under the defense against 
terrorism approach. At least for ISAF, from this perspective, Media Operations Centre and the NATO TV 
channel are doing an excellent job. However, I think it needs more than that. Because, all those many very 
important actions done so far by NATO in defense against terrorism would be better understood within a 
coherent narrative, delivered by NATO as it is. Now, we as a target audience, are trying to do the puzzle, 
putting all the pieces together. We may not have all the same result, and is likely to have different contexts 
to integrate the resulted narrative to be used in future message decoding actions. Not to mention about the 
dream to have a slightly common narrative used by NATO nationals when referring to those NATO 
missions as being an important part of NATO’s engagement in the fight against terror.    


Engaging, from the strategic communications perspective should not means only preaching on something. 
This meant for a couple of years within the military community when talking about influence activities. 
May be worthwhile to consider engaging also as interaction, as communication through building relations, 
by listening and speaking, delivering messages.   


It seems that NATO’s approach to strategic communications it’s within the logic of the influence model 
only. It’s almost mirroring some of the INFO OPS core concepts. I would say that in NATO, strategic 
communications is wearing combat buts, doing combat related missions and being planned as a combat 
mission. If we are going to enlarge this concept and to adapt it to nowadays realities, having in mind only 
the comprehensive approach (CA) and effects based approach (EBAO), as it is understood by many today, 
would be suitable to deal with all the challenges. For instance, within the effects based approach to 
operations the redefined definitions on effects (having in mind the fact that one category of effects is on 
the cognitive domain), end states, objectives and actions might require a very high degree of sophistication 
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of the planning tools used to integrate strategic communications into the OPP. We will talk about 
measures of effectiveness for effects and measures of progress for actions. Not to mention that EBAO tries 
to synchronize all force capabilities.  


How effective is NATO’s strategic communication strategy in our defence against terrorism? At the 
national level (for every NATO member state), a general national information strategy was framed to 
employ a military component (MEDIA OPS/PA, CIMIC, PSYOPS, INFO OPS, DEFENSE 
DIPLOMACY) and a civilian one (Public Diplomacy, Public Affairs, Diplomatic Activity and so on). All 
should work together in order to foster a synergetic effect on respective target audiences. At least this is 
the plan. Let us see what was done at the NATO level. We do have some in place structures (a Strategic 
Communications Branch/Allied Command Operations, Information and Influence Branches at the Joint 
Force Command HQs, Media Operations Centre/Public Diplomacy Division at NATO HQ…). We have 
also new policies developed mentioning/defining strategic communications (MC 0422/3 on Information 
Operations, MC 0402/1 on Psychological Operations, MC 0475/1 on Public Affairs), but so far no official 
NATO definition of “strategic communications” has been agreed upon. Strategic communications was not 
identified as one of the essential capabilities needed to successful implement this NATO Defence Against 
Terrorism initiative, although some initiatives were made: e.g. Action Plan on NATO’s Strategic 
Communications (but focused mainly on ISAF mission) and some work on enhancing NATO’s Strategic 
Communications. [25] In this document, NATO Strategic Communication definition is: in concert with 
other political and military actions, to advance NATO's aims and operations through the coordinated, 
appropriate use of Public Diplomacy, Public Affairs (PA), and Information Operations (LNFO OPS). We 
are keen to see the new NATO Strategic Concept, which will probably change something in this regard. 
We see a significant number of papers on strategic communications (mainly depicted as a three-pillar 
construction: Public Diplomacy, Information Operations and Public Affairs). Moreover, work was done 
on employing this concept on the strategic - usually understood as global, operational - regional and 
tactical - TAO level,  and a “battle of narratives” (so we have Master Narratives for the topic NATO in 
Afghanistan). 


At the NATO Strategic Command level, strategic communications is understood as having a central role 
in supporting ongoing operations and managing public perceptions. The idea behind is to gain and 
maintain the support for NATO missions, and this will be done by using all elements of the information 
community. The accent will be on prioritizing communication actions and maintaining consistency as a 
must, to have credibility. A special focus will be on target audience analysis. One very important issue 
identified is the need to harmonize, as much as possible, themes and messages across NATO nations and 
Partners on the same operations. Other than that, the planning process will be the same one, and a kind of 
message discipline with regard to general themes and messages will be the goal for main communicators.   


At ACO level, a Strategic Communications Working Group will coordinate his work with ACO 
Engagement Plan (managed by the Public Affairs Office). At the ACO level the structure will come all the 
way down, from the SACEUR’s office (SACEUR's Strategic Communications Group) to the Strategic 
Communications Policy Group. A long discussion about integrating and synchronizing strategic effects 
into the Strategic Effects Team is probably in progress now. Not to mention about capabilities required to 
implement this concept. 


In branding and marketing, scholars are talking about two main types of consumer decisions: rational and 
emotional. In NATO we are talking about a coherent narrative (the NATO story) on the basis that the 
support for any institution (or campaign) is founded on both logic and instinct… Of course, we might use, 
in defining new policies, some fundamental tenets such as effect-based approach, credibility, truthfulness, 
unity of effort, leadership-driven while engaging many communicators, sound knowledge of the audience, 
dialog and continuity and so on.  
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5.0 CONCLUSION 


Coming back to the developments in the branding theory, I think it’s worthwhile mentioning Peter van 
Ham’s suggestion for the nation branding: “…the change of slogans is not merely rhetorical window-
dressing. On the contrary, it implies a shift in political paradigms, a move from the modern world of 
geopolitics and power to the postmodern world of images and influence.” [26] Moving one step forward, I 
would argue that it is not enough to create an define a new concept in order to achieve the desired result. 
You have to make changes in policies and doctrines, in allocating resources, in training and so on. 
Creating a new concept for Strategic Communications would definitely mean more than better 
coordinating disparate assets and organizations in NATO. As we saw, many resources were directed 
towards the achievement of influence effects. If we want Strategic Communications to be fully effective 
and respond to the requirements of tactical, operational and strategic commanders then we need to 
understand how effects are being achieved. On the military sequence of the conflict resolution, we are 
close to the moment when new information technologies will allow us to build command, control, and 
communication systems that can maintain an overwhelming operational tempo through rapid planning and 
execution. Unfortunately, this is not (yet) the case for the NATO strategic communications field. 


NATO nations developed national strategies for combating terrorism, and, subsequently, information 
associated strategies. Coalitions developed also this kind of strategies. NATO missions or NATO lead 
missions communicate having a communication strategy. All of those strategies shall be, at least, on the 
same line if not coordinated and synchronized.  In fact, what we see now is a chorus composed of many 
voices trying to send one unified message, but we hear a different tempo, same themes being played but 
delayed, and often slightly different narratives and wording.   


We have same developments for the concept of strategic communications in NATO. I would say it’s about 
time to have this kind of approach in communicating with our audiences. What I did not see so far was the 
real integration of those activities into the operational planning process. Moreover, this is a long and 
sometimes difficult process. On the other hand, I think it’s worthwhile to explore the strategic 
communications initiative from its way back, meaning from the effects and operational environment. 
Using a social media like driven logic, sharing values within existing or new built communities, 
employing techniques and capabilities used  already in community and nation building initiatives could 
make the difference. We are not doing very well in using the opportunities created by the myriad 
interconnected entities, and it appears that we are still stuck in our old way of doing business. It’s difficult 
to keep the balance between the operational requirements – created for circumstances in which the normal 
democratic rules are under siege in some well defined spaces - and the requirements of the domestic free 
media. In the fight against terrorism at the strategic level it’s difficult, due to the new communication 
medium, to have a clear line between domestic and adversary audience, and therefore the themes used 
should be harmonized for in theatre target audience, national/domestic target audience and the global one. 


As it is now, NATO strategic communications is not a core capability in the frame of the Defence Against 
Terrorism initiative. It may be in the future, but to succeed, strategic communications should start to 
engage the audience by interacting, by building relationships instead of preaching or doing mainly media 
facilitation. If we are repeating the same messages in the same channels and expect new or different 
results this wont happen. We’ve tried to control the message meaning in cultures we do not fully (yet) 
understand, and I’m referring now to the middle level communicators. You have to know a lot about 
audiences that matter, to create a message that they will actually receive as intended. Why was chosen this 
name and not another one? What does it mean for the public opinion? Was the name designed for 
domestic audiences, for global ones, or both of them? What does it means, in terms of shaping 
perceptions, this term? 
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Abstract

In order to communicate in crisis and emergency situations the incident command centre and the emergency responders need to form a network. When the range of single-hop wireless communication is limited by distance or difficult radio propagation conditions, relays can be used to extend the communication range. Therefore, this paper investigates the feasibility of an automated deployment of a multi-hop network consisting of the emergency responders and the relay nodes. Especially, this paper targets the need for a rapid deployment of relays when little or nothing is known in advance about a given environment and its propagation characteristics. Applications for this approach include emergency responders entering a large building during an emergency, search and rescue robots manoeuvring a disaster site, and military special force releasing hostages. Within the paper a relay deployment assistant is proposed that employs real-time link measurements. Furthermore first evaluation results of the assistant are presented.

1.0
Introduction

There is an increasing demand for a sufficient communication infrastructure in emergency scenarios. The common voice communication for command and control purposes will be complemented by transmissions of blueforce tracking information from the emergency responders to the Incident Command Centre (ICC). Additionally, sensors carried by emergency responders collect environmental data, which have to be transmitted to allow sensor data fusion and to improve the situational awareness. Furthermore responders fetch area maps or information about dangerous goods from databases. Last not least, reliable communication links enable the on-going supervision of the situation and the monitoring of planned procedures. In order to communicate in such a scenario the ICC and the emergency responders need to form a network. Remaining communication infrastructure might be interrupted due to wire disruption, wireless connections like mobile phone services or infrastructure based professional mobile radio services might suffer from affected base stations. Beside this, the remaining communication infrastructure may suffer from massive overload situations. Repair of these communication means will take considerable time. Thus, both civilian and military emergency responder need means of communication which can be automatically established and will reliably operate in these emergency situations. 

A typical network deployed in emergency scenarios consists of emergency responders within the incident area and an incident command centre safely located outside of the incident area. There are at least two different approaches for the installation of a temporary tactical communication network. One approach is the set-up of one or more mobile base stations for mobile phone systems like GSM/UMTS or Professional Mobile Radio (PMR). These base stations offer voice and data connections for units equipped with mobile phones or mobile computers with adequate equipment. The other approach is to use a multi-hop network to connect the emergency responders with each other and with their incident command centre. Figure 1 illustrates the two different approaches.

One major technical difference is the fact that the mobile base station approach offers single-hop communication from the base station to the emergency responders, while the ad-hoc network approach is characterized by multi-hop paths. A disadvantage of the first approach is the fact that no communication is possible before a mobile base station is brought to the crisis area. A base station is typically larger and heavier than handsets or mobile computers. To cover larger crisis areas, the transmission power has to be sufficient and therefore an adequate power supply is needed. The second approach allows communication as soon as the emergency responders arrive at the crisis area (and stay within transmission range of their communication devices). Typically, a larger number of communication devices improve the ability to communicate with each other and with the incident command centre. Due to the advantages given above, this paper focuses on the ad-hoc network approach. The next section discusses typical ad-hoc network concepts and describes some of the challenges.
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Figure 1: Mobile base station approach (left) and ad-hoc network approach (right)





2.0
Challenges of Ad-hoc Networking in Crisis and Emergency Scenarios

Due to the needs and properties of crisis scenarios many people suggest to make use of mobile ad-hoc networks (MANET). This kind of networks granting multi-hop communication even in cases of highly dynamic network topology without the need for complex and time-consuming configuration of network devices, installing cables, or setup of antennas and base stations. The flexibility and the dynamic network structure support of mobile ad-hoc networks are achieved by complex routing protocols. Since there is no central unit for the management of the routes in the network, every node has to determine the paths to the communication partner by himself. Furthermore, each node has autonomously to detect and react on network topology changes. Conventional routing protocols known from wired networks can not be used because they receive the routing information from the central non-mobile network elements. In general, ad-hoc routing can be pro-active such as the Optimized Link State Routing Protocol (OLSR) [7] or re-active. The Ad-hoc On-demand Distance Vector (AODV) [8] protocol is an example for a re-active MANET routing protocol. Also hybrid variants such as BATMAN [9] exist.

The usage of ad-hoc networks brings up several challenges. Emergency responders are typically equipped with small portable devices. These devices have limited battery power and especially a limited communication range. 

Particularly in large-scale crisis areas and in the early stages of crisis operations – where initially a limited number of first responders is active – the low number of communication devices and the high distance between these devices could possibly cause an unreliable or even a malfunctioning communication network. This is particular unfavourable because the communication demands are very high in the first stages of a crisis operation in order to gain an overview of the current situation and to plan further actions. Whenever a emergency responder leaves the transmission ranges of all neighbour communication partners, the responder will be cut off the communication network. The communication range of radios used in tactical ad-hoc scenarios is typically significantly smaller than transmission ranges of base stations for single-hop network technologies like mobile phones. Such an interruption of a communication link can happen whenever an outpost advances too fast or a fast withdrawal is needed in dangerous situations. Especially in the second case, warning messages might get lost due to the partitioning of the network. Figure 2 illustrates this challenge.
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Figure 2: Interruption of communication links leads to separation of units





An additional challenge of ad-hoc networks is an inappropriate environment. Important examples of inappropriate environments are all kinds of buildings, especially with many thick walls, e.g. made of concrete. Mobile nodes communicating with radios based on the IEEE-802.11 family or similar technologies have an unpredictable limited transmission ranges in such indoor environments because of radio signal attenuation, reflections, and interference. This behaviour is illustrated in figure 3. The colour of the link between two nodes indicates the receiver signal strength. The signal strength decreases with increasing distance between sender and receiver. In indoor environments, small movements (walking around a corner, crossing doors) can significantly change the strength of the received signal, causing a loss of connectivity and therefore a partitioning of the ad-hoc network.
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Figure 3: Interruption of communication links in indoor environments





The next section gives a potential solution for these challenges and discusses different concepts to apply this solution. 


3.0
Relay Placement


One idea to improve network reliability, stability, and to enhance available network bandwidth in ad-hoc networks is the usage of relay nodes. Relays are small and cheap network nodes which can be deployed by emergency responders to enable or improve network connectivity. These relay nodes help to reduce the probability of network partitioning, increase available bandwidth and the number of possible routes between devices. Figure 4 illustrates the fact that one additional relay node is sufficient to maintain the connectivity between the ad-hoc network nodes from figure 3. The idea of using relays (i.e., breadcrumbs) to extend communication range of ad-hoc networks has also been proposed in general in [1] [2] and for emergency responder communication in particular in [3].
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Figure 4: Maintaining connectivity by means of relay nodes





3.1
Related work 


During the last years, a lot of work was done in this area of research. The applicability of relay approaches is evaluated in different areas: 


· Some kinds of sensor networks use relay nodes to improve the connectivity between sensor nodes. The presence of relay nodes enables the sensor nodes to use lower transmission power and thus a more efficient battery handling, increasing the lifetime of the sensor network [6].

· Autonomous multi-robots use radio links for both control and transmission of sensor data. A loss of the radio link will cause an interruption of the control channel and loss of sensor data. To avoid these situations, robots can move to certain positions and serve as communication relays [5].

· In indoor environments, emergency responders like firemen build up a reliable multi-hop communication by means of pre-installed relay nodes with a fixed position. In addition, these nodes can be used as beacon, giving additional information about the current position of the emergency responders. This information can be used for indoor tracking [3] [4].

3.2
Discussion of relay placement approaches

Some of the results from research work done in the past years have some drawbacks when applied to crisis and emergency scenarios. We identified the following three major aspects:

· Pre-placed relay nodes

Investigation in the scope of civil rescue operation consider a reliable multi-hop communication by means of pre-installed relay nodes with a fixed position. Such concepts are not suitable for the usage in military crisis and emergency scenarios because these concepts have only a limited range of application.

· Relay placement for sensor networks

A lot of work focuses on networks with known distribution of nodes (e.g. sensor nodes). Whenever the number of communicating nodes and their position is known, mathematical and simulative approaches can be used to find optimal or near-optimal solutions for the number and position of relay nodes. The optimization criterion could e.g. be maximized (battery) lifetime, limited radio emissions, limited hardware costs, or time- and cost-efficient installation. Unfortunately, some of the approaches work with strongly simplified assumptions, like fixed and identical radio transmission ranges of all nodes. In addition, most of these approaches work especially well in scenarios with a static distribution of communicating nodes. Movement of nodes complicates the situation. The algorithms often have inappropriate runtime behaviour and often do not consider real-world phenomena like complex behaviour of receiver signal strength. 

· Relay placement for autonomous robot networks

Other work focuses on the connection of mobile robots among themselves and to command posts. This situation is different, because (semi-)autonomous robots have the capability to stop and return to a more suitable position when the radio link breaks. This robot approach is partially suitable for human beings as well, but in typical crisis scenarios, it is not a good solution to trouble the emergency responders with additional tasks like returning to previous positions whenever a communication link is lost. 

In summary, what is needed is a heuristic, fast, feasible approach for the relay placement, which does not need long preparation times, preceding simulations, or interference with the typical operational procedures of the emergency responders. 

The concept RelayP presented in the following sections decides about the placement of relay nodes without pre-calculations and a full overview of the communicating nodes. Basic ideas are to supervise the connectivity and current radio parameters from communication devices of the responders. These values are evaluated, and an application indicates whenever it is time to leave a relay node timely before the communication channel breaks.


4.0 THE CONCEPT “RELAYP”

A rapidly deployable ad-hoc network is used in emergency situations to facilitate reliable communication between the emergency responders and the incident command centre. Emergency responders drop relay nodes within the incident area as needed to facilitate their communication with the command centre. The assistant RelayP automatically informs the emergency responder about the need to deploy a relay node. The next section summarizes the assumption made for the development of the relay deployment assistant RelayP.

4.1 Assumptions

· The used relay nodes have a simple structure and low production costs. They are available in a sufficient number.

· The relay nodes utilizing IEEE-802.11 b/g radios. Higher transmission power as defined in the IEEE standard to increase the communication range of a node is not used.

· The emergency responders know their own velocity.

· Nothing is known a priori about the environment within the incident area. Sensors and mechanisms build up a map within an unknown environment are not available for the emergency responders.

4.2 Basic Idea

A relay deployment assistant RelayP is developed whereby the decision to drop a new relay node depends on the quality of the links from the emergency responder to the relay nodes already deployed. This deployment strategy allows the assistant to operate across a variety of scenarios. In order to determine the link quality the metric Received Signal Strength (RSS) is used. An assistant RelayP decides independent from the other assistants to drop a relay node when the highest average RSS of all links is below some signal strength threshold Sth. The concept includes two different methods for the RSS calculation:

· The emergency responder determines the RSS by radiotap header analysis of the last N beacons. Beacons are periodically sent by the emergency responder’s device to announce an IEEE-802.11-based wireless network. By using this kind of RSS measurement the assistant RelayP cause no additional data traffic in the communication system.

· If the beacon submission is switched off channel probing signals are used to calculate the RSS. Threfore, the radio of each emergency responder periodically broadcasts small channel probe messages PROBE_MSG every Δ seconds. Upon successful receipt of a channel probe message, a deployed relay node or the ICC replies with the acknowledgement PROBE_ACK. The emergency responder determines the RSS by radiotap header analysis of the received acknowledgement on each link. For each missing probe acknowledgement on a given link, a low level default value S0 is used.   S0 is less than the receiver sensitivity of the radio. Emergency responder radios keep a running average of the last N RSS values recorded for each link and consider that to be a measurement of the quality of this link.


In addition, each deployment assistant RelayP transmits all determined RSS to the incident command centre. The ICC collects the information about the links quality of all emergency responders and generates a picture of the current communication system status. 

5.0 The RelayP Ad-hoc network demonstrator


In this section the first practical investigation results of the assistant RelayP are presented. For the investigation the RelayP ad-hoc network demonstrator was built up. The demonstrator consists of 1.2 GHz to 2.0 GHz processor laptops running Linux 2.6.26. They are connected via IEEE 802.11b by means of the Ubiquiti SuperRange Cardbus. The tool iperf is installed on all laptops of the RelayP ad-hoc network demonstrator. In order to measure the data transmission rate, round trip time, or packet loss rate a constant UDP data stream with a data transfer rate of 1 Mbit/s and a packet size of 1000 bytes is generated by the iperf tool.

5.1 Measurements


Because of the large variety of building structures a large number of different and very complex investigation scenarios exist. For the practical examination the three scenarios shown in figure 4 have been selected. They represent typical communication situations in buildings and can be easily used for measurements. The building of the Research Institute for Communication, Information Processing, and Ergonomics was used to carry out the investigations. It is important to note, that the obtained results can not be transferred to other buildings.
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Figure 4: Investigation scenarios (left: floor, middle: corner, right: room)





The first objective of the investigation was to determine the received signal strength threshold Sth for the relay node deployment. For this purpose the packet loss rate at various RSS (figure 5, left) is measured within the investigation scenario floor. The results show a packet loss rate less than 5% at a RSS greater than -90 dbm. Therefore, this value is suitable for dropping relay nodes. The datasheet of the wireless network card contains -96 dbm as radio reception threshold. However, when defining a threshold dropping relay nodes the movement of the emergency responders between the relay nodes have to be considered. A second investigation is done to determine the variation of the RSS caused by the emergency responder attenuation. To quantify the variation of the RSS, the signal strength is measured between two nodes within fixed distance during the working hours of our institute (figure 5, right). The analysis of the RSS distribution between 09:00 and 16:00 clock results in a standard deviation of 1.5 dbm. Taking this into account Sth= -87 dbm should be chosen as threshold for the relay placement.

		

[image: image9.wmf]-96


-94


-92


-90


-88


-86


-84


-82


-80


-78


-76


-74


-72


-70


-68


-66


0


10


20


30


40


50


60


70


80


90


100


 


 


Packet Lost Rate [%]


Signal Strength [dbm]


     

[image: image10.wmf]0


10000


20000


30000


40000


50000


60000


-96


-95


-94


-93


-92


-91


-90


-89


-88


-87


-86


-85


-84


-83


-82


 


 


Signal Level [dbm]


Time [sec]


09:00 - 16:00 clock




Figure 5: Determining the signal strength threshold Sth for the relay node deployment





Furthermore, it was measured at which distance a relay node for bridging a floor is necessary. The results displayed in figure 6 shows that after 35 m a relay node is needed. Performing such measurements for the remaining two investigation scenarios the required number of relay nodes to establish a communication system in a building can be approximately estimated.
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Figure 6: Determining the number of relay nodes within a building





5.2 Improvements


Each assistant RelayP decides independent from the other assistants to drop a relay node when the highest average RSS of all links is below some signal strength threshold Sth. This approach has some drawbacks:

· When multiple emergency responders move in the small distance the deployment of a relay node can be initiated simultaneously. Such a redundant relay placement is undesirable because of the unnecessarily high resource consumption. To avoid unnecessary relay placements the RSS measurements of emergency responders in small distance can be taken into account by the placement decision.

· Small-scale fluctuations of signal strength that does not require a relay placement can be detected if the RSS measurements of emergency responders in small distance are taken into account.

· When one or more emergency responders move into an area where they have no connection, the communication system splits up into several sub-networks. To avoid such a situation in advance a network partition prediction mechanism by using the velocity information of the responders is useful. 

6.0 Conclusion and further WOrk 


This paper presented a challenge and a potential solution – the RelayP approach – for communication networks used in crisis and emergency scenarios. 


Existing approaches were presented and their applicability in the crisis and emergency scenario context was evaluated. From a pragmatic point of view there is no need for (almost) optimal solutions – requiring complex calculations based on simplistic assumptions – whenever sufficiently good heuristics exist. Due to drawbacks of existing approaches, an approach tailored to the needs of emergency responders was introduced. 

Therefore, relay placement requirements for crisis and emergency scenarios were identified and the RelayP concept was introduced. One of the design goals of RelayP was to require minimal assistance from the response units. An experimental implementation of the RelayP concept was made and test in indoor environments followed to evaluate the applicability. This evaluation of the implementation showed that it is a promising concept to work with heuristics. Some improvements of relay placement were introduced. A detailed assessment of these improvements is done in further investigations.
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Abstract

Military organizations, in support of both domestic and internationally deployed operations, require enhanced information sharing, exchange and coordination between nations or government agencies. In particular, crisis or emergency management situations require a timely collective response. Significant research has been achieved for a few years to provide military decision makers and operators in command centres with information and knowledge management tools and services that help gain situation awareness, such as enterprise knowledge portals.

In this paper, we describe the concepts and technologies that have been investigated as part of the JCDS 21 Technology Demonstration Project to provide military operators and decision makers with a command portal environment that supports enhanced situational awareness. To achieve this, a set of information and knowledge management services has been implemented and lays the foundation of an advanced command portal. These services have been incorporated in the web-based Command and Control Collaborative Environment (C2CE) that also integrates command and control web-based applications and is connected to external applications to support planning, monitoring of resources, and execution management. 

1.0
INtroduction

Nowadays, the nature of national and world events is characterized by complex international conflicts, increased terrorism, or natural disaster threats. Military organizations, in support of both domestic and internationally deployed operations, require enhanced information sharing, exchange and coordination between nations or government agencies. In particular, crisis or emergency management situations require a timely collective response. Our research, as part of the JCDS 21 (Joint Command Decision Support for the 21st century) Technology Demonstration Project, aims at investigating and demonstrating a Joint Net-enabled, Collaborative Environment to achieve decision superiority within a Joint, Interagency, Multinational and Public (JIMP) framework.


In such complex situations, a collaborative information environment is required to help military decision makers and their staff to effectively share information with civil organizations and international allies, work in communities to exchange their knowledge about ongoing events, make sense of the ever increasing flow of incoming information in net-centric environment, collaboratively develop shared situation understanding, and effectively plan and monitor operations. 

Significant research has been achieved for a few years to provide military decision makers and operators in command centres with information and knowledge management tools and services that help gain situation awareness, such as enterprise knowledge portals. This technology facilitates timely and effective access to information to various users according to their credentials. Many challenges remain in order to improve knowledge management services and provide users with timely information that is relevant to their operational goals in order to enable a better comprehension and interpretation of ongoing situations in context. 

Challenges include:


· Managing both structured and unstructured information by exploiting metadata and semantics,


· Providing a balance between information search (pull) and alert/notification (push), 


· Providing user-centric contextualized services to meet various users requirements depending on their role and assigned tasks, 


· Facilitating collaborative team work for enhanced shared situational awareness, 


· Representing information at various levels of abstraction on tailored geographic displays.

Recent advances in web technologies move toward the visions of the Web 2.0 and the Semantic Web. The Web 2.0 is focusing on social and collaboration capabilities, whereas the Semantic Web aims at providing semantics (through ontologies) for enhanced knowledge representation and reasoning in web environments. Semantic technologies, in particular ontologies, that capture domain knowledge in high-level taxonomy structures, their interrelationships, as well as instances data, play a key role in supporting information integration, annotation of unstructured information sources, enhanced search and retrieval from heterogeneous sources, and intelligent notification as the situation evolves.

In this paper, we describe the concepts and technologies that we have investigated as part of the JCDS 21 Technology Demonstration Project to provide military operators and decision makers with a command portal environment that supports enhanced situational awareness. To achieve this, a set of information and knowledge management services has been implemented in a web-based portal that lays the foundation of an advanced command portal. In addition, this environment also integrates command and control web-based applications and is connected to external applications to support planning, monitoring of resources, and execution management. This constitutes the Command and Control Collaborative Environment (C2CE). 

2.0
Enterprise portals and collaborative environments


Enterprise portals are recognized as an enabling technology to meet the requirements of net-centric operations, by facilitating organizations to access, to share and to manage information and knowledge. Enterprise portals evolved from environments providing a unified access to heterogeneous sources to user-centric task-oriented portal. In particular, enterprise knowledge portals offer a set of services as their core functionality including: personalized access, search, filtering of content, content management, notification, collaboration, and configurable user interfaces mixing maps/graphics and data, with the possibility to drill-down into data. 

In a previous technology demonstration project conducted at DRDC Valcartier, the concept of a knowledge portal to support situational awareness and decision-making was proposed and implemented using Enterprise Portal technology [7]. It reflected the vision of a user-centric, mission-oriented knowledge portal described in [6]. In particular, it provided capabilities such as: single point of access to multiple sources, integration of application services, filtering and packaging of information sources in portfolio views, dissemination of information using portfolios, contextual search services, and web-based geographical information services.


Several research initiatives also aim at providing users with tailored situational awareness environments to better satisfy operators and decision-makers’ information needs. An example is the user defined operational pictures (UDOP) capability whose purpose is to create, visualize and share decision-focused views of the battlespace to support situation awareness and decision-making [10]. It aims at building operational pictures in which users (or communities of users) can select the information they want to be included in the COP, based on various dimensions of operational information requirements. Another example, TIDS (Tailored Information Delivery and Service) [3] provides information filtering mechanisms from multiple sources based on the accuracy of the sources and users’ information needs within a multi-agent architecture.

Within such environments, both pull (search and discovery) and push (notification and alert) mechanisms are required to meet operators various information needs. In the first case, the user proactively seeks for relevant information in a particular situation context. In the second, agents monitor the sources to find information corresponding to users’ operational critical information needs or significant events, in order to provide Valuable Information at the Right Time (VIRT) [8]. With push, a key challenge is the identification of these conditions of interest to be monitored by agents.  In any case, software monitoring or search agents have to be smart enough to match users’ needs with available information sources. For this to happen, semantic mapping has to be applied between information producers and consumers.


3.0
Information and knowledge management services

There are many ways a user can access information: browsing, filtering, searching, or alerting. Effective browsing of a large information space implies that information is organized along a predefined structure (e.g. a taxonomy of the domain). Filtering allows users to restrict the information space based on specific criteria (metadata). Search is the most commonly used function to retrieve specific information or to discover new one. Exploitation of metadata and ontologies in this context may enhance the filtering or search/retrieval functions. In time constrained situations, notifications or alerts provide the users with information that meet their specified criteria. Based on user preferences and context, these capabilities enable to effectively discover, retrieve and organize information. Moreover, supporting shared situational awareness requires a collaborative environment that facilitates information sharing and supports team work.

We describe below some of the important services that we have considered for the design of the advanced command portal to provide enhanced situational awareness. It includes notification, content management, ontological support, collaboration, and user context management. These services have been implemented in the command portal using BEA Web Logic.

3.1
Notification 

In time sensitive contexts such as emergency situations, it is required that users are informed as soon as new information becomes available based on their critical information requirements (push mode). The notification service is made possible using a publish-subscribe mechanism that monitors information sources based on users subscription settings and inform users accordingly.


Consequently, flexible criteria must be defined to specify notification settings in such environment. In our context, several criteria are proposed to users in order to specify notification related to: 


· Document change or update; 


· Types of events that match users interests: e.g. new incident, new operation, new plan available, chat alert, etc.;

· Types of documents, according to the defined metadata standards (e.g. sitrep, brief, media-report);

· Document content: the concepts of interest can be selected from the ontology/taxonomy, or using specific keywords not present in the ontology.


Priorities can be assigned to notifications (e.g. low, medium, high), so that the most important notifications appear on the top of the list of alerts in the user notification portlet.

Notifications can be applied to sources that are part of the portal environment (e.g. a document repository) that are frequently updated with new information (e.g. situation reports, intelligence product, etc.). They can also be used to monitor external sources, such as specific web sources or discussions in chat rooms. 

In our context, we have also considered the monitoring of incidents recorded in an external military system , the Incident Management System (IMS), so that military operators are informed as soon as new incidents they may be interested in occur.

3.2
Ontological domain model


In a net-centric setting, producers and consumers of information have to share a common vocabulary and semantics, either through a common ontology or by using mechanisms for solving semantic mismatches that may occur. Within the JCDS21 command portal environment, a domain ontology is a key component as it represents a shared representation and standardization of the key concepts of the domain of interest, and constitutes a knowledge representation enabler to support knowledge management services. In particular, it can be exploited for effective knowledge retrieval and sharing, and ontology-based information integration over heterogeneous sources. 

The ontology aims at specifying concepts in order to represent the What, When, Where, Who in support of situation awareness and decision making. The high-level concepts of the ontology represent organizations and their roles, people, actions and events, infrastructures, equipment, geospatial locations, features, etc. The developed ontology leverages from prior ontological development efforts at DRDC and from external sources. In particular, the Advanced Knowledge Technologies ontology for Situation Awareness (AKTiveSA) [1], developed at the University of Southampton in support of humanitarian relief operations was considered as a rich set of concepts to build the JCDS core ontology. The Joint Command Control and Consultation Information Exchange Data Model (JC3IEDM) [9] high-level constructs were also exploited. Moreover, parts of ontologies developed in DRDC research projects in relevant domains were also integrated, such as concepts related to maritime domain awareness, or models built to support planning and execution management.

In order to scope the domain, a scenario related to the Vancouver 2010 Olympic Winter Games in support of emergency preparedness and response was considered. The ontology extends several high-level concepts to meet the Olympics scenario, including terrorism tactics and weapons, critical infrastructures, and olympic venues. 

Due to the importance of effective information sharing and interoperability in crisis or emergency situations, several information exchange models and standards have emerged recently to facilitate the sharing of critical information between organizations [14]. Among them, the National Information Exchange Model (NIEM) [11], the Emergency Data Exchange Language (EDXL) [5], or the Emergency Information Interoperability Framework (EIIF) [4]. All these models cover relevant concepts in support of emergency situations that are worth considering, however their specification is at a lower level than the ontological model we are building to benefit from these models directly.


In order to represent domain knowledge with expressive semantics, objects properties, relationships between objects, and constraints, the OWL-DL formalism, the version of the OWL language based on Description Logic has been chosen due to its expressiveness and tractability. The ontology has been implemented using the Protégé ontology environment [13]. 

An ontology service has been integrated within the command portal to make the ontology available to other web services. This way, the ontology can be used by various knowledge management or reasoning services to meet different needs:


· To provide a standardized vocabulary of the domain, and a taxonomy that can be used to present the domain concepts in different portlets;

· To perform conceptual searches instead of pure keyword searches;


· To exploit the conceptual representation of the domain within knowledge mapping applications;

· To query the ontology and its associated knowledge base (instances) to get information about the domain;

· To make inferences using a reasoning engine on top of the ontology and business rules.

3.3
Document/content management 

In the context of complex situations involving multiple actors and organizations, more and more information sources are made available to users, thus leading to information overload. Some types of contents are centralized and managed in a global repository while other sources are external but are made available to users. Document management systems usually contain a large variety of documents (text, images, and videos) that have to be meta-tagged, organized, in order to be accessible using browsing and filtering services, and retrievable using search engines. 


In our context, various information sources are integrated into a centralized content repository. In order to support effective document management (search and retrieval, filtering), new documents published in the content repository must have metadata attached to them. Current technology facilitates the automatic generation of some metadata tags (e.g. date, author, title), whereas metadata related to the content, e.g. keywords that represent the document semantics are usually manually entered by the user.  Consequently, when an information producer wants to insert a new document, some metadata are automatically generated, and the user has to fill in the additional metadata to facilitate subsequent retrieval, and indicates under which folder to insert the document.

To enable browsing and filtering within the document repository, the repository portlet is organized along a predefined structure that makes sense for the information producers and the consumers. In the military domain, such structures may include folders about ongoing missions/operations (orders, standard operational procedures, intelligence, operational support, briefings, etc.). Alternatively, documents can be organized according to a taxonomy of the domain, i.e. a hierarchical decomposition of concepts. The ontology provides the basis for this decomposition.

Having metadata attached to documents, filters can be applied to select documents according to the different metadata types (e.g. document type, country, date). The combination of different filters facilitates the retrieval of a subset of documents corresponding to users information requirements. 

However, in general, to get a better understanding of an evolving situation, users usually are looking for information about particular topics in order to complete their partial understanding of the situation. In such cases, search engines are more appropriate for knowledge discovery. In our context, the underlying search engine is Autonomy, a popular search engine based on Bayesian probabilistic pattern-recognition algorithms. It provides results with document summaries that help users to rapidly scan search results. Those search results can be saved for further exploitation, and agents can be defined to perform searches on a regular basis.

3.4
Collaboration

Facilitating collaboration and team work is essential to help develop shared situational awareness. Synchronous text chat tools have become critical tools within the military community as a means to conduct real-time conversation, and to monitor multiple discussions in chat rooms simultaneously. Wikis [2] are also a recent web technology that enable users to share information and collaboratively generate knowledge. However, in order to support team work in communities of interest, i.e. groups of users who are working together on a specific problem or situation, a collaborative environment has to provide additional functionalities to facilitate interaction between people in a more structured way. 

Commercial collaborative environments provide a set of functions such as:


· Document library (with private, shared spaces), 

· Forum discussions, group notes, issues, 


· Announcements, news,


· Task assignment, workflow, calendars,

· Search and notification functions. 

Working in such group spaces facilitates the sharing of documents, experiences, and views on a problem while supporting the generation of new knowledge products through interaction and collaborative work among distributed teams (e.g. building of a plan, generation of an intelligence report based on individual inputs and discussion, or monitoring of a particular event). 

The BEA WebLogic provides GroupSpaces, a collaborative environment that enables the configuration and management of multiple communities. Each community is set up with the appropriate portlets to meet the collaborative work requirements to support the tasks of its members. Templates are used to organize portlets in communities.

Various operational contexts may benefit from collaborative environments in communities, either to facilitate day-to-day operations or to effectively react in a crisis situation. The types of communities that can be envisioned in a portal environment include: 


· Operational communities that are set-up for an extended period of time, to support daily activities, e.g. the collaborative preparation of a morning brief. In this case, the process follows several steps, each member contributing at a stage of the process.

· Communities for scheduled activities, e.g. international events. Such community can be configured in advance before people join it.

· Communities for contingencies, corresponding to events that can be partially predicted, e.g. preparing for a major weather event (e.g. Hurricane). Such communities can be established in advance with a lower level of activities, and become more active when the situation evolves.

· Communities for emergencies, e.g. a major natural disaster or a terrorist attack. The timing and specifics cannot be predicted in advance, but organizations have to be prepared for such events.

In the latter case, the communities will have to be established on short notice, so there might be benefit to maintaining a number of ready-to-use templates. When the emergency arises, it can be possible to select the appropriate one to establish the community, and populate it with relevant data , RSS feeds set up, etc.

Additionally, GroupSpaces could allow the various contributors to more effectively collaborate with their counterparts from the previous shifts.


While commercial tools offer basic functionalities, mechanisms could be added to:


· automatically populate these communities with predefined templates, relevant background documents and maps, 

· facilitate information transfer, e.g. publication of document produced collaboratively in a community to an official document repository, 


· support the analysis of different group spaces contents. 

Moreover, collaboration environments can also benefit from advanced services such as semantically-enriched search, notification and analysis.

3.5
User context management 

For a few years, knowledge portals move toward user-centric environments that support users in their tasks based on their roles and preferences. Most of the services provided in a knowledge portal should be contextualized and customized to the user roles, tasks, domain of interest, so that users get information and services they really need in order to perform their tasks. The configuration of portlets in a portal should also be configurable to meet different user profiles and preferences. Moreover, the user context can also influence the knowledge management services, such as notification, search and presentation. 

Based on the user role and mission, the portal layout is configured accordingly with the appropriate portlets, applications, and GIS visualization context. Some portlets menus should also be context driven. The user can further customize its environment based on his preferences. The portal provides a service to manage user contexts, in order to save the user context and restore its environment with the same configuration.


Information visualization on maps plays a key role in developing situational awareness. Using a user-centric approach, operations, major events, or incidents, can be represented on maps with the appropriate level of abstraction and details depending on the user context (strategic vs tactical view). The GIS Context management enables to save and restore the GIS context for a given user and mission (e.g. level of zooming, coordinates, favourite locations).


The notion of context can also be exploited within communities as they are related to a specific problem or task.  

4.0
Technological architecture

The command and control environment (C2CE) is a web-based portal environment that is based on a system of systems architecture, exploiting the service-oriented paradigm that facilitates the components integration. C2CE core services are connected and accessible through an Enterprise Service Bus (ESB). These services include the information knowledge management services presented above, as well as additional services (e.g. logging, error management). Each common service must be published as a web service following the Web Services Description Language (WSDL). These services can be orchestrated using the ESB with Business Process Execution Language (BPEL).

The portal functionality is provided by the BEA WebLogic Application Server. The user functionalities are provided through portlet technologies, as illustrated in the Figure 1. 

[image: image5.jpg]

Figure 1: C2CE architecture 

The C2CE provides several services to users through portlets: document management, search, notification, GIS, collaboration in communities.


In addition to its core services, C2CE integrates several web and external applications that can be invoked in support of situation monitoring and understanding, and decision making. Among these, KMapper facilitates the access to knowledge assets and expertise, TRV provides total asset visibility, COPLANS supports the operational planning process, and EMPA supports execution management and plan adaptation. As mentioned above, the C2CE is also connected to external systems that are part of the Canadian Forces baseline, e.g. the Incident Management System (IMS) and the IPWar chat tool.


Figure 2 shows the C2CE main interface composed of a set of portlets. As described above, it gives access to various military sources, document repository, notifications, but it also provides access to applications to support users in their activities (monitoring, planning, execution management). The portlets, GIS views, and applications are configured according to the users context.


[image: image2]

Figure 2: C2CE main interface

5.0
conclusions


Web-based knowledge portals provide environments that offer core functionalities to access, share and manage information and knowledge. However, enhanced knowledge management techniques and tools are required to ensure that information of contextual relevance is provided to users. With the ever growing amount of unstructured information sources, some challenges remain to automatically add semantic metadata, extract relevant knowledge from texts using techniques such as text mining, or link analysis. These techniques should highlight relationships among the set of information made available in net-centric context coming from heterogeneous information sources, either from individual sources or from information products built collaboratively (e.g. wikis, chat). Moreover, software agents could be exploited not only as search agents or for monitoring purposes, but also to add learning mechanisms in knowledge management environments, to dynamically manage users’ situational context, models, actions, and exploit these knowledge for further reuse.


The C2CE with its information knowledge management services was demonstrated and tested by military operators that were not familiar with the environment. After a short training, the value of KM services like notification or advanced search engines was well received. However, while chat tools were widely used, the communities that were set up for the demonstration to facilitate collaborative work were under exploited for information sharing or collaborative work. This is due to the fact that collaborative work with such tools is a long term process that requires longer training as well as change in work practices.

Extensions of the proposed environment include: integration of additional information sources, better management of user workspace and knowledge base, the use of analytical functions exploiting information sources and historical data, and enhanced collaborative work capabilities.
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Abstract

An accurate operating picture is essential for effective command and control during crises.  This paper presents a framework for information sharing, developed within the EU FP6 Oasis project, that supports the construction of a common operating picture.  This paper then describes how this framework was used to demonstrate civil/military information sharing between the UK fire, police and ambulance services, and the military in a fictitious aircraft crash scenario.  Security for information sharing was provided by a data guard controlling transfers between different domains.  The demonstration indicated the value of information sharing by improved handling of the emergency.  The presentation of this broad area is an overview but key issues are raised including information filtering and the role of users in development.

1
Introduction

An accurate operating picture is essential for effective command and control during crises.  Constructing this picture requires information exchange between participating organisations in a timely and secure manner.


This paper begins by discussing the meaning of and hurdles to interoperability between the military and civil emergency services in section 2.  This is followed in section 3 by an overview of the approach by the Oasis (Open Advanced System for dISaster and emergency management [1]) project to information sharing which has its roots in the JC3IEDM (Joint C3 Information Exchange Data Model) work in the Multilateral Interoperability Programme (MIP [2]).  Then section 4 explains how a military system can be connected to a civilian Oasis system and section 5 summarises a civil/military demonstration scenario and its findings.  Conclusions are drawn in section 6.

2
The evolving requirement for Interoperability between military and Civil protection


In a report to the NATO Parliamentary Assembly, Polenz [3], the Rapporteur from Germany states that “one of the areas where NATO could take on additional responsibility is homeland defence, and its role in this area could be to co-ordinate national policies across the Atlantic. […] Military forces have always co-operated with civilian authorities in responding to natural disasters, sealing borders or protecting critical infrastructures.”


With this challenge in mind, it is clear that information technology (IT) presents military and civil emergency services with opportunities for gains in efficiency and easier working practices; conversely, it can also act as a barrier when interoperability becomes an issue, often stemming from disjointed procurement processes.


In this paper, we will refer to interoperability
 as the ability of systems to exchange and make use of the information. The concept of interoperability is multifaceted but can be broken down as follows: 


· 
At the highest level, cultural interoperability supports synchronisation of missions, unification of efforts and definition of a common strategy. This is based on the establishment of coherent political objectives and doctrine allowing a common pool of resources as well as the designation of  harmonised plans for the resolution of the situation and the alignment of operations through the common set of targets.


· 
At an intermediate level, cognitive interoperability enhances the sharing of understanding of activities and their expected outcomes. This is attained through knowledge and awareness exchanges aimed at building a common perception of the “problems” as well as a the capabilities available to resolve them. Such awareness also assumes that the intentions of all parties are understood. Agreed formats for information, data and terms fall in this grouping as they presume that a consensual meaning for each individual object has been defined to allow unambiguous exchanges. 


· 
At the lowest level, technical interoperability enables the building and maintaining of a common operating picture (COP). This is realised through the definitions of protocols and the set up of physical communications. The technical specifications to facilitate this level of interoperability are aimed at the provision of a secure, complete, accurate and timely operational picture.
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Figure 1 Illustration of the levels of interoperability

Guijarro [4] explains that, to begin with, interoperability appeared as a theme in e-government strategies alongside other themes such as security, confidentiality, delivery channels, etc. Initially the issue was to avoid vendor lock-in, especially as networking was becoming an increasingly important part of the working practices. Standardisation was then seen as the favoured option. Per se, standardisation was not highly controversial, but implementing it proved at times to be difficult.  Implementation requires political will to organise coherent procurement programmes and, more importantly, it requires the resolve to update capability, thus committing financial resources in the long term.


The same paper [4] also finds that interoperability concerns have since spread worldwide and are not just confined to organisations or government departments. Furthermore, user-centric approaches add to the demand to tackle interoperability. Often, these are aimed at hiding the complexity of procedures from users of systems that have been integrated and interconnected at local, regional or even national levels. Consequently, public administrations in recent procurements have sought open standards and/or open source software to promote interoperability. 

For industry, there may be tension between protecting market share by establishing proprietary positions versus opening markets through industry-wide acceptance of agreed standards or use of open source software. In the fast moving field of IT, it is particularly important to plan research and development in the long term. It is crucial to review which technologies may be candidates for possibly lengthy standardisation processes. For both industry and procurement departments, the underlying challenge is choosing the ‘right’ technologies to integrate into solutions for the future.


Much effort has been directed over the years to assist industry in setting and making the most of the right innovative trends. The main challenge is to convert basic research in new technologies and concepts into successful operational systems. Recognising the maturity of evolving technologies prior to incorporating that technology into a system or subsystem is crucial. Technology Readiness Levels (TRLs) were defined and used in the development of space technology. TRLs [5] describe the “systematic measurement system that supports assessments of the maturity of a particular technology and the consistent comparison of maturity between different types of technology”. Subsequently, moving up the scale of TRLs is achieved through a rather mechanistic course of developing concepts and turning them into prototypes that will then be assessed against user requirements. 

It is apparent that user requirements play a key role in the validation of technologies. However, the practice of capturing, verifying, validating and maintaining requirements is demanding. In particular, Tran and Sherif [6] describe the main challenge as stemming from the difficulty of grasping requirements when they originate from many/different types of users as well as understanding the application domain for the functioning of the system. Further, they point out that a methodology must be set for the engineering of requirements with a view to reusing them throughout the lifecycle and in order to avoid “the risk of mis-specification, under-specification, over-specification or requirement creeping syndrome”, all of which have an impact on the overall cost of the technology.

The following section of this paper describes how, in the Oasis project, the users were placed at the centre of the research and development process and asked to trial prototype systems. This approach assisted in the refining of requirements for interoperability, not only for industry but also for users whose exposure to information sharing led them to reflect differently on their operational needs. 

3
Oasis Project – Developing empirical evidence to define optimal information sharing


3.1
Oasis Project Background


The EU FP6 Oasis project ran from September 2004 to December 2008.  Its main aim was to define an IT framework based on an open and flexible architecture using standards, existing or proposed by Oasis, which would form the basis of a European disaster and emergency management system.  Its focus was upon information sharing between the breadth of organisations involved, such as fire, police and ambulance, local authorities, utilities, non-government organisations and the military.


Prototypes of the Oasis framework have been constructed, integrated with demonstration applications and legacy systems, and evaluated in a number of trials with users from the emergency services.  In addition a prototype has been integrated with a NATO command and control system, and demonstrated to an audience of users and suppliers at the Oasis Final Event held at Elancourt, France in October 2008.


3.2
Tactical Situation Object (TSO)


The emergency services have already invested substantially in IT systems although, across Europe, the level of sophistication and functionality varies significantly, as does the native language of the users. Rather than impose a “one size fits all” solution, the objective must be interoperability. Data interchange decouples systems while ensuring that users have a common view of the incident.


The Tactical Situation Object (TSO) provides such an interchange solution. It was developed from the NATO MIP command and control standard JC3IEDM [2], initially through the Oasis project, and then, with users from the emergency services, through a CEN Workshop Agreement [7]. It uses an XML message structure to provide computer processable descriptions of the incident, the casualties, the resources involved and their missions. The TSO is designed to be compatible with the EDXL (Emergency Data Exchange Language) series of emergency response standards [8] developed by the Organization for the Advancement of Structured Information Standards or Oasis-open
.


The TSO embodies three key concepts, which give it substantial advantages over other types of XML message. Firstly, following JC3IEDM, the values of many of the fields are given by codes whose meaning is defined in a dictionary. This is not simply a matter of data compression or data quality; rather it means that the information can be automatically presented in the user's own language, moving the burden of translation from the sender to the receiver. This ensures that the information exchanged is understood in the same way at each end of the exchange.


Secondly, the codes are organized as a hierarchical taxonomy. For example, the standard code "MAT/VEH/ROADVE/FRFGTN" shows the hierarchy MATeriel - VEHicle - ROAD VEhicle - FiReFiGhTiNg, i.e. the resource is a fire engine. With an ordinary code system, on the one hand it may not provide the level of detail needed by a particular user group, while on the other, it is impossible to agree or maintain a dictionary containing every code required by every user. The TSO code system explicitly allows the users to extend the hierarchy to meet their particular need. For example, in "MAT/VEH/ROADVE/FRFGTN/BREATH" the fire engine code is extended by "/BREATH" to show it has support for breathing equipment, a fact important to the fire service. However, the ambulance service may not need this level of detail, and so by cutting back the suffixes to the point where the code is in the standard dictionary, they can identify that the resource is a fire engine. The hierarchical system ensures that users always have a general understanding of the code, even if they do not understand the finer levels of distinction.


Thirdly, in terms of human factors analysis, the elements in the TSO and the codes they use are at the perception level, i.e. they describe what an observer sees and provide no judgement or interpretation. Organizations often use higher levels of description: the comprehension level describes the significance of what is observed, while the projection level indicates how the situation is expected to develop. However, in a multi-agency context reaching a common understanding of a term or code may be difficult past the perception level. Indeed, at the comprehension level, terms embody assumptions about the organization making the assessment. For example, the term “major” is a warning to a fire service in the UK, indicating that if more than two “major” incidents occur then there will need to call in outside help. In contrast, the same term “major” implies to the UK police that they have a legal obligation set up a casualty bureau to answer telephone calls from concerned relatives.

Consequently, in the TSO the type of incident is represented by a series of perception level elements - its scale (domestic to national disaster), category (fire, public health, ...), the actors (vehicle, person, ...), location (road, building, ...) and environment (urban, forest, ...). This does not prevent each organization from recording its own comprehension level code; however, it does ensure that, what ever these local codes are, all the organizations have a common view of the incident.


3.3
Use of the TSO


Information is shared between IT systems in TSO form.  Organisations can report new incidents or update details of existing incidents by exchanging TSOs.  A future Oasis-based IT system may use the TSO internally, and legacy systems may have adapters than convert information to/from the TSO format.


This approach is flexible.  Organisations may decide which organisation they wish to share their TSOs with, for security or information filtering purposes.  Alternatively organisation may send TSOs to a central database that fuses them producing a COP that is presented to users via situation awareness applications.  Fused information can also be used by other applications such as planning and decision support.  TSOs may be transmitted by any agreed method; Oasis has demonstrated solutions ranging from memory sticks to real-time transmission over a service oriented architecture.


One of the Oasis trials was of information sharing between fire, police and ambulance in road traffic collision scenarios, selected because they often involve all three emergency services.  Each organisation was equipped with a legacy system and information was shared by conversion to TSO format and deconfliction via a COP database.  This trial system, illustrated in Figure 2, shows legacy systems that in principle include command and control, databases and communications to mobile resources.  Two contrasting approaches to integrating legacy systems are shown:

· Bidirectional information transfer (see Fire system below).  The legacy system not only releases information to Oasis but is upgraded to accept information from Oasis.


· Information extraction from legacy system (see Police and Ambulance systems below).  The legacy system is unable to accept information from Oasis, and instead users are given access to Oasis shared awareness applications.  This approach is lower cost but is not seamless and has the disadvantage of additional displays requiring space and additional training etc.
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Figure 2 Architecture of an Oasis trial system

The sharing of information was welcomed by users.  In particular estimated times of arrival of resources were available and this reduced the telephone traffic between control rooms during the critical first minutes following each incident.  One of the scenarios involved escalation into a near riot and the real-time information helped senior commanders plan their responses.  Few differences were observed between the three services despite the differences in the bidirectional/unidirectional information sharing architectures.  For further details readers are referred to the evaluation report of the trial [9].

However, information sharing is not just a case of passing data between organisations.  Filtering is necessary to ensure that users are not overloaded with irrelevant information.  In addition Oasis developed incident association for information sharing, when each organisation has its own incident management structure, to avoid accidentally fusing information between different incidents, risking an inadequate response to each incident.


4
Civil/military information sharing


In order to engage in Civil/Military Cooperation (CIMIC), which can be important in case of major emergencies, such as for example the Asian Tsunami in 2004 or Hurricane Katrina in 2005, information exchange between civil emergency services and military actors is crucial. Presently exchange of information between a military Command and Control Information System (CCIS), which is normally classified, and a civil emergency management system is difficult due to different security policies and fear of accidentally releasing sensitive information to the public. However, in order to reach the full vision of a Network Enabled Capability, cross domain information exchange is important so that all actors have the same situation awareness.

Interconnecting these two information domains is not a trivial task. There are two main obstacles, the first is interoperability at the data model and exchange mechanism level, the second is automated secure release of information.

4.1
System Integration


The civil emergency management system, here represented by the Oasis system, uses the TSO format as the data model, whereas the military CCIS relies on the NATO Friendly Force Information (NFFI) format [13]. These two data models are in many respects similar, they do however also have important differences, so care must be used when designing a converter between the two formats.

Both Oasis and NFFI adopt a service oriented architecture based upon Web Services to exchange information with other parties. As a result of this both have defined their own services. There are several paths to interoperability between these different services: The first solution is to implement client functionality on both sides, this solution would however require extensive modification to the systems. A second approach would be to implement a middle tier solution, handling the information exchange both ways. A third solution that is provided by the Oasis architecture is an interface that can be used to integrate legacy systems. Using this approach the responsibility for integration is put on the owners and developers of the legacy system. Please refer to Figure 3 showing the legacy interfaces that also include format conversions.
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Figure 3 Interconnection of a civil emergency management system and a military CCIS

4.2
Secure Release of Information


Sharing information between different systems is not just a challenge of technical interoperability. Confidentiality of information is often ensured by physically and administratively separated security domains, and no or little information is exchanged between security domains. Strict separation of systems according to confidentiality level ensures that all information is handled correctly; however, since a system high domain can contain information of classification up to its own classification level the need to share information arises. Information can easily be copied from low classification domains to higher by using approved one-way diode solutions, but for transporting information from high to lower domains manual review and release control across an “air gap” is the most used method. Automatic solutions certified for exchange between certain classification levels are also available, but are limited. The security challenges with automated solutions for two-way information exchange are outlined in Figure 4.
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Figure 4 Information sharing challenges

There are two general problems when interconnecting security domains of different classification levels and enabling two-way information exchange. Firstly, the high domain will contain sensitive information that is not to be shared with the lower classification domain, so there is an absolute requirement to ensure that no information leakage can happen. Secondly, when information flows from the low to the high domain, the integrity of the systems must be protected. The potential danger is that malicious code and other types of cyber attacks can enter the high domain and this must be avoided.

In our approach two important building blocks are used to solve the challenge of secure information release between security domains, these are: 

· All information items must be marked with their sensitivity.

· A guard to inspect and filter information passed through it.

The first point is achieved by using a label defined in XML that is cryptographically bound to the information. The label identifies the security policy to be used, the classification of the information and any other handling to be applied to the information. The label represents security metadata for the data/information, providing the basis for object level security. In order to put trust in the binding between data and metadata, a trustworthy binding is vital, and we have achieved this by using a digital signature over both items. The signature provides integrity protection for the metadata, data and the binding between them. As a result none of the items can be modified without being detected. The signature also provides authentication of the originator.


The label and binding to information enables a guard to inspect and filter information passed through it. For the guard to release information it needs to trust the binding between the security label and data. Trust is ensured through validation of the signature; if this fails then no further processing is needed and the information exchange is stopped. Depending on the key exchange algorithms used and the required level of trust, validation of the certificate including revocation checking may also be needed.

The guard must act according to a policy defining what information is allowed to be released and what is to be stopped. There are several options for both defining and implementing the policy. It is desirable to have a standardised solution to policy handling. The choice of eXtensible Access Control Markup Language (XACML) [10] from Oasis-open ensures that the policy can be changed when required and also achieves a common understanding of the policy thus enabling sharing of policy.


New mechanisms for handling user identity are emerging. The Security Assertion Markup Language (SAML) [11] by Oasis-open is in the forefront of this development and was used in this civil/military demonstration. SAML can be described as a framework for defining and communicating user authentication, entitlement and other attribute information. SAML can be used in single sign-on solutions where a user authenticates to an identity provider, who issues assertions to be used when interacting with different service providers. This eases the burden of the user, which only has one identity with one user name and password, and should prove beneficial, especially in cross-domain settings.


5
A Demonstration of Civil/Military Information Sharing

The system described in section 4 was demonstrated in a fictitious aircraft crash scenario.  A formation of fighters was involved in an exercise over Shropshire in the UK and the military system was tracking the aircraft.  These tracks were classified and therefore not shared with Oasis.  Then one of the aircraft crashed and this was reported to ambulance control by residents living in the town of Ludlow who observed the final moments of the flight.  However the crash site was in an area of woodland and the location was not certain.  Police were informed of the accident by air traffic control, also with an uncertain location, and fire control mobilized resources as a result of further calls and using information already in Oasis.


The police were first to arrive at the anticipated crash site but, as explained, the aircraft was not there.  Their controllers asked the military for a more accurate location which was then released to Oasis via the guard, after operators had declassified the track in order to be releasable.  As a result of the civil information sharing, all three emergency services were then able to make for the correct crash site as quickly as possible.


Fortunately on this occasion the pilots only had minor injuries, but information sharing continued to be used to transfer critical information about hazardous material onboard the aircraft to the fire service.  The military also sent rescue helicopters to the crash site and these tracks were shared with the Oasis system.

In addition to the aircraft crash, the scenario included a medical emergency to illustrate that the solution described in section 4 is compatible with the day-to-day workload of the emergency services.


Civil and military screenshots captured during the trial, showing the contrasting icons and displayed at different map scales, are in Figure 5 and Figure 6 respectively.  The correspondence between the two views can be seen for example by observing both rescue helicopter RAF 12 approaching from the north and ambulance 117 to the southwest of the rescue helicopter.

[image: image5.png]

Figure 5 The civilian view of the aircraft crash, as displayed by a situation awareness application called the Geospatial Manager that was developed by Elsag Datamat.


[image: image6.png]

Figure 6 The military view of the aircraft crash, with military resources in blue (e.g. rescue helicopter RAF 12) and civil in green (e.g. ambulance 117).

In this demonstration all equipment was located in a single room and all interconnections were via Ethernet local area networking.  Of course in reality the various organisations involved will be distributed and classified military equipment will have appropriate physical security supplemented by cryptographic security where necessary.  Security is also to be expected at critical points within the civilian systems.


6
Conclusions


This paper has shown how information can be shared securely between civil and military systems.  In the scenario chosen the most useful information transfer was from military to civil, but it is easy to imagine scenarios where the reverse is also true, e.g. when the military is assisting the civil responders.  Moreover, although the most important information transfer was from the military system, the civil emergency services were the first at the crash site with obvious benefit to the military.

The Oasis trials and demonstrations have served a dual purpose.  They assisted industry in maturing technologies and they also involved users in enacting a possible future, consequently encouraging progress towards cultural interoperability.


Oasis has shown that information sharing, a critical part of interoperability, is beneficial provided there is filtering to avoid information overload and security to obey directives and avoid risk to national security.  The TSO, the primary means of information sharing via an extensible set of codes, has been shown to be effective.  Moreover, although not extensively demonstrated, the approach offers the prospect of language independence and machine comprehension.


The demonstration reported in this paper has shown that a secure data guard can be used to control secure information sharing between military and civil systems, with only a small additional workload upon users which in this case was outweighed by the benefits.


The next steps are to further increase the maturity of the technologies demonstrated and test them in larger scale incidents.  In parallel work is recommended, via consultation with users, to form a vision for the evolution of command and control to best exploit the benefits of information sharing.
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“Nowhere is the transformation from the industrial age to the information age more evident than in the modern battlefield. Knowledge has become a major resource for fighting from the individual level to strategic command. The skills of managing and implementing methodologies relating to knowledge (like learning throughout fighting) are now critical fighting skills. Thus, knowledge management may become not only a mission-improving and lifesaving vehicle, but the very difference between defeat and victory.” Gil Ariely[1], (quoted in US Army KM FM Draft)

Abstract 


This paper presents the operational knowledge management models which act as conceptual foundation to international, interagency interoperability, to enable cooperation and knowledge sharing, learning during operations, and integrate lessons learned in real-time. The conceptual framework aims to bridge technological gaps and differences and enables an evolutionary process towards technological coherence as future infrastructure. The paper is based on years of research and practice in military (such as the US Army, IDF and others) and of testing elements of the model and grounding it in inter-agency and civil-military cooperation. Examples from such case studies are mentioned, and elaborated in the presentation. KM supports governments’ efforts through interdisciplinary approaches to classic bureaucratic and organizational structures (such as “networking the hierarchy” nurturing communities of practice). KM is a concept – not merely IT.


The need to entwine in the “Organizational DNA” of government an “adaptive gene” that will enable future adaptation is exemplified through the case study of teaching Operational KM in Professional Military Education (PME). The ability to change and remain agile is essential in the government sector, and requires educating leaders to constantly adapt and innovate in a changing environment, where natural, economical and security crisis arise daily.


Within global threats posed since 9-11, terrorist networks emerged as intuitive learning organizations, which are complex adaptive systems that constantly innovate and change. Winning the “learning competition” to protect society requires government agencies and organizations to become agile, innovative, share knowledge – practice KM. inauguration of structures focused on knowledge synergy such as the DHS or the DNI, or real-time Lessons Learned and KM structures within military, is not sufficient in itself, nor is sophisticated Knowledge and IT infrastructure (although crucial). 


1.0
Introduction

The need for agility, learning to create a capacity to adapt (on the personal and organizational level) is core characteristic of 21st century military operations. The complexities of the operational environment require quantum leap abilities to adapt quickly, in an asymmetric, “flat” world [2]. Complexity is extrapolated when militaries (which were tasked in the past with clear missions and adversaries, and clear alliances, like NATO) now needs to act in a spectrum of operations from epidemics or nature-disasters, or COIN and counter-terrorism, yet remain capable to defend nations through manoeuvre warfare. All these demand a spectrum of competencies and capabilities which cannot be acquired by any single organization.  This requires a new paradigm regarding knowledge and managing it.


The need to learn quickly, to leverage existing knowledge while innovating creative operational knowledge is extrapolated versus a metamorphous adversary that adapts and reinvents itself, such as terrorist networks. 


Indeed terrorist networks are intuitive learning organizations, which act as a complex adaptive system [3], and challenge our abilities as hierarchies, to outlearn them. This requires an ability to become a complex adaptive system – without losing the advantages of hierarchy.  This is the 'learning competition' [3, 4] put to practice. "In Counterinsurgency, the side that learns faster and adapts more rapidly - the better learning organization - usually wins" FM COIN 3-24 /MCWP 3-33.5 [5].

The need to shorten learning cycles and implement lessons learned are imperative in contemporary military operations. It will only become more so in the future. Thus, we must learn, preserve and enhance real-time learning mechanisms and the methodology of managing knowledge, before, during and following operations, for future.


The need of this ability to be taught and entwined in military education- and of learning to become part of military ethos- is about understanding the value of knowledge for action, becoming agile, knowledge-able.

2.0
What is Operational KM

Operational has two different meanings in the military context: a knowledge type, and a level of fighting forces and warfare. This paper refers to the first. A wider elaboration can be found in literature[1]. Due to scope this paper also assumes familiarity with basic definitions and concepts of managing knowledge.

Knowledge Management (KM) has been established as paradigm in the scientific community, although definitions still vary. In principle KM is perceived as a management discipline focused on leveraging and maximizing knowledge as resource within organisations. This paper refers to KM as “strategies and processes to create, identify, capture, and leverage vital skills, information, and knowledge to enable people to best accomplish the organisation missions” [6] since it positions KM as a vehicle and not a goal.

The military is a competencies-based, mission-oriented organization, which is operational in nature. Hence, operational knowledge is the very essence of the military. We need to focus on managing it first, for more reasons than one. It is the best testing ground for KM in the military, rendering the fastest ROI. Every operational KM implementation is principally applicable toward other knowledge types in the military (once the methodologies are familiar). Since commanders’ and sponsors’ attention are scarce (as are other resources), it is aimed at the operational goals of the military. Although management concepts for knowledge are similar, Operational KM is focused on enhancing effectiveness, towards mission-success[1]. 


2.1
KM as integrating concept

KM is firstly a conceptual infrastructure, before becoming human infrastructure and/or Information Technology infrastructure.

Paradigms, as elaborated by Thomas Kuhn[7], are the result of evolution of thought (and revolutionary ‘mutations’) within scientific communities: 


“Paradigms are models, intellectual frameworks or frames of reference, with which researchers in organizational science can affiliate themselves.” [8]

However a ‘health warning’ on their nature and limitations leads to a postmodern approach, yet allows paradigms to be used as a vehicle for progress. Relating to paradigms, Scarbrough et al. note that these are labels and not ‘independent realities’, and should therefore be considered as “language constructions used to articulate a view or a vision of the world” [9].

The knowledge management paradigm is closely entwined with learning in organizations. While doctrine could be seen as validated knowledge, lessons learned (LL’d) are a shorter-cycle learning vehicle, which balance validation with ‘time’ to operational knowledge consumer. 


While a ‘learning organization’ is an organization that continuously learns and improves itself in a changing environment – managing the knowledge is a complementing, integrating concept. Managing all the types of the knowledge (short to long term, levels of validation, etc), helps transform towards a learning organization.


Both the examination of knowledge management and Learning organization paradigms is analogous to the story of the two blind people examining an elephant: one feeling a leg is certain that it is a tree, the other feeling the trunk is certain it is a snake. Thus, the paradigm is dependant on where we are coming from, and what the experience happens to be.


Figure 1: KM as an integrating concept (example from US Army CAC)

2.2
KM Structural solutions 


In our attempts to specialize we have created in the industrial age a division of labour by organizations and within them. These may be organizations that have different affiliations (national, professional), job titles and sub organizations (departments, sections) by a division of labour and by domain of knowledge. 

Yet when we approach a problem of knowledge flows across boundaries, we tend to use these familiar, industrial age organizational vehicles – and create one more organization dedicated to that division of labour. But what about knowledge itself, and when its flow, are the problem? Since everyone are ‘knowledge workers’ we prefer enhancing their knowledge-ability.

“No problem can be solved from the same level of consciousness that created it” (Albert Einstein)

Trying to solve postmodern (post industrial age) problems, with industrial age organizational vehicles, results in further organization. Such examples following the need to share knowledge after 9/11, were the inauguration of the DHS (Department of Homeland Security), or the DNI (Director of National Intelligence), each uniting many services and agencies requiring synergy in knowledge. These efforts are seminal, yet not sufficient, as the important and challenging knowledge sharing is tacit - amongst people, and requires cooperation, trust, and culture, beyond coordination and control (and enabling technology). 

In fact, it may be argued that NATO in itself is such an example – an alliance which gives structure to cooperation, coordination – to command and control, in operations and in preparing for it.

Inauguration of structures focused on knowledge synergy such as the DHS or the DNI, or real-time Lessons Learned and KM structures within military, is not sufficient in itself, nor is sophisticated Knowledge and IT infrastructure (although crucial). 

These leverage the art of command, in balance with the science of control, to new challenges- and heights.


2.3
Cooperation amongst people

Communities of Practice (CoP)[10] concepts are aimed at creating trust and a culture of sharing. Versus ‘a network’ – organizations aim to network themselves to operate better, based on an infrastructure – a cultural and human infrastructure (although enabled by technology to connect community or network members). 

The huge challenge is to network existing organizations and personnel to overcome barriers and paradigms. This is not always the same as ‘creating yet one more organization’. The danger is that of ‘Parkinson’s law’[11], not merely towards classic inefficiency public sector bureaucracy growing in size, but worse – towards counterproductive organizations which in need to justify existence dismantle knowledge to too-small packets in the division of labour (and jeopardize real, organic cooperation and familiarities within existing organizations)- until meaning is lost. ‘Unobtrusive KM’ structure (based on existing structures transformation) and mechanisms, tend to be more economic (sometimes more efficient), but most importantly they can be more effective. 


2.4
Interoperability 


The essence of interoperability is working within existing organizations (and structures) but enabling to take joint action – it is an operationalizing ability.

This is best depicted through a case study, and the one presented here is a familiar military paradigm- that of learning lessons from operations and exercises, based on familiar methodologies and existing deliberate efforts structures (such as the US Army CALL – Center for Army Lessons Learned, or NATO’s JALLC- Joint Analysis and Lessons Learned Centre etc.). Yet, the concepts exemplified can be projected on other domains, and different organizational elements which bear role similarities and exist in few organizations. 

3.0
Real-time KM for operations – learning while fighting (or: tying your shoelaces while running)


This part of the paper demonstrates Operational KM structures and vehicles that are implemented in the military to improve operations during the operation and not just from learning after it.  In a classic military paradigm, militaries have always tried to learn lessons from their experiences and implement them to improve. Thus, militaries have created deliberate efforts to do just that- and Lessons should be learnt from these LL’d (Lessons Learned) organizational mechanisms (as they are in essence an effort to mange knowledge). In that, an “LL’d” (or in fact, firstly a ‘lesson identified’ – not yet learned until implemented) should be perceived as a piece of ‘contextual knowledge’ whereas balance need be struck between enough context for sense making and usability, and reducing context toward generic knowledge. 


Whilst in the past, tendency towards learning cycles would be longer aimed at building better the forces, and learning from past wars, an evolution in knowledge efforts shows intent to shorten such cycles within some of the LL’d mechanisms and structures. Historic origins of some of these mechanisms is shown and put into contemporary context in other literature (see Ariely and Mains [12] for examples of implementing KM to improve operations - from WWII to the 2nd Lebanon war, or contemporary US led operations). 


LL’d systems and methodologies are enhances through an amalgam of KM tools and vehicles that are put to practice in war-fighting, stability operations, and other operations. The amalgam of KM methods is exemplified through Case studies in the IDF, the US Army and others. The ROI is demonstrated through the "learning competition"[5] and the need to integrate knowledge quickly into the forces, during operations. KM is also shown to become a conceptual hub essential for pattern recognition throughout operations, enabling organizational agility and adaptation. 


The US Army has been involved in organizational efforts for implementing knowledge and LL’d from training and operations for more than 20 years. Prominent in these efforts is the CALL (Center for Army Lessons Learned) in the TRADOC (Training and Doctrine Command), inaugurated in 1985 as a dedicated organizational mechanism for deliberate efforts to collect, analyze and integrate knowledge and LL’d. Other military organizations at US Army TRADOC has always dealt with other dimensions of knowledge, such as Doctrine (which is validated knowledge), the Military Review Journal (which acted as theatre for contemporary military thought), CSI (which researched military past knowledge- history), and in recent years the BCKS (which nurtured communities of practice). 


Based on research of the US Army as a reference framework for a PhD research on operational knowledge processes in the IDF – the Israeli Army [1, 13] the researcher inaugurated a layer of knowledge POCs in units, the “Knowledge Officers”. Due to limited resources, differences in structure, culture and operational environment, the array was not based on LNO (Liaison Officers) sent from a centralized organizational knowledge structure like the CALL, but of officers and NCOs from the units. This networked array in the fighting forces was implemented through years of low intensity conflict in Israel, for learning in units and amongst them. It has proved invaluable in the 2nd Lebanon war in 2006 [14], where lessons needed to be learned during the war, and in many cases were implemented in short cycles, in the tactical to operational level. 


The evolution of knowledge and LL’d structure and mechanisms in the US Army is covered in other literature[12], and the  layer of additional array in the fighting forces in the IDF (of KOs in units) is explored through the case study of learning during the 2nd Lebanon war [15].  Some of the recent organizational developments in knowledge structures in the US Army act as the next evolutionary phase to leverage knowledge for the fighting forces. 

Firstly, based on the lessons learned about real-time learning and operational KM, the US Army considered the additional benefits from an array of POCs in units. This was led by the CALL through proposing L2 officers in units. In parallel KM sections in the fighting forces were nurtured, and doctrine written. Decentralized array in units enables real-time learning amongst units (in synergy with a central hub), as well as enhances organizational learning within the unit.

Secondly, the CAC (Combined Arms Center) inaugurated “CAC-Knowledge”, uniting CALL, CADD, BCKS, CSI and Military Review, to leverage the value stream of these five knowledge organizations. This was not aimed to be yet another organizational re-organization, but rather a network, of ad-hoc and permanent teaming, within existing organizations. The proponent for CAC-knowledge has expertise in the methodology of networks - communities of practice (see figure 2).

3.2
The Learning competition 


Within global threats posed since 9-11, terrorist networks emerged as intuitive learning organizations, which are complex adaptive systems that constantly innovate and change


[16, 17] ADDIN EN.CITE . Winning the “learning competition” to protect society requires government agencies and organizations to become agile, innovative, share knowledge – practice KM. 

However, so do terrorist organizations and networks.  Terrorism is a societal phenomenon, closely integrated with changes in our knowledge society. Terrorist organizations became knowledge-centric, networked organizations, with a post-modern approach to organizational paradigms. Cyberspace is habitat for knowledge and information, and terrorists are knowledge-workers proficient in it. Cyber terrorism is the convergence of cyberspace and terrorism, and is closely entwined with “nonvirtual” terrorist activities and global terrorism. IT allows terrorists similar societal power-shift - from large organizations to small groups and individuals. The chapter reviews the changing nature of terrorism towards postmodern terrorism and towards “learning terrorist organizations” implementing knowledge, cyberterrorism and cyberplanning. Since it takes a network to beat a network, the following sections discusses knowledge and knowledge management versus COIN and terror-networks. 

3.1
Global view of knowledge sharing

The learning competition requires a global view of knowledge sharing, to compete with global terrorist learning (training and online classes, sharing knowledge amongst terror organizations and terrorists, and learning within organizations).  

Similarly, creating international networks for cooperation can be structured in layers, from theoretical research and the unclassified academic cooperation, and up to levels of sharing in professional organizations and even operational cooperation. Terrorists do not necessarily stop at borders. Epidemics certainly do not – and the concepts of sharing knowledge in layered structured networks are similar.


In such a Case study of countering global terror through academic research and knowledge sharing after 9/11, the Institute for Counter-Terrorism (ICT) at the Lauder School of Government Diplomacy and Strategy, the Interdisciplinary Center Herzliya (IDC), inagurated with 14 other universities a collaborative research network named ICTAC (International Counter-Terrorism Academic Community). It was aimed to create theoretical research base and a CoP as infrastructure for research and collaboration. Such approach is nowadays institutionalized, or at least supported by governments (e.g. the National Consortium for the Study of Terrorism and Responses to Terrorism- START, facilitated by the University of Maryland and funded by the DHS). This is Global KM leveraged by the government sector!


Another example of networking international different services, towards knowledge sharing and interoperability, is the International Lessons Learned Community (ILLC) of military and government services LL’d centres, which meet on a yearly base to exchange LL’d, methodologies relating to LL’d and to managing knowledge, and additionally – to bond and create informal infrastructure for interoperability. 

An example of such a case is presented in the final section – through the KM vehicle of storytelling. 


4.0
It takes a network to beat a network!


The aim is to network military organizations based on existing structures - It takes a networked hierarchy to beat a network.  

Creating “Unobtrusive KM” for the fighting forces, is based on familiar military knowledge, procedures, doctrine, and as much as possible – on existing structures. 

The diagram below, visualizes the above concepts, the way they were implemented in the US Army. It uses the case study of CAC-Knowledge, leveraging the value stream of existing five knowledge organizations.


The enemy is visualized as a complex adaptive network[18], in times hybrid with compound enemy of identifiable shape.


At the front line, of battle-friction, stand the fighting forces, where the array of knowledge officers creates a network in the operating forces for learning and knowledge. The main learning networks are those of commanders, yet the CoP (community of Practice) of KOs and learning officers, proves invaluable in light of limited COs time and attention resources, towards and during operations.


Figure 2: It takes a network to beat a network

5.0
Pedagogy for ‘Long War’ – learning to learn in action

Some enhancements in pedagogy for the long war [14] to be considered are directly related to managing knowledge and to teaching it in PME. This is not to be confused with creating unique curricula for the professional supportive array, of Knowledge Officers – once KM becomes a discipline. Although this is a seminal effort in itself, it is futile without teaching commanders and mangers how to facilitate and use their CKM, CKO, or Knowledge officer (no matter the role narrative). More importantly, it is seminal to educate them to implement methodologies themselves, for themselves, in sense making that is eventually always idiosyncratic (for certain in critical environment such as a battle). 

Learning how to learn- can be taught. Teaching and educating how to better facilitate knowledge as a resource throughout the whole echelons of command- is feasible through enhancements and changes in PME. Doing that in a synchronised, coherent knowledge process in the schools might allow better preparation of leadership for the challenges of the 21st century. It would support creating an operational sensitivity enabling situational awareness for commanders through the ‘strategic corporal’[19] and junior leadership sensors on the ground.  


Creating agile organizational “DNA” require entwining the “adaptive gene” during PME at all levels, by addressing knowledge as a resource - a study area and subject matter at various levels: Operational KM, managing knowledge as resource, learning while fighting. Such learning programs are also aimed at enabling critical thinking which create a capacity for breaking operational paradigms (Adapt-Ability), 


Interdisciplinary nature of knowledge should be elucidated throughout other programs: Social construction in battlefield, implications and overlap in various knowledge domains becoming disciplines (e.g. COIN, information operations, Media, civil affairs) yet interdisciplinary by nature. 

The emphasis is both on teaching KM as a discipline in school-house (Military education), both for their own organizational usage and as a vehicle taught to students, and teaching KM practices (practicing KM) at every level and every operational unit. 


This thread of thought aims at what KM practice is really all about: teaching how to fish, not giving one a fish. This is exactly the role of pedagogy, in a long war: 


Knowledge management is not what another organization does for you: the user is the practitioner. Thus although deliberate efforts by centralized organizational mechanisms are essential (to collect LL’d, analyze and integrate knowledge), all of us are "knowledge workers". Managing knowledge must be practiced by everyone, not merely for them by some remote, centralized organizational mechanism. 


Paradoxically, the prolonged nature of 'the long war' [20] obliges to master in how to learn and internalize knowledge in real-time and throughout war, and not just in between wars. This has a direct effect on the pedagogy for the long war.


Firstly, it obliges now to learn not just in a learning ecology (during defined time-spaces, defined spaces and locations such as training bases, or PME) but to conduct the learning also in theatre, at the front, and take the learning to the learner, implementing insights emerging from 'unobtrusive KM' – entwining knowledge and learning in operations. 


It obliges us to master and excel in teaching learning. Commanders and soldiers need to be educated to learn, trained to use learning concepts, doctrine, TTPs entwined in every activity – developing agility and personal adaptability. And this is what operational knowledge management is about.  


The result is a mental shift adapting ability that is crucial in the complexities of contemporary battlefields. Commanders may need to shift instantaneously from one typology of conflict, to an extreme opposite intensity, from one operational context to a completely different one. This demands also instantaneous mental shifting ability. 


In this “long war”, educating military leaders for critical thinking, learning how to learn, manage knowledge in the field includes convergence of various disciplines which KM represent. The 21st century challenges for government requires understanding the role of knowledge in society, and entwining KM in the education of its leaders.


Operational Knowledge Management and Real-time Leasons Learning structures for interagency operability are proposed for crisis situation scenarios, based on existing infrastracture in militaries and agencies, and on social network analysis (SNA).


6.0
Operationalizing Social Network Analysis (SNA) Fractals


This section gives another example of Operational KM, and proposes to operationalize Social Network Analysis (SNA) Fractals, by refocusing from Nodes to Knowledge Flows in the network. 

The KM domain (and social science as a whole) gives further conceptual foundation to refocusing research and analysis of social networks, from the focus on the network nodes and their relationships, towards focus on knowledge flows within the network, and outside of it.  

The case study of terrorist networks is used to exemplify concepts and connect to contemporary context, but once more, as a knowledge methodology it can be projected to different societal contexts. Analysis of network nodes and their relationships is operationalized in various ways, and empiric examples show resulting chaotic behaviors of networks. Reshaping the paradigm used to analyze and comprehend the network based both on knowledge flows theories and on chaos theory, enables conceptualization of the social network as a knowledge fractal. 


This allows for a whole new understanding of the social network, enabling different approaches to operationalizing the analysis. While conventional approaches may result in acute uncontrolled behavior, different conceptualization may lead to at least some foresight of the newly shaped fractal of knowledge behavior.

Understanding the interrelationships of the knowledge flows in the networks (and not just the interrelationships of the nodes) is external to the network too, and requires systems thinking-  essential to ground any artificially created model of real-life. It further requires interdisciplinary approach and a deep understanding of knowledge in society and learning behaviors, tapping into domains such as Knowledge-Management, Anthropology, psychology, and in the context of terrorist networks – not excluding doctrine and knowledge of stability operations, information operations, media communications and further domains. One challenge is the epistemological gap between disciplines and communities of practice. Whilst in many cases the focus on analyzing social networks tends to draw attention of computational tools for analysis, we are reminded that a social network is firstly that- societal, and thus through the prism of knowledge, new light is shed through deeper, contextual, and qualitative analysis. 

 7.0
Conclusions 


7.1
The KM vision

The KM vision is that of a Global View of Knowledge Sharing. It is a vision of Knowledge Management as catalyst for the creation of human knowledge, moving us up the trajectory in the hyperbole curve  of human knowledge creation and innovation, accelerating the way we built on past generations of knowledge in all domains [13, 21]. 

In the defence and government sector these require international, interagency knowledge sharing, and a global view and vision of knowledge.

Figure 3: The human knowledge hyperbole curve (Ariely 2003; 2006)

Accelerating knowledge in evolutionary epistemology is not a luxury but an altruistic requisite for survival of humanity confronting existential risks (nature disasters, epidemics, global terror etc.) It is task for governments’ and international alliances, in an interagency effort. This is true both for interoperability in crisis management, and for rapid knowledge sharing and innovation. Since Storytelling is one of the KM vehicles (developed from anthropology) to convey knowledge in context, this is best shown in an example – through storytelling. 

7.2
Converging CoP Networks  


Two weeks before the NATO symposium in which this paper is presented, I was presenting in Washington DC in a government conference. With me in the panel were representatives from the Singapore government (members of the ILLC mentioned before), including the Colonel that hosted the ILLC2008 in Singapore. He demonstrated, amongst other things, innovative approaches in Singapore implementing LL’d from the SARS, both technology and SOP for screening in airports. 

At the day of his return, I received urgent email (while still at DC) from the National Center for Emergency Preparedness at Vanderbilt University (a member of the ICTAC CoP mentioned before), seeking under DHS directive technology for the H1N1 virus (Swine Flu) for airports screening. It took one phone call to connect and enable to benchmark technology and SOP (by converging CoP Networks), of thermal scanners that were already deployed in Changi airport.

This is what global, Operational KM is all about- it enables civil-military, interagency, international interoperability which helps overcoming barriers and stovepipes in times of crisis or need.  It is as simple as is complex- to gap complexity in structures and organizational entities. 


7.3
Summary 


Contrary to what is sometimes expected from KM, this paper did not deal with technology but rather with concepts. The conceptual framework aims to bridge technological gaps and differences, and enables an evolutionary process towards technological coherence as future infrastructure. Such gaps may relate to capabilities within organizations, or technological gaps amongst them, as well as security, IT, or other boundaries. 

Only potential of few concepts and vehicles was demonstrated due to scope (e.g. CoP, SNA, Storytelling).


Operational KM concepts, doctrine and non-technological tools are practiced in convergence with growing maturity of Technological tools to become unobtrusive and fully integrated with how humans do, interact, and think (sense making from the idiosyncratic level to the organizational level). 

Most of these capabilities require teaching- education in PME is crucial; both for professional array (and the emerging KM discipline), but firstly for Commanders and Managers at all levels. 


The paper presented the operational knowledge management models which act as conceptual foundation to international, interagency interoperability, by networking hierarchies to enable cooperation and knowledge sharing, learning during operations, and integrate lessons learned in real-time. It is based on nurturing matrixes of communities of practices, and creating transparency of existence of knowledge resources (not necessarily their content) to enable interoperability in times of crisis. 
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Abstract

This paper presents the preliminary results of an ongoing research on knowledge-mapping (k-mapping) conducted at Defence R&D Canada – Valcartier. A newly developed k-mapping prototype application called “KMapper”, along with its underlying concepts and multidimensional approach are proposed. Knowledge mapping, as envisioned in this research, is aimed to enable the discovery, identification, localization, access and exploitation of key pieces of knowledge. The paper explains the knowledge mapping concepts and approach but also the specificities of the alpha prototype being developed as for instance how ontologies are key elements of the application. Subsequently, we discuss the promises of such an approach and application in response to some of the challenges faced by the NATO during crisis and emergency operations. Based on the demonstration results within a national/public security and Joint, Interagency, Multinational and Public (JIMP) contexts, it is realistic to infer some of the k-mapping added values to similar characteristics of coalition operations such as multiple parties’ involvement, requirements for shared situation awareness as well as information/knowledge exchange. Finally, conclusions are drawn and some future work and researches are proposed.

1.0
Introduction

The Coalition military Forces as well as “the Canadian Forces are now facing, to a greater extend than ever, challenging operating environments”[1]. The Armed Forces have to operate in more complex environments, which requires “Forces that are combat-effective, but also highly mobile, adaptive, networked, sustainable and capable of operating in a Joint, Interagency, Multinational and Public (JIMP) context.”[2]. These complex operating environments generate corollaries such as more complex technological solutions or overloads of knowledge/information. Moreover, they also require more sophisticated common operating pictures where these different pieces of knowledge/information – called knowledge assets (KAs) in this paper – are being held by numerous distinct groups and organizations. Therefore, to attain mission success, Commanders at all levels have to compose with those different military and non-military organizations which are an intrinsic part of the complex situation being faced. Some of those KAs, held by organizations, are considered key by the commander and the soldier to first fully understand the situation at hand and to then make effective and accurate decisions. As the number of involved organization increases, it is also undeniably more difficult to identify what organization holds which critical KAs. In order for the military personnel to adequately exploit situational KAs, these ones need first to be identified, located and made available.


During the last few years, the Department of National Defence and the Canadian Forces have started to investigate the field of knowledge-mapping (k-mapping) as part of the solution to solve KAs discovery and localisation. The key output of the research is to develop a dynamic knowledge management capability in order to enhance sense-making of the situation, to improve knowledge understanding and decision making, and to increase internal and external collaboration. This paper presents the foundation concepts and an innovative multidimensional approach of an alpha k-mapping prototype application called “KMapper”. In the light of the preliminary results from the alpha prototype and its demonstration in a national/public security surrounding, the paper examines how k-mapping can similarly respond to coalition operations challenges during crisis and emergency situations.

2.0
Knowledge Mapping foundations

K-mapping can be described along several axes, the one of its definition, then the existing approaches next to the axis of knowledge-mapping applications and technologies. This section illustrates each of these axes while more details can be obtained in a technical report on k-mapping [3]. The first element noticeable about k-mapping is that researchers or practitioners refer to it indifferently as a term, an approach or an application.

2.1
Knowledge Mapping Definition


The term “knowledge mapping” has emerged from the growing field of knowledge management, but its foundations can be traced in different fields and consequently, it refers to definitions that are radically distinct. K‑mapping can be understood as “knowledge audit” [4], “concept mapping” [5], “knowledge modelling” [6], etc. Figure (1) reveals some of the related concepts to k-mapping.

[image: image1.jpg]

Figure 1: K-mapping related concepts.


Notwithstanding the richness brought by each of these concepts, this multitude of meanings and standpoints also carries its own nuisance due to confusion among practitioners as well as researchers in the field of k‑mapping. For the purpose of the current research and in order to build a k-mapping prototype application corresponding to the Forces’ needs the following k-mapping definition is considered:


“Knowledge mapping is a process to discover, locate, and map specific knowledge assets considered as essential to individuals in order to perform their work.”

2.2 Knowledge Mapping Approaches

2.2.1
Classical Approaches


The numerous k-mapping definitions identified in the previous section emerge from diverse fields, which in turn carry their own k-mapping approach. These definitions can be broadly regrouped along three main categories of approaches as depicted in figure 2. The category named “conceptual approach” considers the value of differentiating and structuring concepts and terms. It usually concerns taxonomies, thesaurus or else ontologies and is of particular interest to ease learning or help understanding complex environments. The category of procedural approaches [7] usually tends to encounter the organizational processes where pieces of knowledge can be considered as either an input or an output of those. The third category, named “social approaches” [8] reflects on k-mapping from a social standpoints; it considers the relationships existing between individuals, the localisation of key experts or else the flow of knowledge within organisations. Unfortunately, when times come to undertake a k-mapping project, practitioners only consider k-mapping in the light of one of those approaches. Consequently, results of such projects tend to be disappointing as only limited values of k-mapping are considered or even worst the perspective/approach embraced is inappropriate to the pursued project objectives.

[image: image2.jpg]

Figure 2: K-mapping Classical Approaches.

2.2.2
Defence R&D Approach


The novelty of Defence R&D Canada’s k-mapping research resides in the fact that it combines the value of each one of those three categories into a single approach called the “Multidimensional K-Mapping Balanced Approach". Moreover, a fourth approach named “Knowledge Artefacts” was added in order to support some information management requirements. Figure 3 represents this multidimensional approach where the four different standpoints previously discussed are presented as dimensions:

· Social Dimension;


· Knowledge-Artefact Dimension;


· Conceptual Dimension;


· Process Dimension.
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Figure 3: Multidimensional Knowledge Mapping Approach.


This approach is now the foundation of the alpha k-mapping prototype application built in the context of this research, which aims at identifying, locating and mapping sources of key knowledge assets (KAs).

2.2.2.1
Types of Knowledge Assets

In the context of this research, we attempt to identify and locate two types (see figure 4) of pieces of knowledge/information – called knowledge assets (KAs) –, which are being held by distinct groups and organizations. The first type of KAs belongs to the Social Dimension and concerns tacit pieces of knowledge. This requires therefore identifying individuals, groups or organisations with specific expertise or experience. The second type of KAs belongs to the Knowledge Artefacts Dimension and relates to explicit knowledge such as documents, databases, websites, lessons learned, etc. From a technological standpoint, for these two dimensions, the alpha k-mapping prototype application automatically extracts KAs and store information about them.

[image: image4.jpg]

Figure 4: Social and Knowledge Artefact Dimensions.


2.2.2.2
Organizing and presenting the Knowledge Assets

Once the KAs discovered under the Social and K-artefacts dimensions, information about them are stored and relevant links are created between the KAs and elements from the two other dimensions, specifically the Conceptual and the Process dimensions (see figure 5). Visually presenting the KAs along those two dimensions permits the users to comprehend the KAs within a meaningful context but also to provide new knowledge to the user by making apparent unexpected links between KAs and new concepts or specific process stages. Indeed, the conceptual dimension of the KMapper permits a visual presentation of a specific domain ontology to the military user with its related concepts and the relations existing between them. By doing so, the end-user can immediately ascertain to which concepts a KA is related. Similarly, the process dimension covers the key processes being worked with by the targeted group of users. Whenever a specific stage of the process is being worked with, the KAs that should be prioritized in the context of that specific process are presented. Here again, the process dimension acts as a contextual element permitting the positioning of the KAs. For instance, lessons learned on the topic of “chemical spills” can be linked to the owner organisation of the lessons learned database and subsequently be of usage to an individual having to locate expertise in the domain within the context of a similar situation.


[image: image5.jpg]

Figure 5: Conceptual and Process Dimensions.


2.3
Knowledge Mapping Application

Initially this research intended to first identify the Defence requirements in term of k-mapping and then to select Commercial off-the-shelf (COTS) or open source softwares to support such activities. Unfortunately the available softwares on the market did not respond to all the requirements, neither did they to the multidimensional k-mapping balanced approach. As a result, free and open source softwares were evaluated [9] and some were selected to build an alpha k‑mapping prototype application named KMapper.

As depicted in figure 6, one of the main outputs of the developed k-mapping prototype application is to provide end-users with a contextualized visualisation of the discovered KAs as well as the links existing between them. As the application aims at pointing to the identified KAs as opposed to presenting the knowledge itself, a specific capability was developed in order to provide end-user with metadata attached to the KAs. This metadata capability fulfills two main roles. First it provides information on the KA itself in order to increase its understanding and the level of relevancy of the KA. Secondly, whenever possible and deemed necessary, it enables a direct access to the KA in order to ease the accomplishment of end-user specific activities such as for instance contacting identified key stakeholders in order to start coordinating their respective actions. It stands to reason that the alpha k-mapping prototype application mirrors the multidimensional approach with its four key dimensions. In terms of the alpha k-mapping prototype application being developed and demonstrated, there are several specificities worth noting. First the application is dynamic and almost fully automated in its identification, localization and mapping of KAs. Secondly it is an ontology-based system where the application backbone is built around a domain-specific ontology as well as a KMapper specific ontology. For instance, while trying to map the whole world would be a useless activity, using the domain-specific ontology with search engines in order to retrieve information about KAs that are relevant to the end-user in the context of the situation being faced is highly relevant. This situation-focused activity provides military end-users – accomplishing different tasks – with a shared context for common actions. The ontology structure and content also feed the “Knowledge Inference” service. This service with its set of rules is essential to discover and gain new relevant pieces of knowledge based on the ones already accumulated. The third specificity of the k-mapping prototype application is to be built along a service-oriented architecture where the encapsulated services can be tapped by other applications and reciprocally.



[image: image6]

Figure 6: Alpha K-Mapping Prototype: Screen Shot.


3.0
K-mapping and NATO’s key Challenges 

The rationales for which this research project investigated the domain of k-mapping for the purpose of the Canadian Forces, can apply to investigating the use of k-mapping to solve some of NATO’s challenges in crisis and emergency situation. In fact the alpha prototype application was demonstrated during a military exercise concerning national/public security situation within a Joint, Interagency, Multinational and Public (JIMP) context. During the exercise, k-mapping activities were pursued to help reaching several desired outcomes as for instance: an increased collaboration within or between organizations, an enhanced knowledge awareness, or else, a higher level of understanding of the encountered situation, which are challenges that NATO also faces.


3.1
Making Sense of the Situation


Making sense of the situation is of critical importance to mission success. Knowledge mapping can support the development of this capability in preparation for a mission; at the offset of it; as well as while the mission unfolds. By exploiting the conceptual dimension, which is based on domain ontologies, the end-user develops an understanding of the context of the situation and its significant concepts as well as their potential correlations. Moreover, through this network of concepts and their related KAs, the user reaches another type of understanding being the one of the social constituents involved with the situation. For instance it can be of key interest to find out that a specific local organisation has a group specialized in the control of infectious diseases. Connecting with such a group can help understanding local population habits and determining the most urgent measures required to be taken. Also, the alpha k-mapping prototype application has the capacity to extract logs of incidents as they occur while the situation is taking place. These incidents, considered as knowledge artefacts, were extracted from the “Incident Management System” and subsequently linked to concepts pertaining to the situation being faced.

3.2
Diversity of situations to take into consideration

Facets of emergency, crisis, or terrorist threat situations can be manifold; it is therefore extremely difficult to plan for so many diverse circumstances. The conceptual dimension of the multidimensional k-mapping approach can, to some extent, facilitate responses by only considering KAs pertinent to the situation. Indeed, the alpha k-mapping prototype application is an ontology-based system. Figure 7 depicts the first ontology that constitutes the prototype; it is the “KMapper core ontology”, which supports the application itself. This ontology permits the definition and description of concepts and their relationships related to the KMapper application, as well as its structure, dimensions, etc. This ontology is a permanent part of the application and it is required by the system to organize the KAs under the appropriate dimensions and with adequate properties.


[image: image7.png]

Figure 7: KMapper core ontology.


In addition to the core ontology, the system also requires a domain ontology. The domain ontology relates to the conceptual dimension and can be replaced or augmented with another ontology of interest. The domain ontology is considered as the backbone of the KMapper as it supports the search engines in retrieving information about KAs of significance to the end-user. First the application searches new data sources to extract KAs, subsequently it is also around the concepts of the domain ontology that the extracted KAs are organized and linked to one another. The domain ontology is specifically significant in complex situations as it can support the extraction of commonalities between concepts (figure 8). The current alpha k-mapping prototype is supported by a chemical, biological, radiological, nuclear, and explosive (CBRNE) domain ontology. Numerous concepts within this ontology concern emergency and crisis situations but some concepts are also of potential interest in the case of a terrorist threat. For instance, some of the chemicals possibly involved in a terrorist attack can be comparable to the ones involved in an unfortunate manmade disaster. Consequently both situations require some of the same handling and caution to be taken. Furthermore once a terrorist attack has occurred, in some aspects, the way to respond to it is considered as an emergency and crisis event with similar emergency response plans, concepts of operation, etc.


[image: image8]

Figure 8: Similarities and shared areas between domains.


3.3
Knowledge Awareness


The first supporting constituent to enhance knowledge awareness is to build the knowledge foundations required to enable accurate and adapted action based on individual roles and responsibilities. Knowledge mapping can support the identification of key social KAs such as individuals, groups and organisations knowledgeable in specific domain for possible subsequent contact if required. K-mapping can also support the identification of more explicit knowledge in order to build the prior understanding required to support later activities. Without trying to become an expert of each type of issue being faced, the mapping of KAs can at least start building the first blocks which will enable the treatment of specific upcoming information in short delays. One of the strengths of the actual k-mapping approach is that it relies on concepts from the domain ontology and therefore allows a more focused search on potential events in specific situations. For instance if there is an indication of the potential presence of key terrorist groups during an event, the individual might want to start consulting information about those groups as for instance their preferred types of attack and what it requires. This avoids having to map the world KAs about all topics.

3.4
Under-exploitation of critical KAs

In their book, Edwards and Steinhäusler [10] mentioned that "often overlooked intelligence-gathering resources are available and unused within the civilian response community…an understanding of the types of intelligence available, and the challenges of distributing useful intelligence products, must be addressed as part of the development of an information-sharing plan." The intelligence products are only one type of critical KAs which are overlooked. In this case the reasons are more related to a time issue as mentioned by the authors: “additionally, the evaluation and analysis of raw intelligence may prevent intelligence from being shared in a timely manner.” During coalition operations, the number of these overlooked KAs increases. Indeed, some KAs simply stay unrevealed or are made available within inadequate timeframes and consequently not capitalized. K-mapping can help identifying those critical KAs in a timely manner. In fact, the alpha prototype was built to support an automated gathering of KAs from multiple data sources and under different formats. For demonstration purpose, on top of this automated gathering of KAs, an interface was built in order to support a voluntary posting of data sources by allies. This capability was built to permit access to incident management systems of other organizations for instance.

Within NATO there is a requirement to "[activate] an Intelligence Fusion Centre to improve information and intelligence sharing for Alliance operations" [10]. In some cases, specific identified KAs can be classified and therefore not even revealed to the end-user depending on his/her own security level. In other circumstances, information on the overall content of these KAs can be known whereas the KA itself cannot be accessed. In the latest case, the value added of the k-mapping prototype application comes from its capacity to identify and locate critical KAs based on metadata even if the KAs content are not accessible directly by the end-user. The application also provides the end-user with metadata regarding the KA owner information, location, last update, etc. These pieces of information will permit an indirect access to these critical KAs for further exploitation. An instance of this can be metadata about the name, phone number, and person of contact from the organization in charge of a specific key database of restricted access. Furthermore, this capability of the KMapper has been identified as a potential catalysis to efforts from different organisations to enable access to some of these critical KAs that should require more sharing.


3.5
Requirements to collaborate

Being able to respond to a disaster or to help the population after a terrorist attack requires working closely with local organisations, which are deeply knowledgeable of the population needs and structure. Coordination is also required with allied nations as well as with non-governmental organisations whom to, in some cases, the population is more open to turn to for help and support. In general researches on collaboration demonstrate how an increased level of collaboration impact positively knowledge or information sharing. The opposite can be supported by k-mapping. Indeed, some authors [12] have demonstrated how active knowledge awareness provides individuals with the information required to enhance collaboration. The process dimension of k-mapping can be of great support for an increased level of collaboration. Some studies [14, 15] demonstrated the importance of commonly shared processes or shared awareness of respective processes in order to increase collaboration specifically in situations where participants are geographically dispersed.

Currently, collaborative actions between Forces and other friendly instances are perceived as positive behaviours and clearly key to mission success. Nevertheless in order to perform effective collaborative behaviours; it is required to understand its pursued benefits as well as its drawbacks to avoid. Some researchers [11] have identified that some of the key drawbacks of collaboration are its time consuming aspect and the fact that it sometimes requires to collaborate with too many instances. Indeed, effective collaboration takes time and collaborating with too many groups or organizations widespread collaborative results, which leaves the military with disappointing experiences. By mapping the groups/organizations and their specific knowledge in a domain this permits more focused collaborative efforts with critical instances. For instance, in the situation where a pandemic outbreak of a disease occurs in a foreign country, discovering that a specific branch of the national department of foreign Affairs is a source of knowledge (along with the fact that it holds certain roles and responsibilities) can be important to develop collaborative behaviour with its people.

3.6
Building Mission/Organizational Memory


As mentioned, even if numerous KAs are automatically identified and located, each of the users is himself/herself a KA and should therefore be able to add his/her own knowledge to the overall base of knowledge feeding the application. This important feature is essential in the military domain where rotations are frequent and the need to build collective or mission specific memory is even more essential than in other types of organizations. This given, new individuals arriving can benefit from knowledge previously developed. Similarly, for individuals working in the same group at a given time, the KMapper also provides them with the ability to share comments, workspaces as well as specific discovered KAs.

4.0
Conclusion

The NATO has to respond to very complex situations where mission success relies on their ability to take into consideration and collaborate with other instances. These instances can be other governmental organizations, allies or local representatives, each of which can hold critical KAs with respect to the situation being faced. Being able to identify and locate those KAs is not a trivial task. As a result, during the last few years, DND/CF has investigated the field of knowledge mapping in order to respond to this challenge. Based on this research, the challenges faced by the Canadian Forces are transferable to the NATO context and the value of k-mapping can be levered for the benefit of NATO having to respond to emergencies and crisis operations. Therefore in this context, k-mapping can support NATO in its attempt to identifying KAs within and outside each ones’ organisational borders, increasing collaboration, enhancing situation awareness and building mission memory.

5.0 Future Work


The current KMapper, the alpha prototype, was developed in the light of operational environment and needs. Presently, the prototype is to be integrated and revisited to respond to intelligence domain activities. More specifically, it will be integrated within a “Multi-Intelligent Tool Suite” (MITS). To perform this, it will require revising some of the underlying concepts of operation as well as the application functions as for instance, the automated reporting system built in the system in order to respond to military operational requirements.

From a technological standpoint several enhancements are planned. At first there is a need to improve the inference and filtering services. These are key elements in order to focus only on KAs pertinent to end-users. In second arise the requirements for more sophisticated visualisation algorithms. During the development of the alpha prototype no major resources were attributed to visualisation issues. Nevertheless, such a k-mapping system relies heavily on visualisation capacity and diversity depending on the end-user needs and objectives. Thirdly comes the integration of time and spatial components, this will be of specific interest within a MITS. Finally the end-user should be more informed about the reliability of the KAs identified.

The KMapper was built with three of the four dimensions; the process dimension was investigated in a parallel research in the maritime domain. Therefore, the process dimension will need to be coupled to the remaining part of the system.

Finally, current researches in social network analysis and patterns of life recognition are also considering leveraging some concepts from the k-mapping domain as well as services from the alpha prototype application.
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ABSTRACT  


In crisis management quick and full situation awareness is essential to enable adequate countermeasures 


and reactions. Relevant information has to be distributed to agencies and decision makers. To overcome 
the limitations of today’s stovepiped ISR systems, interoperable transnational systems, capable of 


including all relevant data sources and sharing them among law enforcement bodies, are needed.  


To enforce the interoperability of ISR systems the multinational nine-nation intelligence and surveillance 


project MAJIIC (Multi-Sensor Aerospace-Ground Joint ISR Interoperability Coalition) developed 
standards, technologies and an architecture that allow commanders to instantly tap into real-time data 


from a number of NATO and national systems. Standardized data dissemination is the key in achieving 


interoperability. A Coalition Shared Data (CSD) server, which is based on STANAG 4559 is the core of 
that architecture and enables the dissemination and storage of data from heterogeneous sensors from 


different nations, as well as tasking information and sensor data exploitation results. 


To make information available no matter where it is stored and where it is needed, the CSD concept 
envisions the near real-time synchronization of the metadata between different servers. The information 


about products in the CSD is available in the whole network, regardless of where those products are 


stored. Each user needs to know only one access point, his local CSD, but has access to the whole data in 


the network (under the provision of granted access rights by the owner of the data). If the product is of 
interest, it can be requested from the local CSD. Request forwarding for not locally stored data and 


delivery is handled by the interconnected and synchronized CSDs. 


The CSD concept passed its first full-blown test during a major NATO exercise in Norway, Bold 
Avenger/Trial Quest 2007, which included real-time maneuvers by several thousand air and ground 


forces. In 2008 the concept was successfully tested during the Bundeswehr experiment Common Shield 


2008. An adaptation of the concept has been tested in the project SOBCAH (Surveillance of borders, 
coastlines and harbours), partially funded by the European Commission under the Preparatory Action for 


Security Research (PASR) 2005 program. 


The proven benefit of information sharing through the CSD at the NATO exercise Bold Avenger/Trial 


Quest 2007 and the Bundeswehr experiment Common Shield 2008, led to the planning of fielding the CSD 
in NATO and Bundeswehr in 2009 - 2010. 
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1.0 INTRODUCTION 


In crisis management quick and full situation awareness is essential to enable adequate countermeasures 
and reactions. Relevant information has to be distributed to agencies and decision makers. Combining 


sensor information with intelligence data and sharing relevant information according to user requirements 


enhances the situation awareness of decision makers and enables them to act quickly and efficiently.  


A crisis and emergency situation caused by terrorism – being it either in the phase of preventing terrorist 


attacks or crisis response after an attack has occurred – may be characterised as follows: 


 Different security and crisis response organisations are involved, both military and civil 


 The crisis response operations are very diverse in nature 


 Each organisation or even entity employs its own surveillance and reconnaissance assets, which 


are heterogeneous in nature, designed and procured for different purposes and operating in a 
stovepiped manner.  


This characterisation applies both to security forces within the European Union and NATO. Information 


that might be of interest for different members is not provided in time or even at all because information 


sharing capabilities are missing. Due to that, possibilities to avoid attacks or respond timely in an 
emergency situation are limited.  


To overcome these limitations, interoperable transnational systems, capable of including all relevant data 


sources and sharing them among law enforcement bodies, are needed. In our paper we will present 
solutions for harmonising and integrating ISR data and information as well as access and dissemination 


mechanisms of integrated ISR which lead to enhanced situation awareness. 


The remainder of this paper is organised as follows: In section 2 we motivate the need for situation 


awareness in crisis response operations and describe the mix of ISR systems needed to gain the necessary 
situation awareness for decision making and response actions in a large-scale crisis. Section 3 provides an 


architecture for integrated interoperable ISR systems and shows how the developed architecture leads to 


improved situation awareness in a crisis response operation. Section 4 gives an overview of the 
employment of the architecture in coalition exercises and the results of it. In section 5 conclusions are 


given. 


2.0 SITUATION AWARENESS IN CRISIS RESPONSE OPERATIONS 


In order to make the right decisions and initiate the adequate countermeasures and reactions in a large-


scale crisis, the persons in charge must be fully aware of the current situation.  


Situation awareness means that threats and suspicious behavior have to be perceived, the threat has to be 


understood and an appropriate reaction has to be performed [3]. To perceive threats, products from 


different sources (information systems, sensors, exploitation systems) have to be available. The data has to 


be accessible with respect to time and location of the product as well as to other decision-relevant (e.g. 
urgency) information. Relevant sources of knowledge should be incorporated. Situation awareness is 


achieved by developing a common operational picture. To support analysts, operators and commands it is 


important to integrate the correct i.e. temporally relevant information in this common picture in a user-
friendly manner [4]. 


To enhance situation awareness by ISR (intelligence, surveillance, reconnaissance) it is necessary to use of 


a number of systems that detect threats and conspicuous behavior. The generated information has to be 
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shared within the coalition of crisis response forces. 


Information sharing in a coalition involves the need to adapt that information to the task an operator has to 


fulfil, to the level of command and to the overall situation where that data is needed. If data is needed for 


tactical ISR in operations it has to be provided in (near) real time and on often directly from the sensor. If 


data is needed for strategic ISR in the home country it is often not necessary to provide it immediately and 
exploited data is of interest. Due to that, information has to be provided in different granularity. 


Depending on the command level and the AOR (Area of Responsibility) the degree of information has to 


be adaptable and has to be not only at the right place within the right time but also with the right 
granularity. The use of a mix of sensor and information systems is key to adequate situation awareness on 


the different command levels and to adequate response. 


 


Figure 1: ISR with multiple surveillance systems on different levels 


 


Within an integrated system, disparate technologies that complement one another are installed, the 


interaction of the data output is essential. An integrated system consists of sensors, exploitation systems 
(that might also be deployed as situational awareness displays) and external information systems. 


In Figure 1 an area of responsibility is monitored by a range of different sensor types. Those sensors 


deliver data to command. However, the areas that are monitored intersect and data that is of interest for 


one command may also be of interest for adjacent commands. Thus it is necessary to share data and add 
information from external systems to be able to get enhanced situation awareness. 


Sensor systems normally consist of the sensor and a ground station that does the primary data processing 


and possibly some exploitation. Combined sensor systems that consist of different sensors might use some 
sensors as triggers for others and only the secondary information is passed on to an “outside” exploitation 


system. Depending on the sensor type and the processing a proprietary (raw) data stream may be created. 


To observe land and sea borders it is necessary to make use of different sensor types with differing ranges 


and tasks [5].  


Long-range border surveillance conducted by space borne and airborne systems is of interest for an all-


weather and 24 hour detection of threats that harm a wide area (e.g. oil slicks that indicate an attack on the 


environment and/or on nations resource supply). These sensors can deliver all kinds of imagery such as IR 
(infrared), EO (electro optical) and SAR (synthetic aperture radar) as well as motion imagery (video), 


SIGINT (signal intelligence) or radar data.  


Airborne sensors, including the use of balloons or zeppelins can be used for medium-range border 
surveillance. 
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Ground-based or seaborne sensors are mainly used for short-range surveillance. Real time information can 
be provided on critical areas, objects and people. Seaborne sensors can be installed above (cameras, radar) 


or under water (e.g. sonar, metal detection).  


The display of sensor data in a common operational picture only makes sense if the operator/analyst is 


able to interpret that information correctly. Raw sensor data has to be interpreted by specialists. Therefore 
sensor data is only provided on system or liaison level. 


Exploitation Systems are used for the exploitation of preproduced data. Exploitation can be done in 


different contexts and can be specific to the system, data type, area or task. For exploitation systems that 
work on products that are produced from multiple sensors it is important that the data is available in an 


inter-coordinated data format. Exploited data normally already contains more enhanced information. 


Similar to the sensor data it has to be integrated adequately into a common operational picture. This type 


of information is of interest for upper decision bodies. Still some special expertise is needed to read and 
decide upon it. If information is needed on a national legal level only the result of an analysis would be 


provided. The main effort on this level would be to fuse information from different sources. 


Information systems are relevant for the rating/ evaluation of derived data and information. Weather data 
can give essential advice which product sources are of interest in certain circumstances can provide 


background information for all kinds of questions (provided it is understood that this is in general low 


grade intelligence).  


Due to todays stovepiped systems information sharing is possible only with delay or not at all. This 


prevents provision of full situation awareness to decision makers. To overcome these shortfalls ISR 


systems has to be interoperable in order to be able to share information in a timely manner. 


It has to be understood that information sharing between different nations and even within the nations is 
not only a technical challenge but also a challenge to the nations‟ security restrictions and the current 


processes that are used in ISR within nations. The processes that are currently used where not developed 


for the task of Defence against Terrorism (DAT) but for conflicts between nations and a clearly defined 
enemy.  


Still, the first task to be solved is to ensure the interoperability of the ISR systems employed. 


3.0 INTEGRATED INTEROPERABLE ISR SYSTEMS 


To enforce the interoperability of ISR systems, the multinational nine-nation intelligence and surveillance 


project MAJIIC (Multi-Sensor Aerospace-Ground Joint ISR Interoperability Coalition) was set up [1]. The 
primary aim of the MAJIIC project is to improve the commanders‟ situation awareness through 


collaborative employment and use of interoperable ISR sensor and exploitation systems. To achieve this 


and to maximize military utility of ISTAR-systems, interoperability is addressed from three primary 


perspectives:  


 Operational, including development and demonstration of concepts of employment (CONEMP) 


and tactics, techniques and procedures (TTP) for collaborative employment and use of coalition 


ISR assets in support of military missions. 


 Architectural, including development of procedures and technology for sharing ISR data and 


information, system architecture design principles, tools and technology for collaboration and 
tools for managing coalition ISR assets. 
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 Technical, including definition and development of key data formats and protocols for the various 


sensor and data types. 


The sensor platforms addressed by the MAJIIC project include space-based, airborne, ground-based or 


maritime as well as manned and unmanned subsets of these. The sensor platforms range from small 


tactical systems usually assigned to tactical commands and all the way up to highly capable strategic 


multi-user systems. 


The sensor data types addressed in MAJIIC include GMTI (Ground Moving Target Indicator) radar, 


synthetic aperture radar (SAR), electro-optical (EO) and infra-red (IR) imaging and video sensors, artillery 


locating radar, and electronic warfare support measures (ESM) sensors. 
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Figure 2: Sensor data types addressed by the MAJIIC project 


3.1 An Architecture for interoperable ISR systems 


In order to achieve the aim to improve the commanders‟ situation awareness, an appropriate architecture 


for integrating all the ISR assets and sensor data and to enable interoperability between ISR and C2 


systems is necessary.  


Crisis response operations require the co-ordination across the whole spectrum of command levels, each 


with their own personnel, systems, assets and equipment. It is required to collect, manage, and exploit data 


from numerous sources including NATO and National, military and non-military, governmental and non-


governmental sources; and make the data and the results of the exploitation available in such a way that 
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the right information is available to the right people at the right time in the right format. 


The task of information sharing in a crisis response domain places requirements on the architecture. To be 


able to share data and information three main aspects have to be taken into account: 


Information has to be provided according to user needs and requirements: As data has to be provided to 


users according to their task (analyst, decision maker in multinational operations or for forensic analysis), 
data access has to be linked to predefined user roles. Information is gathered at different locations, so 


distributed data access has to be enabled. To integrate information systems with different semantics, 


intelligent methods of information retrieval have to be established.  


Information has to be provided in time and at the right place: An adequate data transmission network is 


required (i.e. distributed architecture and standardized mechanisms to access data). Databases at different 


locations have to be able to synchronize their information, without synchronizing all of the data as this 


would mean shifting unnecessary data loads through the network. 


Information has to be reliable and secure: To be able to make the right decisions and react appropriately, 


information has to be reliable. Access to classified data has to be limited to entitled agencies and persons. 


Data transfer has to be secure and protected against cyber attacks. 


Taking into account the requirements and aspects stated above, an architecture was developed in which 


standardized data dissemination is the key to achieve the stated aim.  


The architecture foresees the use of common interfaces for data formats and exchange mechanisms. The 
inner workings of each employed system are left untouched and only minor external interface 


modifications are required. The common formats and exchange mechanisms employed in MAJIIC are 


based on NATO standardisation agreements (STANAGs).  


As the employed sensor systems normally do not deliver the data in the standard formats, converters have 
to be developed that translate the incoming data into a common data format. As can be seen in Figure 3 


different proprietary data formats are converted into a standardized one, so that inquirers do not have to 


know the type of source (e.g. sonar, radar or infrared) the information is coming from, but can focus on the 
information itself. 


For example imagery is transferred to STANAG 4545 [6], motion imagery to 4609 [7], GMTI data to 


STANAG 4607 [12], and tracks to STANAG 5516 [8]. 


The standardized data is then transferred over the network to a local data server. Figure 3 shows an 


example of a regional network with (via converters) connected information suppliers such as sensor 


stations, criminal registers, etc. Connected to the same network are exploitation systems taking in a 


filtered set of the provided information (depending on the tasking). By fusion and analysis they generate 
new additional information (e.g. reports) that is also stored in the data server(s). Situational awareness 


systems are able to display selected intelligence and can ask for additional information from sensors, 


exploitation or information systems to support decision makers. 
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Figure 3: Information sharing in a local network and synchronization 


3.2  The Coalition Shared Data (CSD) Server 


The key component of that architecture is the data server. The server concept developed under MAJIIC as 
a Coalition Shared Data (CSD) server, is based on STANAG 4559 [2] and provides a mechanism for 


distributed, searchable, persistent storage and retrieval of Joint ISR sensor data as well as exploited data 


and information, such as tracks and exploitation reports and tasking information. 


Data in the common format is stored in the CSD and can be accessed by clients via the access mechanisms 


provided by STANAG 4559. The stored data consists of the actual ISR-data and a set of metadata that 


describes it. The metadata is defined within the STANAG and gives information about the geo-location 


and the time when a product (e.g. an image) was acquired, the source of the data, security settings or 
product specific information (e.g. resolution). Based on this metadata, a user has the ability to query and 


subscribe to information that is of interest for him. Over the standardized interfaces he can retrieve the 


information he needs depending on his role. 


To retrieve a product a client (working on a system) asks for the metadata and is able to order the product 


if it is of interest to the user. Within the metadata all (for the domain) relevant aspects of the product are 


defined and queryable. Those parameters could be for example: location, time, speed, friend/foe, weather 


condition, certainty/quality of the info, product type. 


The user can either use an interactive query where the database is searched once or a subscription method 


where the data query is transferred to the server once and continues running for a set time interval 


whereby the client is automatically notified whenever new incoming data sets fit the query parameters. 


Considering the security of the data user roles should be supported, i.e. clients need an account specifying 
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their access rights and statuses. For restricted information a login and user password have to be supplied 
before each connection to guarantee the authenticity and the right of access. The users should be supported 


by single sign on procedures. Additionally, the usage of certificates raises the security of the system to a 


satisfactory level. 


To make information available no matter where it is stored and where it is needed, the CSD concept 
envisions the near real-time synchronization of the metadata between different servers. The information 


about products in the CSD is available in the whole network, regardless of where those products are 


stored. Each user needs to know only one access point, his local CSD, but has access to the whole data in 
the network (under the provision of granted access rights by the owner of the data). If the product is of 


interest, it can be requested from the local CSD. Request forwarding for not locally stored data and 


delivery is handled by the interconnected and synchronized CSDs. 


3.3 Improved situation awareness with integrated interoperable ISR systems 


With the described architecture a timely delivery of the needed information to decision makers is enabled, 


which leads to their improved situation awareness. 


With the CSD ISR systems can publish and retrieve the information which is needed. A sensor system has 


the ability to retrieve its tasking and information about the operational architecture and publish the sensor 


data it produces. An exploitation system can receive sensor products and tasking information and publish 


the exploitation results it produces, e.g. annotated imagery, relevant video clips, MTI tracks or exploitation 
reports. A situation awareness system has the ability to only retrieve information that is of relevance for 


command and control. 


An example: Based on information requirements a C2 system generates tasks that are stored in the CSD 
combined with metadata (creator, time, status etc.). In a next step, a sensor system gets the relevant tasks 


either automatically (subscription) or on demand (query) by querying the metadata database using a CSD 


client. Based on the task the sensor system plans its mission and generates sensor data which is stored in 
the CSD. The sensor data can be associated with the task - by that the relation task/sensor product can be 


reconstructed later on. 


An exploitation system has been given the task to produce information regarding a specific area of 


interest. The analyst queries for specific (sensor) products which lie in his tasked area and analyses them. 
As a result, reports are generated and associated with the task and the sensor data. By that the whole 


reconnaissance cycle can be retraced and exploited data can be contextualized within forensic analysis. 


Sensor products of different sensor types (GMTI, images and videos) can be reviewed, combined and 
thoroughly analyzed. 


4.0 DEPLOYMENT OF THE ARCHITECTURE IN COALITION EXERCISES 


The CSD concept passed its first full-blown test during a major NATO exercise in Norway, Bold 


Avenger/Trial Quest 2007 [9], which included real-time manoeuvres by several thousand air and ground 


forces. During the exercise joint ISR interoperability was demonstrated in a „Live‟ environment with a 


multi-sensor, multi-service geographically dispersed set-up (see Figure 4).  
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Figure 4: Trial Quest operational architecture 


During TQ the operational processes were supported by the designed architecture and CSD concept (see 


Figure 5): The ACC and LCC respectively its collection manager receives RFIs (request for information), 
details them into PIRs (prioritized information requirements) and SIRs (specialized information 


requirements), generates collection and exploitation tasks, allocates those tasks to the available assets and 


compiles the Collection and Exploitation Plan (CXP). The CXP is published together with the associated 
PIRs and SIRs on the CSD. The collection asset commander, which has subscribed to the CSD for CXPs 


receives the newest CXP automatically, plans it mission and starts the collection according to the task 


defined in the CXP. As soon as sensor data is available, the data is posted to the CSD from where it is 
available to all users with the appropriate access rights. Users may either query for sensor data or 


subscribe to it for automatic delivery. Sensor data analysts query or subscribe to sensor data according to 


their exploitation task – which they receive via the CXP – retrieve the sensor data, perform the analysis 


and exploitation, produce the exploitation results and post it to the CSD. From there the information is 
available to all commands interested on the information and may be retrieved. The collection manager 


retrieves the exploitation results as well and closes the answered RFIs and with that the CCIRM loop. 
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Figure 5: Operational processes in Trial Quest 


In 2008 the concept was successfully tested during the common Bundeswehr experiment Common Shield 


2008 and NATO DAT (Defence against terrorism) experiments Technology of ISTAR against Terrorism, 


Critical Infrastructure Protection, and Harbour Protection Trial [10]. The aim of the Common Shield 
exercise was to test C2 processes in a NEC (network enabled capability) environment with integrated ISR 


and C2 systems. The Common Shield architecture integrated sensor systems, exploitation capabilities, 


situation awareness tools and common operational picture displays, and C2 systems provided by 27 
different producers. Amongst the collection assets there were airborne imaging sensors like the 


Bundeswehr Recce Tornado with Recce Pod and RecceLite pod, the OPALE UAV with infrared video 


sensor, the Condor UAV with high resolution electro-optical video sensor; ground based imaging sensors; 
but also ground based radar systems providing MTI and chemical sensors capable to detect explosives as 


well as sea-based surface and sub-surface sensors. Exploitation systems provided capabilities to exploit 


still and motion imagery, MTI data, to fuse alarms generated by the chemical explosive detection sensors 


with imagery, and to fuse alarms and tracks generated by the sea-borne sensors with imagery. The overall 
system is depicted in Figure 6.  


The seamless data and information exchange of all the sensor data and exploitation products with an real-


time update of the common operational picture was enabled by the employment of a series of CSDs with 
the capability of storage, query, subscribe and retrieve, and automatic real-time synchronisation of 


metadata. 
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Figure 6: Common Shield exercise layout (Source: Politik&Sicherheit – Nr. 6 / Dezember 2008) 


As the concept is of use for the management of crisis and enables the adaptation of off-the-shelf sensors it 


is of special interest in CIMIC (Civil Military Cooperation) operations. An adaptation of the concept has 
been tested in the project SOBCAH (Surveillance of borders, coastlines and harbours) [11], partially 


funded by the European Commission under the Preparatory Action for Security Research (PASR) 2005 


program. The aim was to integrate systems that are already used for civil surveillance tasks (like radars at 
harbours/airports or CCTV cameras) with innovative technologies and show the benefit of it within a 


technical demonstration. Within a DAT (Defence Against Terrorism) and harbour protection scenario, an 


adapted CSD disseminated alarms, tracking information and videos from sensors to a situation awareness 


system. For tracks and alarms a common data format was developed. The data generated by the sensor 
systems was transmitted to the SSD (SOBCAH Shared Database). Through subscription to the SSD 


server, all systems connected to the network were able to retrieve those data. The situation awareness 


system used it to generate the operational picture and support the decision makers on actions to be taken, 
whereas e.g. video sensor systems used especially track and alarm data to decide on sensor cross cueing 


and direct the video sensor to an alarm location.  


5.0 CONCLUSION 


In crisis management quick and full situation awareness is essential to enable adequate countermeasures 


and reactions. Relevant information has to be distributed to agencies and decision makers. Combining 
sensor information with intelligence data and sharing relevant information according to user requirements 


enhances the situation awareness of decision makers and enables them to act quickly and efficiently.  
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An architecture integrating ISR systems for crisis response in an interoperable way was developed. 
Interoperability was addressed from three primary perspectives: operational, architectural, and technical. 


The architecture foresees the use of common interfaces for data formats and exchange mechanisms. The 


inner workings of each employed system are left untouched and only minor external interface 


modifications are required. The common formats and exchange mechanisms are based on NATO 
standardisation agreements (STANAGs). 


The key component of that architecture is the Coalition Shared Data (CSD) server, which is based on 


STANAG 4559 [2] and provides a mechanism for distributed, searchable, persistent storage and retrieval 
of Joint ISR sensor data as well as exploited data and information, such as tracks and exploitation reports 


and tasking information. The real-time synchronisation mechanism for metadata between multiple CSDs 


employed at geographically dispersed locations ensures that at any node in the network knowledge about 


the available ISR information is available and the information itself is accessible.  


The proven benefit of information sharing through the CSD at the NATO exercise Bold Avenger/Trial 


Quest 2007 and the Bundeswehr experiment Common Shield 2008, led to the planning of fielding the 


CSD in NATO and Bundeswehr. The Capability is scheduled for IOC (Initial Operational Capability) in 
ISAF in mid-2009 and FOC (Final Operational Capability) in early 2010. 
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Abstract

Homeland Security is the third main task of the Dutch Armed Forces after maintaining territorial integrity and honoring NATO commitments. The MOD is responsible for supporting civil authorities in upholding the law and in providing disaster relief and humanitarian relief wherever requested. 
This support is not only focused on ‘manpower’ but is especially based on the unique capacities and experiences that were gained during crises response operations internationally. Lots of the asymmetrical national security threats are comparable to the threats faced by the Armed Forces in their daily operations.


The Business line Public Order and Safety at IVENT is specialized in this field and has a broad and diverse range of tasks within the MOD but also within other Ministries. One of these tasks is realizing the i-Bridge 2.0 Proof-of-Concept.


I-Bridge is based on a Web 2.0 and Enterprise 2.0 mindset. These concepts are relatively new ways of thinking for the government about collaboration and sharing information under less than ideal circumstances. What do you need as support for fighting crises? And how can could one harmonize all these often contradictory procedures, technologies, mandates and perspectives?


This paper informs about the i-Bridge 2.0 (Intelligent Bridge 2.0) concept: an innovative project in the field of public order and safety. The five functionalities that support the process of handling crises, Geographic Information Systems, Collaboration, Voice Interoperability, Security and Logging are combined in a kind of Mesh-up. The strength of the concept lies in the integration of these five generic functionalities into a subscription model that makes it possible to collaborate safely and secure, on ad-hoc basis and above all on a standard common desktop equipment. The innovation can be found in the fact that a traditional government approach would be to order one product to solve a specific subset of variables, rather than to create a generic marketplace for niches under a subscription model.


Preface

National Defense increasingly becomes the realm of rapid reaction upon suddenly emerging and highly dynamic information clusters and a growing focus on forecasting adverse situations. 
So there is a growing necessity for ad-hoc collaboration of civil and military specialists working with incongruent gear and procedures. These people face the challenge of working securely and reliably, at (long) distances using austere networks.  Civil and military specialists are forced to make clear choices for specific systems with long depreciation and life cycle, while society’s complexity and churn demand total flexibility to deal with the unexpected. Unfortunately, no single tool is that good! The more complex the pallet of possible allies; the shorter the time to get to know each other; the more difficult it becomes to collaborate and the harder it becomes to actually solve a security challenge. So the challenge is the facilitation of problem solving capability between actors, while each and every one of them is still organized for producing problem solving capabilities within their own discipline.  Also technically, the stovepipes are traditionally closed within themselves due to System High security architectures. Systems are vetted and not the persons who use them and their role within a changing context. So the result is a clear and present problem to the State. Not only in the realm of crisis management and disaster relief, but also in terms of weapons information systems, Defense production chains and maintenance, repair and overhaul of defense assets.

How to deal with unpredictability within a generic IT environment where budget is best spent once but uncertainty makes it hard to forecast what to procure?


i-Bridge as problem solver

As in business, new opportunities in State Defense flow from the fusion of environmental factors and the action of individuals.  Environmental factors create a specific and sometimes unique context for business. Both for business and for adverse actors to society whose original disruptive concepts pose a constant challenge to the legitimacy of the State. Societal and scientific developments, market churn and innovation in production methods all influence both the capability and the necessity for (ad hoc) collaboration between government services and civil actors alike. 

Since the rise of the Personal Computer in the eighties and the (public) Internet a bit later, the digital world changed revolutionary and the future is promising ever smarter solutions. 


The first years of the 21st century witnessed the rise of wireless internet via hotspots at every possible location, from gas stations and airports, to coffee corners and restaurants. Phones, computers and (domestic) appliances became outfitted with smart technology to enable for wireless communication. Today we witness the fusion of media experiences across appliances and a better use of location based services (LBS) that are completely embedded into the corporate mainstream ICT. Here information and services are tailored to the exact location of the mobile caller, internet user, employee, customer or supplier. For the next four years everything and everyone will most likely become part of a vast business and private communication network. One can plug in any time, any way, anywhere so the result will be an unstoppable horizontalisation (socio-tech) of data streams that has to be absorbed by legacy organizations somehow. Think about developments in terms of digital security, data transport, data disclosure, data analysis, compliancy regulations, logistics, voice handling and geospatial-information. 

For various reasons, societal context has been static (relatively unchanging over time) and simple (only a few known variables) up till a few years ago, e.g. the Cold War only had limited actors. It was quite possible to have long term procurement processes and dedicated IT solutions. Nowadays however, the societal context has become dynamic (in churn) and complex (multitude of unknown variables) and hence chaotic. There simply is no time anymore to make long term choices to deduce and procure task specific ICT solutions, so what the State will buy has to be inherently flexible. 

i-Bridge can add value here, because it is a five modules mesh-up  consisting of configurations for speech harmonization, encryption harmonization, geo-harmonization, ad hoc collaboration and e-discovery facilitation like logging and analysis software. Together they facilitate transitioning of obsolete rigid, monolithic, closed network legacy of mass support systems into a more fluid and dynamic virtualization platform enabling syndicalisation and niche market support. In the following chapters these modules and their possibilities for use will be discussed in more detail.


Voice Interoperability (Harmonization of Speech)


Speech is the killer app in disaster relief, but Systems ought to be up and running for that. One has to be able to transfer spoken information easily, not only within technically similar user groups but between technically diverse user groups as well. Better still, after action reviews ought to be supported to analyze who said what in which context to whom and why. The i-Bridge suite does that with a number of interlocking solutions: 

1. A software tool that transforms all kinds of voice transmission standards into Voice/Radio over Internet Protocol (VoIP/RoIP), enabling for merging technically unrelated systems like tactical radios, cell phones, desk phones and soft phones (virtual telephones on a computer).


2. Software that enables common office software to act as a generic interface for setting up voice communication sessions. The result is a transparent environment where the user calls a person just by tapping a name in a document or an icon on a map, without the need for remembering phone numbers, communication topologies, logging requirements or security levels. It becomes possible for a desktop based helpdesk to ‘call’ a tactical radio in a mission zone. Key here, is the concept of ‘presence’ showing at all times the availability and accessibility of an entity or individual.


3. Unified Communications software that enables the end-user to manage his/her own preferred mode of communication. After that, the System decides how a connection can be best set up. Now, an Instant Message can be generated from an email message or a telephone contact can be initiated from an Instant Message. That way an almost empty diesel tank can warn a specific individual by generating a prerecorded voice message in his mailbox and a signal on a digital map. 


4. A fuzzy logic system using Artificial Intelligence to aid in reaching specific personnel, like all the people in a specific zip code zone or people sharing the same scarce knowledge.


Programming concepts like Agile Communication Environment (ACE) modules enable integration of powerful voice interoperability into new and legacy software applications: click on a name in an old database or a Virtual Reality game environment and have that person on a secure voice line. The i-Bridge speech suite makes it possible to set up a secure conference call from a Blackberry somewhere in a traffic jam, bridging that cell phone with a desk phone, a laptop computer in some hotel room and a tactical radio on a mission in a few seconds. Remember: voice is now a hyperlink.

Security (Crypto harmonization)

Crypto-harmonization is handled here by a solution that harmonizes incongruent encryption hardware, bridging the different security characteristics with soft loadable ‘glue’. The real difference in hardware is subdued by uploading a software layer that operates as a temporary equalizer abiding by the rules of the party with the strictest security rules. Now, open and closed source actors can be given the opportunity to share data in a specific manner, for a specific time and only accessible to specific personnel. It is a flexible architecture based on standardized methods and techniques like a Web Service Interface based on the WSDL (Web Services Description Language) standard. The architecture and crypto box is FIPS 140-2 LEVEL 3, Common criteria EAL4 and CAPS certified and also mobile Wi-Fi Local Area and satellite Wide Area solutions are available today.  


Collaboration (ad-hoc)

To enable for collaboration in a crisis situation people have to be able to share information. Therefore i-Bridge is using a certified portal solution for asynchronous collaboration: a form of collaboration that does not demand the end user to be available in a virtual space at the same time as the other users. Like email, information is available when one needs it, but a portal still demands that the end-user goes online to ‘get it’ using a web browser interface. The advantage is that any internet enabled device will do and that the portal has a build in content search capability. 


The disadvantage is that identification and access of a new user demands a top down enrolment hierarchy and a stable internet connection with a certain minimum amount of bandwidth. During a crisis situation these preconditions are tedious at best. So therefore a peer2peer collaboration suite was added that can synchronize deltas without human intervention, in a secure, reliable and robust way, using a minimum amount of data in the process. So when there is a big file like a presentation and some sheets are changes, only those changes are shared and there is no need for swapping the entire multimegabit file. Unlike web based applications, the i-Bridge P2P solution has no ‘center’: its technology within which all users are ‘equal’ and they all have 100% copies of each other’s data. So from that ad hoc collaboration space, documents hosted at the portal server can still be requested and automatically updated by configuring the portal as a virtual user: mimicking a human being. Above all, the ad hoc collaboration system is meant for austere environments, where users can be spread over large geographical areas suffering from unreliable and fluctuating amounts of bandwidth: areas where a portal just won’t work. In adverse circumstances data collection and transmission have to be immediate, reliable and completely secure and system deployment has to be quick, simple and easy to use. In a crisis there is no time for mistakes and no time for a learning curve. This makes the i-Bridge ad hoc collaboration suite fully suitable for the most adverse situations and a unique niche market for (homeland) security operations and by its cooperation with a more accepted office environment like a portal, it is ideal for daily use. 

Logging (e-Discovery enablers)

The State is the tax payers’ service provider and that means that all actions have to be judicially verifiable. Never is the need for that as paramount as during and after a crisis. Refugees, migrants, the sick, the wounded, the dead, damages and personnel have to be registered and tracked all over the area of operation. Legal documents for instance for triage and vaccination administration, have to be accounted for. A clear record has to be upheld about command and control, finance administration, storage and logistics. So there is a need for a generic approach to help answering the questions: who was where, when he said what to whom, with what purpose, with which perception and within which judicial context.  For this i-Bridge uses a number of systems.

One system is multifunctional. It behave like a giant sponge for all time stamp related digital output, like a conversation, a GPS location or a document. It is output that can be formatted for reporting or for reuse in e-learning environments. The subsystems can be used in subsequent phases of an exercise cycle and as analysis tool during and after real disasters and crisis support operations. The system consists of a design module, a management module, a simulation module, a communication module, an observation module and an evaluation module. The data is interchangeable between the modules, so it becomes possible to have the system ‘call’ people and log their actions fully automatically. 


Voice logging is an art in itself. Traditional voice logging systems were never meant to actually retrieve and analyze certain conversations and their social context. They just recorded everything.  Nowadays the possibilities are endless, with the use of modern standards like Voice and Radio over IP, SIP and Unified Communications. The i-Bridge concept enables not only very detailed voice logging but also rapid reconfiguration of speech situations in a format that can be digitally transferred or reported as judicial proof.  The added complexity demands increased security and for that the whole logging system is internally encrypted and build for 24/365 reliability.


Geographic Information Science (Geo-harmonization)

Everything on our globe has a location and that makes the field of geographic information science extremely interesting for disaster relief en crisis response operations. Surely every successful response starts with a map! All disasters have a temporal and geographic footprint that identifies the duration of impact and its place on the Earth’s surface. Using geospatial tools, responders can determine where impacts are greatest and help is needed most. Today a broad range of technologies and sensors are available to satisfy our hunger and need for more information. Large scale vector databases, (spectral) satellite imagery, video and other sensors are demanding more and more of our systems and our operators! In all aspects of emergency management, geospatial data and tools have the potential to help save lives, limit damage, and reduce the costs of dealing with emergencies. 


But a GIS is not only a desktop with some data and fancy tooling. It’s a lot more than that, and past four decades the development of geospatial data and tooling has gone through a complete makeover. It started with standalone desktops, nowadays GIS is most of the time available online via rich and often free web applications like Virtual Earth, Google Earth and the Web enabled extensions of the GIS vendors. The integration into the mainstream IT solutions forms the basis for an Enterprise GIS. This mindset is very powerful, dimensions that already exist in databases and information, can now be combined and related to other sources. This enrichment leads to new insights and better or faster decisions without any conversions, copy-paste actions or other ‘traditional’ ways of distribution.


However, the effectiveness of any technology is as much about the human systems in which it is embedded as about the technology itself. Issues of training, coordination among agencies, sharing of data and tools, planning and preparedness, and resources invested in technology need to be addressed if future responses are to be more effective.


An important development in the area of Geographic Information Science is the fusion of web based GIS interfaces with the gaming and simulation industry. Today it is possible to fly a virtual plane on your laptop and look out its virtual window to see a digital world with detail, inserted real live imagery and data mine possibilities that would be unthinkable only a few years ago. This augmented reality is an alternative to train crisis responders for situations that luckily not happen that often. The interface is also ‘securely connected’ to the communication devices and actions can be logged. 

This combination with the other i-Bridge elements supports the opportunity to train with real business information in a (partly) simulated environment. It creates a multiplier effect on trainings output and it helps to test and enhance crisis response plans and scenario’s in a realistic way. Moreover, ‘leftover data’ from real live events can be cheaply re-used for training and doctrine evaluation purposes and during real live exercises physical assets like planes can be virtually enlarged in numbers saving precious logistics, insurance, taxes and personnel costs.


Conclusion

I-Bridge is meant as a ‘converter’ or ‘transformer’ of data between (legacy) systems of civil and military specialists involved in crisis management and disaster relief. These people have to work in difficult and laborious circumstances. The different levels of security within and between their respective organizations - governmental or not - makes complexity even harder. We not only see an upward trend in information volume, but a trend in growing data complexity and dynamics as well. Together with a downward trend in budgets mastering coordination in this chaos will be the challenge for the traditional governmental organizations for the next years for risking loss of legitimacy. 


I-Bridge 2.0 offers a generic solution for this challenge, focusing on facilitating problem solving capacity between actors in a situation where the common office freedom (steady bandwidth and electricity) is not always guaranteed over offering them a specific, one-fits-all product based on centralization and standardization criteria. The solution is powerful because of the unique and innovative combination of functionalities, technologies and software, running on easily obtainable hardware within a flexible and modular design. 


The concept bridges the current gap between the boots on the ground and the policy makers by enabling reporting, voice communication and data sharing over unreliable infrastructure, reusing all data for training- and virtual reality simulation purposes.  So it is no management dashboard, no bottom up aggregator, it is a clear collaboration space fusing voice, security and visualization with judicial requirements in terms of e-discoverability of actions.


For this project the conjunction of government and industry is essential to be successful. It will be a long and bumpy road, but above all it needs a fresh and modern mindset of all players to collaborate and share information and to invest in the future. The bundling of knowledge and the combination and integration of technologies from different vendors and branches are a major challenge that will be tackled in close harmony. 
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Abstract

To recover from emergency is a very important action. A fast and efficient recovery is capable to reduce the loss of disaster and prevent the public panic. In this paper, the concept and classification of recoverability is defined, and a quantitative measurement to recoverability assessment is proposed. Afterwards, an optimization model of recoverability process is established to minimize the recovery time and optimize the allocation of resources. Finally, a practical example is given as a case study. 
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1.
Introduction 

During the past few years, different kinds of emergent events including natural disasters, industrial accidents, public health and social safety incidents occurred frequently and caused a great loss to people’s lives and properties. Recovery of emergent events plays a crucial role in emergency management in the sense that a fast and efficient recovery is able to reduce the loss of disaster. The recovery process not only includes the restoration of property, also to save human life. The primary task after a disaster is the salvage of human and property, which can only prevent the deterioration of situation, but can not make it better. The final objective of recovery is to bring the society back to a complete or near normal status of regular operations. Therefore the measure to recoverability, i.e., the capability or possibility of affected body back to normal operations as well as the time and resource needed is of practical significance during the recovery process.


Most priori work related to recovery concern qualitative assessment, however, quantitative assessment is able to provide important information as when and to what degree the society can restore to the normal status. Recoverability assessment plays a vital role throughout the life cycle of emergency management. It can not only assist the decision-maker to speed up the emergency rescue, reduce resource waste, but also enhance the credibility of the public opinion. After the occurrence of emergent events, due to the lack of true information and the spread of false information among general public, the stampede, looting and other derivatives disasters may occur as a result of public panic. Through well understanding of the situation, recoverability assessment helps decision makers to quantify the basis of rescue strategy and prevent public panic, unreasonable actions and secondary disasters.  

Although recoverability assessment is essential in disaster assessment, little work has been done in the literature. Some researchers pay attention to the optimized process after disaster. E.g, F. Fiedrich[1] proposed a dynamic optimization model using detailed description of operational areas and available resources to calculate the resource performance and efficiency for different tasks after earthquake disasters. Kweku-Muata Bryson[2] presented a mathematical programming model supporting the decision maker to select among competing subplans, a subset of subplans which maximizes the value of recovery capability of a strategy. A related issue is the risk assessment of disasters. Iman Karimia[3] presented a system for assessing the risk of natural disasters, particularly under highly uncertain conditions where neither the statistical data nor the physical knowledge required for a purely probabilistic risk analysis is sufficient. S. Spartalisa[4] presented an original mathematical model and a decision support system for the management of natural disasters. Aiping Tang[5] implemented an intelligent simulation system for earthquake disaster assessment system based on a development platform of Geographic Information System (GIS) and Artificial Intelligence (AI). Chen proposed the mitigability measurement[6] to evaluate how and to what extent human can impact the development of incidents regarding time and value level. However, there is no study to clarify the concept and assessment measurement of recoverability in emergency management. 


In this paper, we define the recoverability assessment regarding the deviation between instant status and the normal status. Through the quantitative measurement, the priority of disaster areas could be calculated and in the sequel used for the decision making of some rescue activities, e.g., the optimization of resource allocation. A linear programming model is given to optimize the recovery process under the constraints of resources. Through the multiple-level resource allocation, the resources are collocated optimally to the disaster areas. The rest of this paper is organized as follows. In section 2, the definition and classification of recoverability is given. An assessment model is introduced in section 3 concerning the degree of difficulty for a disaster area to be recovered. Then an optimization model is described to calculate the recovery time under the resource constraint. A case study is given as an example in section 5. Finally, the paper is concluded in section 6.

2.
Definition of recoverability assessment

In Merriam-Webster dictionary, recover is defined as “to get back; to bring back to normal position or condition; to make up for; to find or identify again; to obtain from an ore, a waste product, or a by-product”. In the filed of emergency management, recoverability represents the degree of difficulty that recover the disaster object to the complete or near normal status. As described in Figure 1, it indicates how far the current state is away from the normal state, or how long and how much it will take to recover the loss. 

 SHAPE  \* MERGEFORMAT 




Figure 1  Description of recoverability


In recoverability assessment, various kinds of objects should be considered. Concerning the types of incidents and the goal of recovery, the objects can be divided into two categories: single object and region. The former (mainly in industrial accidents) includes building, lifeline project, waterpower engineering, civil engineering and other large corporations. The latter (mainly in natural disasters) can be province, city, town and village according to the administrative division, or factory, school, business district according to the functional division. The recoverability assessment is characterized by the following properties:

· It is an instant assessment. In emergency management, the timely and accurate assessment of recoverability is essential to reduce the loss and spend up the recovery process. For this purpose, the valid information about emergent events is of particular significance to reasonable arrangement of resources which enables the affected body achieve the greatest degree of restoration.


· It is a dynamic assessment. Both the loss caused and the target condition change during the procedure of rescue. Also, the resources needed to recover the loss changes accordingly. So the assessment of the recoverability should be adjusted dynamically according to the current situation for the sake of precise evaluation. As more information is acquired during the recovery process, the corresponding result of evaluation will change with improved precision.

· It is a predictive assessment. Instead of measuring the loss caused, the recoverability assessment focuses on the time and resources needed to bring the condition back to a complete or near normal under the existing condition. The result of evaluation is helpful to emergency manager for decision making.

There are different categories to recoverability. According to the goal of recovery, the recovery process is composed of fast recovery and whole recovery. Fast recovery is a low level recovery that ensures the basic operation of society, while whole recovery is a high level recovery indicating that the operation of society recovers to the normal condition or even a higher balance if the rescue is effective. For example, after a serious earthquake, fast recovery mainly involves activities such as providing the victims with necessary food and temporary shelters, while whole recovery concerns reconstructing the destroyed buildings and lifeline facilities. Correspondingly, the recoverability is measured differently in each phase. From the perspective of affected object, it can be divided into human recoverability, property recoverability, area recoverability, equipment recoverability, etc. From the perspective of responsible organization, it can be divided into security sector recoverability, fire protection recoverability, etc. According to the frangibility of city[7], it can be divided into easy-to-destroy and hard-to-recover, easy-to-destroy and easy-to-recover, hard-to-destroy and easy-to-recover, hard-to-destroy and hard-to-recover. The classification of recoverability is depicted in Figure 2.


The emergency management life cycle can be divided into four phases: information acquisition, effective response, focusing and dealing, and fast recovery. At each stage, the recoverability assessment has different functions respectively. 


During the information acquisition phase, i.e., the early stage of emergent events, the information about events is acquired through face-to-face message, communication tools or derivation from the relations. Since the information is usually asymmetric, missing, and untrue, recoverability assessment is mainly based on known experience to achieve a preliminary estimation of recoverable level for affected object under current situation, arrange resources, and start the rescue at the same time.


In the effective response stage, the strategy made in the absence of information is revised on the analysis of treatment information. Since the information acquired has a significant increase in this stage, recoverability assessment is able to evaluate the recoverable capability of human, property and region, determine the recovery time and necessary resources, as well as the availability of resources. The objective is to complete the preparation of emergency treatment at the minimal cost.


The third stage implements the rescue on the focusing affected regions on the analysis of disaster severity. Recoverability assessment aims on the recoverable capability of focusing area, restoration time and resources. If the original balance can not be restored or the cost of recovery is greater than that of reconstruction, decision makers should take other remedial measures. 


Finally, fast recovery phase is to create a low-level balance state. As the detailed information about the amount of resources used and the status of the disaster are available, recoverability evaluation helps to estimate the recovery time, optimize the allocation of resources and speed up the recovery process.


[image: image2]

Figure 2. Classification of recoverability


3.
An assessment model of recoverability

Due to the insufficient resources in real situations, it is impossible to meet all demands at the same time, so a realistic problem in emergency management is how to assess the priority of different areas and departments. An intuitive approach is to allocate the limited resources to the areas of the highest possibility of recoverability. 

As mentioned, the recovery process contains fast recovery and whole recovery, each of which can be further divided into several phases depending on the characteristic of the target. For each phase, the goal is defined by emergency manager and ordered from low to high level. For the sake of quantitative analysis, the goals of recovery can be represented as numerical values, where Goalj indicates the recovery level for the jth phase.


Goal = {Goal1, Goal2, …, Goaln}, Goalj ( [0,1]                  (1)                                

For example, Sun Zhenkai[8] divided the electric system restoration after an earthquake into three phases for recovering 30%, 60% and 100% of the lost functions and discussed the time of recovery respectively. 


If the assessment is applied to the whole disaster area, the indicators to be recovered can be building, lifeline project, water power engineering, civil engineering and so on. The value of these indicators is provided by responsible departments. If the assessment is applied to single object such as building or power equipment, the indicators can be chosen depending on the characteristic of object.

Suppose m indicators are considered of a disaster area during the recovery process and each has its own goal and instant state represented by the level of functional state. As shown in Figure 3, the further the instant state is away from the goal, the harder it is to be recovered. The recoverability of the area at the instant state A can be defined as the weighted squared Euclidean distance between the goal and the instate state:
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In this model, (i ([0,1] is the weight indicating the importance of indicator, Goalji is the goal of the ith indicator during the jth phase, Staji is the value of A on the corresponding indicator. Obviously, the recoverability has a value between 0 and 1, and a bigger value of recoverability indicates the higher difficulty of recovery.
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Figure 3. Phases of recovery process


4.
An optimization model of recovery process

When one disaster happens, it may cause many effects, each of which corresponds to a recovery process. One recovery may correlate with other recoveries and require several types of resources. For example, the snowstorm occurred in China in 2008 caused the railway and road transportation trapped, houses collapsed, and large area in blackout. To recover the effect of blackout, railway transportation and transmission facility should to be recovered. Also the recovery of transmission facility involves electricity workers, maintenance equipments, new facilities and other resources. Figure 4 describes the components of recovery process and their relationship in a hierarchical structure. 
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Figure 4  Recovery process


As well as the level of recovery, recoverability assessment also concerns the resources and time needed to achieve the recovery goal. In the assessment model, we focus on the last two layers of the process and study the resource allocation problem. The recovery time mostly depends on the resources acquired. Taking earthquake as an example, all the lifeline systems may be destroyed, as power, gas, transportation, water supply and communication system. The recovery of each system needs different kinds of resources from various suppliers. E.g., the power system needs workers and equipments to repair network, and power fuel transported by transportation system. How to allocate the resources to the disaster areas optimally is a practical problem in the recovery process, especially in the cases that the resources are insufficient.


Let m be the number of sources, each of which has a supply of 
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(i=1,…,m, j=1,…,n) be the cost from the ith source to the jth terminal. The problem how to satisfy the demands at minimum cost can be described as a linear programming (LP) and solved by Hitchcock[9] method as a special case of min-cost flow.
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(i=1,…,m, j=1,…,n), an instance of the Hitchcock problem is a LP with variables
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The problem is described by a Bipartite Graph, where the vertices are divided into two disjoint sets: U and V such that every edge connects a vertex in U to one in V. Here, U = {u1,u2,…,um} are supply nodes representing distinct sources of resource, and V = {v1,v2,…,vn} are demand nodes representing distinct disaster areas. 

For each node 
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 is the standard time defined as the recovery time provided plenty of resources is obtained, and 
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 indicating which recovery process should be started first. The specification of priority depends on the actual situations, e.g., those that closely related to people's lives should be recovered first such as water and power supply. In this paper we use the recoverability to define the priority in the sense that the most easily recoverable area has the highest priority in resource allocation. 
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(4)

A simple example is given with three nodes in both U and V in Figure 5.
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Figure 5. An example of optimization model

To solve the optimization model, three cases are considered concerning the available resources and demands.


Case 1: 
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The solution to this case is perfect and solved by “Table Operations Method” in which two tables are needed, namely, Table 1 contains 
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The objective of the model is to find the solution to
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 which minimizes the cost satisfying the demand constraints and flow bound constraints. This problem can be solved in two steps: (1) calculate the initial solution by “Minimum Cost Method”, (2) obtain the optimal solution by “Closed Circuit Method”.
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Table 1 Cost matrix                         


Table 2. Supply-demand matrix
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Case 2: 
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In the real situation of emergency management, the supply and demand of resources are always different. In this case where the amount of resources is sufficient, the allocation problem is equivalent to the first case.

Case 3: 
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In this case, the available resources are less than the total demands, so some disaster areas fail to acquire sufficient resources at the first allocation. Let 
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Obviously, the fewer resources it receives, the longer delayed time it is. 

We assume that resources such as manpower and equipment are reusable and can be reallocated. Therefore, this problem can be regarded as a multi-level dynamic programming.


Firstly, we assume that there is a virtual resource point owning the supply of 
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and transform the problem to the first case. After the first allocation, two kinds of nodes with insufficient resources are considered: partial nodes are specified with some but insufficient resources for which the delayed time could be calculated using Equation (6), while empty nodes get no resource at all and can be neglected in the calculation. Secondly, the disaster nodes that received resources in the previous allocation are considered as new suppliers of resources and the disaster nodes that received no resource as new demand nodes. The partial point
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 participating the second allocation. The allocation process continues until all demand nodes are distributed with sufficient resources. Finally the recovery time can be calculated as the maximal recovery time of all disaster areas.


The resource allocation process can be described in a multi-level bipartite graph shown in Figure 6, through which resources are allocated layer by layer until all disaster areas obtain adequate resources.
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Figure 6. Resource allocation procedure


5.
Case Analysis


Assume after an earthquake, the power network of three cities (V1, V2, V3) needs to be repaired. Three indicators: main body, distribution and service are considered in the assessment with the weights ((1, (2, (3) = (1/6, 2/6, 3/6). The current goals of indicators are set as 70%, 75% and 80% respectively. The instant state of three cities are (Sta11, Sta12, Sta13) = (60%,60%,65%), (Sta21, Sta22, Sta23) = (55%,65%,70%), (Sta31, Sta32, Sta33) = (45%,55%,60%). Then using Equation (2), the recoverability is calculated as:
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According to the recoverability of the three cities, we have Rec(V3) > Rec(V1) > Rec(V2), indicating that the priority of rescue is V2, then V1, followed by V3. 


Next, we consider the problem of resource allocation. Suppose we obtain the cost matrix shown in Table 4. 
the manpower is the resource needed in the recovery, and three power rescue teams are the resource suppliers. The distance between cities and teams are shown in Table 3. Using the recoverability as priorities of cities, 

     Table 3. Distance between teams and cities  

            Table 4.Cost matrix (1)

		

		V1

		V2

		V3
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		30
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		V2

		V3



		U1

		0.31

		0.37

		1



		U2

		0.47

		0.46

		0.67



		U3

		0.78

		0.18

		1





Table 5.Supply-demand matrix (1)
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In the situation of supply and demand matrix defined in Table 5, we found that
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, implying the resource is insufficient for all demands. We add an imaginary team U4, for which the supply 
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(j=1,2,3). Similarly, the new cost matrix and supply-demand matrix are obtained in Table 6 and Table 7 respectively. Using the method described in section 4, we get the optimal solution to the first allocation shown in Table 8.


           Table 6. Cost matrix (2)                    

           Table 7. Supply-demand matrix (2)
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Table 8.Optimal solution
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Finally, we can calculate the shortest recovery time. Because V1 and V3 can get plenty of resources in the first allocation, they will be recovered in standard time T1 and T3. While, V2 can get plenty of resources through the second allocation, so the delayed time of V2 is: T’2 = 1.36T2. Hence, the fastest recovery time is T = max(T1, T’2, T3).

6.
Conclusions 

Recoverability assessment is an important problem in emergency management. In this paper, we define the concept and classification of recoverability assessment. The measurement to recoverability obtains the priority of several disaster areas and provides the decision maker with a quantitative evaluation to select the proper rescue strategy. Then an optimization model for resource allocation is proposed to assess the recovery process after emergent events. In this model, two functions are defined. One is the cost function which gives the normalized weights of the arcs between disaster nodes and suppliers regarding the distance and recoverability. The other is the penalty function to calculate the delayed time under the insufficient resources. Through multi-level linear programming, the resource allocation problem can be solved and the recovery time is estimated.

This paper gives a primary discussion of recoverability and simple models of assessment as a starting point for future research. The selection of indicators in recoverability model is a problem of further investigation. The optimization model proposed needs improvement on extension to multiple types of resources, and taking into consideration the correlation between recoveries. Since the model is simplified with some assumption, care should be taken in real applications, e.g., the penalty function requires verification according to the facts. Further research is needed to investigate the effectiveness and feasibility of recoverability assessment in guiding the decision making in practical emergency management.
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Abstract 


This paper discusses critical infrastructures (CI) and their dependencies, with as central theme the hypothesis that a lack of CI situational awareness and protection in emergency management operations results in unnecessary amplification of the consequences. This paper discusses the hypothesis and findings along some well-known international emergencies analysed from the perspective of the hypothesis.

Societies are increasingly dependent on a set of products and services which comprise the Critical Infrastructures (CI). CI are those assets and parts thereof which are essential for the well-functioning of critical societal functions, including the supply chain, health, safety, security, economy or social well-being of people (European Commission, 2008). Failing CI may have serious consequences to citizens and society as a whole. One would expect that emergency management functions have full situational awareness of the state of CI during a major incident and of the responsibilities to protect them. CI (public and private) are important to emergency management and disaster response in three ways: for one’s own operations inside the incident area including one’s own C3I structure as well as for one’s static command infrastructure, for the population in the incident area, and for critical infrastructure services to the area around the incident area.

Empirical evidence from reports about emergencies and disasters in various regions in the world shows that situational awareness and caretaking for CI is a weak spot in emergency management unless the disruption of a CI is the emergency itself. This causes unwanted extensions of the duration and size of emergencies with more casualties, more suffering, and more damage than needed. If, however, emergency management has a proper situational awareness and takes proper care of the protection of CI, it may even help to decrease the consequences and speed up recovery. Apart from awareness-building, this paper presents several recommendations for Emergency Management.

1.0
Introduction


Modern societies are increasingly dependent on a set of products and services which comprise Critical Infrastructures (CI). According to [1], a CI is defined as “an asset, system or part thereof located in Member States which is essential for the maintenance of vital societal functions, health, safety, security, economic or social well-being of people, and the disruption or destruction of which would have a significant impact in a Member State as a result of the failure to maintain those functions”. Most nations concerned about their CI use a definition for CI which is close to this one (see e.g., [2]).


It will be clear that disrupted and destroyed CI have serious consequences to citizens and the society as a whole. Based upon their national definition, a number of nations determined what their national CI is and the critical services it delivers [2]. A common set of these critical services comprises: energy (power, gas, oil), transport (road, rail, air, shipping, pipelines, main ports), water (drinking water, sewerage), food, health services, telecommunications (fixed lines, mobile, broadcasting, internet, satellite, navigation, postal services), and financial services. Another subset of such critical functions is often clustered and organised differently per nation because of, e.g., historical and cultural reasons. These critical services include emergency response services, police, law enforcement, justice (courts, jails), and armed forces (especially when they have a homeland security or disaster response task). Some CI services are very peculiar to a nation, like e.g. water management in the Netherlands, and the defence industry and key cultural heritage objects in some other nations. 

For ages, the protection and resilience of CI has been important to society, think for instance about the Roman road system and the Venetian shipping lanes. The reason that the protection of CI is now high at the political agenda of many governments is because of several paradigm shifts in CI. First of all, one can recognise the increased just-in-time stacking of critical societal services on top of each other, and the chains of linked critical services. This paradigm shift is often caused by the use of information and communication technologies (ICT). Secondly, deregulation, unbundling, and privatisation cause the majority of CI being operated by private operators with a mindset of creating revenue. Governments, if at all, have now no or only limited control over the way CI are operated, while citizens hold their government responsible for the slow recovery of CI. The latter is certainly the case during and after emergency and disaster situations. The reactions by the public after the Katrina and Rita hurricanes are a case in point.

2.0
Critical Infrastructure Dependencies


One of the main, not yet fully understood, risk factors to CI is the dependency of a CI on one or often more other CI or on the supply of base materials. A dependency is the relationship between two products or services in which one product or service is required for the generation of the other product or service. Interdependency is the mutual dependency of products or services [3]. 


Many people consider a CI dependency as an availability issue: the resource stream one critically depends on is either available or not available. As [3] outlines, dependencies are more complex. First of all, they shall be regarded as a set of qualities. When one or more qualities are outside a certain expected level, one experiences a critical dependency. For instance, when the power outlet in one’s house delivers 40 Hz, 80V AC, power is still delivered. Unfortunately, most people cannot use it. Drinking water may come out of the tap, but when biologically or chemically contaminated, it has limited use for people. 


Secondly, as [3] shows the resulting effect of one or more dependencies on the delivery of the critical product or service is a complex function of the qualities. Many effects may cause the delivery of a critical product or service to be below acceptable level. On the other hand, both physical effects and measures taken, may cause a CI to be more resilient to disturbances in its dependencies than one would expect. For example: when the pumps in a drinking water distribution system fail, most customers hardly notice that for a while, as the pressure decay in the system depends on the water pressure in the system before the failure, the amount of water that is used by all customers, and the floor one is living. In case recovery is in time, many customers may have noticed only a less powerful flow of water. However, when the pressure drops below one bar, the never fully leak-free drinking water pipeline joints may have an influx of ground water. This may cause a biological and chemical contamination of the drinking water. The local administration in collaboration with the drinking water operator has to issue warnings that customers have to boil the water for some minutes before use.

Thirdly, [3] recognises that the set of CI dependencies changes with the mode of operation (see Figure 1). For instance, when an organisation enters a stressed mode of operations, e.g. due to the failure of a CI, a complete different set of CI dependencies can be recognised. Empirical evidence (e.g., from [4]) shows that CI operators and emergency management (EM) planning mostly understand and plan mitigations for disruptions of a CI one is depending upon during normal operations. However, it is much harder to understand and prepare for CI dependencies which occur in the non-normal modes of operations. An example is the shift in critical dependencies when the provision of electric power fails. That a back-up generator requires a fuel refill after a while, which in its turn requires a means to transport fuel which in turn requires unhampered fuel pumping services at a depot location (which in turn …), is often some levels of dependency analysis too deep for most public and private sectors to plan for.
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Figure 1: Modes of CI operation

The two aspects related to dependencies which are feared most by governments are the cascading or domino effect, and interdependencies. The first aspect is due to the potential of hurting the population and society in a hard way. The second because of the risk that CI ‘A’ in a way brings down the services provided by CI ‘B’. This in turn is required by CI ‘A’. The worry is that one is unable to recover both CI without major efforts. Empirical evidence from press reports and other public sources [5] shows that the extent of serious CI cascading is often limited to three to four layers of critical services. Moreover, the number of CI interdependencies reported in the press and publically available reports is almost non-existing.


3.0 
Emergency management and Critical infrastructures

Without any doubt, it will be obvious that EM and disaster response functions depend on CI. EM should deal with the protection and fast recovery of the large set of CI for the following reasons: 


1. sustaining and supporting the ‘static’ EM operation, by supporting e.g. command centre(s) and operational centres like police, fire-fighter, ambulance, and other emergency rescue services stations, 


2. sustaining and supporting the EM operations deployed to the incident area in order to handle the emergency or disaster at hand, by e.g. delivering mobile communication services and water supply to fire fighters, 

3. supporting the not (yet) evacuated population in the incident area, with essential services as e.g. drinking water, and 


4. the continuation of critical services to the area that is neighbouring the incident area, for instance a power generation station in the incident area that supports an neighbouring area. 


3.1
Hypothesis

As we track CI outages in many nations on a daily basis and collect serious information about such CI disruptions in a database [4], our empirical findings led to the formulation of the following hypothesis: ‘The effects of emergencies and disasters may have become larger than required by lack of understanding of CI, causing more suffering and damages to citizens. This is caused by emergency planning and response functions lacking sufficient awareness and understanding of CI and their dependencies. Where such awareness and understanding exists, the number of victims, suffering by population and damages may decrease.‘

3.2
Case studies and incidents

In [6] we discussed our initial finding about this hypothesis. That study comprised inter alia the following: the 2001 train derailment in the Baltimore tunnel, the 11/09 events and disaster response in New York, the 2002 Elbe flood response efforts, the 2005 tsunami disaster in Asia, and some local and regional emergency plans in the Netherlands and United Kingdom. A short summary of some incidents:


· In July 2001, train wagons containing chloride acid derailed in a downtown tunnel in Baltimore. Fire fighters decided to let the train burn. Unknown was that a high-pressure water mains, a set of glass fibres and a power transmission cable were routed through the same tunnel. Due to the fire the water mains burst. As a result over 70 million gallons of water flooded downtown streets and houses; the drinking water supply failed, and the fire fighters lost their water supply. The glass fibres melted and caused a noticeable world-wide slowdown on the internet and local and international telephony outages. Over 1200 buildings lost power. 


· The New York World Trade Centre was a vital co-location of a multitude of CI. Amongst others, it comprised the Port Authority Emergency Management centre, the Office of Emergency Management Operations Center, electrical power substations, steam and gas distribution, metro stations, and was a key location for a number of financial institutions. After the 09/11 attacks, the emergency response actions were analysed in detail and a number of lessons were identified. The lessons identified partially lack a clear understanding of the emergency response CI dependencies, and the need for CI protection and fast recovery in future operations. For instance, the Verizon building 140 West St., contained 306.000 telephony and over 55.000 data lines from 30 operators and provided services to 34.000 customers in Lower Manhattan. A set of these lines was connected to antennas for first responders and mobile telephony at the roof of the towers and adjacent buildings. The communication capacity for the first responders was almost immediately lost due the fire and subsequent collapse of the WTC towers. Data and telephony services failed as the Verizon building became damaged by falling debris. Lines were cut and backup power was lost due to the flooding of batteries. Many of the communication back-up lines for first responders and agencies involved in disaster management were co-located with the primary circuits and failed. The remaining fixed and wireless communication for emergency response failed as police did not allow Verizon to refill the fuel tanks for their back-up power generators at two other, still operating, communication switch locations. During the recovery phase, police did not allow crews of all co-located operators to enter the closed-off area; only crews of Verizon as an obvious CI landlord were allowed.

A second lesson was that the NYC emergency preparedness plans did not account for total neighbourhood and facility disasters including the outage of telephony of their own command centres. The emergency plans and back-up tapes with databases were inaccessible as a result of the collapse of the two WTC towers [7]. The Emergency Operations Center at WTC 7 was destroyed and had to be relocated three times during the emergency operations, something the centre was not prepared for [8].


· In August 2002, the river Elbe in Germany flooded. Failures of the EM operations were analysed in [9]. CI specific lessons were not fully understood. Some examples: emergency plans had not pre-planned that the dispatch of emergency support to the other side of the river depended on bridges that are closed for all traffic. Situational awareness of the disaster became unclear as the fixed telephony broke down due to the flooding and emergency operations relied on public communication means and overloaded – often flooded – single-point-of-failure emergency communication centres. No help was given to safeguard a power generator of a hospital from flooding. The result was the need to evacuate 300 patients somewhat later. Lacking plans for using public radio, emergency operations could only dispatch police cars to warn people. 


Since that paper, we studied recent Dutch flooding and power disruption emergencies, the US emergency response to the 2006 Katrina and Rita hurricanes, and the 2007 flooding in the UK. We also studied news articles on CI disruption incidents all over the world as have been recorded in TNO’s CI outage database [4]. Analysis showed that in many cases emergency planning and response authorities do not understand the nature of CI, their complexity and dependencies. One does not understand that certain CI in an emergency area needs protection in order to safeguard the CI supply to many just outside the area of emergency. A good example is the Walham power substation in the UK National Grid on July 23, 2007. The whole area in Gloucestershire became flooded and no authority cared for the protection of the substation until it was almost too late. The local power distribution company had no feeds from the substation and obviously had other priorities to care for. However, if the substation had failed or had to be disconnected due to the flooding, an estimated number of 500.000 customers would have lost power. This would have increased the load on EM operations, extended the duration of suffering of the population, and extended the time required for recovery even without taking into account the cascading effects to other CI (e.g., [10]). 


And last, we investigated how emergency response and planning authorities in the Netherlands are aware of CI, how they prepare for CI disruptions, and how they protect CI during emergencies [11]. The results were revealing:

· Are you planning for disruption of your own CI? Reaction: “As there is a risk of flooding, our emergency response centre [for an area of over 1 million people] is located at the nth floor. We have emergency generators and a backup location.” … “Our generators and fuel storage is in the basement… The communication lines at our primary site need to be intact for the operation of the backup centre…”. 

· “We discovered the existence of a high pressure gas pipeline when a leak was reported” …

· “Our emergency response staff is alerted by mobile phone.” Overload of the infrastructure? 
“A good point! We need to consider that in future.”


· “As mayor of this town I am responsible for the protection of CI. However, I do not know what CI exists in my town or passes through my area of responsibility. Can you help me?”.

· “We use Google Earth instead of the old maps. Internet was designed for resisting a nuclear attack…” (disregarding access nodes, cables and other single-point-of-failures; overloading; etc.). 

Personal discussions with EM operators in other nations learned that such a lack of CI awareness occurs in other nations as well. All these national and international findings confirmed our hypothesis that emergency planning and response still need to make a big step in understanding CI and their dependencies as well as in collaborating with CI operators.

As outlined in [6], a proper understanding of CI, its dependencies and its potentials by emergency planning and response can save lives and reduce the time to recover CI in benefit of the emergency response itself and the affected population.


3.3
Emergency response and CI - a model

Emergency planning in most nations creates plans for a unary CI outage such as an outage of the power grid or the failing of drinking water supply. Preparation for such disruptions is even exercised. However, multiple CI disturbances and disruptions may occur due to a common mode failure (e.g., earthquake, hurricane) or due to cascading effects via dependencies. That CI may play a large role in emergency operations hardly comes to the mindset of the emergency response decision takers at the strategic, tactical and operational levels. As discussed at the start of this section, there are four main reasons why EM should take care of the protection and fast recovery of all CI during emergencies covering the whole incident response cycle (pro-action, prevention, preparation, response and recovery). We recognise nine types of dependencies (see Figure 2):

1. CI services required by the EM command and coordination centre for their operations. The required CI services include energy, fixed, mobile and internet communications, transport (personnel) and other logistics (food, drinking water).


2. CI services required by the base stations of first responders and disaster response agencies in their support of the emergency operations. The required CI services include energy, fixed, mobile and internet communications, transport (personnel), medical supplies and other logistics (food, drinking water).

3. Still operating CI services in the emergency area that are of high value for the forward emergency operations. These include drinking water, food supplies, transport, fuels, communications, and water management (e.g. pumps).


4. CI services in the emergency area itself which support non-evacuated people or people assembled in emergency shelters. These include drinking water, food and medical supplies, transport, fuels, financial infrastructure (e.g., availability of cash), law and order, and fixed, mobile and internet communications, sewage, water management (e.g. pumps).

5. CI services provided from within the neighbouring -not yet much affected- area which support the forward emergency operations and people in the disaster/emergency area, e.g., communication nodes and still operating communication base stations, hospitals, supplies, and heavy equipment.

6. CI services provided directly from the outside which are required in support of the forward emergency operations and the people in the disaster/emergency area as well as in support of recovery operations.


7. CI services provided from within the emergency area to the outside world. These include for instance generation or production nodes of power, gas, drinking water, medicines and isotopes.

8. CI nodes with a footprint within the disaster or neighbouring areas which do not directly supply services to these areas. This may include high voltage power lines and substations, gas pipelines, and communication backbones.

9. CI services provided from the outside to the neighbouring area given that some supply may be affected or disrupted due to the emergency. Failing such supply will enlarge the emergency area.
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Figure 2: CI dependencies to be considered by emergency management

3.4
Pitfalls

Analysis of emergency response planning and operations in various nations -as outlined in paragraph 3.2- shows a number of pitfalls in the understanding of CI and their dependencies by EM:

· EM at various levels of response (e.g., municipal, regional) does not plan for emergencies and disasters which extend beyond one’s own imagination. The command centre, and the operational coordination and back-up centres are often located at a close distance of each other. However, in case of a larger affected area, e.g. due to a common mode failure, the command and coordination centres become part of the emergency area. Optimistically, the EM response starts at these locations without a fast assessment of the reliability of required CI (dependency 1 above blurs with dependencies 3, 5 and 6). If at a later stage CI required for one’s operations become unreliable, one has to relocate in the midst of the EM response phase. That will seriously hamper the effectiveness of the EM operations as the WTC and Elbe emergencies have shown [7, 8, 9]. Moreover, when the command centre is in the middle of the emergency area, there does not seem the need to deploy the operational organisation to another location. This may become a cause for conflicts, for instance about CI recovery priorities, as the strategic, tactical and operational decision-taking becomes mingled as all actors are at the same location [7, 12].

· We found that often CI for EM coordination and response centres should have at least two independent sets of communication links and power. In practice, one either forgot at all about this requirement –especially when it concerns the backup location– or over time primary and backup infrastructures became routed through the same ducts and nodes introducing a single-point-of-failure [6, 7, 11].

· EM planning for a unary CI disruption does not understand and therefore does not plan for the effects of other CI being dependent, especially when regarding their non-normal mode operations (see Figure 1). For example, CI still operating in the emergency area after may depend on power back-up generators which at regular time intervals require fuel reloads. Lack of CI awareness by emergency response operations may cause fuel transports not being organised, or -when organised by a CI operator- not being admitted to the emergency area [7] (dependencies 5, 6, 9). As a result, the deployed emergency operations may experience the breakdown of critical services and non-evacuated citizens may have to become evacuated due to the subsequent failure of critical services.

· EM often cordon off an emergency area and evacuate all people that survived the emergency. There is a need, however, to admit repair crews of CI operators. Police or military forces often block such repair crews as they lack the appropriate sticker, are of a co-located CI operator at premises of a well-known main CI operator, or are not recognised being a CI operator at all. The split of CI operators in generation companies, distribution and transport/transmission services companies does not help either. As the local forces are inflexible and communications of CI operators and EM decision layers is often not pre-arranged, an impasse may occur delaying the restore of the needed CI services [7, 8, 9, 11].


· EM operations increasingly depend on critical ICT means and information sources. For example, emergency command centres have switched to ‘Google Earth’ and inquire databases via Internet to find the owner of a property of e.g. hardware like earth moving equipment; and at the operations level, one often sees the use of personal cell phones. The dependence upon fixed and mobile telecommunication and internet services has become high. The lack of fully understanding ICT dependencies and the lack of training with situations where the use of the new ICT means fails may cause hampered emergency response operations [9, 11].

· EM often does not know the local nodes of national CI. In case of an emergency, one will not protect such nodes as the potential consequences are not known. National grid operators often cannot easily get access to the local EM decision-makers resulting in the risk of enlargement of the emergency at hand. The result may be an enlargement of the emergency at hand causing longer and more suffering of the population and hampering of the emergency operations. The Walham case discussed above is a case in point (dependencies 8 and 9).


· EM planning needs to understand the basics with respect to the operation of a CI and the current CI state (e.g., using a classification like normal, hampered, at disruption risk, disrupted, recovery) especially where one is not able to evacuate all people from the emergency area (dependency 4). The EM operations during the Katrina hurricane are a case in point showing what the lack of water and food supplies, sewerage, law and order may lead to.

4.0
Conclusions and Recommendations

As outlined in this paper, our hypothesis about the lack of understanding of CI and their dependencies by EM planning and response has been confirmed by our study of various EM operations in The Netherlands and abroad, as well as by studying and discussing various EM plans with the responsible authorities.


Therefore, we recommend that EM authorities:


· Start understanding the full set of CI and their dependencies along the full incident response cycle. One approach may be to reread analysis reports of earlier disaster/emergency response operations with their mindset (triggered by this paper) focussed on the protection and fast recovery of CI. One easily identifies a set of new lessons which were overlooked or not fully understood before (e.g., we found 11 of such observed but not identified lessons in [12]). The model in Figure 2 may help to understand one’s operational CI dependencies.

· Understand the full set of CI and do not only consider the most obvious ones like gas, power, water, food, health, transport and phones. CI such as law and order and financial services (e.g., ATMs, electronic payments, availability of cash) may be critical to EM operations too.


· Know the CI nodes located within their own area of responsibility and understand their dependencies on CI outside this area. This includes knowledge of the geographical location, their function within the whole infrastructures, and the CI operating companies and points of contact involved. 


· Prepare for the worst and expect that one’s command, coordination and response centres all will be affected by a common mode failure event. Relocation to a location at a much larger distance than currently is planned for needs to be prepared and practiced. 

· Multiple CI may fail at the same time either due to common mode failure or cascading effects. Measures taken by CI operators and by one’s own EM operations take into account a single CI failure. 

· CI and EM operations in non-normal mode depend upon quite another set of CI as is outlined by [3] and Figure 1. EM planning should asses and plan for its CI dependencies in non-normal mode of operation.

· Increasingly, Internet and ICT are becoming a CI for EM operations. One should plan for maintaining fall-back mode operation when such means become unavailable to EM operations due to common mode failure. Sets of communication links for EM command and coordination shall be redundant and regularly checked for independence and lack of single-point-of-failure. CI operators shall not believed upfront as operational reasons may cause independent links to become rerouted through the same ducts and switches.


The reward in understanding CI and dependencies by EM can be high. Especially, when one understand the potentials of still operating and protected CI for the population in the emergency area, EM operations can become very effective. Some people entrapped underneath a collapsed house in Sri Lanka after the 2004 tsunami survived the disaster because of such an understanding of how CI operate [5].
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Abstract

In the work here presented, we aim to define the concept of information and decision support system for the crisis management. This research was led from the analysis of numerous experience feedbacks on past crises and through the interviews of crisis management actors (public transport companies, national civil defence, food suppliers, hospital, etc.). In the first part, we characterised the notion of crisis and clarify the concept of crisis management. Using a static approach, based on criteria, we proposed a definition of crisis and a crisis typology; then a phenomenological analyse established a temporal cycle representation of a crisis. Based on this, we defined the concept of crisis management, which, in itself, is a paradox. In the second part, we aimed to define the concept of information and decision support system (IDSS) for the crisis management. This highlighted additional paradoxes. We then elaborated the list of characteristics required by a decision support system for the crisis management and showed that there is one disjunction between two concepts of IDSS for the crisis management: the dedicated system or the resilient systems. Finally we established the list of main relevant functionalities for an IDSS for crisis management.

1
Introduction

Nowadays, we assist to a major development of a wide diversity of crises (natural disasters, terrorist attacks, pandemic, etc.) and the emergence of new threats (for example, the development of atomized and mutant networks). This trend is emphasised by the growing expectation of civil populations towards the decision-makers (as it was the case in the 2003 heat wave in France). Though, one cannot but ascertain that many crises did not have an appropriate response management (for example, 2003 heat wave in France, 2005 Katrina hurricane in New Orleans, etc.). There are many reasons to theses failures: human deficiencies, organisational problems, lack of training to face exceptional situations, resources and means shortage – in particular lack of information and decision support systems to assist the decision-makers during the disasters.


In the study here presented, we thus aimed to define the concept of information and decision support systems for the crisis management.


Indeed, even if there are some experts specialised in crisis management, there exists rather few studies putting the crisis systems (such as those used in crisis response units) in the centre of the analysis. Users’ needs are still partially stated and specified, and the users rely on basic tools to manage the crises, and are not aware of the potential given by the new information technologies. This illustrate the necessity to tackle the subject with the wider open-mindedness in order to multiply the usages and the concepts. The study that we present has thus been carried out upon many past crises analysis and through the interviews of about fifteen crisis management actors (RATP – French Parisian underground, SNCF – French National Railway Company, DDSC – French Direction of the Civil Defence and Security). 


This work, integrated in a larger study ([8], [1]), has been carried out in several steps, that are hereafter presented into two main sections. In the first section, we aimed to characterise a crisis and to make explicit the concept of crisis management in a global way. In the second section, we sought to define the concept of information and decision support system (IDSS) for the crisis management. We present hereafter the results of each steps for both sections.


In the first part, we propose a definition and a typology of a crisis, based on the analysis of past crises. We also present a time cyclic representation of a crisis event, that serves as a reference in the rest of the study. This early analysis enables to provide a definition of the crisis management concept and establish the inherent paradox of the concept.


In the second section, we define what can be a IDSS for the crisis management, using the concepts of crisis and crisis management established in the first section. We thus precise the term of “information and decision support system” used in the study, focussing on the notion of IDSS for the crisis management. This enabled to highlight some additional paradoxes related to the concept. We then built the list of characteristics required for a IDSS for crisis management and showed that there is a disjunction between two concept of IDDS for the crisis management: the resilient systems and the dedicated systems. Last, we propose the list of relevant functionalities for a IDSS for crisis management.

2
From the crisis concept to the crisis management concept


2.1
Crisis definition


With regards to etymology, the term “crisis” comes from the Latin “crisis” and means “severe appearance of a illness”. The Latin “crisis” itself derives from the Greek “Krisis”, with the same meaning, but in Greek, it also designs the interpretation of signs, dreams, and bird flocks. As for the close Greek term “krinein”, it intends a bifurcation that requires a choice, a decision in the actions run, and implies a “Pre-” and a “Post-” event. In the Chinese thought, the crisis notion is characterised by a lack of adaptation in a restrained time. In English, crisis means generally a crucial and decisive moment, a turning point, a time of difficulty or distress, an emergency. In medicine, it designs a change in the course of a disease and is announced by particular physiological phenomena. The crisis can be physical, spiritual, personal, social, political, economic, etc. 


From these various thoughts, we retain the notions of fork, lack of time, the decisive nature, the stakes, the break, the alert signals, as associated with the crisis.


To define and characterise the crisis, we based our study on a static and phenomenological analysis build on one hand on the reading of experience feedback [18], and on the other hand on a conceptual analysis ([12], [13], [7], [4]).


Crises differ by their duration, their spatial extent, their type. The multiplicity, the specificity and the variety of past crises are large, we did not thus try to be exhaustive, and privileged an approach by touches [19]. To report a minimum of the variability of the past crises, the examples of crises we considered cover several types; in particular, we analyzed terrorist attacks (through, among others, the the events of September 11th, 2001 in the United States, the bomb attacks of March 11th, 2004 in Madrid, the sarin attack in Tokyo subway on March 20th, 1995 and attacks in Paris subway in 1995), natural disasters (with the analysis of the tsunami in Asia in 2004 and Katrina hurricane in Louisiana in 2005 [14]), industrial accidents (with the explosion of AZF factory in Toulouse in 2001, the electrical blackout in the Northeast of the USA and Canada in 2003, and the power cut in Italy in 2003), and sanitary crises (with the study of the SARS in 2003, the mad cow disease (BSE) in 1996, the heat wave in France in 2003, the epidemic of chikungunya in Reunion Island in 2005-2006 [17]). We also considered other types of crises, and situations with high potential to turn into crisis (‘crisogen’ situations), in particular social situations, through the analysis of big gatherings (for example football meeting, demonstrations), of drug trafficking and of independent armed groups (such as the increase of forces of opposition groups as the FARC in Colombia), the cybernetic attacks (Estonia 2004) and the attacks of banking systems.


So, to characterize a crisis, we accepted and validated on the previous experience feedback, the criteria proposed by the doctor General Crocq [6], which are: a break (disorder, disturbance), a fork (transition period, decisive moment, choice), a threat (danger, severity), an important stake (large number, large scale), the urgency (surprise, miss time), a degraded, unordered situation (means shortage), a difficulty, a psychological tension. The validation of one or more of these criteria is then a sufficient condition to qualify the event as a crisis.


Also, validated on the previous analyses, the definition of the crisis that we retain for the rest of our study is the following one.


Crisis definition: situation of break with regard to the previous events, which threatens the functioning and the values of the individual and/or the community, and where appears an urgent necessity to act despite the degradation of the means, the information and the control. The characteristic of a crisis is that it is unpredictable, out of frame, that it exceeds the existing means, and that it cannot be anticipated by scenarios.


This definition identifies the crisis as an exceptional situation because of its unpredictable character and the underlying overtaking of means; and as thus, we see that most of the usual methods of intervention will not be adapted. Then, what is crucial for the resolution of the crisis is the capacity and ability to get some tactical reflection and the intelligence which we can mobilize. This need was well understood by P. Lagadec, and we can quote its concept of “strengths of fast reflection” units, set up in EdF (French Electricity board). These structures aim at facilitating this work of reflection [5]. The important and essential role of the reflection and the intelligence in the resolution of the crises reveals the necessity to get some information systems and decision-making supports to assist and facilitate this reflection.


2.2
Crisis cycle and crisis topology


To approach the notion of crisis management and structure the experience feedbacks analysis, we then sought to model the crisis, and established a typology of the crises to better take into account the variety of the crises.


2.2.1
Crisis cycle


The modelling of the crisis that we propose (Fig. 1) is drawn from the “Disaster Risk Management Cycle” (DRMC) proposed by S. Baas and Al. [2] and M. Barnier [3].


In the “Pre-disaster” phase, we identify the activities of watch, monitoring, intelligence, detection, identification of the crisis and assessment of induced risks.


Unless the crisis is avoided, the next phase is then the “response” phase, which begins with the alert, followed possibly by procedures of evacuation. It encompasses damages evaluation, the rescue commitment and the resolution of the crisis in all the aspects that it comprises (human, material, financial and legal aspects). This phase can borrow some methods to defence services, as for example the preliminary sorting of the victims to manage a large number of victims. This phase leads back to a normal (stabilized) situation, and is more or less long and expensive depending of the resilience capacity of the organization. From the beginning of the crisis, experience feedbacks procedures must be applied, to enable a accurate analysis of the crisis in the third phase, the “Post-disaster” phase.
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Figure 1: Temporal cycle of the crisis.


In the “Post-disaster” phase, we proceed to the analysis of these experience feedbacks, so as to better anticipate and forecast potential forthcoming problems, to identify the risks and to revise planned procedures. We enter then a process of preparation, teaching, simulation and training.


It is manifest that this cycle hides some subtleties; for example, the analysis of the experience feedbacks can start before that everything is resolved; also, during long term and progressive crises as pandemics or sanitary crises, the identification of risks or the evaluation of the damage must be continuously performed and revised and not only at the beginning.


We used this representation of the crisis, as well as the typology presented hereafter, to go deeper into our analyses of the past crises and to better comprehend their diversity.


2.2.1
Proposition of a crisis topology


The crises can be classified according to three dimensions, as represented on Fig. 2: their duration (from few days to several years), their spatial scalability (for example located on an industrial site or spread out over city, a region, a country, or several countries) and their types (political, economical, financial, sanitary, ecological, humanitarian, and social). The type of a crisis is often polymorphic, for example a humanitarian crisis is often intrinsically linked to a political crisis; and economic, ecological or sanitary crises often have a social component.
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Figure 2: Typology of the crisis.


Next to this first classification, we can also list the crises or the crisogen situations according to their nature: terrorist attacks, natural disasters, industrial accidents, sanitary crises, population gatherings, drug trafficking, development of independent armed groups, cybernetic crises, banking systems attacks. We also can distinguish intentional crises (caused by man, for example, terrorist attacks) and non intentional crises (for example, natural disasters), as well as the fixed crises (for example, explosion in the subway) and progressive crises (for example, pandemic of plague). This last point is very important in the way to tackle the crisis management. For example, the RATP (French subway company) consider a “conventional” explosion in the subway much easier to manage than a pandemic of bird flu. In the case of an explosion, once the situation assessment (evaluation of the damage and the means) is done, the crisis is known and more or less stabilised, and rescue operations can be launched with full knowledge of the events and risks. In the case of the pandemic, the people in charge do not know which percentage of the staff is able to work, nor if the population will continue to use the public transports; it becomes then very difficult to organize the deployment of means (unknown) to satisfy the needs (uncertain).


Beyond this typology, we can develop typologies more detailed according to the studied question. For example, to analyse the optimal anticipation of the crises, P. Lagadec, distinguishes the crises according to their level of uncertainty; and classify them as follow:

· rise of a phenomenon for which 80 % of the information is known (for example a standard meteorological event, a recurring epidemic),


· loss of control of the rescue means, for which only 20 % of the information is known (example of Katrina in New Orleans),


· mutation and unpredictable even unthinkable phenomena, for which only 1 % of the information is known (examples of September 11th or the tsunami).


The utility of such classifications is to facilitate the analysis of the diversity of situation which hides behind a unique concept of crisis, and here, is to estimate in which measure the crises targeted in our study are representative or not of all the crises. We chose to keep the three dimensions presented above (duration, spatial scalability, type), to be able to cover most of the aspects of the concept of crisis and to structure the following reflection on the crisis management.


2.3
Crisis management concept


Now that the conceptualization of the notion of crisis has been settled, we are confronted with a first paradox: the crisis is characterized by a shortage of the means; does it make sense to speak about crisis management? “Crisis management” is from to a certain extent a contradiction in the terms. We do not manage the crisis; we try to anticipate the crisis, possibly to avoid it, to minimize its impact, to deal with the events and to restore an organisation as soon as possible [9].


Using the phenomenology of the crisis drawn from the experience feedbacks analysis, we can translate the concept of crisis management into more concrete actions. “Crisis management”, it is so, in the “Pre-disaster” phase to anticipate the crisis, to forecast its evolution, to get ready; in the “Response” phase, it is to analyse and think, to decide, to act; and in the “Post-disaster” phase, it is to repair, to analyze and to train.


We conceptualized the notion of crisis and asked the question of the crisis management; let now see what is intended by information and decision support system (IDSS), why such systems could be useful for the crisis management and that could be the definition of such a system for the crisis management, in terms of characteristics, concept and functionalities.


3.
IDSS for crisis management


3.1
IDSS concept


An IDSS is a computer system capable of handling data and of restoring the information to bring a decision support. As underlined by Keen and Scott Morton [11], an IDSS implies the use of computers to assist the decision-makers in their decision process in semi-structured tasks, to support rather than to replace managerial judgment; and to improve the effectiveness of decision making rather than its efficiency. 


By definition, an information and decision support system thus has to bring a support for each of stages of the decision process (such as defined in [10]). We can decompose a SIAD into five main classes of functions (Fig. 3): the framework functions, the transverse functions, data acquisition, situation assessment and understanding, and decision support.


Support functions: it is the layer of functionalities that enable the system to exist. Choices can be made which will have a big influence on the characteristics of the system. As an example, a centralized architecture (military command) is very different from a distributed architecture (WEB technology): easier to configure, it is more vulnerable because it centralizes the information. Characteristics of the system such as the safety, the security, the reliability, and the robustness can rely on the choices made for these functions.


Transverse functions: these are functions of communication (for example transmission of information by means of networks of communication such as the radio or internet), of information reports, displays, etc. Here also, choices required will have a major impact for the system: a military transmission system has no primary antenna relay (to avoid points of vulnerability), unlike the system of communication of fire brigades.


Data acquisition: they are the functions allowing the gathering of the real world in the form of numeric data which can be worked out by a computer (video, audio, satellites, radars data, etc.), but also of data collected by someone (intelligence). These data have to satisfy certain qualitative criteria so that they can be used. In many domains, the data are still manually entered by an operator into the systems.


Situation assessment and understanding: these are the functions that enable the processing of the data into relevant information, towards an objective and with regard to the asked question. It includes for example functions provided by geographical information systems (GIS), by the information systems of command centres, biometric systems, and statistical tools of analysis. The assessment and understanding of the situation shall provide to the user a clear and synthetic vision of the situation, and enable to organize and analyze the information, to facilitate the decision making process. This thus comprises the production of key indicators, dashboards, etc.


Decision support: these functions assist decision makers to overcome the complexity of the situation by suggesting or supporting decisive alternative. We can mention for example the planning and scheduling systems and the resources management (ERP). This domain still remains exploratory. The decision-making relies very often on the combination of expertise assessments and complex logics; and, although we do not try to replace the expert, to attend him in his decision task can turn out to be very delicate and complicated. Some systems, used in well delimited domains, nevertheless already proved their effectiveness.


FIG. 3 : Main functions of an information and decision support system


Let us notice that during the three phases of the crisis (“Pre-disaster”, “Response”, “Post-disaster”), the systems are sometimes used with different usage and requirements. As for example, a monitoring system can be used in the “pre-disaster” phase of the crisis to detect any abnormality, but also during the “Response” phase of the crisis to follow in real time the situation, and in the “Post-disaster” phase to make sure that the situation is back to normal and stabilized.


Using this definition, we will in the following sections adapt and characterize the concept of IDSS for the crisis management. First of all, we will show that this adaptation of IDSS to the context of crisis raises some questions.


3.2
The paradoxes of the crisis management


The characteristic of a crisis is that it is unpredictable, out of frame, that it exceeds the existing means, and that it cannot be anticipated by scenarios. We saw that what is then crucial for the resolution of the crisis is the capacity and ability to get some tactical reflection and the intelligence of tactical reflection and the intelligence which we can mobilize, in real time, during the crisis.


The analysis of past crises shows that, partially linked to the crises characteristics, the difficulties encountered in crisis situations are induced by: a cognitive overload of the actors, some difficulties of coordination between the actors (often because of a lack of information sharing and of a common situation synthesis), the difficulty to check the relevance of the information, the importance of the stakes of the decisions taken, the degraded state of the situation, psychological tension which makes difficult the decision-making, etc.


An IDSS for the crisis management thus has to provide an answer to these difficulties and mitigate the current lacks. For example it shall enable to share the information between all the actors, to build a common representation of the situation, to anticipate, etc. Indeed, an IDSS for the crisis management has to assist the decision-makers at every stage of the decision-making process.


However, if we take back the definition of crisis we proposed, it immediately appears that the implementation of decision process for the crisis management raises many questions.


Indeed, the definition of an IDSS for the crisis management contains some paradoxes such as: how to design a system to manage the unthinkable? How to structure a system for a situation which, by nature, is disorganized?


An IDSS is normally used by a person (trained) in a given environment. Yet a crisis is an unthinkable situation (unknown environment), completely disrupted, where the persons in charge to decide and act are not necessarily the ones initially envisaged. Thus, to design a system, what environment should be considered? For who should the system be thought? How to make a system independent of the environment it shall depict and interact with (resistant to the deteriorated situations and to unpredictable attacks)? Also raise some question to size the system, and to choose the organization and the structure of the system.


Finally, more important is the following question: why to equip oneself for events which will maybe never arrive and whose nature is by definition unknown?


The approach chosen to answer these questions is a conceptual approach by the context. If we do not know, a priori, the types of crisis which can occur in a given place, we can nevertheless consider the context of these places and see in what they are well prepared, or not, for potential crises.


3.3
IDSS for the crisis management: proposal of a solution


To find a resolution to the above paradoxes and an answer the previous questions, we have been led to characterize an information and decision support system for crisis management in three stages:


· First, we established the list of the characteristics required by an IDSS for the crisis management 


· 
Then, we showed that there is a disjunction between two concepts of systems: the dedicated systems and the resistant systems.


· 
Last, we proposed the list of the functions that an IDSS for the crisis management has to provide.

3.3.1
IDSS required characteristics


We consider that, to handle the crisis characteristics and inherent difficulties listed above, an IDSS for the crisis management shall reach some performances in term of speed, effectiveness, robustness, capacity to deal with a huge amount of data, simplicity of use, adaptability, reliability, safety, distributiveness and interoperability. This shall be defined at the level of the system specification and requirement (Fig. 4). To illustrate these characteristics, let us give some examples: the fire alarm used in public buildings is a simple and efficient system to indicate to everyone that they have to evacuate the place; lighthouses are resistant to bear the assaults of the sea and efficient for to help the sailors to find a way; the information signboards in the streets or on the motoways enable the broadcasting of the current situation state, and is fast, efficient and easy to use.

Figure 4: Characteristics of an IDSS related to the crisis criteria.


These characteristics seem obvious; nevertheless it is essential to have them in mind and to specify them in the initial requirements of the system. To make a commitment on the performances of a system following these criteria is not simple: some qualities can be conflicting. According to the situations and the environment the system will be fit in, it will be necessary to give the priority to some characteristics at the expense of some others less critical for the target use of the system.


3.3.2
Dedicated systems / resilient systems


At a conceptual level, we propose a disjunction of the IDSS for crisis management in two groups: the systems designed as “dedicated” to the crises and those said to be resilient to crises (Fig. 5).


The first concept, called dedicated systems and noted C1, refers to systems which purpose is mainly the crisis management. These systems are used by actors such as NGOs, servicemen or civil safety actors (firemen). These actors arrive on the crisis place with a complete equipment, specially created to manage the crises; they are themselves specialized in the management of such events and trained with these systems. These systems should be reliable, strong, secure and efficient.

The second concept, called resilient systems and noted C2, refers current IDSS reinforce the capacity of these systems to be resilient, adaptive and adequate in a crisis. These tools are used by the administrations of a country, by private companies, we can also include the individuals. Their nominal use is not related to the crisis management but to the fulfilment of decision-making tasks so as to facilitate the organisation and the correct running of the unit. In this second case, we aim to handle the crisis by some anticipation effort on the context in which the crises take place. For example, the everyday information system of hospitals should still be operant and adapted in case of a massive inflow of victims. Such systems would be used ordinary by the administrations or companies, to facilitate the daily tasks, but would still be adapted and efficient in case of a crisis.


Figure 5: Two IDSS concepts for the crisis management.


Let us outline, that depending on the users and the chosen concept (C1 or C2), some of the above listed characteristics will have a higher priority than some others, and that this shall contribute to set the priority between conflicting characteristics. Also, this disjunction will have an impact on the selection of the functions required by an IDSS for the crisis management, as presented hereafter.


3.3.3
Functions of an IDSS for the crisis management


Using the temporal crisis cycle representation defined in the first part, we went back through the analysis of the past crises to identify the functions which should be provided by an information and decision support system to sustain the process of decision in crisis situation. We also carried out a series of interviews with operational people in charge of the crisis management. The domains of activities of the encountered persons covered several sectors: public transports, hospitals, civil security, civil sanitary administrations and food supply chain. The analysis of these interview were then completed by the reading of several studies among which [7], [12], [13], [16] and [17]. Thus this allowed to list a set of functional needs for the crisis management (to see Fig. 6); among which we present the main ones: collection of information, update of information, sharing of information, analysis of situation, understanding of situation, monitoring of situation, watch, detection and the identification of crisis, alert, elaboration and suggestion of decisions, the resources allocation, the evaluation of the impact of the decisions, and rating of the decisions.


Figure 6: IDSS functionalities for an IDDS for the crisis management.


These functions can be sorted according to three main stages of the decision-making process: the acquisition of information (collection of information, updated of information, sharing of information), the analysis and understanding of situation, (analysis of situation, representation of situation, understanding of situation, monitoring of situation, watch, detection and identification of crisis, alert), the decision-making support (elaboration of decisions, suggestion of decisions, evaluation of the impact of decisions, rating of decisions, resources allocation, evaluation of the impact of the decisions, rating of the decisions).


These functions can be selected to be integrated in an information and decision support system according to the context and the targeted type of system. For example, at the level of an institute of sanitary watch, it can be useful to define a system dedicated to the preparation and anticipation of crisis, and the required functions will be centred on the acquisition of information and the establishment of situation (data acquisition, monitoring, watch, analysis and understanding of situation, detection and identification of crisis). In case of a resilient system, we can favour the integration of light functions (with lower performances) but give a priority to cover the main part of the cycle of crisis. In particular, it will be useful to have the establishment of situation functionality so that it enable at the minimum to raise and lift the alerts, as well as to have a function to evaluate the damages and means.


To complete our study, we propose a “radar” analysis to estimate the effectiveness of an information and decision support system for the crisis management. This estimation is obtained by building a radar which axes correspond to the main identified functions (see Fig 7). This radar has gradual axes which represent the functional effectiveness of each of the function, from 0 “function not addressed by the current system” to 5 “function covered by an efficient technology”.




Figure 7 : Radar analysis of the efficiency of an IDSS for the crisis management.


This estimation of IDSS effectiveness is proposed to compare several systems. In case of the dedicated systems, it will be convenient that the effectiveness of the target functions of the system is maximal. For the resistant systems, this approach can allow to assess the global resilience of a system to handle a crisis situation.


4.
Conclusion


In conclusion, this study deals with the definition of the concept of information and decision support system (IDSS) for the crisis management. We first specified the notion of crisis, of crisis management, and of IDSS, as these terms cover numerous and diverse realities. We thus defined the concept of crisis management and put in evidence the paradoxes and the questions raised by this definition. We then proposed a characterization of an information and decision support system for the crisis management in three stages: we first listed the characteristics required by a IDSS for the crisis management; then we established that there exist a disjunction between two concepts of IDSS for the crisis management: the resilient systems and the dedicated systems; finally we identified the list of the functions of an IDSS for the crisis management and proposed a radar analysis of their effectiveness.


This preliminary work is currently being completed by the identification of the technologies which can supply each of the above functions. The analysis of the maturity and the effectiveness of these technologies by the radar analysis which we proposed will allow determining areas of research that should be consolidated to improve the effectiveness of the IDSS for the crisis management.
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AbstracT

This paper discusses crisis and emergency management decision support based on the Joint Command Decision Support System experience. Crisis and emergency management requires a set of enablers to address the challenges of the unfolding situation under time and space constraints. The paper presents an overview of the complexity of crisis situation. Then, the requirements for an integrated decision support system are portrayed.  The Defence R&D Canada technology demonstration project Joint Command Decision Support System (JCDS 21) is used to illustrate the implementation and the integration of the different decision aids investigated. JCDS 21 has addressed Canadian domestic operations management context characterised by the multiplicity of actors and stakeholders, the diversity of the public infrastructure, the complicated legal framework, the changing lead agency based on the situation and the scarcity of response resources. Lessons learned have been deducted for further investigations.

1.0 Introduction

Emergency Response requires multiple stakeholders to be engaged, as a matter of course, in planning, executing and sustaining operations in complex settings. In a massive fire near Nanticoke, 346 organizations converged; this included 27 Federal Government, 25 Provincial Government, and 10 Regional agencies, 7 Local Government Departments, 31 Fire Departments, 8 Voluntary Groups, 41 Religious/Hospital/Schools groups, 4 Utilities, and 52 Private Sector players
. Figure 1 illustrates a Department of National Defence’s Architecture Framework (DNDAF)
 Operational View-2 (OV) of the flow of activities when such events arise. It depicts key organizational authorities and process (input/output) dependencies when the different levels of governments are involved. Emergency response exposed the challenge and identified the requirement for process integration. Crisis and emergency management is very challenging because situations at hand are generally Complex. A US study into lessons learned following Hurricane Katrina distinguished between Unity of Command and Unified Command. The former describes a hierarchical organization construct and well defined reporting lines. The latter an extension of the Incident Command System in which designated representatives work together to establish common objectives, agree a plan and coordinate actions. Cohesion and inclusion are important enablers and unified direction is a key to success. The Canadian Forces has articulated the requirement for Decision Support to be “command centric”. “During CMX 05 achieving Decision Superiority was found to be critically dependent on building a shared, common awareness of crisis situations”.
 This will involve improved integration between systems, timely fusion and tailored depiction. 



[image: image1]

Figure 1: Operational View-2


A time sensitive decision support should effectively support time-critical as well as deliberative collaborative joint and integrated planning, distributed team problem solving and options analysis. “A decision without analysis is akin to a trip without roadmaps”.
 The provision of situational awareness is the prelude to informed analysis, adaptive planning, and effectual management of operations. The sheer complexity of the operations in the 21st Century requires investigation, trial and adoption of more sophisticated decision support aids for crisis and emergency management (e.g., planning, options analysis, resource visibility, logistics, readiness and sustainability tools). Another very important requirement is to Monitor Execution and to provide clear, comprehensible feedback linked to the plan and allows progress to be tracked, and adjustments to be made in near if not real time. The performance parameters established during the planning phase that are linked to the desired effects should provide measurement standards and advance warning of failure. 

In this paper, we illustrate the concepts with a focus is on domestic operations and crisis management in a joint, inter-agency and public framework. We use the case of the development of Joint Command Decision Support (JCDS) systems for illustration. We describe the decision support architecture and components. This paper is structured as follows. In section 2, we discuss the complexity of time sensitive decision making for crisis and emergency management. In section 3, we present the decision support requirements. In section 4, the different components of a decision support system are discussed including knowledge and information management concepts to supporting individual and collective situation awareness, decision and planning aids for emergency and crisis management situations, and execution support enablers to oversight and facilitate plan repairs and timely corrective adjustments. In section 5, we conclude the paper by a set of lessons learned and overarching principles for a time sensitive decision support for crisis, emergency and consequence management in an inter-agencies setting.


2.0 crisis and emergency management is complex 


The Canadian incident response environment has a number of key influences that impact the articulation of stakeholder relationships, command and control roles and decision-making capabilities. Domestic incident response environment are framed by a hierarchy of relationships that are defined by legislation, policy and emergency response plans
. These facilitate the ability for multiple governments, departments and agencies across Canada to share resources and provide a mechanism for interagency collaboration. Canadian domestic legislation, such as the National Defence Act and the Emergencies Act, and policy, such as the National Security Policy, provide guidance for emergency response plans at the federal, provincial and municipal levels. Provincial and municipal legislation, i.e., Emergency Acts, follow the lead set by the federal or provincial level. Federal emergency response plans such as the National Support Plan, the National Counter-Terrorism Plan, and the Federal Nuclear Emergency Response Plan, form a hierarchy that guide and are supported by federal government agency plans (such as the CF’s DCDS Direction to Operational Commanders for the Conduct of Domestic Operations (DDDO) and Health Canada’s National Smallpox Contingency Plan), as well as provincial and municipal government emergency response plans and their associated agencies and departments. Continentally, documents such as the Joint Canada-US Radiological Emergency Plans are also written within the framework of the federal plans, and provide a mechanism for collaboration with the US. 

[image: image16.emf]Much of the literature and emergency response plans document the bottom-up nature of incidents (see Figure 2). Many incidents occur with some element of surprise and start of at the local level as an isolated incident. As such, the flow of response progresses from the individual to local to regional to national to international. 

Figure 2: Incident response flow as characterized by Emergency Management Ontario
.


While all emergencies begin as local emergencies, the planning structure is legislated from the top down. These two conflicting orientations can cause confusion and misrepresentation as information flows from the top-down and bottom-up can cross paths and may work in detriment to each other. The hierarchy of relationships is not limited to legislation, policy and emergency response plans. Unique organisational relationships are formed between the responding departments and agencies as each incident occurs and unfolds. Organisational relationships are defined for each incident, thus lead agency for command and control and support agencies/department will be determined by resource capabilities and incident requirements. These relationships are dynamic and can change as the incident unfolds. In the domestic realm, many incidents occur as a local incident with the municipal authorities in charge of command and control. Thus, response assistance from other cities, provinces, federal agencies, or specialty teams are provided in direct support of that local commander. As the incident progresses, command and control could pass from municipal to provincial to federal authorities. In addition, the lead agency role could change from one department to another. Command is formalized in structures through Emergency Operation Centres (EOCs) that exist at each level of response (Municipal, Regional, Provincial, and Federal)
. At the federal level, each department (PSEPC, DND, RCMP, Health, Transport, Environment, Foreign Affairs) has their own EOC, with a Government of Canada Emergency Centre (GOC) supporting the highest levels of government decision making. Command and control in domestic scenarios is distributed, with various levels of command and decision making occurring at many different operation centres. The primary communication channel among these centres consists of liaison officers or members from a variety of agencies being combined into the various centres, resulting in cross over in communication channels and role confusion. 


Figure 3 illustrates the main components of an Incident Command System (ICS). Although there is not formal, standardised structure for Canadian government agencies or departments, many civilian organisations have applied the ICS framework. For example, the province of British Columbia (BC) has adopted the framework for organizing emergency management activities at all levels. In BC, the provincial regional coordination level acts in support of the site support level, and manages the assignment of multiple-ministry and agency support to individual site support locations or multiple site support level locations, acquires and deploys resources at the request of the site support level, and provides emergency response services where incidents cross local authority boundaries, or where local authorities may not have the infrastructure to fulfil their role.

Crisis and emergency response plans revealed a number of common variables in emergency situations resulting from terrorist activities and asymmetric threats. Many variables have been identified into an overall framework that can characterize Complex Situations. This framework introduces four broad categories of variables that influence the complexity of a response situation (see Figure 4): 


· Response Team Characteristics: The composition, characteristics, and behavioural norms of the Response Team influence the complexity of the situation. Variables in this category include: Number of Participants, Number of National Actors, Number of Agencies, Number of Different Types of Agencies, Complexity of Organizational Structure, Stability of Organizational Structure, Organizational Procedures (the “chain of command”) , Number of Communication Channels (n(n-1), Level of Interoperability, Level of Preparedness for Attack…


· Adversary Characteristics: The composition, characteristics, and behavioural norms of the Response Team influence the complexity of the situation. Variables in this category include: Number of Participants, Number of National Actors, Number of Agencies, Number of Different Types of Agencies, Complexity of Organizational Structure, Stability of Organizational Structure, Organizational Procedures (the “chain of command”), Number of Communication Channels (n(n-1)), Level of Interoperability, Level of Preparedness for Attack…


· Environment Characteristics: The composition, characteristics, and behavioural norms of the adversary influence the complexity of the situation. In situations where there is an adversary (such as asymmetric threat and terrorism) the variables in this category include: Degree of Financial Support, Speed of Adversary Decision Cycle, Level of Violence, Level of Asymmetry in Adversary Organization, Level of Asymmetry in Adversary Tactics, Level of Threat Visibility…


· Incident Characteristics: The characteristics of the attack or incident influence the complexity of the situation. Variables in this category include: Level of Attack Surprise, Breadth of Incident, Number of Causalities, 
Level of Public/Responder Fear, Level of Restraint Required, Level of Fluctuation Between Action and Restraint, Level of Time Pressure, Number of Possible Response Contingencies, Level of Novel Problem Solving Required to Plan Response, Long Term vs. Short Term Effects of Incident (Overt vs. Covert)…


Figure 3:[image: image17.emf] Incident Command System Structure


The results of the analysis conducted to understand the Canadian incident response environment and emergency response scenarios for this project enabled the development of a Generic Collective Response Model (GCRM) model of the collective response to emergencies caused by terrorist attacks and other asymmetric threat situations. Example of response patterns that were identified during the literature review, such as response activation, formed the base structure for the GCRM (see figure 5). In addition, the need to recognize the elements of organizational complexity was considered as shown in figure 6.
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Figure 4: Categories of Variables that Influence the Complexity of Response Situations
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Figure 5: General Response Activation Pattern

[image: image19.png]Figure 6: Example of Increasing Organizational Complexity


3.0 decision support requirements


Notwithstanding the import of communications and computers, Command and Control is fundamentally a human activity, and organization and technology exist to support the human dimension of decision making. In essence, the C2 process can be viewed as systemic execution of collection, perception, projection and choice. Figure 7 provides graphic elaboration, encapsulating the complexity of Command and Control and underscoring the importance of mental models and the cognitive domain. Through the employment of ISR and the mining of civilian and military sources, headquarters gather and process huge quantities of heterogeneous information. The decision-maker needs to make sense of the situation and understand its dynamics. Once situation awareness is achieved, a thought-driven process starts to determine possible actions and effects against a set of higher-level (strategic) objectives or goals. The Commander will be advised with respect to the best way to intervene. Based on his personal mental model(s) and background, the Commander will develop his intent, which he will communicate in an understandable format to his staff and organization. The implementation of the Commander’s intent requires a broad spectrum of people, units, teams and capabilities. It is therefore, important to ensure that the Commander’s intent is well understood and implemented as intended; translated into tasks, orders and operations. A rapid feedback loop is essential to assess whether the implementation and unfolding events are in accordance with the Commander’s intent. Execution management will assist decision-makers to adapt to changes in the situation and to make necessary changes in plans. Effects resulting from actions taken will be observed and measured. This representation is Command centric and does not deal with the collaboration. For instance, collaboration between Commanders and Headquarters (HQ) is not shown. 


As with most Decision-Making models, Figure 7 distinguishes an initial “orientation” function. The first step is to identify prevailing circumstances. Awareness and analysis can be both individual and collective. Education and experience assist in recognizing actors, factors and relationships. The product is a situational understanding. Plans and Decisions are perception driven. Situation monitoring, awareness, and analysis inform planning. Tipping points/centres of gravity are determined and alternatives identified and evaluated. Again, this is scalar and the formality of the process can vary. Typically planning involves two distinct activities: 1) the assessment and selection of an option; and 2) implementation coordination/activity synchronization.
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Figure 7: Key Functional Activities of Command and Control 


Models emphasize systemic procedure and feature critical decision points. In practice, decision making is more akin to a continuous, streaming process. Goals, resources, uncertainty, and risks are being constantly appraised and decisions taken. Direction involves enterprise guidance and management. Such instruction can be vague and tacit, or specific and overt. In more formal military processes, key decisions include determining objectives, establishing the appropriate Competence, Authority and Responsibility construct, and allocating resources. Direction has become synonymous with orders and more recently, Command Intent. Execution is the application of decisions and the performance of directed tasks. The specificity of the direction may vary leaving leeway for interpretation in execution. The feedback loop is particularly significant as Execution may alter Situational Understanding, require Plans to be adjusted, new Decisions to be taken, and Direction to be amended.


Cohesion and inclusion are important enablers and unified direction is a key to success. Command and Control is a very dynamic domain. A decision support system for crisis and emergency management should be developed around a system-of-system vision integrating process, organization and technology enhancements and leveraging investments to achieve decision superiority. Collaboration is one piece of the puzzle; program integration another. As the decision-making includes four different domains (cognitive, knowledge, organizational & observable), a successful command decision support must create an integrated view of the different dimensions influencing the Commander’s ability to make decisions. Human-Human, Human-Organization and Human-Technology thrusts should be integrated, and the integration based on fully net-enabled and connected forces with a command-centric philosophy. 

Conventional systems engineering is requirements-driven. Complex adaptive systems design must cater for “rampant uncertainty, persistent surprise and disruptive innovation”.
 Complex adaptive systems are, of necessity, built in increments. Given urgent requirements and the pace of innovation, the majority of the work programme will focus on incremental/evolutionary change, the immediate/next generation support to operators. New ideas must be incorporated on the fly. “Thinking about command and control must be conceptually based, rather than focused on technology and material”.
 Decisions Support System Integration & Interoperability involves design and construction of a test bed to support integration, and to provide the means to carry out rapid prototyping and trial procedural, tool and system improvements. A broad range of interests are represented and organizations will be required to integrate disparate Command and Control systems, processes, and philosophies to ensure activities are coordinated and desired effects achieved. An understanding of information interoperability and the impediments to communications and trust will inform Preparedness and Response planning and performance. Decision support should be designed based on a sound appreciation of Human and Organizational sciences. Support cognitive capacity, shared situation awareness, common intent, trust in distributed teams and in automation, and communication and information strategies are key foundations joint decision effectiveness.

A time sensitive decision support might equally be characterized as a complex adaptive system; provision must be provided for changes in the environment. Conventional systems engineering is requirements-driven. Complex adaptive systems design must cater for “rampant uncertainty, persistent surprise and disruptive innovation”
. Complex adaptive systems are, of necessity, built in increments. “Thinking about command and control must be conceptually based, rather than focused on technology and material”
. A decision support should be developed around continuous, successive enhancement and capability augmentation.


A crisis management decision support should be conceived based on a sound appreciation of Human and Organizational sciences. Support cognitive capacity, shared situation awareness, common intent, trust in distributed teams and in automation, and communication and information strategies are key foundations joint decision effectiveness. Collaboration is fundamentally a human and social activity. Consequently such time sensitive decision making poses challenges in maintaining a knowledge base and in sustaining trust among heterogeneous stakeholders and organizations.

4.0 Decision support system components for crisis and emergency management


Information and knowledge management for situation awareness support


In the Joint Command Decision Support, the Advanced Command Portal (ACP) provides the foundations for a Command and Control Collaborative Environment (on top of Command View and other C2 applications) supporting shared situation awareness, information management, systems integration and collaborative working (see Figure 8). The Advanced Command Portal illustrates how a command portal environment is tailored to user’s roles and needs, with new information/knowledge management services to provide enhanced situation awareness, and access to C2 applications. The Knowledge Management services, including notification, document management with metadata, search, collaboration in communities, ontology, GIS, and the underlying core services lay the foundation for the JCDS command and control collaborative environment.

[image: image20.png]Figure 8: View of ACP 


Timely locating and exploiting knowledge assets and artefacts during crisis management are very important enablers for good decision support. The knowledge assets are considered along four different dimensions: 


· Social including knowledgeable/experienced individuals, groups and organizations,


· Knowledge artefacts including explicit knowledge such as documents, databases and websites,


· Procedural including the knowledge assets associated to specific organizational processes,

· Conceptual including knowledge assets related to key subjects, and linked to specific domain through domain ontology.


JCDS has developed a Knowledge Mapper (KMapper) concept (see Figure 9). The KMapper aims at enhancing of situation understanding, sense-making and knowledge awareness through the visualization of related knowledge assets (KAs), as well as their relationships. KMapper provides knowledge assets discovery and visualization. The KMapper is a dynamic system supporting the identification, localization, visualization, and exploitation of information/knowledge assets (knowledge sources). It seeks the enhancement of situation understanding, sense-making, and knowledge awareness through the visualization of knowledge assets as well as their relationships. This ontology-based system provides mechanisms supporting the identification, localization, visualization, and exploitation of knowledge assets.   For example, when an incident has been reported into the Incident Management System, it will automatically show up on the Advanced Command [image: image21.emf]Portal and a Knowledge Map will be generated to help the Watch officer finding key knowledge assets like the subject matter experts, concept of operations, crisis management check-lists, etc.

Figure 9: View of KMapper

JCDS 21 has also developed a Total Resources Visibility (TRV) tool for near real-time resource visibility providing asset information (see Figure 10). It can be used to analyse/visualize contingency plans and their assigned resources. TRV can also be used to analyze and perform measurement of resources employment and usage. The aim of TRV is to offer the ability to ascertain the identity, location, status and condition of assets in the logistics chain at the operational level. The scope of TRV is to enhance information capability to support logistics decision making and planning. TRV provides integrated functions for assets visualization with drill-down capabilities and readiness estimation based on the operational plans (Op Plan or Contingency Plans). In case of crisis or emergency, the TRV is a vital capability to quickly locate and assess the readiness of different response units or movement assets to deploy and assist with the crisis unfolding. TRV is also handy for planning and re-planning in dynamic way. TRV allows also monitoring the status of different pre-planned plans or contingency plans for execution under short notice.

[image: image22.emf]Figure 10: View of TRV


Planning, options analysis, execution and operations management

One facet of crisis and emergency management decision support is to shorter the time required to make good decisions. The Operations Planning Process Advanced Decision Support (OPP-ADS) has demonstrated an integrated suite of tools able to create/store/retrieve and rapidly to adapt operational plans and contingency plans to produce executable plans for specific situations (see Figure 11). The OPP-ADS are automated and distributed tools including time-sensitive planning, planning dependencies and implications management, analysis, risk management and reporting tools (including OPLAN, CONPLAN, branch plan and sequel plans management tool). Additional reasoning support include link management allowing for better integration of tools supporting the design of a campaign plan (ex. Center of Gravity analysis and Decisive Point analysis), the management of risk elements, the management of criteria with their associated after action report and the management of decision-matrixes.  This concept of linking key analysis elements provides the capability to rapidly identify pieces of analysis that requires to be revised according to modifications of the situation.  This works has lead to the identification of functional requirements related to decision-support tools for the planning of operations.
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Figure 11: Views of OPP-ADS Tools


Crisis and emergency management will require the ability to exploit wireless technologies and exercise command regardless of time and space distribution. Many communities and emergency management organizations count on the cellular phones for emergency and crisis management. In collaboration with SME PED capital project, JCDS 21 has produced a Commander’s HandHeld Support System (CHESS) supports Commanders and senior staff officers on the move or with limited connectivity to access real-time (or near real-time) information from Command View and COPlanS and provide guidance and decision to the staff in a secure manner (see Figure 12). To support commanders on the move, enabling technologies will have to encompass communications capabilities, handheld mobile hardware handling secure as well as unclassified information and mobile device applications providing access in real-time to current operational military C2 applications.  CHESS (Commander HandhEld Support System) has demonstrated that mobile device applications such as the SME PED can be used to exchange information with Command View, IMS, COPlanS and EMPA.  The lessons identified related to the design/development process of user interfaces for a portable device are part of the key achievements of CHESS.

The Execution Management and Plan Adaptation (EMPA) supports time-sensitive as well deliberative operations execution through continual automated monitoring of the situation inputs and execution reports (see Figure 13). In an uncertain operational environment, good plan development must be followed by good plan execution, which involves real-time monitoring of external events and actions by friendly, enemy and neutral forces, continuous comparison of observed effects to expected effects, and rapid adaptation of goals, assumptions, risk assessments, subsequent activities and expected effects in light of current goals and constraints. JCDS 21 has developed an Execution Management and Plan Adaptation (EMPA) prototype in order to provide essential decision aid to current operations staff officers as well as to commanders and other potential end-users. EMPA is a distributed, multi-layered system providing execution management services to JCDS 21. It communicates with several situation-awareness and asset-visibility services. EMPA supports time-sensitive as well as deliberative operations execution through continual monitoring of situation inputs and execution reports and plan repairs advices. EMPA allows managing assets; they can be tracked on the map and can be assigned to tasks. EMPA also presents different visual indicators of the plan progress and status.  The execution of this work also led to the identification of areas of research that has been the subject of a new applied research project on Collaborative Multi-Level Plan Monitoring.


Figure 12: CHESS Concept


Figure 13: Views of OPP-ADS Tools


System of Systems Integration


Crisis and emergency management decision support requires human-system integration (HSI). One solution that was explored in JCDS is the creation of a HCI style guide. Such guidelines enable developers to create software tools that share similar ‘look and feel’. Since existing industrial guidelines do not focus on military applications, it was the plan of this study to create tailored guidelines for supporting the CF C2 applications. The scope of the style guide consisted of both the common interface components and the typical user interaction styles. The topic areas that were covered in this study ranged from general design concerns (e.g., user input devices, data display) to more specialised type of interfaces (e.g., hand-held devices, web portal and portlet interfaces). It is useful to point out that symbology was considered a sub-category in the style guide. An effort was made in this study to review existing symbol sets for C2 applications, particularly the framework that was used to create these symbol sets. Like the rest of the style guide, the use of common symbols across the JCDS tools likely will reduce users’ training effort. In addition, a properly designed symbol set potentially could improve commanders’ SA by reducing their mental recognition effort. Such benefit becomes more pronounced in situations where time-critical decision needs to be made.


This study reflects an initial step toward the creation of a standardized HCI style guide for C2 applications. Major efforts in this study involve the collation and reconciliation of existing style guidelines which cover mature interface technology. As a result, a functional integration of the different C2 applications has been implemented (see Figure 14).      

Figure 14: Functional Integration of C2 Applications


The system of systems integration might be based on service oriented architecture (an enterprise service bus, standards and data exchange services). JCDS 21 – Achievements from the System Integration and Interoperability sub-project (see Figure 15). A set of system of systems interoperability mechanisms have been implemented based on the web services standards, the Service Oriented Architecture (SOA) paradigm, the Enterprise Service Bus (ESB), the discovery of services using the Universal Description, Discovery and Integration (UDDI) service and the implementation of publish/subscribe mechanism based on the JCDS 21 notification service.



Figure 15: Functional Integration of C2 Applications


5.0 conclusion

Developing decision support for crisis and emergency management is a complex and challenging. Emergency Response Plans (ERPs) in Canada exist at the municipal, regional, provincial, and federal level.  For the most part ERPs are “all hazard” response documents, whereby they define the general policy, roles, and responsibilities for the response to any hazard.  In order to determine the requirements for improved command and control within the collective response community, a better understanding of the processes and activities performed by responders at different levels was achieved through the review of ERPs.  


Time sensitivities inherent in response activities puts emphasis on the necessity of efforts in incident management to be carried on in tandem with consequence management, a key component of emergency response.  A comparison of roles and responsibilities and the conduct of command and control between the military and civilian agencies revealed a number of areas that could present challenges for collaboration with multiple groups involved in strategic and operational command. Three main areas of inter-agency cooperation challenges associated with collective response were identified in:  Communication and Collaboration, Situation Awareness Support, Authority Structure and Business Processes. 

The complex situation characterization framework was used to develop decision support systems for Crisis and emergency management in domestic context.  The complex situation characterization framework might be used to map possible mitigation strategies against the various variables that drive complexity.  

The analysis of complexity of crisis and emergency management called upon developing new generation of integrated and distributed decision support systems. We used JCDS 21 to illustrate how such systems might be developed.   



















































































� Quarantelli, E.L. Disaster Related Social Behaviour: Summary of 50 Years of Research Findings, Disaster Research Centre University of Delaware, pg 2.


� Based on Department of Defense Architectural Framework (DoDAF)


� White, Orrick. (2006). The State of the Art and State of the Practice: Achieving Decision Superiority at NATO Headquarters, DRDC, Command and Control Research Program (CCRP) Submission #c-110. pg. 5.


� US Government, Decision Processes, Executive Summary, � HYPERLINK "http://www.usbr.gov/decision-process/analysis.htm" ��http://www.usbr.gov/decision-process/analysis.htm�, as cited in: Disbrow, Lisa. (2002). Decision Superiority: Transforming National Security Decision-Making. 


� More detail on the processes involved in Canadian emergency response can be found in Emergency Response in Canada: A Review of Procedures and a Generic Collective Response Model.


� Harrison, Doug. Ontario Provincial Emergency Response Plan, Emergency Measures Ontario presentation. http://www.cpha.ca/ctph/prespdf/Doug_harrison.pdf, accessed March 2004.


� This information was gathered from ERPs reviewed and informal discussions with Emergency Management Ontario, and the City of Ottawa for Emergency Response in Canada: A Review of Procedures and a Generic Collective Response Model [4].


� Federal Emergency Management Association (USA) website � HYPERLINK "http://www.fema.gov/" ��http://www.fema.gov/�, accessed May – October 2004.





� Boardman, J. and B. Sauser.. (Apr 24-26, 2006). "System of Systems - the meaning of", IEEE International Conference on System of Systems, Los Angles, CA. Paper accessed via web: � HYPERLINK "http://personal.stevens.edu/~bsauser/index_files/pdf/Boardman%20IEEE%20SoS%20Conf.pdf" ��http://personal.stevens.edu/~bsauser/index_files/pdf/Boardman%20IEEE%20SoS%20Conf.pdf� (Accessed August 16, 2007).


� US DoD, Joint Vision 2020


� Boardman, J. and B. Sauser.. (Apr 24-26, 2006). "System of Systems - the meaning of", IEEE International Conference on System of Systems, Los Angles, CA. Paper accessed via web: � HYPERLINK "http://personal.stevens.edu/~bsauser/index_files/pdf/Boardman%20IEEE%20SoS%20Conf.pdf" ��http://personal.stevens.edu/~bsauser/index_files/pdf/Boardman%20IEEE%20SoS%20Conf.pdf� (Accessed August 16, 2007).


� US DoD, Joint Vision 2020





RTO-MP-IST-086
13 - 1

13 - 16
RTO-MP-IST-086

RTO-MP-IST-086
13 - 15




[image: image1.wmf][image: image2.jpg]



Information Evaluation as a Decision Support for Counter-Terrorism







Information Evaluation as a Decision Support for Counter-Terrorism



Information Evaluation as a Decision Support for Counter-Terrorism

Dr. Thomas Delavallade and Dr. Philippe Capet


Thales, 160 boulevard de Valmy


92704 Colombes


France


Thomas.Delavallade@fr.thalesgroup.com / Philippe.Capet@fr.thalesgroup.com

Abstract


We present a global information management platform dedicated to open source intelligence that will be developed during a three year project funded by the French national research agency. This platform aims at providing support to intelligence analysts through the whole intelligence chain, from data collection to reasoning and decision support applications with a main focus on information evaluation. Due to the high uncertainty that surrounds open source data, information evaluation has been placed at the core of platform. Because open source intelligence has a key role to play in the fight against terrorism, this specific security issue has been considered as the focal point for the application driven tools: information seriousness assessment, social networks monitoring and information trends monitoring.


1.0 Context


“The Web is the model that reflects most significantly international terrorism activity. It is not only totally appropriate for the moving terrorist structure, but above all it has become the supreme medium for terrorists who can do practically anything on the Web.” [1]. Taking this statement into account, governmental agencies in charge of anti- and counter-terrorism should acquire appropriate technical means, so that they can adapt to the technological changes illustrated by Internet: large amounts of available, mainly unstructured, data, intensified data flows, more and more sources of information, which are moreover often unknown.


This implies that intelligence, which plays a key role in crisis management, requires specific tools based on a global information management strategy to cope with these new challenges. 


To avoid information overload that threatens open source intelligence operators, tools automating the filtering and classification of available documents would be of great help. This is however only a first step towards an efficient support of intelligence analysts. More refined automatic processing is very difficult to apply directly on textual data and requires the extraction from these data of the relevant elements and their relations with natural language processing tools.


To avoid making decisions on the basis of unreliable information, intelligence analysts could benefit from the support of tools automating at least partially the process of information value assessment. Providing automatically detailed information on specific topics to an analyst is indeed meaningful only if the uncertainty underlying this information is made explicit, otherwise this information is not trusted. Taking into account the reliability of the various sources of information with mining tools could also greatly help analysts to cope with more and more sources of information that are hardly known.


Getting relevant and reliable information is fundamental. It is a prerequisite of any further investigation. More refined and application-driven decision making tools are also very important components of a global information management system. Being able to automatically merge atomic pieces of intelligence could be a powerful crisis anticipation tool. Monitoring huge social networks can also be very helpful to identify potential terrorists who should be carefully watched. Being able to identify rumours and to monitor their propagation is another example of important software applications for anti- and counter-terrorism.


Such applications are fundamental to overcome many of the limitations imposed by the new technologies on the intelligence community.


The CAHORS project, which will be described in this article, specifically aims at building a global information management platform providing most of the components mentioned in this section.


2.0 Defence and security issues


Intelligence activities, like many other sectors, are strongly impacted by technological changes of the last fifteen years. These changes have not questioned its rationale, on the contrary, given the prominence of information in our society. However they impose on these activities a major evolution of their practices and methodologies to adapt to the new ways of production, dissemination, exchange and collection of information. Rémy Pautrat sums up this idea in [2]: Intelligence activity “must now spend significant efforts on what is commonly called open-source intelligence, as it is frequently among the available open information (but made difficult to detect because of information overload) that it will be necessary to draw up useful strategic data for policymakers.”


The importance of open source information should not be minimized. It can be used to validate overlap of information obtained through other channels. It can also serve as a basis to guide and target intelligence activities towards deeper and refined but also more costly investigations. But it can also turns out that it is, in itself, worthy of interest for intelligence officers. Some experts have noted that terrorist networks like Al Qaeda are making great use of Information and Communication Technologies (ICT) and especially the Internet to make propaganda, recruit and plan their actions. In the previously mentioned French white paper on homeland security, the authors rightly mention that “for their propaganda, recruitment, training or transmission of messages, the terrorists use all the resources of the Internet, from open spaces to protected areas. The latest services provided by the network may even help them improve their ability to locate potential targets, using data of all kinds, including geographical and even satellite imagery, found there on free access.”


3.0 The CAHORS project


CAHORS is a three year project which has been launched at the beginning of 2009. It is funded by the ANR (French national research agency) through the CSOSG research programme (concepts, systems and tools for global security). Lead by Thales Land & Joint, this project gathers some key French actors in the field of information management: the computer science laboratory of the Paris 6 University (LIP6), the Jean Nicod Insitute, the ONERA, ARISEM and Thales Research & Technology. Besides these industrial and scientific partners, end users belonging to various governmental agencies are also involved.


The ultimate goal of the CAHORS project lies in the development of a global information management platform specifically tuned according to the needs of the different end users. Thus the role of these end users is fundamental in order to take into account properly the working habits of the potential users of such a platform. Though the main focus of CAHORS lies in the information evaluation, a computerized support of such a task is meaningful only if it is part of a global information management chain. Therefore the CHAORS platform is intended to help intelligence operators through the whole data processing chain, i.e. from data collection and filtering to understanding and decision support tools, a strong emphasis being laid on the crucial information evaluation task. Although there exist various types of data that can be gathered from open or classified sources to help intelligence operators, the CAHORS project does not intend to cover all of them because each type of data requires a specific processing. We have thus chosen to exclude from our analysis multimedia data and to concentrate on textual data only, which is still quite a challenging issue. In the following sections we detail the various components of the platform.


3.1 Extracting relevant information from textual data flows


In order to avoid the cognitive saturation of experts in charge of the monitoring of tremendous open source data flows, automatic devices are required to collect, store, sort these data so as to be able to extract from the data flows the pieces of information that might be relevant for the analysts. This a first and mandatory step towards the construction of the CAHORS information management platform.


Data collection and storage is not the main focus of the project and since there exist many commercial and freely available Web crawler, one of these will be used for the CAHORS platform, without spending much R&D efforts on this issue. Input documents may also come from other sources than the Internet and thus a dedicated man-machine interface will be available so that experts can manually feed the system with such documents. Rather than on the data collection, the emphasis, regarding the preprocessing stage, will be put upon the filtering of documents and the structuring of information.


3.1.1 Filtering documents


The filtering component of the CAHORS platform aims at bringing some order to the incoming data flow. Without this ordering step, a human being cannot retrieve any useful information within the flow and it is even very hard to automatically exploit the data because of the huge quantity of noise, redundant and irrelevant data. Therefore this filtering step is made of two subcomponents, in order first to clean the data and then to sort, classify the various documents according to some user-friendly semantics.


3.1.1.1 Filtering the content of document


Automatically acquired documents (most of the time from the Internet) are seldom clean in the sense that it often contains relevant information surrounded by lots of noise or irrelevant data which may alter more or less severely its readability and hamper its automatic use. To solve this problem, a rule-based filter will be developed to extract from any document the relevant piece of text that may be used afterwards by the other components of the platform. This filter will rely on a set of specific human-coded rules to deal with classic web pages, blogs, forums…It must allow in particular the removal of advertisement or other commercial links, the segmentation of blogs and forums to retrieve the various articles and the associated comments.


3.1.1.2 Filtering documents according to their content


Once documents have gone through the cleaning process, they are ready to use. As a first reasoning support tool the platform offers a classification component to sort the incoming documents, this sorting being dependent on the content of the documents. This component will rely on machine learning algorithms. Both supervised and unsupervised topic-sensitive classification algorithms will be considered in order to allow a very flexible choice of the sorting strategy. By topic-sensitive, we mean that the content of the documents is analysed to gather those which deal with the same topic. As the documents on which we have to work are textual documents, the classification algorithms used will be those coming from the text mining community.


· Supervised topic-sensitive classification: with this strategy users can define a set of classes corresponding to the different topics they are interested in. A training corpus of labelled documents must be provided so that a classification model can be learnt. Please note that the corpus must contain at least a few examples for each class. Of course the more examples we have per class, the better the model will be. Once a model has been learnt it can be used to classify every incoming unlabelled document on the fly. See [3] for more details on supervised classification.


· Topic-sensitive clustering: with this strategy users do not need to specify any set of classes. Furthermore no labelled documents are required to perform the clustering. Instead documents are grouped together according to some topic-sensitive distance or similarity measure so that the inter-cluster variance is maximized while minimizing the intra-cluster variance, i.e. each cluster is expected to contain documents dealing with a common topic while documents from distinct clusters are expected to deal with distinct topics. The great advantage of such unsupervised approaches relies in the fact that it is not necessary to impose any a priori structure on the search space by listing exhaustively all the topics that documents are expected to deal with. These topics are discovered by the learning algorithm. It is in particular much easier to discover new and emerging topics. However the drawback is that topics are unlabelled and their semantics must be found a posteriori by end users. Besides it is not uncommon that analysts are used to watch some known topics for which they have consequently lots of existing data. In this case the supervised approach is not anymore a problem. This suggests that both techniques could be useful, and maybe an hybridization of the two could be even more attractive. See [4] for more details on clustering.


3.1.2 Structuring relevant pieces of information


Classifying and ordering documents is a key issue when dealing with large amounts of data. However, this step alone is insufficient to help experts analyse rapidly a situation described in small pieces scattered in the whole data corpus. More advanced tools are required to spot the relevant and unusual pieces of information. Unfortunately it is very difficult to apply such tools directly on textual, unstructured, data. Statistical techniques based on term frequency may be applied but cannot provide fine grain analyses. To circumvent this problem it is very important to extract relevant and structured data from the textual documents before more advanced tools can be applied to provide a deeper understanding of the situation.


To comply to this requirement an information extraction component is included in the CAHORS platform. Based on natural language processing techniques, this component relies on a conceptualized description of the domain knowledge, structured as an ontology, to perform both syntactic and semantic analyses of the incoming texts [5]. These analyses enable to capture the events described in the texts thanks to the extraction of named entities and of their relations. These events are the structured data that will be used by the other components of the platform. Each event is made of 8 fields, 5 of which are rather standard in information extraction:


· Date: when the event occurred. When not available the date of publication of the information will be considered


· Places: the event might refer to several locations


· Actors: persons or organizations performing the event


· Participants: persons or organizations involved in the event while not being actors


· Event type: nature of the event


As the CAHORS platform is focused on the information evaluation task, more information is required to assess the reliability of the extracted events. As will be seen in section 3.2 we need to take into account the reliability of the information source and the credibility of the event. To make this possible 3 additional fields focused on the information sources are extracted for each event:


· Publication source: person or organization publishing the text in which the event has been extracted


· Information source: person or organization recounting the event


· Source attitude: mental attitude of the information source towards the event she recounts


The next section will give more details about how these attributes could be used to assess events’ reliability. Table 1 gives an example of a structured event based on the analysis of the following news:


AP
2009-04-09
Nairobi, Kenya


A U.S. official, speaking on grounds of anonymity because of the sensitivity of the situation, also said a military team of armed guards was aboard the Maersk Alabama


Table 1: Example of 2 extracted events in the same sentence

		Publication source

		Date

		Information source

		Source attitude

		Event type

		Actors

		Participants

		Places



		AP

		2009-04-09

		AP

		factual

		declaration

		A U.S. official

		N/A

		Nairobi



		AP

		2009-04-09

		A U.S. official

		Neutral declaration

		localisation

		A military team of armed guards

		N/A

		Maersk Alabama





3.2 Modelling information value


Information evaluation which is the focus point of the CAHORS platform, is a key component of the intelligence chain. It has therefore been conceptualized and precisely defined by the NATO standardization agency, the STANAG 2511 being the latest release on the subject [6]. However, from our point of view, it suffers several theoretical weaknesses which will be mentioned in the next section. Consequently, instead of trying to directly model information value from the NATO definition, a major task in the CAHORS project will be dedicated to the theoretical reshaping of this notion. From a terminological point of view we consider in the sequel that information evaluation simply consists in assessing the value of information.


3.2.1 Main concepts of information value


In the STANAG 2511, the value of an information is expected to reflect “the degree of confidence that may be placed” in this information. It is defined as a two-dimensional variable. The first dimension corresponds to the reliability of the information source while the second dimension refers to the information credibility. Both are discrete variables and can take 6 different values. Regarding the reliability, a source will be considered all the more trustworthy because it has delivered correct information in the past. Regarding the credibility, the truthfulness of an information will be considered all the more probable because it is confirmed by several other independent sources. The combination of the reliability and credibility scores corresponds to the value of the information.


This definition is rather appealing because it clearly separates the uncertainty linked with the source on the one hand from the uncertainty linked with the content of the information itself. As far as we are concerned, it is yet too restrictive and omits some very important dimensions that should also be considered. Hereafter we give some examples of the main problems of the STANAG definition. The list is for course not exhaustive. See [7], [8] for complementary remarks.


· The 6 values that can be given to the reliability and credibility are not properly ordered. In fact, 5 of them are and there is a sixth category corresponding to the impossibility to assess the value. Because of this, the comparison of two pieces of information, from the point view of their reliability, may be impossible.


· The credibility dimension is a bit confusing. Although it is supposed to reflect the uncertainty linked with the truthfulness of the information, only the confirmation by other sources is considered to judge the credibility. For instance the uncertainty conveyed by the way the information is transmitted is not taken into account.


· Only one source of information is considered. As we have seen in the news report given in example in the previous section, it is very common that various sources are involved in the transmission of an information. Besides the relationships that might exist between these sources is also not taken into account. This is yet very important to judge the credibility of an information originally transmitted by one source but recounted by another.


· Source reliability is considered as an absolute measure whereas a source may be reliable on a specific domain but not at all on another one. A nuclear scientist may be very reliable when talking about nuclear issues, a bit less reliable when talking about computer science and even less reliable when talking about finance.


· The information evaluation process is very subjective because there are no precise ways of assessing neither source reliability nor information credibility. Consequently, two different intelligence operators may assess the same information in a very different way.


To overcome all these limitations, a new theoretical framework will be proposed in the project to ensure a better formalization and allow for a more precise modelling of the information evaluation process.


3.2.2 Measuring information value


The theoretical framework mentioned in the previous section will be used as basis for the development of algorithms dedicated to information evaluation. For each of the dimensions that will have been identified as major components of information value, measurable criteria will have to be defined and an aggregation operator will have to be chosen to ensure its quantitative assessment.


For instance the notion of source authority may play an important role in the assessment of source reliability. There are several ways to measure this authority, most of them relying on a source network. The links between sources could stand for quotation links, knowledge relationships or any other meaningful relationship. This will depend on the theoretical framework that will be adopted. In a fully automatic approach, authority could be measured for example by the PageRank algorithm which gives more authority to sources that are quoted by authoritative sources [9]. In a semi-automatic approach, it is possible to let users specify some sources they consider as reliable. From these sources, trust diffusion algorithms could be used to propagate reliability scores across the network [10].


Once fully or only partly automatic procedures have been defined to measure the various information value dimensions, a fusion algorithm will be developed to aggregate these dimensions. At this point it is important to note that this aggregation operation is only necessary to make possible the comparison of two pieces of information based on their value. It is not obvious at all that such a single aggregated score will be more meaningful for users than the a proper display of the scores of the main dimensions. Anyway users must have access to all the details of the computation in order to understand and trust the results obtained. So in parallel of the working out of information evaluation algorithms, man-machine interfaces will also be developed, with a special attention being paid to ergonomic issues.


3.3 Decision making applications


For intelligence analysts information evaluation is truly a mandatory step, however this is only a basis for the collection of intelligence and not simply information. The CAHORS project intends to go beyond the sole evaluation of information and to provide experts with decision support tools. For this reason, an important task will be devoted to the development of application driven tools, designed to fulfil the needs of the end users regarding anti- and counter-terrorism. In this project we have chosen to focus our attention on three different tools considered as important to detect, anticipate and fight against terrorism: information seriousness assessment, social networks monitoring and information trends monitoring.


3.3.1 Assessing information seriousness


A major concern of the CAHORS platform is to help intelligence operators to analyse rapidly huge amounts of data. The tools we have presented so far are classification tools to bring some order to the data flow and the information evaluation tool which enables users to sort data according to their trustworthiness. To go further we need to provide tools that pinpoint the most relevant data, according to the users’ needs, among those available. This is exactly the issue tackled by the information seriousness assessment module.


The assessment of information seriousness aims at scoring documents or pieces of documents according to the importance, seriousness of their content. Once this scoring has been performed it is straightforward to use it in a filtering process so that the most important documents are brought into relief and therefore scrutinized first by users.


Various techniques might be used to perform the content analysis. If two classes of documents, important and not important, are considered, supervised learning techniques could be used to classify the documents according to their seriousness. These are exactly the same supervised techniques as those described in section 3.1.1.2. The sole difference lies in the definition of the class variable. The scoring could then be performed only as a post-processing task using for instance the posterior probabilities that a document belong to one class or the other. The problem with this approach lies in the training corpus which has to contain many properly labelled documents, so that efficient predictive models can be learnt. We could also draw inspiration from techniques which directly perform a scoring of the documents, like those based on the distance between words from the document and words supposed to characterize the important and non important class. Such a scoring is used for instance in the sentiment analysis community to assess the semantic orientation of texts, positive or negative [11].


Whatever is the solution we may finally come to, we must keep in mind that such a tool is valuable only if it is application driven. To this end the tool must be easy to configure by the end users so that their specific needs can be taken into account. With the aforementioned techniques this is clearly possible. Indeed only the semantics of the important/non important classes have to be modified when changing the application domain. With supervised machine learning algorithms, training corpora corresponding to the semantics of the classes have to be collected. With the direct scoring techniques it is even simpler and less costly since only a dictionary or maybe an ontology adapted to the desired semantics has to be defined. As far as the anti-terrorism application is concerned, the class labelled important should gather documents related to terrorist attacks, propaganda, recruitment…


3.3.2 Monitoring social networks


Social networks is a key issue for anti- and counter-terrorism. It is indeed crucial to know and understand the structure of a terrorist cell in order to prevent its actions and to identify its weaknesses. The Web represents a huge open source repository which potentially contains valuable information about relationships, of various types, between persons and organizations. As the CAHORS platform will be able to collect and assess the reliability of large amounts of data, a social network monitoring component will be integrated in the platform.


This tool will ensure the automatic construction of social networks. This construction will of course rely on the mining of huge quantities of documents’ contents, based on the tool described in section 3.1.2 which extracts named entities and their relations. But the structure and properties of Internet itself may also be used, through the exploitation of the hyperlinks. Like with any automatic tool working directly on texts errors are unavoidable. It is therefore important that users can edit easily the obtained graph, to modify or delete nodes or arcs but also to add new nodes or arcs, because they have at their disposal some significant information, due to their experience and expertise in the domain, which has not been automatically discovered.


Besides the automatic construction of networks, efforts will be spent to ensure the proper display of the corresponding graphs and to provide convenient ways of requesting them. It is indeed very important to quickly analyse a network and extract precise and relevant information from it. For instance, to identify remarkable persons, it must be possible to exhibit hubs or on the contrary isolated persons. It must also be possible to know if there are any link between two persons. To be really useful for end users it is clear that here also the ergonomics of the man-machine interface is fundamental.


3.3.3 Monitoring information trends


An important issue which is not tackled by any of the previously described tools concerns the influence operations that can be lead through the Internet, such as rumours propagation or disinformation. Being able to anticipate and monitor such phenomena is a very important matter. That is why a tool dedicated to this subject will be included in the CAHORS platform.


Using the hyperlink structure of the Internet, it is possible to extract a network of information sources. By applying text mining or natural language processing algorithms, the information flows within the network can be monitored and the propagation of a given information can be traced back to perform a posteriori analyses. Statistical or unsupervised clustering methods can then be used to identify abnormally intense information transmissions, which characterizes amplification phenomena.


To move a step deeper in the understanding of the situation and identify rumours or disinformation, important research efforts will be spent to identify the intentions of the primary sources, those at the root of the amplification phenomena. This is indeed a crucial breakthrough towards the detection of rumours and disinformation. Statistical analyses, like those used in could be an interesting starting point. This approach seems however to be too myopic because it does not integrate any domain knowledge. It may be interesting to mix such a statistical approach with symbolic methods based on modal logic and on the knowledge acquired by the other tools of the platform.


3.4 Global architecture


To sum-up the presentation of the CAHORS project we have given, we introduce in figure 1 a global and functional view of the architecture of the platform that will be developed during the project.


As can be noted in the figure, the platform aims at monitoring an end-to-end intelligence management chain. Documents are first collected by a Web crawler and cleaned by a content filter. These documents are then classified and stored in a repository along with the structured events that have been extracted. These data are then ready to be used by any of the other components of the platform.


The outputs of the information evaluation and information seriousness assessment tools are useful in themselves. But they may also be used as filters to select the most trustworthy and relevant information.


At the end of the chain, social networks and information trends monitoring tools enable users to perform domain specific deep analyses that are highly valuable for intelligence purposes in general and for anti- and counter-terrorism in particular. Please note that the end user is involved all along the process.




























Figure 1: Global architecture of the CAHORS platform


4.0 Conclusion


The CAHORS project which has been presented in this paper aims at building a software platform providing support to intelligence analysts through the automatic processing of textual data, a huge quantity being available from open sources. Successfully managing information flows is indeed a major issue in the intelligence community.


Thanks to the automatic filtering and value assessment of huge amount of data, the advanced knowledge extraction, exploitation and management tools that will be developed in the CAHORS project and finally integrated in the platform will help experts to grasp more rapidly and more thoroughly complex situations. To enhance this capability an important part of the project is dedicated to the development of ergonomic visualization tools.


Besides, crisis management may also greatly benefit of the advances of the CAHORS project, thanks to the post-processing applications dealing with social network monitoring, misinformation detection and rumour propagation monitoring.


Finally, we believe that another important feature of the project will be considered as relevant for the intelligence community, in a theoretical and doctrinal point of view. Indeed, an important effort of conceptualization will be spent by philosophers and social sciences researchers. This should lead to the clarification of the notion of information evaluation.
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Abstract. Emergency response operations can benefit from the use of
information systems that reduce decision making time and facilitate co-
ordination between the participating units. We propose the use of two
such systems and evaluate them with a specialised software platform that
we have developed for simulation of disasters in buildings. The first sys-
tem provides movement decision support to evacuees by directing them
through the shortest or less hazardous routes to the exit. It is com-
posed of a network of decision nodes and sensor nodes, positioned at
specific locations inside the building. The recommendations of the deci-
sion nodes are computed in a distributed manner and communicated to
the evacuees or rescue personnel in their vicinity. The second system uses
wireless-equipped robots that move inside a disaster area and establish a
network for two-way communication between trapped civilians and res-
cuers. They are autonomous and their goal is to maximise the number
of civilians connected to the network. We evaluate both proposed in-
formation systems in various emergency scenarios, using the specialised
simulation software that we developed.


1 Introduction


Information systems designed for emergency response operations can provide
invaluable help for better planning and coordination during an ongoing crisis.
Here, we focus on emergencies that take place inside a building. The time-critical
nature in such situations necessitates fast decision making and reliable commu-
nication with emergency personnel and rescuers. For example, a crucial aspect
of disaster management inside a building is the safe and rapid evacuation of its
occupants. The evacuees often are not aware of the optimal evacuation route or
may just not follow it. This is particularly common when there is an ongoing
hazard, such as smoke, fire or flooding. Thus, we start by proposing a distributed
system that computes the best evacuation routes in real-time, while a hazard is
spreading inside the building. Also, not all the occupants of a building will be
able to move without assistance during a disaster. There may be incapacitated
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or trapped civilians waiting for rescuers to reach them. Until this happens, it
would be particularly beneficial to have some form of communication between
rescuers and civilians, but usually the existing communication infrastructure is
inadequate. Thus, we also propose the use of wireless-equipped robots that can
establish an ad hoc network with trapped civilians. This network may provide
voice or video connection and vital sensor data that help the rescuers better
assess the situation and plan their actions. We implement and evaluate both
systems using a multi-agent simulation platform that we developed. The use of
simulation gives us the opportunity to test our systems in numerous disaster
scenarios, while being able to vary parameters such as the hazard location, the
number of evacuees, the locations of the victims and the building structure.


The remaining of the paper is structured as follows. We first present an
overview of the simulation platform that we used for the evaluation of our pro-
posed information systems. Then, we continue with the movement decision sup-
port system for evacuation and with the robotic network system for communi-
cation with trapped civilians. We conclude with a summary of our contributions
and potential directions for future work.


2 Evacuation Simulation Platform


Our simulation environment is based on the JADE platform, which is a software
platform for developing applications in compliance with the FIPA specifications
for interoperable intelligent multi-agent systems [1]. The goal is to simplify the
development while ensuring standard compliance through a comprehensive set of
system services and agents. It is accompanied by a number of preferred features
that are suitable for developing simulation environments, such as agent mobil-
ity. Our simulation platform relies on discrete event simulation techniques. All
entities register to the controlling simulator and define the time at which they
are to be awaken. The simulator undertakes the re-organising of the entities and
triggers each agent to execute at its corresponding time. Furthermore, it is able
to operate in real-time, which facilitates the integration of external components,
such as a real sensor network.


Our agent structure is organised in a multi-layered approach, so that each
layer provides specialised functionality and contributes to the evolution of the
simulation. There are dedicated layers for controlling the basic functionality
of the agent, such as behaviour management and agent registering and de-
registering, maintaining a link with the simulation agent and accordingly compile
and extract simulation-specific communication messages, and a layer which al-
lows interaction with other agents. The disaster area is modelled as a graph or
a collection of graphs, which contain special nodes, such as entrances and stair-
cases. For example, figure 2 shows two areas with five collection points and three
graph bridges. Each of these areas is controlled by a dedicated simulator, and
simulator is aware only of its area of interest and how it is connected with other
areas via the graph bridges. Similarly, each simulated entity has an initial per-
spective of the overall areas with a rough estimate of the edge lengths. As these
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Fig. 1. Graphical interface of the simulation platform


agents move in the graph and interact both with the simulators but also with
other agents, this perspective is updated with more accurate data. Using this
graph-based approach, we are able to focus on different areas of the simulation.


Fig. 2. Two areas with 5 collection points (exits) and 3 graph bridges (staircases)


The simulated actors are agents with individual characteristics. For instance,
we can simulate a number of heterogeneous entities such as evacuating civilians,
robots that explore the building, injured civilians, rescuers etc. The state of each
entity is represented by its location, health level and an individual goal, which
is typically the target location of its movement. As the simulation evolves, these
parameters can be affected by the environment or other agents. For example, a
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fire spreading in a building will affect the health of some of the civilians and will
block exits. Also, each entity has its own world perspective. This perspective
is an initial estimate of the overall graph model which reflects the whole area
under simulation. As the simulation evolves and the entities traverse the graph
towards the exit or any other node, they update their internal perspective with
the current surroundings.


3 On-Line Decision Support System for Building


Evacuation


During crises in buildings, people are usually not aware of the optimal evacua-
tion route and follow each other or often try to exit from where they entered.
Moreover, if there is an ongoing hazard that is spreading in the building, then
the best evacuation routes may change in the course of the evacuation procedure.
We propose a system that computes the best evacuation routes in real-time and
informs the evacuees accordingly. The system consists of a number of Decision
Nodes (DN) installed in specific locations in the building. Their role is to provide
directions to the evacuees regarding the best available exit. There is also a net-
work of sensors that provides the DNs with real-time information regarding the
conditions in the building. An underlying communication network links the DNs
and the sensors. The recommendations of the DNs are computed in a distributed
manner, at each DN, and are then communicated to the evacuees or emergency
personnel. This can be achieved in the form of “smart panel” indicators installed
on the DNs, or as information sent wirelessly from the DNs to handheld devices.
We have implemented the proposed decision support system in the simulation
software presented in Section 2. Figure 3 depicts a simulation scenario where the
decision support system is in use. A fire is spreading inside the building floor
while the occupants try to find the best available exit. The arrows correspond to
directions from the smart panel indicators positioned inside the building. Each
arrow points toward the direction a civilian should follow in order to reach the
best available building exit.


There are various approaches that try to address the problem of decision
support for emergency situations. In [2], the authors propose a system based on
wireless sensor nodes, that can navigate a robot or a human towards an exit
and avoid hazardous areas. In this approach, however, the hazard is considered
static and there is no evaluation for a simulation scenario that includes evacuees
who use the proposed system. A similar system is proposed in [3]. This approach
uses a sensor network in order to calculate a path that leads to an exit and does
not pass through the hazardous area. The authors show that their proposed
algorithm finds the safest paths, but they do not consider a hazard that spreads
dynamically nor evaluate their approach in a simulation scenario that involves
evacuees. Our approach has been inspired by the work presented in [4] where
vehicles, modelled as smart agents, are traversing a dangerous urban grid. The
agents, who use information coming from the environment and from other agents,
are able to adapt in order to travel rapidly and safely. Our system operates in
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Fig. 3. The decision support system implemented in the evacuation simulation plat-
form. The arrows correspond to directions from the ”smart panel” indicators.


a building environment, where civilians are taking part in an evacuation in the
presence of a spreading hazard. By following the directions provided by the
decision support system, they can evacuate the building using the best available
paths and avoiding the hazardous areas.


In our approach, we have assumed a known building layout. This is valid for
the case of a decision support system that has been pre-installed in the building.
Another assumption is the existence of a number of DNs, installed in specific
locations inside the building. These devices do not need to have high processing
power or storage capabilities and their role is to compute the direction that an
evacuee should move towards in order to safely reach an exit. The advice of a DN
is communicated to people in its vicinity, by the use of a visual indicator (such as
a smart panel) or by a wireless communication device (such as a PDA) which is
carried by the evacuees or the emergency personnel. Our last assumption is the
the existence of a network of sensor nodes, that provides the DNs with real-time
information about the conditions inside the building (such at temperature or
smoke).


The known building layout is used in order to construct a graph G. The
vertices of the graph correspond to locations where people can congregate (e.g.
rooms, corridors, doorways or hallways). A link between two vertices of the graph
represents a path that can be followed by the evacuees. The length l(i, j) of a link
between two vertices represents its physical distance. Each sensor is associated
with each link (i, j) and monitors its hazard intensity H(i, j). Under normal
conditions (when there is no hazard present) H(i, j) = 1. The value of H(i, j)
will increase with the observed hazard.


In order to obtain a metric that expresses how hazardous a link is, we define
a metric called “effective length”. The effective length L(i, j) of a link is defined
as:


L(i, j) = l(i, j) · H(i, j) (1)
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(a) (b)


Fig. 4. (a)A sensor that monitors hazard intensity on a link between two Decision
Nodes, (b) Decision Nodes and Sensors Nodes Positioned in specific building locations


As we can see from Equation 1, the value of L depends on the physical length
of a link and on the value of the hazard along that link. When there is no hazard
present, L ≡ l. The higher the value of L on a link, the more hazardous it is
for a civilian to move along it. Figure 4(a) illustrates how a sensor node can
be used in order to determine the value of the effective length, while Figure
4(b) shows an example topology where DNs and sensor nodes are positioned in
specific locations inside a room of a building. Each DN is placed at each of the
vertices of the graph G.


Instead of using a centralised system to compute the value of the effective
length of the paths to an exit, we propose a distributed architecture. The algo-
rithm that we propose is inspired by the distributed shortest path problem [5–7]
and from adaptive routing techniques such as Cognitive Packet Networks [8]. It
is executed by each DN, in a distributed manner, and its output is the next DN
that is on the best available path towards an exit.


A DN, at vertex u, stores the following information:


– The effective length L of all the links that are incident to u


– For every neighbour n of u, the effective length of the path y from n to an
exit e : L(n, e, y)


– The effective length of the shortest path x , from u to an exit e: L(u, e, x)
– The next suggested DN


The initial value for L(u, e, x) is set to zero if node u is an exit, otherwise it
is set to infinity. It is not necessary for a DN to keep information regarding the
effective length L of the paths towards all the available exits. As the algorithm
is executed, this information is propagated from the exits to the DNs. Each DN
will eventually select the exit that minimises the value of the effective length
of the path from the node to the exit. The selection of an exit depends on the
location of the DN, the locations of the exits and the spreading of the hazard.
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When the decision support system is in operation, each DN at u periodically
executes the decision support algorithm and provides a suggestion to the evac-
uees that are in its vicinity. The suggestion is of the form “go to v”, where v is
a neighbour of u.


More specifically, each DN periodically:


– Sends to every neighbour n of u, the effective length of the path from u to
the exit e : L(u, e, x)


– Requests the hazard intensity H from each sensor node that monitors a
link incident to u


– Calculates the effective lengths L(u, n) ,where n is a neighbour of u


– Updates the effective length L(u, e, x) of the shortest path x to the exit:
L(u, e, x) = min {L(u, n)+L(n, e, y): ∀ neighbours n of u, x = ny}


– Sets the next suggested DN v:
v = argmin {L(u, n) + L(n, e, y): ∀ neighbours n of u, x = ny}


We have evaluated the proposed decision support system using the evacuation
simulation platform that was described in the previous section. In the case where
the decision support system is used, each civilian decides its next destination
based on the recommendation of the respective DN. When the decision support
system is not used, we assume that each evacuee moves according to an initial
knowledge of the building structure and becomes aware of the hazard when he
approaches a location close to it.


In the evacuation scenarios we consider the three-storey building depicted in
Figure 5. The building occupancy is ten civilians per floor and the exit is located
on the ground floor. We have conducted two sets of simulation runs, each one
with a different initial location of the fire. In the first set the fire starts at the
ground floor while in the second set the fire start at the first floor of the building
We tested out system for different cases of the algorithm execution frequency.
We conducted two hundred simulation runs for each case, with different initial
civilian locations and different fire spreading rates in each case.


Figures 6(a) and 7(a) illustrate the percentage of evacuees that have excited
the building, versus the evacuation time. We can note that when the system is
in use, the civilians evacuate the building faster. This is verified by the slope of
the respective curves. We should also stress the fact that the use of the decision
support system results in a higher percentage of safely evacuated civilians. The
average remaining health of the evacuees is shown in Figures 6(b) and 7(b). We
can again clearly see that the presence of the decision support system directs the
evacuees towards the best available exit, avoiding the exposure to the hazard.
Finally, the percentage of fatally injured evacuees is shown in Figures 6(c) and
7(c). We can again verify that the use of the decision support system minimises
the casualties during the emergency situation and provides better results com-
pared to the case where the system is not present. By comparing the results
between the simulation scenarios, we observe that the initial location of the fire
has an impact on the outcome of the evacuation procedure. More specifically, we
note that in the case where the fire starts at the ground floor of the building, the
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Fig. 5. The building used in the evacuation scenarios


(a) (b) (c)


Fig. 6. Simulation results for the evacuation scenario with the fire starting on the
ground floor


(a) (b) (c)


Fig. 7. Simulation results for the evacuation scenario with the fire starting on the first
floor
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percentage of fatally injured evacuees is less compared to the case where the fire
starts on the second floor. This is shown in Figures 6(c) and 7(c). We can explain
this result if we consider that in the first case the fire starts in the ground floor,
near the end of the path that leads to the exit. In the second case, however,
the fire starts in the second floor, at a location which is away from the building
exit. In the latter case, a civilian that approaches the fire due to the lack of the
decision support system, will have to follow a different path towards the exit
in order to avoid contact with the hazard. This is costly in terms of evacuation
time and in many cases, the fire will have spread in such extent that it is im-
possible to evacuate safely. In the case where the fire is on the ground floor, by
the time a civilian approaches the hazard he is also close to the building exit so
the absence of the decision support system results in less casualties. Finally, we
should also note that the algorithm execution frequency affects the adaptability
of the system to the changes in the environment. A high value of the execution
frequency results in a higher percentage of safely evacuated civilians, as can be
verified by Figure 7(a).


4 Robotic Networks for communication with trapped


civilians


Mobile robots are routinely used in disaster management operations to reach
areas that are inaccessible to humans. Usually, they are designed to search for
victims, inspect the structural integrity of buildings, or detect hazardous materi-
als, but with recent advances in small-size robotics and wireless communications,
emergency response robots can also be used to form ad hoc networks. The fol-
lowing typical large-scale emergency situation indicates the usefulness of such a
robotic network:


An earthquake has demolished a large building block in a city; the rescuers
have arrived and need to assess the situation. Traditionally, the best case scenario
is that the civilians use whistles or some more sophisticated radio-transmitting
personal emergency device that facilitates their detection. From detection to
rescue however, a long period may pass during which establishing and maintain-
ing communication between the rescuers and trapped civilians is vital. During
this period, the rescuers’ job would be immensely assisted if instead of a sim-
ple notification device the civilians carried a device that would provide wireless
connection with the rescuers, in the form of VoIP, live video streaming or even
environmental and biomedical sensor data. In this way, the rescuers would be
in position to better assess the health condition of the victims and the state of
their local environment long before locating them. Given that the existing com-
munication infrastructure may be partially or completely destroyed, a promising
approach would be to employ mobile robots to act as wireless routers and form
a network with the wireless devices of the trapped civilians (Fig. 8).


For this emergency communication paradigm, the fact that we have a limited
amount of robots means that they need to be deployed efficiently to optimise
different key objectives, such as time for the formation of the network or en-
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Fig. 8. Motivating scenario: A group of robots establish communication with trapped
civilians


ergy limitations. Yet, the most important objective is to maximise the number
of civilians within range of the robotic network while maintaining multi-hop
connectivity between the robots; this is the problem that we deal with here.


In this application we are investigating the use of robots equipped with wire-
less devices that move inside a disaster area to connect injured civilians with
a wireless sink node. The latter represents the group of rescuers or the centre
of operations. We assume that the civilians also carry a short-range wireless
device for communication. This can be a dedicated personal emergency device,
a bluetooth-equipped mobile phone, or some other wireless device. The goal of
the robots is to maximise the number of civilians simultaneously connected to
the network. A civilian is considered connected not only when he/she is directly
in range with the sink, but also when in range with a robot that maintains
multi-hop connectivity to the sink. We assume that two wireless entities, such
as civilians or robots, are in communication range when the range of each entity
is greater than their euclidean distance. We also assume that the robots have a
priori knowledge of the disaster area.


When the robots are centrally controlled, we can formulate the problem with
known locations as a NP-hard mixed-integer program which can be solved to
optimality [9]. Although a centralised formulation provides an optimal solution,
it may not be desirable in practice due to the time limitations of the emergency
situation. For this reason we have developed a distributed algorithm in which
the robots collectively try to optimise their performance using a set of predeter-
mined rules and communication with each other. To test the algorithm, we have
used the simulation platform presented in Section 2. The main challenge of the
distributed approach, is that not only do the robots have to be efficiently de-
ployed to connect as many civilians as possible, but also they must discover the
civilians and cooperate to maintain connectivity of the formed wireless ad-hoc
network. This can be significantly simplified if we consider that the civilians are
naturally clustered in groups, either because they were together when the disas-
ter occurred or grouped with others in their effort to survive. We exploit this by
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clustering the locations of civilians so that their maximum radius is smaller than
Rrob + Rciv, because then by locating a robot at the centre of this cluster, the
connectivity constraint is always satisfied (Fig. 9). The robot that settles on the
cluster centre acts as a cluster leader and is responsible to issue an exploration
announcement to all available robots in its range, which in turn connect the
civilians of this cluster. Between clusters, chains of robots are formed to ensure
connectivity.


Fig. 9. Connectivity is guaranteed within a cluster if its radius is smaller than Rrob +
Rciv


A high-level representation of the algorithm can be seen in Fig. 10. Within
each cluster, the robots are allocated according to the number of civilians they
will connect.


Essentially, our heuristic approach is composed of two stages:


– Move to most attractive cluster of civilians forming a chain of robots to
maintain connectivity between clusters


– Connect the civilians of this cluster and move to the next one


Each of the robots greedily selects the cluster to which it is attracted the most.
Several attractiveness metrics can be used such as the number of civilians in
each cluster, the distance between the robot and each cluster, or a combination
of the two. For the sake of simplicity we use the ratio of these two metrics so
as to maximise the number of connected civilians and minimise the number of
robots that settle to maintain connectivity between clusters.


In order to avoid having multiple robots at the same location, each one
reserves the location where it intends to settle to act as a cluster leader, to
connect civilians, or to maintain multi-hop connectivity between cluster leaders.
A robot does not reserve a location from where it would lose connectivity, and
this ensures that the final robotic network will be connected.
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Fig. 10. General overview of the distributed algorithm


Connecting the civilians to the robotic network is done in a greedy fashion.
Taking into consideration the already reserved locations of robots and the civil-
ians that these robots connect, a robot selects a location in the cluster where it
connects the maximum number of the remaining civilians.


We evaluated this algorithm as the movement decision model of robot agents
in the evacuation simulation software. The results of the distributed algorithm
are comparable to the centralised approach in terms of the number of civilians
connected to the network (Fig. 11).


5 Summary and Future Work


We have proposed the use of two systems that can facilitate emergency response
operations during an ongoing crisis in a building. The first system provides di-
rections to evacuees regarding the best exit route. It consists of decision nodes
that are positioned at specific locations inside the building and sensor nodes that
provide information related to the hazard. Each decision node uses only local
information to compute the best direction towards the exit in a distributed man-
ner and communicates its result to the evacuees via smart panel indicators or
wireless devices. The simulation results illustrate that the decision support sys-
tem improves the outcome of the evacuation procedure by directing the evacuees
along safer paths. In future work, we will take into account additional parame-
ters, such as prediction of the congestion and of the dynamic propagation of a
hazard. We will also investigate the impact of network characteristics, such as
delay and packet loss, on the performance of the system.
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Fig. 11. Comparison between the distributed and centralised approach in terms of
number of connected civilians against the number of robots


We have also proposed the use of autonomous robots that move inside a dis-
aster area and establish a wireless network for two-way communication between
trapped civilians and an operation centre. We presented a distributed algorithm
that is run on each robot so that they collectively maximise the number of civil-
ians connected to the network by clustering possible locations of civilians. This
work opens the way for a number of new research challenges. For example, the
employment of clusters for civilian exploration and connectivity leads to inter-
esting optimisation problems, such as the optimal exploration choices within
a cluster to minimise the exploration time or the energy expenditure. Finally,
robust approaches that take into account any robot or communication failures
should be developed to ensure the uninterrupted connectivity of the robotic
network.


In the future, we intend to address different aspects of crises in a building,
such as the allocation of rescuers to injured civilians. We will also extend the
evacuation simulation platform to evaluate a wider range of such information
systems.


6 Acknowledgements


This research was undertaken as part of the ALADDIN (Autonomous Learning
Agents for Decentralised Data and Information Networks) project and is jointly
funded by a BAE Systems and EPSRC (UK Engineering and Physical Research
Council) strategic partnership (EP/C548051/1).


Emergency Response Systems for Disaster Management in Buildings 


RTO-MP-IST-086 15 - 13 


 


 







References


1. “http://www.fipa.org,” Foundation for Intelligent Physical Agents (FIPA).
2. Q. Li, M. D. Rosa, and D. Rus, “Distributed algorithms for guiding navigation across


a sensor network,” in MobiCom ’03: Proceedings of the 9th annual international
conference on Mobile computing and networking. New York, NY, USA: ACM,
2003, pp. 313–325.


3. Y.-C. Tseng, M.-S. Pan, and Y.-Y. Tsai, “Wireless sensor networks for emergency
navigation,” Computer, vol. 39, no. 7, pp. 55–62, 2006.


4. E. Gelenbe, E. Seref, and Z. Xu, “Simulation with learning agents,” Proceedings of
the IEEE, vol. 89, no. 2, pp. 148–157, Feb 2001.


5. D. Bertsekas and R. Gallager, Data networks. Upper Saddle River, NJ, USA:
Prentice-Hall, Inc., 1987.


6. P. A. Humblet, “Another adaptive distributed shortest path algorithm,” IEEE
Transactions on Communications, vol. 39, pp. 995–1003, 1991.


7. T. H. Cormen, C. E. Leiserson, R. L. Rivest, and C. Stein, Introduction to Algo-
rithms, Second Edition. The MIT Press, September 2001.


8. E. Gelenbe, R. Lent, and Z. Xu, “Measurement and performance of a cognitive
packet network,” Journal of Computer Networks, vol. 37, no. 6, pp. 691–701, Dec.
2001.


9. G. Loukas, S. Timotheou, and E. Gelenbe, “Robotic wireless network connection of
civilians for emergency response operations,” in 23rd of the International Symposium
on Computer and Information Sciences (ISCIS 2008), Istanbul, Turkey, 2008.


Emergency Response Systems for Disaster Management in Buildings  


15 - 14 RTO-MP-IST-086 


 


 


 








Emergency Response Systems for

 Disaster Management in Buildings

Avgoustinos Filippoupolitis, Georgios Loukas, Stelios Timotheou, Nikolaos Dimakis and Erol Gelenbe 

 

Department of Electrical and Electronic Engineering

Intelligent Systems and Networks Group

Imperial College London















		 Problem description



		 Evacuation simulator platform



		 Two emergency response systems





		 On-line decision support system for building evacuation



		 Robotic networks for communication with trapped civilians



		 Conclusions and future work



Presentation Structure













		 Emergencies taking place inside a building demand:



		 Fast decision making 

		 Reliable communications 



		 The use of information systems designed for emergency response can help planning and coordination during an ongoing crisis



Introduction











*











		 Simulation platform based on Discrete Event Simulation

		 Operates in real-time

		 Allows the integration of external components (i.e. sensor network)



Evacuation Simulation Platform (1)













		 Disaster area is modelled as a graph or collection of graphs



		 Each area is controlled by a dedicated simulator



		 A representation of a dynamic hazard (i.e. fire) can be either simulated inside the BES or inserted in real-time from a real sensor network



		 The simulated actors are agents of different types:

		 Evacuating civilians

		 Robots that explore the building

		 Rescuers



		 Each actor has its own world perspective



		 As the simulation evolves, each actor updates its world perspective



Evacuation Simulation Platform (2)













The evacuation of a building in general, and especially  during a disaster, is a challenging problem:



		 The evacuees often do not know or do not follow the optimal evacuation route



		 If there is an ongoing hazard present in the building, then the best evacuation routes may change in the course of the evacuation procedures





We propose a distributed system that will compute the best evacuation routes in real-time and inform the evacuees about these routes

On-Line Decision Support System for Building Evacuation

















		 The layout of the building is known



		 A number of “decision nodes” (DNs) have been installed in the building. The DNs should not need to have high processing and storage capacity



		 A network of sensors provides the decision nodes with real-time information about the conditions in the building 



		 DNs communicate their “advice” to people in their vicinity, e.g. via a panel display pointing in the best direction



Assumptions













		 Using the known building layout,  we construct a graph G of all locations (nodes) and pedestrian links between nodes in the building



		 The nodes of the graph, correspond to locations where people may congregate (e.g. rooms, an intermediate spot in a corridor, a doorway, a hallway) just as in the BES



 

		 The length l(i,j) of a link between nodes is its physical distance or an equivalent estimated time



Graph Representation of the Building (1/2)













		 A sensor is associated with each link (i,j) to monitor its hazard intensity H(i,j): under normal conditions H(i,j)=1 (no hazard); H(i,j) will increase with the observed hazard



		 The “equivalent length” of a link is  L(i,j)= l(i,j)·H(i,j) 



		 A DN is placed at each of the physical nodes of G (in practice there may be fewer decision nodes than nodes in G with one DN being in charge of providing decisions for a set of contiguous locations or nodes of G)



Graph Representation of the Building (2/2)





L(i,j)

H(i,j)













		 The proposed system should provide the evacuees and rescue personnel with recommended directions as they move inside the building





		 The system is composed of the DNs, the graph G (the relevant data structure) and the sensors, supported by an underlying communication network that links all DNs and all sensors 





		 The recommendations of the DNs are computed in a distributed manner, at each of the DNs, which then communicate them to evacuees or emergency personnel located in their vicinity (e.g. using panel displays)



		 Each DN suggests the best move , and this may differ depending on the entity that the DN is addressing (evacuee, emergency personnel)



The Proposed Decision System















		Each Decision Node (DN), call it at u, maintains the following information





The  effective length of all links that are incident to u



For every neighbour n of u, the effective length of the path from n to the exit e : L(n,e,y)



The effective length of the shortest path x , from u to the exit e: L(u,e,x)



The next suggested DN

		



Decision Algorithm based on Distance Vector Routing (1)









		Each DN, call it at u,  periodically executes the following steps of the algorithm:



Sends to every neighbour n of u, the effective length of the path from u to the exit e : L(u,e,x)



Requests the hazard intensity from the sensors that monitor the links incident to u and calculates the effective lengths L(u,n) ,where n is a neighbour of u



Updates the effective length of the shortest path to the exit L(u,e,x):

		  L(u,e,x) = min { L(u,n) + L(n,e,y): for any neighbour n of u, x=ny }



		The DN provides the following advice to evacuees:



“go to v” where v is a neighbour of u, and

v = arg min {L(u,n) + L(n,e,y): for any neighbour n of u, x=ny}













		



Decision Algorithm based on Distance Vector Routing









		Communication and computation is much faster than the movement of individuals. Since conditions will change rapidly (e.g. the spread of fire), the DNs will periodically execute the algorithm, update the distance information and distribute the most recent valid advice to neighbouring evacuees or other active entities



		Advantages of the approach





Fault tolerance: using local communications to inform evacuees using the Decision Nodes is more robust compared to a centralised solution which relies on being always able to communicate with the processing centre 

Low computational requirements: each Decision Node executes the decision support algorithm locally and relies only on its own computational resources. Thus, the size of the system does not affect the size of data that have to be processed

Extensibility and scalability:  the design principles of the distributed system for a given size of building can be scaled up or down, to address larger or smaller buildings using the same building blocks

		



Decision Algorithm based on Distance Vector Routing (3)







Decision Support System Demonstration







Decision Support System Evaluation -  Experimental Setting

		 A three-storey building with a hazard spreading inside





		 The occupancy level is ten civilians per floor



		 When the decision support system is in use, each civilian decides its next destination based on the recommendation of the respective Decision Node



		 The movement of evacuees in the absence of the system is modelled using an optimistic approach. Each evacuee:



		 has full knowledge of the building's structure before the hazard starts spreading 

		 is familiar with all the available exits

		 is able to follow the shortest paths that lead to them 









Simulation Results







Robotic Networks for Communication with Trapped Civilians

A robotic network can provide continuous communication with trapped civilians

		  Live video and audio connection



		  Transmit biomedical or environmental data



		  The rescue team can better assess the situation











		  Disaster area is known to the robots



		  Each civilian carries a short-range wireless device



		  Connected if within range



		  A civilian is connected to the wireless base station either directly or over multiple hops





Objective

Where should the robotic wireless nodes position themselves to maximise the number of connected civilians?

Assumptions

A robotic network can provide continuous communication with trapped civilians







Centralised approach

xu  = 1  if a robot should be allocated to vertex u



yc  = 1  if civilian c is connected



Au,v = 1  if a robot on vertex v can connect to a robot on vertex u



Bc,u = 1 if civilian c is can be connected to a robot at vertex u

		 The locations of the civilians are found

		 Optimal locations of robots computed centrally (e.g. marsupial scheme)

		 The robots move to their optimal locations





  

















Rciv

Rrob

Rciv + Rrob

Distributed greedy heuristic (1/2)

Circular clusters of radius smaller than Rciv+ Rrob



		 By placing a robot at the centre of the cluster, connectivity inside the cluster is guaranteed



		 Clustering is performed by one of the robots and is communicated to the rest through their network









Basic rules 

		 Move towards the most attractive next cluster centre

		 Inside a cluster move towards the location from where the maximum number of unconnected civilians will be connected (set covering problem)

		 Remain static and act as a connector if further movement will cause disconnection from the network



Distributed greedy heuristic (2/2)







Demonstration of heuristic







Centralised Vs Distributed

Simulation settings



		 Implemented in the Evacuation Simulation Platform



		 Known locations of civilians



		 20 robots & 20 civilians 



		 Rciv = 10m



		 Rrob = 14m









Summary

		Two information systems for disaster management in buildings



		Evaluation using an Evacuation Simulation Platform we developed



		On-Line decision support system for building evacuation

		 A distributed  algorithm that runs in real-time



		 Uses local information collected by a sensor network



		Robotic networks for communication with trapped civilians

		Introduced an optimisation problem associated with connection of immobilised civilians with robots



		A distributed heuristic based on appropriate clustering



























Adaptive Resilience of the Cognitive Packet
Network in the Presence of Network Worms


Georgia Sakellari and Erol Gelenbe


Intelligent Systems and Networks Group
Dept. of Electrical & Electronic Engineering


Imperial College London
{g.sakellari, e.gelenbe}@imperial.ac.uk


Abstract. Network worms are malicious self-replicating applications
that propagate in a network by infecting node after node. They can
cause significant damage by reducing the system performance or totaly
disabling nodes, which results into considerable degradation of the qual-
ity of service (QoS) that the users experience. The Cognitive Packet Net-
work (CPN) is an adaptive routing protocol that attempts to address the
QoS requirements of the network’s users by routing their traffic accord-
ing to them. Although it is generally very resilient to network changes,
it may suffer worse performance during a worm attack. Here we evaluate
its performance in such crises and compare it with the Open Shortest
Path First (OSPF) routing protocol, the current industry standard and
widely used in Internet Protocol networks. Then we improve it by in-
troducing a failure detection element that reduces packet loss and delay
during failures. Our experiments were performed in a large networking
testbed.


1 Introduction


As people and organisations increasingly depend on computer networks, threats
such as computer worms gain more attention. These small self-replicating and
self-propagating malicious applications exploit system vulnerabilities of some
operating systems and spread through networks. Their defining characteristic
is their ability to achieve high infection rates; they can spread and saturate
a network very quickly. The results of such attacks could be mild, such as a
printout of a message or more serious such as deleting or modifying system
files, reducing the system performance, or causing total failure to the infected
machines. From the service quality perspective and according to the extent of
the spread, the latter could lead to serious agitation for the users of the network,
due to information loss and delays.


The need for network stability and reliability has led to the growth of au-
tonomic networks that use QoS driven approaches to provide more stable and
more reliable communications. A particularly promising such architecture is the
Cognitive Packet Network (CPN) that was introduced in [1] and has been shown
to adapt quickly to varying network conditions and user requirements. Contrary
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to conventional mechanisms, it is the users rather than the nodes that control the
routing, by specifying their desired QoS criteria and the network tries to route
each one of them individually based on his/her needs. CPN has been evaluated
extensively under normal operating conditions and has proven to be very adap-
tive to network changes such as congestion and link failures. Here we investigate
the performance of CPN under catastrophic node failures caused by the spread
of Internet worms.


The paper is organised as follows: Section 2 provides a brief summary of the
operation of CPN and the learning algorithms it uses for the routing decisions
that optimise user-specified QoS goals. In Section 3, we go through the related
work on performance evaluation of CPN. In Section 4 we present experiments we
conducted specifically for network node failures propagated as Internet worms.
In Section 5, we introduce a failure detection element in the CPN mechanism
and achieve further improvement in its performance. We conclude in Section 6
with a summary of our contributions and suggested future work.


2 Overview of CPN


CPN is an adaptive packet routing protocol that addresses QoS by using adap-
tive techniques based on on-line measurements [2–6]. It is a distributed protocol
with which users, or the network itself, declare their QoS Goals, such as min-
imum Delay, maximum Bandwidth, minimum Packet Loss, minimum Variance
of the packet delay, maximum Security Level in a path, minimum Power Con-
sumption in a wireless node, or a weighted combination of these. It is designed
to perform self-improvement by learning from the experience of special packets
that constantly probe the network.


More specifically, it makes use of three types of packets:


– smart packets (SP) for discovery,
– source routed dumb packets (DP) to carry the payload,
– and acknowledgement (ACK) packets to bring back information that has


been discovered by SPs, and is used in nodes to train neural networks and
produce routing decisions.


The role of SPs is to explore the network and discover the best routes, according
to a QoS goal, for each source-destination pair in the network. At each hop SPs
are routed according to the experiences of previous packets with the same goals
and the same destination. The term “goal” is used instead of “QoS specifications”
to emphasize the fact that there are no QoS guarantees and that CPN provides a
best effort service [7]. The decisions of the SPs are based on a learning algorithm.
In order to explore all possible routes, at some hops, each SP makes a random
routing decision, with a small probability (usually 5%). To avoid overburdening
the system with unsuccessful requests or packets which are in effect lost, all
packets have a life-time constraint based on the number of nodes they have
visited.
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Several algorithms have been used in CPN as learning and decision tech-
niques in order for SPs to find satisfactory routes from source to destination
based on the desired goals. The simplest algorithm used is the Bang-Bang al-
gorithm [8] but the main disadvantage of it is the fact that it uses a priori
information. Therefore, other, more sophisticated algorithms were used based
on Random Neural Networks. The Random Neural Network (RNN) [9] is a bio-
logically inspired neural network model which is characterised by the existence
of positive (excitation) and negative (inhibition) signals in the form of spikes of
unit amplitude that circulate among nodes and alter the potential of the neu-
rons. Each neuron can be connected to another neuron and each connection is
characterized by an excitatory or inhibitory weight [8]. The state of a neuron,
which represents the probability that the neuron is excited, has been proven to
satisfy a system of nonlinear equations with a unique solution. Therefore, in a
CPN network, at each node a specific RNN that has as many neurons as the
possible outgoing links, could represents the decision to choose a given output
link for a smart packet. The arrival of SPs triggers the execution of RNN and
the routing decision is the output link corresponding to the most excited neuron.


As far as the learning process used with RNN, several learning techniques
have been proposed. Hebbian learning was tested at the early stages of the CPN
development and was shown to be inefficient and slow [7]. Other algorithms
include feedforward learning RNN with the use of a gradient descent quadratic
error function. This algorithm is not very computationally efficient because it
requires computation at every step and also because mathematical analysis of the
model leads to a “back-propagation type algorithm” that requires the solution
of a linear and a nonlinear system of equations each time. The algorithm that
eventually prevailed in the implementations of CPN is Reinforcement Learning
(RL). RL is used to change neuron weights in order to reward or punish a neuron
according to the level of goal satisfaction measured on the corresponding output.
Therefore the decisional weights of a RNN are increased or decreased based on
the observed success or failure of subsequent SPs to achieve the goal. Thus RL
will tend to prefer better routing schemes, more reliable access paths and better
QoS.


Finally, Genetic Algorithms (GA) have recently been tested in CPN. The
authors of [5, 10] use GAs to modify, filter and combine the paths already found
by the SPs in order to generate new undiscovered but valid source - destination
paths and select the most advantageous ones. Experimental results in [5] have
showed that the GA daemon significantly improves QoS under light network
traffic but not under high traffic conditions. An explanation given by the authors
is that the GA tends to delay decision making, since it stores more information
and makes recommendations based on longer term trends.


3 Related work on performance evaluation of CPN


The performance of the CPN routing protocol has extensively investigated in
the past but it has not been tested sufficiently in the presence of node failures.
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More specifically, CPN’s ability to adapt to changing network conditions,
such as changes in traffic load, link failures, or buffer overflows has been ex-
perimentally evaluated in [11]. The experiments showed that CPN managed to
find new routes in order to avoid obstructing traffic introduced in some of the
links and also avoided links that were under failures. Another issue studied ex-
perimentally in [11] was the effect of ration of SPs on overall performance. The
experiments concluded that in order to achieve the best performance for the data
packets (DPs) the percentage of SPs that should be send for discovery is 10% to
20% of the data packets’ rate. Going beyond these values does not significantly
improve the QoS values for DPs.


The authors of [12], also provide experimental, as well as simulation, results
to investigate the amount of SPs needed in order CPN to perform well. The
results show that a relatively small fraction of SPs and ACKs, compared to
total user traffic, is needed to serve the users’ QoS Goals. Additionally they
show that a small number of SPs can suffice to initially establish a connection.


A set of experiments which demonstrate how CPN performs in a realistic
environment of a 46-node testbed have been presented in [13]. The experiments
were conducted on a 46-node testbed, also used in our experiments presented in
the following Sections, the topology of which represents a real-world topology,
the Swiss Education and Research Network (SWITCHlan). The administrators
of this network provided the authors of [13] with details on their 46-router back-
bone, complete with bandwidth, OSPF costs, and link-level delays. CPN’s per-
formance under normal operation was compared to that of the Open Shortest
Path First (OSPF) routing protocol used in IP networks. The experiments show
that the routes CPN computes are as good as those computed a priori using
administrator-defined costs. Furthermore, the paper gives experimental results
showing that RNN with RL can autonomously learn the best route in the net-
work simply through exploration in a very short time-frame and demonstrates
that the CPN protocol is able to adapt to changes in the network environment
quickly, by switching to a new optimal route in the network.


Although oscillations are generally considered as a weakness of a network,
performance evaluations in [14, 15] indicated that routing oscillations in CPN do
not severely degrade performance as would be expected, and high performance
can still be obtained even in the presence of oscillations.


The choice of a “goal” and “reward” function for packetized voice applications
is discussed in [4] and experiments conducted for “voice over CPN” are presented.
The CPN’s performance is detailed via several measurements, and the resulting
QoS is compared with that of the IP routing protocol under identical conditions
showing the gain resulting from the use of CPN.


The experiments in [16] compare a CPN routing where the QoS goal is the
minimum hop count with a CPN routing using minimum-delay and a version
where routing is based on a combination of hop count and forward delay. The
experiments were conducted under low, medium and high background traffic and
show that the use of criteria more complex than the shortest number of hops,
can provide better overall quality of service.
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Measurements indicating how the CPN protocol can respond to different
QoS goals are also presented in [5, 7]. Composite goal functions for taken into
account both delay and packet loss are proposed. In [7], the measurements sug-
gest that CPN networks effectively adapt routing behavior to the QoS goal that
is specified.


The authors of [17] have implemented a composite QoS goal metric which
consists of path length and buffer occupancy of nodes to achieve traffic balancing
and to identify low-delay paths in a network. Experimental results in a wired
testbed and wireless ad hoc simulations show that a routing goal that combines
path length and buffer occupancy in nodes offers the advantage of producing
approximately the same performance as that of using delay but with a smaller
packet overhead.


4 Performance of CPN in the presence of Network
Worms


In order to investigate the performance of CPN in the presence of network worms
we have developed a failure emulation mechanism. This is based on disabling
the Ethernet interfaces of a node which are connected to the network, so that
no traffic will be able to go through that node, just like in a real breakdown
of a machine. Normal operation of the machine is restored by re-enabling the
corresponding Ethernet interfaces.


We have also developed a mechanism with which the failures can be propa-
gated within the network either randomly or according to a distribution model or
pattern. This emulator was first presented in the demo session of INFOCOM’08
[18]. In that demo the failure spread was modelled according to the Analytical
Active Worm Propagation model [19] where each infected node tries to infect
others. The worm spreading of this model depends on many parameters such
as the scanning rate, which is the average number of machines scanned by an
infected machine per unit time, the patching rate, which is the number of ma-
chines that are being patched per unit time, the time a node has to wait before
it starts immunising others, and the time a node has to wait before it starts
infecting others.


In the experiments presented in this paper the failures are also propagated
as a computer worm, spreading around the network and trying to infect it but,
in order to reduce randomness and have more clear results, we have chosen a
simpler model. More specifically, a node can be in one of the following states:
infected, immunised, or vulnerable. The infections are spread randomly around
the network according to two parameters, the “scanning rate” and the “failure
duration”. By scanning rate we mean the average number of machines scanned
per unit time. So, at each scan one or more node are chosen and if they are
immune nothing happens, if they are already infected they are not re-infected
(they do not change their infection behaviour) and if they are vulnerable they be-
come infected. Therefore a scan might not always result to an infection (failure).
When a node is infected it is considered under failure, traffic cannot go though
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it since the Ethernet interfaces are disconnected. The time an infected node will
stay under failure is the failure duration. After this the node is restored, and the
node goes back to normal operation. In order to capture the patching impact on
the worm propagation after each failure restoration the node is immunised and
cannot be infected again. The scanning mechanism used currently is a random
scanning mechanism which is not affected by the number of infected nodes in
the network (a node outside the network is the cause of the infection in the
network).


4.1 Configuration of the experiments


Fig. 1. The 46-node CPN testbed used in our experiments


The experiments were conducted in a real 46-node test-bed representing the
SwitchLAN network topology1. All links have the same capacity (10 Mbits/s).
There are three Source-Destination (S-D) pairs that correspond to three users
in the network. Each user generates UDP traffic at constant bitrate of 7Mbps.
Since the capacity of each link is 10Mbps this means that when failures occur the
network operates at its limits and is usually highly congested. At the beginning
of the experiment all nodes except the sources and destinations are vulnerable.
All the sources and destinations are immune so that they will never suffer a
failure.


Each experiment lasts for 120s. The worm spread starts 10s after the start
of each experiment and their total duration varies according to the scanning
rate and the failure duration. The higher the scanning rate and the longer the
failure duration, the longer the network will operate in difficult conditions and
experience congestion.
1 The Swiss Education & Research Network, http://www.switch.ch/network/
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Our experiments were conducted for three routing protocols:


– the CPN protocol.
– a non adaptive version of the CPN protocol.
– the OSPF routing protocol for IP traffic.


In the first approach, CPN routes the packets of all three users with respect
to minimising delay.


In the second approach by non-Adaptive CPN we mean that the CPN pro-
tocol finds the best QoS path between the source and destination nodes at the
beginning of the experiment and always sends the packets through that path.
In order to succeed at that, at the beginning of our experiments we run CPN
as usual in order to find the paths that initially have lower delays between
the sources and destinations. Just before the worm propagation starts we stop
the generation of smart packets. Therefore, the network does not discover new
routes and the CPN is not operating adaptively and from then on the routes
stop changing.


In the third approach in order to implement IP routing in our testbed we
used quangga 0.99.3 for debian linux and chose the OSPF protocol to determine
the routes. The Open Shortest Path First (OSPF) is a dynamic routing protocol
used in IP networks. OSPF builds routing tables based on the destination IP
address found in the IP packets and it is considered to detect changes in the
topology, such as link failures, and bypass them very quickly. In our experiments
the OSPF costs of the links are the same for all links in the network and therefore
OSPF routing converges to the minimum hop path.


We have conducted experiments for different values of scanning rates and
failure durations. For example, 0.4 scanning rate means that 1 node is being
scanned every 2.5 seconds, while failure duration of 60s means that the infected
nodes will be under failure for half the time (50%) of the experiment duration
and for failure duration = 120s the nodes that become infected will stay under
failure throughout the whole lifetime of the experiment. Below are the packet
loss and delay results for the three users in the network throughout the duration
of each experiment. Each experiment was conducted 15 times and the results
presented in this paper are the average value of those runs.


Figures 2-5, show that CPN is more adaptive and performs much better
than the non-adaptive CPN and the OSPF routing. In almost all cases CPN
losses less data packets during the worm propagation, which means it adapts
more quickly to the network changes by avoiding both the failed nodes and the
congestion created by the failures. Also even if the packets in to the network are
more (less packet loss), CPN manages to also keep the average delay that the
users experience in smaller levels and with less fluctuations. This is due to the
constant exploration of the network through the SPs which makes CPN more
reliable during a worm attack.
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Fig. 2. Average Packet Loss and Average Delay for all 3 users when
failure duration = 30s and scanning rate = 0.4 nodes/s.
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Fig. 3. Average Packet Loss and Average Delay for all 3 users when
failure duration = 30s and scanning rate = 0.5 nodes/s.
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Fig. 4. Average Packet Loss and Average Delay for all 3 users when
failure duration = 60s and scanning rate = 0.3 nodes/s.
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Fig. 5. Average Packet Loss and Average Delay for all 3 users when
failure duration = 120s and scanning rate = 0.3 nodes/s.
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But, even though CPN performs much better than the other, more conven-
tional, routing protocols, there are some cases where it doesn’t adapt quickly
enough. This is due to the fact that, as described in Section 2 the weights of
the RNNs in a node are updated only when an ACK packet returns to a node.
Therefore if an intermediate node suffers a failure, no ACK will reach back the
nodes from the destination to that node, and the weights of the neurons cor-
responding to the links that are affected by the failure will not be updated. In
order to deal with that CPN sends a small percentage of randomly routed SPs
and also each neighbour sends “hello” messages to its neighbours to check if they
are still responding. But in a case where the neuron which corresponds to the
node/path under failure was previously chosen a lot of times, and thus has a
much higher weight than the rest of the neurons it might take a big number of
random SPs to discover another path and thus, if that neuron was the most ex-
cited, the subsequent source-routed data packets will continue to follow the path
under failure and will be lost until a new path is discovered. Of course since the
weights of the RNN are continuously being normalised this time interval will not
be extremely big but still the failure will not be avoided immediately. In order
to deal with this problem and make CPN more resilient to network failures we
have developed a mechanism which makes the neurons of an RNN failure-aware.


5 Failure-Aware CPN


The problem with the current detection of failures in CPN, where “hello” mes-
sages were sent to its neighbours, is that in this way at each node a neuron is
excluded from a decision only if its neighbour is under failure, and doesn’t take
into consideration failures which could be further away and can influence the
selection of a specific neuron (link). Additionally, although there is a percentage
of randomly routed SPs to discover sudden changes, in some failure scenarios it
might need a considerable amount of random SPs before the decision of a node
changes. In order to deal with this problem we implemented a simple detection
mechanism that makes the neurons of CPN more failure-aware. In our scheme a
neuron (representing a possible outcome link) might be considered under failure
even if the first hop neighbour node is not under failure, because it might be
part of a path that has failed. Therefore, even if the failure is far away all the
affected nodes will detect it.


More analytically, at each RNN and for each neuron i, the timestamp of the
last SP and the last ACK that used it, are stored. If no ACK was received after
sending the last SP:


timestamp of last SP going through i− ε < timestamp of last ACK coming through i


then the link is considered “under failure” and the neuron corresponding to this
link is considered “expired” and does not participate in the calculation of the
excitatory probabilities and the future decisions of the RNN. The value of ε
may be different for each neuron and could depend on the average delay, under
normal conditions, between the node and the destination. The neuron is just
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ignored and its weights do not change so that they can be used again either
after the failure restoration or if another path, which bypasses the failure, is
discovered.


We have tested our mechanism in the same 46-node test-bed described in the
previous Section and under the same experiment conditions and configuration.
In our experiments the ε value is constant for all neurons and all nodes.
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Fig. 6. Average Packet Loss and Average Delay for all 3 users when
failure duration = 30s and scanning rate = 0.4 nodes/s.


As we can see from figures 6-9, the failure-aware CPN has detected the fail-
ures quicker than the current CPN. This is obvious by the fact that the average
packet losses throughout the lifetime of the experiments has been reduced, mean-
ing that failure-aware CPN was better in discovering and avoiding congestion
caused by the failures. Also the ability of CPN to find the minimum delay paths
was not affected since the average delay was kept in the same or lower values.
We believe that the results could be further improved by finding the optimal
value of the parameter ε, so that possible false detections will be avoided and
the discovery of the failure is more prompt.
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Fig. 7. Average Packet Loss and Average Delay for all 3 users when
failure duration = 30s and scanning rate = 0.5 nodes/s.
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Fig. 8. Average Packet Loss and Average Delay for all 3 users when
failure duration = 60s and scanning rate = 0.3 nodes/s.
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Fig. 9. Average Packet Loss and Average Delay for all 3 users when
failure duration = 120s and scanning rate = 0.3 nodes/s.


6 Conclusions


We have presented experimental results that show the reliability and resilience
of the CPN protocol in the presence of network worms. The experiments were
conducted in a real testbed and the results demonstrate CPN’s ability to guide
the network during a crisis by adapting quickly to the network changes without
significantly affecting the QoS provided to the users of the network. We have
also described a failure detection element which is shown to further improve the
performance of CPN during failures.


Further work could include experimental evaluations in scenarios of worm
propagations based on epidemiological models, or mathematical models derived
from empirical data of the spread of real Computer Worms. Also we intend to
use our failure emulator to identify the real-time network parameters that can
be used to proclaim the existence of a computer worm before it actually spreads
throughout the network.
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ABSTRACT


The aim of this paper is to investigate how to improve the process of informationcombination, using the
Dempster-Shafer Theory (DST), in a crisis and/or emergency situation,in presence of an overload of infor-
mation and an unknown environment. The pieces of information have to be rapidly handled, processed, inter-
preted, and combined, in order to rapidly create a situation awareness picture as accurate as possible. In such
environment, the reliability of the sources of information is usually unknown and should be evaluated from the
set of the pieces of information, which is the first purpose of this paper. We also present a new hybrid fusion
architecture, able to combine information from similar and dissimilar sensors.


1 INTRODUCTION


During crisis or emergency situations, the automatic information management systems are significantly over-
loaded with pieces of information of different natures (for example SIGINT, COMINT, HUMINT, ELINT,
IMINT, RADINT, MASINT, etc.), different structures (structured orunstructured data), different known reli-
abilities (reliable, partially reliable or even completely unreliable) or even unknown reliabilities. The pieces
of information have to be rapidly handled, processed, interpreted, and combined, in order to rapidly create a
situation awareness picture as accurate as possible.


In such a context, the information coming from different sources can be imperfect and its imperfection is
mainly due to the imperfection of the information itself and/or to the unreliability of the sources. Different
aspects of the imperfection of the information (imprecision, uncertainty or a mix of both) can be modelled
within the Dempster-Shafer theory (DST) also known as Evidence Theory, which is a mathematical tool able
to characterize and combine the imperfect information.


The goal of the combination of imperfect information is to find an accurate information, easily interpretable,
which can resume the information set to be combined. The combination operationshould be a computationally
tractable process. A blind combination process will consider the information set as equi-reliable and the contri-
bution of each piece of information to the resulting combination should be the same. Disjunctive, conjunctive
or the normalized conjunctive (Dempster’s) combination rules are some examples of blind combination rules.
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The estimation of the reliability of the sources is a difficult process in a normal context and becomes more
challenging in a crisis or emergency context. It can be realized using a priori knowledge about the sources, or
the environment, or can be realized using contextual knowledge such the relations between the different pieces
of information. A recent work related to the pedigree and the reliability of information is presented in [1]. When
a priori knowledge about the reliabilities of the sources is available, a discounting can be realized before the
combination process. In [2], Floreaet al. have showed that the discounting of mass functions using incorrecta
priori reliabilities can lead to lower performances than a robust combination rule ableto automatically account
for the reliability of the pieces of information.


In a crisis or an emergency situation, with a significant overload of information, and in which thea priori
knowledge about the reliability of the sources is doubtful, the use of a robust combination rule able to automat-
ically account for the reliability becomes an interesting alternative to the blind combination rules. A first step
in developing such a robust combination rule was realized in [2]. A weighted sum of the conjunctive and dis-
junctive combination rules was proposed, with weighting coefficients which are dependent of the conjunctive
conflict between the mass functions to be combined. However, the robust combination rule should not consider
the conjunctive conflict as the only dissimilarity measure between mass functions.


We propose in this paper to investigate and classify the different dissimilarity measures between mass
functions, as an initial step in order to improve the robust combination rule proposed in [2].


2 MEASURES OF DISSIMILARITY IN EVIDENCE THEORY


The idea of measuring the dissimilarity between mass functions in the DST is not new. A first measure of
dissimilarity in the DST is the conjunctive conflict between mass functions and was first introduced by Shafer
in [3]. In the last years, some authors proposed different measures of conflict and distances to better characterize
the relations and the dissimilarities between mass functions [4–7]. Even more, some authors [7–10] propose
to characterize the intrinsic conflict of a mass function, before characterizing the conflict between several mass
functions. However, all these dissimilarity measures between mass functionsshould be separated into two
different classes:


• Given two pieces of information characterizing different attributes of an object or situation, the agree-
ment/disagreement between them can be seen from the point of view of the conjunction of information.
In [11], Luo and Kay refer to such pieces of information ascomplementary. We look to characterize
the validity of the statement obtained by the conjunction of the two pieces of information, according to
a priori knowledge (data base). Two pieces of information such asthe object is yellowand the object
is round, can be compared through a conjunctive dissimilarity measure. The conjunction of information
(the object is yellow and round) is then evaluated:Is there any possible yellow and round object in our
data base ?If the data base contains round objects as well as yellow objects but there are no yellow and
round objects, a conflict raises which is characterized by a conjunctivedissimilarity measure.


• Given two pieces of information characterizing the same attribute of an objector situation, the agree-
ment/disagreement between them can be seen from the point of view of a distance. In [11], Luo and Kay
refer to such pieces of information asredundant. Two pieces of information such asthe object is yellow
andthe object is green, can be compared through a distance measure.


In this section we propose a short review of the set of dissimilarity measuresbetween mass functions.
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2.1 Auto-Conflict


In [8], George and Pal define the conflict between a propositionA and a mass functionm as:


Conf(A|m) =
∑


B⊆Θ


m(B)
|A ∪ B| − |A ∩ B|


|A ∪ B|
(1)


Next, they propose theintrinsic conflict Confi associated to the mass functionm as:


Confi(m) =
∑


A⊆Θ


m(A)Conf(A|m) =
∑


A,B⊆Θ


m(A)m(B)
|A ∪ B| − |A ∩ B|


|A ∪ B|
(2)


In [7, 9], Osswald and Martin define theauto-conflict of a mass functionm as the conjunctive conflict1 gen-
erated by the conjunctive combination betweenm and itself. The idea of the auto-conflict was first introduced
by Yager in [10], who called it theplausibility of a belief structure .


k2
1(m) = m∧(∅) =


∑


A,B⊆Θ


A∩B=∅


m(A)m(B) (3)


For the sake of simplification, we will usek1 instead ofk2
1(m) to designate the auto-conflict associated to


the massm, when there is no ambiguity about the mass functionm.
Osswald and Martin also define the auto-conflict of ordern, which is generated by computing the conjunc-


tive conflict when combiningn times (using a conjunctive rule) the mass functionm.


kn
1 (m) =


∑


A1,A2,...,An⊆Θ


A1∩A2∩···∩An=∅


m(A1)m(A2) . . . m(An) (4)


The measures of auto-conflict are only introduced for BPAs provided by complementary sources. The
auto-conflict, measures the consistency between the different focal elements inside the BPA.


2.2 Dissimilarity measures between two BPAs


2.2.1 Conjunctive dissimilarity


The conjunctive dissimilarity between two mass functionsm1 andm2 is given from the mass of the conjunctive
combinationm1 ∧ m2 by :


k2(m1, m2) = m∧(∅) =
∑


A,B⊆Θ


A∩B=∅


m1(A)m2(B) (5)


For the sake of simplification, we will usek2 instead ofk2(m1, m2) to designate the conjunctive dissimilarity
between the massesm1 andm2, when there is no ambiguity about the masses functionsm1 andm2.


The conjunctive dissimilarity is also known in the literature as a conjunctive conflict or conflict. However,
in [6], Liu states that “m∧(∅) only represents the mass of uncommitted belief (or falsely committed belief)


1The conjunctive conflict between two mass functions is described in Section 2.2.1. However we consider more appropriate to call
it conjunctive dissimilarity.
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as a result of combination” and that the “valuem∧(∅) cannot be used as a quantitative measure of conflict
between two beliefs, contrary to what has long been taken as a fact in the Dempster-Shafer theory community.”
Moreover, in [7], Martin et al. prove that the measure from Equation (5) is not appropriate to characterize
the conflict between mass functions in all the situations. To eliminate all confusion between the conflict (the
conjunctive conflict) and the overall conflict, we consider the term conjunctive dissimilarity is more appropriate
to designate the measure from Equation (5).


2.2.2 Distances between mass functions


Several distances between mass functions have already been proposed in the literature. In this subsection we
will make a quick overview.


• Tessem’s distance [12] is in fact a measure between the pignistic probabilities BetPi associated to the
mass functionsXi:


dT (m1, m2) = max
θ∈Θ


∣


∣BetP1(θ) − BetP2(θ)
∣


∣ (6)


• Jousselmeet al.’s distance [4, 13]:


dJ(m1, m2) =


√


1


2
d11 − d12 +


1


2
d22 with dij =


∑


A⊆Θ


∑


B⊆Θ


mi(A)mj(B)S(A, B) (7)


where|A| is the cardinality ofA. Jousselmeet al. propose to use the Jaccard’s coefficient|A∩B|/|A∪B|
as a similarity functionS(A, B) between focal elementsA andB.


• Diaz et al.’s distances [5] use different similarity functions between focal elements instead of the Jaccard
coefficient. Some of these new similarity functions are presented in Table1.


Table 1: Similarity functions between focal elements


Name Dice Sokal & Sneath 2 Kulczynski 2 Ochiai
Similarity function 2|A ∩ B|


|A| + |B|
|A ∩ B|


2|A ∪ B| − |A ∩ B|
|A ∩ B|


2|A|
+


|A ∩ B|
2|B|


|A ∩ B|
√


|A||B|S(A, B)


• Euclidean distance. Cuzzolin [14] consider the extension of the Euclidean distance (dE) from the prob-
ability theory to the DST, as follows:


dE(m1, m2) =


√


∑


A⊆Θ


[


mi(A) − mj(A)
]2


(8)


Ristic and Smets [15, 16], also proposed an extension of the Euclidean distance from the probability
theory to the DST, by using a unitary similarity functionS(A, B) = 1,∀A, B,⊆ Θ in Equation (7):


dij =
∑


A⊆Θ


∑


B⊆Θ


mi(A)mj(B) (9)


However, the definition ofdij from Equation (9) always equals1, which will lead to a null Euclidean
distance, for any mass functionsm1 andm2.
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• Bhattacharyya’s distance. Ristic and Smets [15, 16] consider the extension of the Bhattacharyya’s
distance from the probability theory to the DST, as follows:


dB RS(m1, m2) =


√


1 −
∑


A⊆Θ


∑


B⊆Θ


√


mi(A)mj(B) (10)


Since0 ≤ mi,j(A) ≤ 1,∀A ⊆ Θ, the following inequality is straightforward :


∑


A⊆Θ


∑


B⊆Θ


√


mi(A)mj(B) ≥
∑


A⊆Θ


∑


B⊆Θ


mi(A)mj(B) = 1


Thus, the evaluation of the expression in the Equation (10) is null or is a complex number, for any mass
functionsm1 andm2, which is not the purpose of such a distance. We consider that a correct extension
to the DST of the Bhattacharyya’s distance should be given by:


dB(m1, m2) =


[


1 −
∑


A⊆Θ


√


mi(A)mj(A)


]p


(11)


wherep could be any positive number.


• Fixsen and Mahler’s pseudo-distance2 [17] uses Jousselmeet al.’s formalism as shown in [4], with the
similarity functionS(A, B) = |A ∩ B|/|A||B|.


2.2.3 Ristic and Smets’ dissimilarity measure


Ristic and Smets’ dissimilarity measure [15, 16] is defined as :


dRS(m1, m2) = − log(1 − m∧(∅)) (12)


A particularity of this measure, is that its range is in the interval[0, +∞]. All the other metrics introduced in
this section take values only in the interval[0, 1]. Thus, we cannot consider a direct comparison between the
previously defined distances and the measure of dissimilarity proposed by Ristic and Smets, as the one proposed
by Liu in [6].


2.2.4 Overall conflict between two BPAs


In [6], Liu propose to redefine the overall conflict between two mass functionsas a mix between the conjunctive
dissimilarity measure from Equation (5) and a distance between mass functions such as the one proposed by
Tessem in Equation (6). This two variables function is described more in details in [6].


2.3 Consensus measure for a set of M BPAs


The measure of consensus betweenM mass functions should be a symmetric measure, which will not depend
of the order/positions of the mass functions in the set.


2This metric is a pseudo-distance becausedFM (m1, m2) = 0 do not imply thatm1 = m2.
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2.3.1 Conjunctive dissimilarity measure between M BPAs


The conjunctive dissimilarity measure betweenM mass functions is the extension of the conjunctive dissimi-
larity measure between two BPAs:


kM = m∧(∅) =
∑


A1∩A2∩···∩AM=∅


m1(A1)m2(A2) . . . mM (AM ) (13)


The conjunctive combination rule is commutative and associative, and the computation of the conjunctive
dissimilarity measure betweenM mass function can be realized by a sequential process. However, it cannot
be directly computable from the matrix of conjunctive dissimilarities between eachpair of BPAs. We can only
obtain a lower bound :kM ≥ max k2(mi, mj), ∀i, j, i 6= j.


2.3.2 Mean distance between M BPAs


Unlike the conjunctive dissimilarity measure betweenM BPAs, the mean distance betweenM BPAs can be
computed from the distances between each pair of BPAs:


dM =
2


M(M − 1)


∑


1≤i<j≤M


d(mi, mj) (14)


3 MEMBERSHIP DEGREE OF A BPA TO A SET OF BPAS


The first step in investigating the reliable/unreliable sources of information, from a temporal point of view, is
to investigate the different metrics allowing to find a membership degree of a BPAto the entire setM of BPAs.
The membership degrees can also be seen as reliabilities associated to the massfunctions or to the sensors
providing the mass functions if these sensors are providing only one pieceof information. The contextual
knowledge obtained from these measures turn out to be helpful to improve the combination process. The
presented measures are first classified according to the nature of the conflict between mass functions: distance
(Section3.1) vs. conjunctive dissimilarity (Section3.2).


3.1 Membership degrees based on the distance measures


The distances-based measures can be efficiently used to evaluate the membership degree of a mass function to
a set of mass functions. Several techniques were already proposed inthe literature and are summarized here.


3.1.1 Denget al.’s measure


Given a set of mass functionsM = {m1, m2, . . . , mM}, an approach to evaluate a similarity measure matrix
(SMM ) was introduced by Denget al. in [18]. The similarity measure between two mass functionsSd(mi, mj)
is linked to Jousselmeet al.’s distanceSd(mi, mj) = 1 − dJ(mi, mj), but in a general way, we can use any of
the previously defined distances. Thus, the similarity measure matrix (SMMd) is given by


SMMd(M ) =




















1 S(m1, m2) S(m1, m3) . . . S(m1, mM )
S(m2, m1) 1 S(m2, m3) . . . S(m2, mM )
S(m3, m1) S(m3, m2) 1 . . . S(m3, mM )


. . . . . . . . . . . . . . .
S(mM , m1) S(mM , m2) S(mM , m3) . . . 1




















(15)
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From theSMMd matrix, Denget al. [18] propose two measures to quantify the membership of a specific
mass functionmi to the entire setM :


• support degree • credibility degree


Supd(mi) =
∑


1≤j≤M


j 6=i


SMMd(i, j) Crd(mi) =
Supd(mi)


∑


1≤j≤M


Supd(mj)


A weighted average is also proposed by the same authors to replace the classical mean of mass functions:


m =
∑


1≤j≤M


Crd(mj)mj (16)


More recently, Guoet al. [19] continued the work in [18] and propose to define the absolute reliability
degrees for the sources as:


Reld(mi) =
Crd(mi)


max
1≤j≤M


Crd(mj)
(17)


It is straightforward to show that absolute reliabilities can be defined directlyfrom the support degreeSupd(mi)
instead of passing by the credibility degreeCrd(mi):


Reld(mi) =
Crd(mi)


max
1≤j≤M


Crd(mj)
=


Supd(mi)
∑


1≤k1≤M


Supd(mk1
)


1


max
1≤j≤M


Supd(mj)
∑


1≤k2≤M


Supd(mk2
)


=
Supd(mi)


max
1≤j≤M


Supd(mj)
(18)


Given the similarity measure matrixSMMd(M ) and the distance thresholdτ , we define theabove thresh-
old ratio (ATR) as follows :


ATR(mi) =
|A(mi, τ)|


M − 1
(19)


whereA(mi, τ) = {mj |Sd(mi, mj) ≥ 1 − τ, 1 ≤ i ≤ M, j 6= i}. We remark that we excludemi from
A(mi, τ), sincemi has always a null distance to itself (a unity similarity measure).


3.1.2 Martin et al.’s measure


In [7], Martin et al. propose to compute the relative reliabilityαi associated to each BPAmi according to the
consensus measure between the BPAmi and the rest of BPAs fromM . Two different techniques are proposed
to compute the consensus measure:


• as an average of the distances betweenmi and eachmj (using Jousselmeet al.’s distance):


Confǫ(mi) =
1


M − 1


∑


1≤j≤M


j 6=i


dJ(mi, mj) (20)


It is important to notice that Equation (20) is strongly related to the support degree introduced by Deng
et al. in Section3.1.1:


Confǫ(mi) = 1 −
Supd(mi)


M − 1
(21)
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• as a distance betweenmi and the combined BPAm⊕ = m1 ⊕ m2 ⊕ · · · ⊕ mi−1 ⊕ mi+1 ⊕ · · · ⊕ mN :


ConfM (i) = d(mi, m⊕) (22)


where⊕ can be a combination rule among the conjunctive, the normalized conjunctive (Dempster),
Yager, etc. Martinet al. state that the selection of the combination rule to be used in this situation may
be a difficult task.


FromConfM , the following relative reliabilities are proposed:


αi =
[


1 − ConfM (i)λ
]1/λ


(23)


with λ > 0. A discounting before the combination process can be considered, usingthe relative reliabil-
ities of the sources.


3.1.3 Xuet al.’s measure


In [20], Xu et al. propose a method to evaluate the consensus between a BPAmi and the setM = {m1, m2, . . . ,
mM}. This technique is based on the Euclidean distance between BPAs. For each givenj (mj), we define :


∆j
i (k) =|mj(k) − mi(k)| ∀1 ≤ i ≤ M and1 ≤ k ≤ K (24)


∆j
i ={∆j


i (1), ∆j
i (2), . . . ,∆j


i (K)} ∀1 ≤ i ≤ M (25)


mmj = min
i


min
k


∆j
i (k) (26)


MM j = max
i


max
k


∆j
i (k) (27)


whereM is the number of BPAs insideM andK is the number of all the focal elements, related to the BPAs
from M (K is thresholded by2M − 1.


A relational coefficientγj
i (k) can also be defined to measure the similarity/dissimilarity between themi


andmj , according to thek-th focal element:


γj
i (k) =


mmj + ξMM j


∆j
i (k) + ξMM j


(28)


whereξ is a given parameter usually in the interval(0, 1]. The reliability of the mass functionmj is given by:


Cj = M
K


∑


k=1


γj
j (k)


/


M
∑


i=1


K
∑


k=1


γj
i (k) = M


K
∑


k=1


1


∆j
j(k) + ξMM j


/


M
∑


i=1


K
∑


k=1


1


∆j
i (k) + ξMM j


(29)


If Cj < λ, whereλ is a given threshold3, the corresponding mass functionmj is considered to be dissimilar to
the setM or unreliable.


The range of the reliabilityCj , as defined in Equation (29) is not inside the interval[0, 1] and the interpreta-
tion of such a measure is not intuitive enough. To overcome this problem, the reliability proposed in Equation
(29) should be normalized or the reliability proposed in Equation (30) should be used instead:


C∗
j =


K
∑


k=1


γj
j (k)


/


max
i


K
∑


k=1


γj
i (k) =


K
∑


k=1


1


∆j
j(k) + ξMM j


/


max
i


K
∑


k=1


1


∆j
i (k) + ξMM j


(30)


3Xu et al.’s propose to setλ = 0.85.
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3.1.4 New membership degrees allocation


Given a set of mass functionsM and the associated similarity matrixSMMd(M ), we compute the member-
ship degrees for each mass function as follows:


Step 1. Find the mass function(s) with the maximum support degree. If more than one mass function has a
maximum support degree, compute the restricted matrixSMM r


d and choose the mass function with
the maximum support degree relative toSMM r


d . The selected mass function has a membership degree
equal to the unity.


Step 2. From the remaining set, find the BPA having the lowest mean distance to the set of already selected
mass functions. The membership degree equals1 − mean distance.


Step 3. Repeat Step 2 until all mass functions have a membership degree.


3.2 Membership degrees based on the conjunctive dissimilarity measure


In this section we first adapt the measures introduced by Denget al. for the distances between mass functions
and presented in Section3.1.1. Let M = {m1, m2, . . . , mM} be a set of mass functions andSMMc(M ) the
associated similarity measure matrix4.


The distance-based measures, such as the support degree, the credibility degree, the absolute reliabil-
ity or the above threshold ratio, which were defined in Section3.1.1, can also be defined for the conjunc-
tive dissimilarity measure. These new definitions are based on the fact thatSMMd(i, i) = 1,∀i, while
SMMc(i, i) ∈ [0, 1],∀i :


• support degree • credibility degree


Supc(mi) =
∑


1≤j≤M


SMMc(i, j)) Crc(mi) =
Supc(mi)


∑


1≤j≤M


Supc(mj)


• absolute reliability degree • above threshold ratio


Relc(mi) =
Crc(mi)


max
1≤j≤M


Crc(mj)
=


Supc(mi)
max


1≤j≤M
Supc(mj)


ATRc(mi) =
|A(mi, τ)|


M


whereτ is a conjunctive dissimilarity threshold and where the setA is given byA(mi, τ) = {mj |Sc(mi, mj) ≥
1 − τ, 1 ≤ i ≤ M}. We remark that we do not excludemi from A(mi, τ), sincemi does not have always a
null auto-conflict (a unity similarity measure).


Given the similarity measure matrixSMMc(M ), we also define theno-conflict ratio (NCR), as follows:


NCR(mi) =
|B(mi)|


M
(31)


whereB(mi) = {mj |Sc(mi, mj) = 1, 1 ≤ i ≤ M}.
The measures introduced above are not final estimation of the membership degree of a BPA to the setM .


However, these measures can be used as partial indicators for the estimation of the membership degrees. More
studies should be conducted in this direction.


4The similarity measure matrix associated toM , is denotedSMMc(M ) when the similarity measure is based on the conjunctive
dissimilarity between mass functions instead of the distance between mass functions, in which case the similarity measure matrix is
denoted bySMMd(M ).
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3.3 Other contextual knowledge based on the conjunctive dissimilarity measure


In [10], Yager proposes a method to identify a discounting weight for each pieceof evidence based on the
conjunctive dissimilarity measure between BPAs and combine the BPAs using thisadaptive discounting. This
method lies on a known priority/ordering list (equivalent to ana priori relative reliability of the sources) of the
BPAs, and mixes the combination of BPAs and the conditioning process. The combination and the discounting
processes are linked together by a recursive algorithm.


4 SENSORS AND COMBINATION MODELS


Some authors [21] advocate that there is no need for alternative combination rules, since thecounter-intuitive
examples for the Dempster’s rule are generated by incorrect or incompletemodelling within the DST. In order to
improve the combination of information process, in this section we concentrate ininvestigating and classifying
the sources of information and the relations between them. This study should help addressing the concerns
raised by Haenni in [21] and correctly focus the efforts in developing new combination rules in the DST. In
[22], Bhattacharya and Raj present a fusion architecture which separates the similar and the dissimilar sensors.
The idea is exploited in this section in order to define a hybrid robust fusion architecture for the DST.


4.1 Simple Sensors vs. Complex Sensors


A sensor capable to provide information about a specific characteristic/attribute of an object/a situation is called
asimple sensor. A thermometer is an example of such a simple sensor. A sensor capable to provide information
about distinct characteristics/attributes of the same object/situation, is called acomplex sensoror a collection
of simple sensors. A radar which can provide information about the range, altitude, direction, or speed of a
moving target or a human which can provide information about the colours, dimensions, time, sounds, or even
opinions, beliefs, etc. are examples of complex sensors.


While the simple sensors can be characterized as reliable or unreliable and the degrees of reliability of such
sensors could be time-variant or time-constant, the complex sensors are more difficult to characterize from the
reliability/unreliability point of view. If there is noa priori knowledge about the relationships between the
simple sensors composing a complex sensor, the simple sensors should be considered completely independent.


4.2 Similar Sensors


We define a set of similar sensors as a set of simple sensors which are observing the same static or dynamic
situation and the same characteristic/attribute of the same situation/object. We do not need anya priori infor-
mation about the characteristic/attribute studied by the sensors or any othera priori data bases, since we can
rely on the corroboration of the sensors. Such fusion process can beseen as anunsupervised fusion process.


The conjunctive dissimilarity measure between the two identical BPAs providedby similar sensors is not
necessarily null. Thus, it is not appropriate to measure the differences between these BPAs using the conjunctive
dissimilarity measure. One of the distance measures defined in Section2 can thus be used in this situation to
measure the dissimilarity between the BPAs provided by the similar sensors.


The similarity of the sensors should also be reflected in the combination process :


• The BPA obtained after the combination should be the closest (according to aspecified distance measure)
to the set of BPAs to be combined.
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• A measure of relative reliability of the BPAs or a measure of membership degree of the BPAs to the set
should be based on the distance measure between each couple of BPAs.


• The initial BPAs which are not close (in terms of the distance measure) to the combined BPA, should be
identified as “unreliable” and could be temporarily discarded from the combination process, in view to
refine it.


4.3 Dissimilar Sensors


We define a set of dissimilar sensors as a set of simple or complex sensors which are observing the same
static or dynamic situation but from several points of view (several characteristics/attributes of the same situ-
ation/object). Thus, the corroboration of the sensors cannot be validated in absence of data bases anda priori
knowledge. We can consider such a fusion process as asupervised fusion process. In fact, in this situations,
the data bases and thea priori knowledge are needed to correctly discriminating the frame of discernment for
the given fusion problem.


In this situation, a distance is inappropriate to be used to measure the dissimilarity between BPAs, since the
dissimilar sensors are measuring different characteristics. Independently of the chosen metric from Section2,
the distance between the two pieces of information such as “the object is yellow” and “the object is round” is
important. But this does not mean that the two pieces of information are not in agreement. In such a situation,
when dissimilar information have to be fused, the agreement between the pieces of information should be
measured through the conjunctive dissimilarity measure and not through a distance.


The dissimilarity of the sensors should thus be reflected in the combination process:


• A measure of relative reliability of the BPAs or a measure of membership degree of the BPAs to the set
should be based on the conjunctive dissimilarity measure between each couple of BPAs, or between the
entire set of BPAs.


• The initial BPAs which are not close (in terms of the conjunctive dissimilarity measure) to the combined
BPA, should be identified as “unreliable” and could be temporarily discarded from the combination
process, in view to refine it.


4.4 Hybrid Sensors Fusion Model


Until now, the Fusion Community have concentrate its efforts to find the best combination rule which can
perform in any given situation [2, 23, 24]. As indicated in Sections4.2and4.3, a general fusion model should
rather depend on the problem we are facing, and thus should act to reflect the relation between the different
sensors : similar or dissimilar.


We propose here a Hybrid Sensor Fusion (HSF) model which is represented by the federated architecture
from Figure1. First, information from similar sensors are fused together using a Similar Sensors Fusion (SSF)
model and second, the resulting information is fused using a Dissimilar Sensors Fusion (DSF) model.


Thus, instead of trying to find a combination rule which adapt to most of the situations, it is important to
correctly design the problem and use the appropriate fusion model for each situation. The HSF model depicted
in Figure1 is in accordance with the multi-sensor integration and fusion architecture presented by Luo and Kay
in [11]. The architecture from Figure1 can be used in different situations such as:


• the order of the information to be fused does not play an important role in the fusion process. Both
operators from the SSF and DSF points have to perform in a batch mode and can be selected among
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Figure 1: Hybrid Sensor Fusion (HSF) model


the N-mean operator, the weighted sum, the associative Dempster’s rule of combination or any of the
quasi-associative rules (Dubois and Prade, Yager, PCR, RCR, etc.).


• only the information from similar sensors is order-sensitive. The operatorfrom the SSF model is then a
non-associative combination rule (such Yager’s rule, Dubois and Prade’s rule, PCR or RCR rules, etc.),
while the operator from the DSF model is an associative operator (such Dempster’s rule of combination
or the quasi-associative Dubois and Prade, Yager, PCR, RCR, etc.).


• the entire fusion process is order-sensitive. Both operators from the SSF and DSF models have to provide
more credibility to the most recent pieces of information. Usually, the combinationoperators performing
in a sequential mode are not commutative and associative (except Dempster’s rule of combination) and
can provide more credibility to the most recent pieces of information.


For an order-sensitive fusion process, the pieces of information at each SSF point can be ordered according
to their acquisition time. It is not the same for the central DSF point at which a more complex task need to
be performed to order the pieces of information resulting from the SSF points. We propose to associate to the
information resulting from each SSF point a time stamp equal to


• the acquisition time of its last piece of information.


• the average acquisition time of all of its pieces of information. If the average isequal for two or more
SSF points, the acquisition time of their last pieces of information can then be considered.


We should study through tests and Monte-Carlo simulations which of the proposed solutions is the best one.


5 CONCLUSION


The aim of this paper was to investigate how to improve the process of information combination, using the
Dempster-Shafer Theory, in a crisis and/or emergency situation, in presence of an overload of information and
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an unknown environment. In order to automatically evaluate the reliability of the information to be combined,
we have made a thorough review of the different techniques available to measure the dissimilarity between basic
probability assignments inside the DST. We have also studied the membership of aBPA to a set of BPAs, and
we proposed a new hybrid fusion architecture, in order to improve the fusion process in presence of both similar
and dissimilar sensors. In a companion paper, we propose to elaborate thetest results of this architecture.
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Abstract 


Harbour security requires attributes of detection, fusion, and intelligence to detect, prevent, and respond during crisis events.  Through the development of modern sensor technology such as handheld devices, geospatial databases, and wireless communication; there is a growing interest to coordinate and disseminate information to respond to a crisis.  Many traditional methods of disaster preparedness have supported emergency crews to respond to the catastrophe; however enhancements can be made through persistence surveillance and sensor technology to determine open traffic routes and cleared pathways. One of the difficulties inherent in harbour crisis response is the restricted terrain from which vehicles and supplies are available.  The demarcation of the land-to-sea transition (littoral) could be a hindrance; however, with persistent surveillance to support information fusion needs, it can be a method of valid ingress of supplies and egress of people.  This paper explores some of the emerging persistent surveillance techniques that could support crisis  preparedness and  response for a harbour environment.

1.0
IntroDUCTion

Much of the supplies of the world are transported to harbours.  Many times, the harbours are located in areas that are protected by a natural coastline.  These coastlines become a barrier for protection from the weather elements.  During a crisis response, these natural barriers could become an impediment to transport of supplies as well as evacuation of people. Issues that are important to monitoring the harbour for crisis management include (1) vehicle tracking, (2) weather monitoring, (3) impending threats from explosives, and (4) examination of supply containers.  Examples of these events include land attacks, tsunamis, explosive attacks, and container inspection shown in Figure 1.






Figure 1: The tsunami that struck Thailand on December 26, 2004. 

(from http://en.wikipedia.org/wiki/Tsunami)

During the NATO conference on Harbour security [2, 3], many of the issues to collect and support crisis response were detailed in a flow chart to coordinate the needed data to information flow as shown in Figure 2. The group divided the information into (a) strategic warning, (b) warning indications, (c) assessment and response, and (d) consequence assessment.  In each case, threat warning assessment was paramount in the analysis for harbour security and consequence response.  One capability to support the developments of the warning indicators can be developed across the operating conditions (targets, sensor, and environment) of the scenario.  Typical targets of interest would be the ships and supplies that are being exchanged at the port.  The environment would be the land, sea, and littoral environment.  Finally, the sensors would be those that monitor activity.  The sensors providing data could be (a) observation devices: land cameras, GPS tracking reports from the ships, and weather pattern observations, (b) inspection reports: RFID tags of the containers, boat registries to support the approved traffic lines, and (c) assessment databases: business supply details, coast-guard confirmations, and harbour monitor graphical user interfaces. In each case, there is an emerging capability to augment user needs [4] by collecting data, assessing anomalies, and indicating warnings of problems to alert the harbour protection staff.

[image: image2.png]

Figure 2: Candidate Threat Assessment and Response System presented by group #4 

(From E. Shahbazian, SPIE06)

Recent developments in technology can aid in the analysis of the warnings to include persistent surveillance over (a) aerial coverage, (b) constant terrain (i.e. Digital, Terrain, Elevation Data) and weather information, as well as (c) data-base support to users.

2.0
Persistent Surveillance through Fusion of Terrain and Weather Information

A littoral zone includes areas between the sea and land as shown in Figure 3.  The shoreline could also include the man-made ports that describe the loading and unloading of supplies. Given modern technical observations from satellites, both terrain and weather information can be maintained for up-to-date assessment of the current terrain.  Supporting the geographical and man-made GIS products would support the preparedness for crisis response.  These products would support Level 0 Information Fusion for data preparation much like road networks, trafficability maps, and weather information. 




    



Figure 3:  Littoral zone (from http://en.wikipedia.org/wiki/Littoral) and 

      dock (from http://en.wikipedia.org/wiki/Shipyard)

The use of a centralized reporting of the weather and terrain information would aid in crisis response as impending threats from weather, explosive attacks, and shipments would be localized spatially. Given the ability to monitor activities, events would provide the temporal aspects of the events. To maintain the database of information, a third type of information could be provided to aid in crisis response, and that is the spectrum frequency of data collected over various sensors. In addition to electro-optical data (i.e. video), Figure 4 shows the use of radar and digital terrain data products that could aid in crisis response over harbours.

       [image: image5.jpg]                        [image: image6.png]

Figure 4:  Synthetic Aperture Radar port image , (From Sandia)                   Digital, Terrain, Elevation Data (DTED)

Benefit of Terrain/Weather Surveillance: Because of the various issues surrounding the complexity involved in crises response for harbour security, there is a need to be prepared by utilizing the terrain and weather information.  Unlike land-locked environments, there is greater need to be placed on the use of terrain data because of the various environmental differences between the land and water ways used.  The supporting terrain information determines where threats could come from and how to respond to them.


Given the preparation of persistent surveillance through the operating condition of the environment: terrain and weather information, there is also the case of the sensors that are used to collect and report the information. 

3.0
Persistent Surveillance through Aerial Coverage

Persistent surveillance through aerial coverage is shown in Figure 5 [5].  There are many emerging platforms to report events in harbour security such as satellite and UAVs (as shown as a raven in Figure 5).  The satellites could have cameras and Hyperspectral data to report the terrain and material coverage. NASA has supported continuous coverage of regions and much work has been completed for imagery analysis.  What is emerging is the capability to utilize Unmanned Aerial Vehicles (UAVs) in support of harbour crisis detection and analysis.


[image: image7.jpg]

Figure 5 : Harbour Security (from Maritime Expeditionary Security Force… Operating in the Global Maritime Security Environment CAPT John Sturges, NCWG-1, 24 May 2007 : AFCEA S4ISR Symposium).

UAV’s could be used to provide continuous coverage of a specific area to drill down in a higher resolution of the events and activities at a harbour.  Figure 6 shows the use of synthetic aperture radar (SAR) and electro-optical (EO) collected over a refined area.  EO data can be used to track and identify ships that come into and out of a port [6].  EO data is rich in information for tracking and identifying ships, however, it can be limited due to obscurations from weather.  Thus, alternative sensors are needed to aid in the crisis determination.


[image: image8.jpg]            [image: image9.jpg]

Figure 6. SAR and EO of a runway. (From Sandia)                                            Radar of Bridges (from Sandia) [7]

New developments have afforded miniature SAR devices that could monitor and activity.  SAR offers an all-weather, distance-invariant continuous coverage. The use of SAR is also important as it can be used for detection of man-made objects as well as human activity.  In each case, the use of radar provides a robust detection of information for assessment to support crisis response.


As persistence surveillance is aided by differing sensors, the location of the sensors becomes important.  Aerial coverage can be supported by land-based observation of information. Figure 7 shows simulations of different harbour monitoring activity to determine the warnings and threats associated with an impending threat.  Likewise, the monitoring of activity (combined with the aerial coverage) can be used to support crisis management by determining the traffic flows, the egress routes and the areas of unsafe travel.  What is noted from the simulation is the ability to model and simulate the various targets that would be present in the harbour.  The targets could be people, ships, boats, and tanks.  

[image: image10.png]

Figure 7. Harbour Protection Issues.  Don Brutzman, “Web3D Past, Present and Future: X3D Earth”,                       Keynote Presentation, Web3D Symposium, 19 April 2006 [8].

In addition to the persistent surveillance from the environment and various combinations of sensors, is the vast amount of targets that are of interest in crisis response. Typical targets include the man-made ships and vehicles; however, there is a host of information in databases that could be used to augment the harbour situation. 


4.0
Persistent Surveillance through User Support and Warnings


4. Persistent Surveillance through User Support and Warnings 


As detailed by Shahbazian [2], there are many types of information that can be reported in a harbour situation (shown in Figure 8).  The data available for harbour security could be more than just the overhead coverage of targets (ships and boats) to include database information about containers as well as the groups transporting the containers. RFID information can be used to track the containers and confirm the initiation and termination of cargo.  Other information could be used to collect the material content of the containers through inspection of the devices.  


[image: image11.png]

Figure 8: Group #3 assessment of the threats and vulnerabilities


I – the explosive or WMD concealed in the container, C – cargo or container substitution, O – attached outside of the container


From the persistent surveillance of the environment, sensors, and targets; all of the data collected needs to combined and processed for warning and threat detections to support users who are available to act on the information. New graphical user interfaces can support the decision maker in timely response from the imagery. [9] Many organizations would be involved in the process and the data collected should be relayed to the appropriate agencies as well as afford different agencies to access the information.  Allowing differing agencies to access the data-bases would allow each group to process the information as needed. 


Various response agencies would be interested in different details. The protection force would be interested in the explosive threat, while a humanitarian group would be interested in the terrain information to help in the evacuation of people.  Various groups would also process the information differently as they inherently are interested in different threats and warnings they are interested in responding to.  Since the persistence surveillance of harbour environments is provided in a hierarchy of layered resolution (granularity); so should the data be supported in a layered retrievable way to afford users to access and make decisions. 


Figure 9 shows the case of the decision-maker and the interest in diagnosing the situation. Each person who is responsible for port security is prepared for differing response interests from the situation. Differing information can be stored centrally but network protocols have to be developed to allow distributed processing of the information.  As shown in Figure 9, different jurisdictions are processed over the differing information. Thus, crisis response center’s need to work with local and global organizations to determine what data is inter-operable and accessible to groups in need.  The coordination of the data would aid in crisis response such that during an event, information is readably available.  

[image: image12.png]

Figure 9: Multi-Jurisdiction Decision Center’s Co-operation Model presented by Group #2 [2].

5.0
DISCUSSION AND CONCLUSIONS


Crisis response requires crisis-preparedness. With the advent of current information fusion technology, there is a need to augment disaster-responders with tools and information to support timely and actionable decisions.   This paper makes the claim that “persistent surveillance” can be supported over the operating conditions of the environment (terrain and weather), layered sensors (satellites, UAVs, and ground sensors) over various spectrums (electro-optical to radar), and  targets (hard: ships and people to soft: container reports and database information). Together the combined use of data to support  information would aid port security and disaster response personnel to deal with emergences and crisis response. While much of the ideas are not new, what is new is the need for 


(1) Persistent coverage of environmental data to support a common environmental database


(2) Persistent coverage of sensor data by traditional (i.e. EO data) with newer radar capabilities; 


(3) Persistent coverage of targets by way of common and inter-operable reporting ; and


(4) Persistent coverage through a common database from which crisis responders can access the information
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Abstract


Networks of thousands of sensors now exist in most cities in the world. These networks continuously gather data that can be incredibly useful when a response team is evaluating the situational parameters during an emergency and formulating a strategy. But extracting the valuable information from the overwhelming abundance of data collected by the network is an extremely challenging task. This paper surveys the research objectives, methodologies and progress of the research project “Fusion and Inference in Surveillance Networks”, which is sponsored by MITACS (Mathematics of Information Technology and Complex Systems), a Canadian Research Network. The non-academic partners involved in this project are Defence Research and Development Canada, CAE, and Lockheed Martin. We highlight our vision of the architecture of a city-wide surveillance network that can aid decision-making in a crisis. We discuss the progress we have made in its development and the challenges that lie before us.

1.0
IntroducTion

With the widespread deployment of networked sensors and cameras throughout cities, there is an incredible opportunity for improving our safety and security by harnessing the information available in these surveillance networks. In the context of crisis and emergency management, these networks represent an invaluable source of information about the state of the operational environment. To fully exploit the networks, it is critical that we develop ways to manage the vast quantities of data, to fuse the distributed sensor measurements, and to generate meaningful and concise descriptions of the environmental state. 

Presently, the mathematics and algorithms to utilize fully surveillance networks of such scales do not exist. Surveillance networks incorporate, amongst many other sensors, the cameras mounted on traffic lights and overpasses, the mobile cameras attached to emergency vehicles and police cars, and the security cameras monitoring public areas. Chemical and biological sensors will soon be deployed to monitor popular public areas for dangerous contaminants. In the near future, unmanned aerial vehicles (UAVs) will fly over our cities and provide aerial camera footage as well as other sensor information such as laser range data. The surveillance networks can thus comprise several thousand sensors and cameras throughout a city, and the control of them is a very challenging engineering task. Developing the core protocols, algorithms and mathematical techniques necessary for the successful deployment and management of such networks is a key step towards enhancing public safety in security-sensitive areas. 


This paper surveys the research objectives, methodologies and progress of the research project “Fusion and Inference in Surveillance Networks”, which is sponsored by MITACS (Mathematics of Information Technology and Complex Systems), a Canadian Research Network. The non-academic partners involved in this project are Defence Research and Development Canada, CAE, and Lockheed Martin. The MITACS research project focuses on the design of strategies for managing the sensors and cameras in a surveillance network. A core component of this design is the development of distributed information extraction and fusion techniques. This necessitates mathematical advances in the areas of distributed sequential Monte Carlo methods, non-parametric anomaly detection, strategic planning and inverse stochastic control algorithms for inferring goals, intentions and policies from data. Our eventual goal is to use this suite of techniques to interface with a city simulator, a virtual environment that captures the traffic and major activities in a city. The simulator will fuse real-time information extracted from the surveillance network into its operational database. Such a simulator can be of great benefit to first responders to emergencies, because it allows strategies such as evacuation, street closure, or police deployment to be evaluated (faster-than-real-time) prior to execution.

2.0
Research Objectives


Our goal is to design a multi-tier multi-modal surveillance network and develop the mathematical models and decentralized learning algorithms that permit the tracking of objects and people and the detection of anomalous events. The research addresses five interrelated tasks. 


2.1
Sensor and Camera Management and Control

A primary task in surveillance networks is allocation of resources. The decision of which sensors or cameras to activate is essential when devices have energy constraints. If the sensors are adjustable or mobile, for example cameras with pan-tilt and zoom capability and laser range finders mounted on UAVs, then there is an additional challenge of deciding where to focus attention and how to coordinate measurement. Our approach is to integrate sensor management and distributed tracking algorithms so that the sensor resources can be managed in a distributed and collaborative manner. These integrated algorithms also incorporate strategies to address additional uncertainties due to registration errors and sensor drifting.

2.2
Decentralized Particle Filters for Tracking Multiple Objects

In order to provide relevant information to a city simulator, we must determine how many objects are present in a scene and what is the nature of their motion. One of the major concerns in distributed sensor network tracking is the maintenance of the appropriate tradeoff between tracking performance and network lifetime. When the dynamics of the target being tracked are highly non-linear, or the observation model is non-linear and non-Gaussian, then the performance of traditional tracking algorithms such as the (extended/unscented) Kalman filter or the Gaussian sum filter can be unsatisfactory. In such scenarios, particle filters generally perform much better [1,6,11]. A particle ﬁlter maintains a set of “particles” that are simply candidate state values of the system (for example, the position and velocity of the object). The ﬁlter evaluates how well individual particles correspond to the dynamic model and set of observations, and assigns weights accordingly. The set of weighted particles provides a pointwise approximation to the ﬁltering distribution, which represents the posterior probability of the state. This approximation allows one to form estimates of the state values and hence track the state.


Tracking algorithms using particle ﬁlters in sensor networks frequently adopt a centralized approach, wherein the particle ﬁlter resides at a computation centre and measurements are collected at this centre. This approach has several disadvantages. Centralization introduces a single point of failure and can lead to high, unevenly distributed energy consumption because of the heavy communication cost involved in transmitting the data to the fusion centre. 


In the past we have developed particle filtering strategies for tracking objects based on a single image sequence [1], but the problem is considerably more complex when dealing with multiple sensors and requires the development of new mathematical techniques. Devices must cooperate to identify individual objects and track their movement. Fusing together the information provided by multiple sensors is a challenging task. Transfer of the raw data to a central inference site is unattractive due to the high energy and bandwidth costs of wasteful communication. Decentralized particle filters distribute the computation or communication so that a single fusion centre is not required. We are exploring decentralized particle filtering techniques that only exchange a concise probabilistic representation of the local information state (how many objects there are and where they are located). Multiple particle ﬁlters run concurrently at different sensor nodes and compressed data or approximate ﬁltering distributions are shared between them. These distributed algorithms, while mitigating some of the inherent problems of centralization, can be computationally expensive, because multiple nodes are required to perform computation throughout the entire tracking procedure. 

(iii) Fusion and Anomaly Detection: Although learning and data processing activities are distributed throughout the network, efficient implementations of surveillance networks require the existence of one or more fusion centres. The key aspect of our design is that the fusion centres only receive pertinent information, consisting of concise probabilistic representations of local states. The fusion centres must reconcile the information arriving from different sensor nodes in order to acquire an image of the global state of the monitored environment. Since the volume of data collected by a surveillance network is enormous, network nodes must determine what information is worth transmitting to a fusion centre. This involves learning a notion of normality, a state of the environment that does not necessitate the provision of additional information. The fusion centre, and later the city simulator, must be alerted to anomalous objects, unanticipated motion flows, and suspect behaviour. 


(iv) Gossip and Consensus Algorithms for Decentralized Inference: Gossip and consensus algorithms are robust decentralized computational methods for networked systems.  These methods are very attractive for systems such as sensor/surveillance networks with energy and bandwidth limitations and rapidly changing topologies, because they do not require any overhead for forming or maintaining communication routes. The algorithms can be used for decentralized control and flocking of mobile sensor devices since they are resilient to time-varying topologies and communication errors. Also, because the consensus value is being computed in parallel by all nodes in the system, there is no single point of failure.  Consequently, a malicious user cannot compromise the system simply by jamming the connection between the network and a fusion centre. 


Consensus algorithms function as follows: network nodes iteratively perform local updates based on their own measured data and information they have received from their immediate neighbors; they then exchange local messages about their new values.  Taking the number of iterations to the limit, all nodes in the network converge to the same value or function. We are exploring the use of gossip algorithms for decentralized compression and computation of sufficient statistics to reduce the amount of information relayed to fusion centres. The main disadvantage of existing consensus algorithms is that they are slow to converge. There has been recent research on methods to accelerate the consensus computation, but the most successful algorithms have relied on exploiting knowledge of the geographic location of nodes, through the use of geographic routing protocols. Unfortunately, such routing protocols involve a significant overhead and they are not particularly robust to topology changes, which results in a significant reduction in the fundamental benefits of distributed consensus algorithms.


Much of the research on distributed consensus algorithms has focused on simply computing an average or a very simple linear function of the data. In the surveillance networks, we need the algorithms to compute much more general functions, so that they can be employed in the decentralized inference, fusion, and tracking methods. In parallel, we need to make the algorithms much faster, so that we can reduce the number of messages required to reach agreement, thereby saving energy and time.

(v) Multi-tier multi-modal surveillance networks: Scalable surveillance networks will consist of multiple tiers, with each tier consisting of surveillance nodes with different sensing and processor capability. Some nodes are mobile, including unmanned aerial vehicles (UAVs). We have specified a hierarchical surveillance network architecture where low-power nodes report to local cluster-head nodes that perform the majority of the decentralized processing. The system does not activate more energy-intensive sensor resources until potential anomalies have been detected by low-power sensors.

3.0
METHODOLOGY AND Research PROGRESS


Many core mathematical techniques and algorithms required for the effective operation of multi-tier surveillance networks are not available. With respect to the tasks above, we have adopted the following research methodology.


3.1
Sensor and Camera Management and Control

We have formulated the sensor management problem as a strategic planning exercise. This formulation enables us to capitalize on our recent advances in expressing Markov decision processes as inference problems involving infinite dimensional mixtures [2,3,16]. There are many powerful techniques for solving such inference problems, and we can now apply these techniques to solve the sensor management problem. 


A very important issue in camera management is deciding where to look in a scene in order to infer a good model of the location of targets. In general, a camera cannot observe the entire scene, so it must move its focus, and it is important to plan the associated motions, in conjunction with solving the computer vision problems of object detection, tracking and recognition. We have addressed this problem in [4], developing a sequential decision-making algorithm for gaze planning. In [5], we developed a novel approach to address the more general, foundational problem of active learning in the presence of discrete observations.


In [22], we describe a new algorithm for dynamic sensing that is based on active exploration techniques and nonparametric statistics. This technique is applicable in our surveillance/camera networks when we have mobile sensors and want to optimally explore the terrain. Figure 1 indicates the operation of this algorithm, where the goal is for a robot to travel between two points (from “Begin” to “End”) and simultaneously learn about its own pose and the locations of landmarks in the environment. To do this, the robot plans a policy that determines both the three way-points where it will adjust its direction of motion as well as the associated angles of adjustment. The policy is derived in the setting of finite-horizon, partially-observed sequential decision processes; we employ an active learning strategy to efficiently explore the possible policies.

[image: image5.wmf]

Figure 1: From [22]. A robot must plan a path from “Begin” to “End” that allows it to learn about its pose (orientation) and the locations of five landmarks. The robot has prior beliefs about these, but it can only see the landmarks within its field of view (left). The robot develops a policy that determine its initial direction of the travel, the three waypoints where it will make navigational changes, and the nature of these changes. After executing the policy (right), the robot has much greater certainty about the landmark locations and its pose.

3.2
Decentralized Particle Filters for Tracking Multiple Objects

Our principal concept for implementation of the decentralized particle filter involves the exchange of parametric approximations of the filtering distributions. This involves sequential Bayesian updates over factor graphs based on techniques we developed in [6,7,8]. The approach has the potential to introduce an overwhelming computational burden and raises the question of filter stability (do the approximations introduce unbounded errors?). To address the latter concern, we have studied the stability for filters that satisfy certain regularity properties, and have derived a theoretical upper bound on the error incurred through approximation [9]. To address the computational complexity, we are developing upon the ideas of importance sampling in marginal spaces and N-body simulation presented in [10]. Fast N-body techniques, such as the Fast Multipole Method and metric tree recursions, are key factors in the development of efficient integration techniques for distributed data [11]. 

We believe that a partially distributed particle filter can be an attractive compromise for many tracking tasks. In the leader node particle filter, as proposed in [23] and refined and analyzed in [24], a single node in the network (the leader node) is responsible for tracking an object, but that node changes over time as the position of the target changes. The leader node executes a particle filter based on the measurements it collects from a set of neighbouring sensor nodes. A sensor management routine determines when the leader node should change (generally when the target is in the process of leaving the region covered by the satellite sensors associated with a leader) ; when this hand-off occurs, the leader node must transmit a representation of the particle filter to the new leader. Figure 2 depicts the operation of the leader node particle filter.
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Figure 1: From [9]. Leader Node Particle Filter: the leader node and the active satellite sensors follow the target. This has a dual benefit: (i) measurements are made by sensors close to the target so they are more accurate; and (ii) data collection involves only local communication minimizing energy expenditure and latency. 


The leader node particle filter has the beneﬁt of sharing the computational burden amongst the nodes in the network. Perhaps more importantly, the leader node can poll nearby sensor nodes that are in close proximity to the object and hence are likely to generate more accurate measurements. The ability to collect measurements through local, one–hop communication can be critical in cases where the data volume is high or latency must be minimized. 

In attempting to alleviate the communication cost of transmitting all particle values when the leader node is exchanged (which can involve thousands of bits), the ﬁltering distribution is often more coarsely approximated, either by transmitting only a subset of the particles or by training a parametric model. One of the concerns is that this approximation exercise can induce errors in the ﬁltering process that lead to instability and eventual loss of the object’s path. Although simulation (and to some extent, experimental) results indicate that such instability effects are rarely observed, prior to our research, the available theoretical bounds on estimation error for leader node particle ﬁltering grew exponentially over time [24]. Previous analyses used maximum log–error to model the approximation error propagation in a leader node particle ﬁlter associated with an arbitrary dynamic system. Because log–error does not take into account the structure of the dynamic system, the resulting bounds diverge. In [9], we provided time-uniform bounds on the maximum error accrued by the leader-node particle filter as a result of the approximation. We analyzed two mechanisms for the filter exchange during hand-off: a bootstrap approximation achieved by subsampling the particles and a parametric approximation involving the training of a mixture model. In both cases, we showed that, under relatively mild conditions concerning the motion of the target and the measurements, the leader-node filter is stable (errors do not accumulate over time).


Tracking Multiple Targets: While the leader node particle filter is an attractive choice for tracking a single target, the task of tracking multiple objects is more challenging because there are the additional problems of identifying the number of targets and performing data association. With multiple targets, representing the full posterior distribution over target states is not practical. The problem becomes even more complicated when the number of targets varies, in which case the dimensionality of the state space itself becomes a discrete random variable. The probability hypothesis density (PHD) filter, which propagates only the first-order statistical moment (the PHD) of the full target posterior, has been shown to be a computationally efficient solution to multitarget tracking problems with a varying number of targets. The integral of PHD in any region of the state space gives the expected number of targets in that region. With manoeuvring targets, detecting and tracking the changes in the target motion model also become important. The target dynamic model uncertainty can be resolved by assuming multiple models for possible motion modes and then combining the mode-dependent estimates in a manner similar to the one used in the interacting multiple model (IMM) estimator. In [12], we proposed a multiple-model implementation of the PHD filter, which approximates the PHD by a set of weighted random samples propagated over time using sequential Monte Carlo (SMC) methods. The resulting filter can handle nonlinear, non-Gaussian dynamics with uncertain model parameters in multisensory multitarget tracking scenarios. In [13], we addressed the issue of multiple spawning targets and presented an algorithm for measurement-to-track association.

Model Uncertainty: In most solutions to target tracking, it is generally assumed that the state transition and measurement models are known a priori. However, there are situations where the model parameters or the model structure itself are not known a priori or are known only partially. In these scenarios, standard estimation algorithms like the Kalman filter and the extended Kalman Filter (EKF), which assume perfect knowledge of the model parameters, are not accurate. In [28], we addressed the nonlinear state estimation problem with possibly non-Gaussian process noise in the presence of a certain class of measurement model uncertainty. We showed that the problem can be considered as a special case of maximum-likelihood estimation with incomplete data and proposed an EM-type algorithm that casts the problem in a joint state estimation and model parameter identification framework. The proposed procedure, called EM-PF (expectation-maximization particle filter) algorithm, is used to solve a highly nonlinear bearing-only tracking problem, where the model structure is assumed unknown a priori. We demonstrated that the algorithm is capable of modeling the observations and accurately tracking the state vector. 


We presented an alternative approach for addressing measurement model uncertainty in [29], which describes a procedure for “bootstrapping” a particle filter, that is, learning the observation model while we do the tracking. This is important in situations where the precise nature of the sensor devices is unknown, or where there is the potential for calibration errors to develop over time. In contrast to the procedure described in [28], the bootstrapping algorithm requires periodic access to calibration measurements from sensors that are most costly to activate. The advantage is that the methodology is more general, can handle more extreme cases of uncertainty or calibration error, and is less computationally demanding. 

3.3
Fusion and Anomaly Detection


We have developed an on-line anomaly detection algorithm, which is based on a recursive kernel-based density estimation strategy for identifying and tracking minimum volume sets [14,15]. These are dense regions in the environmental state-space that contain the majority of information states identified by the network. The technique achieves good accuracy while minimizing computational and storage requirements, and it can be implemented in a distributed fashion. The methodology is particularly appropriate for application to non-stationary data sources, when the underlying probability distribution generating the data is slowly evolving over time, and it becomes necessary to track “normality” rather than estimate it from a block of data. We have applied the approach to determine its effectiveness in detecting traffic jams in sequences of camera images of highways and detecting unusual patterns in network traffic volumes. If we encounter a state that lies outside the identified minimum volume set, our preliminary inclination is that it is an anomalous event, and we can focus more powerful cameras and sensors on the area of interest, using the strategies outlined above.


3.4
Gossip and Consensus Algorithms for Decentralized Inference

To date, much of the research on gossip and consensus has focused on computation of linear functions (e.g., the average of values at each node).  Computing the average is equivalent to minimizing a least squares objective function involving the data at each node.  We have begun exploring methods for solving more convex optimization problems using gossip-like algorithms [17]. We are extending this framework to cover more general convex optimization problems for path planning and decentralized inference, making connections to belief propagation and inference algorithms in probabilistic graphical models. In parallel, in an effort to make these algorithms much more practical, we have addressed the issues of quantized communication and identified methods for significantly accelerating the rate of convergence.


When the measured data is high dimensional or voluminous, or there are severe bandwidth or energy constraints, it becomes necessary to quantize the exchanged data values to reduce the communication overhead (this is the case in the surveillance networks). We have developed an algorithm for quantized consensus based on probabilistic quantization [25]. Our algorithm has the attractive features of guaranteed convergence to a consensus point (one of the quantization values). Due to its probabilistic nature, the algorithm does not always converge to the same value, but the expectation of the values is equal to the original average. We have characterized the convergence rate and the variance of the error after consensus is achieved. 

Our research into accelerating distributed consensus algorithms has proceeded on two fronts. For distributed averaging algorithms, we have investigated approaches to accelerate the rate of convergence to consensus through using short node memory to bypass redundant states [18]. We achieve this by incorporating a linear predictive step in the algorithm; our approach uses only local information but results in a significant performance improvement. In [21], we provide theoretical performance guarantees for this approach, focusing on the setting where each node uses two memory taps. We derive the optimal value of the parameters for the accelerated averaging algorithm and describe a fully-decentralized implementation. The performance improvement achieved by this procedure is dramatic, with convergence being achieved at rates that are orders of magnitude faster than the non-accelerated algorithm.


Gossip algorithms are advantageous in that they require less stringent synchronization, because only two nodes communicate at any given time. In wireless sensor and surveillance networks, gossip algorithms typically operate in a broadcast medium, but in most existing implementations, nodes simply ignore the communication exchanges that they overhear. In [19],[20], we introduced greedy gossip with eavesdropping (GGE), a novel randomized gossip algorithm for distributed consensus. During the operation of GGE, when a node decides to gossip, instead of choosing one of its neighbors at random (the standard approach when no geographic location information is available), it makes a greedy selection, choosing the node which has the value most different from its own. In order to make this selection, each node must keep track of its neighbors’ values (eavesdrop), which is possible because of the broadcast nature of the medium. The greedy choice of neighbours leads to much more rapid convergence; for reasonably accurate models of medium-scale wireless sensor network topologies, the greedy algorithm performs comparably to other algorithms that require geographic routing. The performance of the algorithm can be improved by allowing the gossiping node to select an exchange partner that is located more than one communication hop away (this algorithmic extension is called multi-hop GGE). Figure 3 depicts the performance of the GGE algorithm in comparison to the original randomized gossip technique [26] and geographic gossip [27]. For a network of 200 nodes, with a random geometric graph topology, the single-hop GGE algorithm achieves similar performance to  geographic gossip. The multi-hop versions significantly outperform geographic gossip.
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Figure 1: From [30]. Performance of Greedy Gossip with Eavesdropping in comparison to Randomized Gossip [26] and Geographic Gossip [27]. Single-hop GGE achieves similar performance to Geographic Gossip; multi-hop GGE achieves much faster convergence at the expense of reduced robustness.


4.0
Conclusions and FuturE CHallenges

Although we have made substantial progress towards the development of the algorithms and protocols necessary to exploit the full potential of the surveillance networks that surround us, significant challenges remain. Not least of these will be the integration of the algorithms in a unified network and inference architecture. 

We are commencing the design of the integrated, scalable surveillance network and inference architecture. This architecture consists of multiple tiers, with each tier consisting of surveillance nodes with different sensing and processor capabilities. The architecture is hierarchical, with many low-power nodes reporting locally to cluster-head nodes that perform the majority of the decentralized processing. A primary system goal is to ensure that more energy-intensive sensors (e.g. pan-tilt-zoom cameras) are not activated until potential anomalies have been detected by low-power sensors.

A primary goal in our future work is the development of protocols and inference techniques that address the unique challenges posed by mobile sensor nodes. Fixed-wing mini-UAVs offer great promise as local surveillance devices, because they are extremely portable and can be hand-launched. There are, however, serious restrictions on the size, weight, and power of their payloads. In addition, the computational capabilities of the UAVs are limited, so calculation of flight-paths must be performed in a very efficient manner. UAVs and other mobile sensor devices will frequently leave wireless range, so they will be unable to share information with the rest of the network until a significant delay has occurred. Their mobility, however, changes the connectivity of the network, and can be used to advantage in transferring data over large geographic distances without consuming wireless bandwidth and valuable energy resources at relay nodes. These properties necessitate the development of delay-tolerant and opportunistic communication protocols. Delay-tolerance must not be ignored in the inference algorithms, either; we must ensure that our tracking methodologies can efficiently address out-of-sequence measurements. This involves incorporating algorithmic elements that rapidly determine whether delayed information has any real potential to enhance knowledge about the current state of the environment. 
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The events of September 11, 2001 moved the issues of anti- and counter-terrorism, national/public security, and collective emergency response (both crisis and consequence management) to the fore of concerns of many nations.  Critical infrastructures, major events (e.g. Olympics), harbours and airports protection against terrorist attack are examples of kinds of complex situations typical of the post 9/11 new security paradigm. The military viewpoint alone is not sufficient to meet the increase in terrorist threat that is diverse and unpredictable; as such threat requires a consideration of collective security that expands to cooperation with multiple non-military organisations. This Symposium addresses key issues and concepts to help military organisations working together effectively with other civil authorities at all levels, National and International allies for the management of a Collective Response to a Crisis/Emergency. Topics covered are: decision-support, information management, human systems integration, knowledge management in crisis and emergency situations, distributed collaborative planning. The Symposium addresses a number of current NATO priorities, including NATO Rapid Response, and Defence against terrorism (DAT).
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