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Final Technical Report 

Risk Quantification for Sustaining Coastal Military Installation Assets and 
Mission Capabilities 
(SERDP RC-1701) 

 

Abstract 

Objectives. The objective of this study was to develop (and test) a risk-based methodology to 
evaluate threats to critical installation assets and quantify the potential loss of mission 
performance when installation capabilities were impacted by a combination of rising sea levels 
and coastal storm hazards. 

Technical Approach. Our step-wise risk assessment approach used predictive inferences to 
quantify vulnerabilities of critical assets based on their exposure, sensitivity, and adaptive 
capacity to withstand storm forcings (tidal fluctuations, waves, winds, surge, sedimentation, 
saltwater intrusion, flooding, etc.) exacerbated by sea level rise. Hierarchical aggregations of 
assets were then arrayed in a relational network to capture interdependencies, and service 
interruptions were monitored from a systems perspective to capture the overall risk to mission 
performance.  

Our approach began with an environmental and geomorphological characterization of the 
baseline conditions of a region. We then mapped the potential changes likely to occur to the 
coastline under a variety of SLR scenarios in a Geographic Information System (GIS) to better 
visualize the system’s response to the combination of inundation and vegetative switching. We 
then used high fidelity numerical models to simulate coastal storms and assess regional, 
nearshore, surface, and subsurface conditions under a range of SLR scenarios. These models 
generated a series of resultant forcings (winds, waves, surge, etc.) that impacted both the 
installation and its surrounding environs. An installation-specific Asset Capability Network 
(ACN) model was created and then used to capture the unique position, condition, and 
interdependencies of the installation’s critical infrastructure in supporting the mission. An 
assessment of possible damages to the installation network was undertaken, and risks of mission 
impairment were then quantified using probabilistic Bayesian analyses under the various storm 
and SLR scenarios.  

We selected the Naval Station Norfolk (NSN) in Hampton Roads, Virginia (located at the mouth 
of the Chesapeake Bay, North Atlantic coast of the United States) to test the efficacy of our 
approach. All modeling efforts for the case study focused on a series of 25 scenarios comprised 
of five prescribed sea level rise conditions ranging from 0.0 m to 2.0 m (by 2100) in combination 
with five simulated coastal storms ranging in intensity from 1-yr to 100-yr return intervals. In 
addition, three historical nor’easters were incorporated into the storm analysis (at the request of 
NSN managers) to capture the localized impacts of these unique storms, but were omitted from 
the risk-based analysis due to time and budgetary constraints.   
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Results. The project has had several significant outcomes. We have produced a robust, 
scientifically informed risk-based approach that is applicable to coastal military installations 
threatened by coastal hazards and rising sea levels. As part of this effort, we have established a 
series of stepwise procedures to couple multiple high fidelity coastal storms models with 
installation-specific asset models and regional ecosystem response models to systematically 
assess risks to mission in a probabilistic manner using Bayesian networking. 

A successful test of the framework on Naval Station Norfolk clearly illustrated the efficacy of 
our procedures and the benefits of deploying a risk-based approach. Numerous products were 
generated for the test case. For example, each model application generated a series of 25 forcings 
datasets and accompanying high resolution maps that captured the existing conditions and 
quantified the storm forcings (winds, waves, surge, etc.) impacting the area under the various 
SLR scenarios. Accompanying these analyses, several associated GIS-based products (model 
meshes, digital elevation models, land use cover classifications) have been produced for the 
study area. Although not a primary objective of this study, it is important to note that our test 
case has also generated a series of GIS-based maps of forcings (winds, waves, surge, flooding, 
etc.) for the entire Hampton Roads area (for each of the SLR-storm scenarios studied) that can 
now be used to assess vulnerability of assets both inside and outside the installation, supporting 
community efforts to address the threats of SLR and coastal storm hazards from a regional 
perspective. The asset network model developed for the site offered a unique highly detailed 
systems perspective of the installation’s service production (i.e., electric supply, water supply, 
waste removal, etc.), and has now been stored in the GIS database for use in future management 
and operations activities by the installation’s personnel. The Bayesian model developed for the 
test site now holds more than 13,000 conditional probabilities characterizing the fragility of the 
assets with regards to their location, condition, and structural composition The relational 
Bayesian network quantifies impacts to capabilities and the risks to mission performance due to 
exposure to storm hazards and SLR.  

Based on our analysis of NSN’s site-specific vulnerabilities, we found sea level rise to be a 
significant and pervasive threat multiplier to mission sustainability, significantly increasing 
loadings on built infrastructure, and dramatically increasing risks to system capabilities and 
service provisioning. Using our framework, we were able to identify several critical systems on 
the study site that were particularly vulnerable and likely to be incapacitated once sea levels rise 
above 1.0 meter on the site. Our results show that the probabilities of damage to infrastructure 
and losses in mission performance increased dramatically once 0.5 meters of SLR was 
experienced, indicating a “tipping point” or threshold that should be considered when 
undertaking future planning or operational activities on the installation. 

Benefits. The analytical framework described herein can be used to evaluate relative 
performance of existing conditions, future no-action conditions, as well as structural and non-
structural risk mitigating alternatives to sustain critical assets and mission capabilities at an 
actionable scale under a wide range of SLR and storm scenarios. Deploying our approach, 
installations can identify critical thresholds where minor mission impairment annoyances (on the 
order of ~1-2 hour delays in performance) evolve into catastrophic events (i.e., on the order of 
weeks or months). Once communicated to the planners and managers both on and offsite in an 
actionable construct through maps and network diagrams, installations can consider altering the 
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status quo to incorporate proactive management strategies to prevent or anticipate impairments 
based on the risks (i.e., regret management). Moreover, military leadership can use these 
experiences to develop new guidance and policy to proactively address systemic, commonly 
occurring failures across the range of the military’s holdings. In effect, this study offers a robust, 
scientifically defensible approach that transparently communicates potential risks to installations, 
while helping policymakers develop guidance to promote military readiness and sustainability in 
the face of climate change and sea level rise.  
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1. Objectives 

1.1. Strategic Environmental Research and Development Program (SERDP) Statement of 
Need (SON) 

This project was undertaken in response to the SERDP Statement of Need SISON-09-05, 
Assessment of the Impact of Sea-Level Rise on Military Infrastructure.1 The SISON requirements 
included the following:  

• Develop analysis methods to assess the impacts of local mean sea-level rise of 0.5 m, 
1.0 m, 1.5 m, and 2.0 m, and utilize these methods to assess the impacts to a coastal 
military installation.  

• Include an assessment of the potential impacts caused by an increase in the frequency and 
intensity of storms.  

• Include an analysis of the impacts due to: (1) inundation of land; (2) increased storm and 
flood damage; (3) loss of wetlands; (4) changes in erosion patterns and rates; (5) salt 
water intrusion in surface and ground waters; (6) rising water tables; and (7) changes in 
tidal flows and currents. 

• For the specific military installation selected, examine:  
o loss of or damage to mission essential infrastructure;  
o loss or degradation of mission capabilities;  
o loss of training and testing lands;  
o loss of transportation means, facilities and/or corridors;  
o increased risk of storm damage; and  
o increased potential for loss of life (not including disease or other indirect health 

impacts).  
• Utilize routinely available data and existing models.  
• Develop methodologies capable of implementation at any DoD installation worldwide 

that may be affected by a rise in sea level.  

1.2. Problem Statement for the Study 

The military needs a robust, scientifically defensible approach to quantify sea level risks and 
transparently communicate these to the end user, providing leadership with relevant information 
to develop guidance that promotes sustainable mission performance, and empowering on-the-
ground military planners with actionable information to make risk-informed decisions regarding 
threats to existing and future infrastructure development, considering the potential for climate 
change and SLR. Although commanders may be situationally aware of their installation’s 
vulnerabilities, demonstrable risk-based assessments have yet to be developed that can assist 
them in proactively adapting military systems, processes, and protocols to meet these pervasive 
threats (Figure 1).  

                                                 
1 http://www.serdp.org/Program-Areas/Resource-Conservation-and-Climate-Change (Accessed December 2010). 



Figure 1. Natural hazards such as (a) the 2010 Hm1·icane Earl, (b) the 2012 Hm1·icane Sandy, and (c) the 2012 
Post Election Day Nor 'easter can impair installation perfonnance. Climate change and SLR can act as tlu·eat 
multipliers impacting mission performance and national secm'ity. 

1.3. Goals and Objectives of the Study 

Risk-inf01med decision making implemented within the traditional militmy planning pm·adigm, 
requires inf01mation produced with decision-relevant risk analysis. Several guiding resem·ch 
questions have been used to fashion the study 's technical approach: 

1) What are the key pieces of inf01mation necessmy to operationalize the risk assessment? 
2) What is the risk of mission impai1ment or even failure if future SLR were to happen at 

some level and a tropical (or extra-tropical) st01m were to impact the study site? 
3) Are there critical points of failure (i.e., specific assets that were most vulnerable) under 

any or all of the five prescribed SLR scenarios? These then could be provided to the 
managers to consider upgrades in advance of the potential threat. 

4) What are the thresholds or tipping points? 

With these motivations in mind, we have developed a series of goals and objectives to guide us 
in the development of a risk assessment framework. Our goals have been to: 

• Characterize the scope and magnitude of sea level change effects in existing and future 
no-action coastal installation conditions; 

• Identify thresholds of significant onset of installation losses due to coastal hazm·d 
impacts; and 

• Advance the militmy's knowledge and capabilities for risk assessment as a strategic 
enabler to risk management. 

To meet these overall goals, we have defined a series of project specific goals to measure 
success, including: 

• Developing an integrated coastal hazm·d risk assessment framework that manages SLR 
scenm·io uncertainty; 
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• Testing the approach on a site and show that the approach is both robust and 
scientifically defensible, supporting decisions to manage installations and ensure 
mission sustainability when threatened by coastal hazards and SLR; 

• Ensuring that the approach and tools are general and agile enough to support potential 
“plug-and-play” assessments regionally and at other coastal settings worldwide2; and  

• Transferring the knowledge (and capabilities) developed under this study to the 
military community of practice. 

The primary objective of this study has been to develop (and test) a risk-based methodology to 
evaluate threats to critical installation assets (i.e., both built and natural infrastructure) and 
quantify the potential loss of mission performance when installation capabilities were impacted 
by a combination of rising sea levels and coastal storms. The stepwise procedure requires: 

1) Coastal storm modeling to quantify the magnitude of storm forcings (winds, waves, 
surge, etc.) under a variety of storm and SLR scenarios; 

2) Asset decomposition (i.e., identifying the critical assets, and noting their position and 
relational condition within a system) to determine vulnerability (i.e., exposure, fragility 
and adaptive capacity); 

3) Risk analysis to probabilistically quantify the operational risk3 to mission; and the 
4) Visualization of the scenario outcomes (Figure 2). 

                                                 
2 Note that the development of a portable framework does not imply that a transfer of the approach will be simple or 
uncomplicated, but rather that our approach must be somewhat generic and agile. The technological transfer and implementation 
of our approach will always require the additional acquisition of site-specific data, a revision of the coastal storm modeling for 
the new region, and the development of a site-specific infrastructure asset and capability network whose details will be 
determined on a case-by-case basis.  
3 We define operational risk here as the probability a hazard would act on an operation resulting in mission impairment and a 
reduction in operational performance. The degree to which a system is subjected to losses when hazards are imposed is defined as 
its vulnerability. 



Figure 2. Conceptual model demonstrating the approach to quantify the potential risks of mission impaitment 
due to coastal hazards simulated under a range of SLR and coastal sto1m scenarios. 

As the figure illustrates, om strategy requires that we develop a series of risk connmmication 
tools for installation planners and managers in visually engaging mediums (i.e., tables, graphics, 
and risk maps) to transparently convey the potential individual and collective asset impanments. 
Deploying om approach, installations will be able to discem tln·esholds where minor annoying 
systems perfonnance losses (on the order of - 1-2 hom delays in perf01mance) tum into 
catastrophic systems failmes (i.e. , resulting in weeks of mission impanment). These tln·esholds, 
or "tipping points," are centml to om study eff01is - the intent is to commlmicate the potential 
risks to the militruy in an actionable analytical constm ct so that installations and then· militru·y 
leaders can consider altering the status quo to inc01porate proactive management strategies in 
anticipation of SLR possibilities to prevent impanments to critical infrastmctm e based on the 
potential risks. 

1.4. Case Study: Naval Station Norfolk 

Many installations in the Hrunpton Roads ru·ea ru·e exposed to tln·eats of SLR and coastal hazru·ds 
due to then· proxllnity to the Atlantic Ocean, and then· relatively low elevations above mean sea 
level. For pmposes of testing the efficacy of om approach, we have selected Naval Station 

7 



Norfolk (NSN), Virginia (located at the mouth of the Chesapeake Bay, N01th Atlantic coast of 
the United States) (Figure 3) for our case study . 

Figure 3. 
approach. 

... 
~ -­SNpy.'d 

Naval Station Norfolk (NSN) serves as a test case for om study's risk-based impact assessment 

NSN is the largest naval installation in the United States (1 ,740 ha/4,300 ac) and provides fleet 
support and facilities to ensure readiness for the entire U.S . Atlantic Fleet. Extensive p011 
infrastmcture on NSN was constmcted to supp011, deploy, and sustain surface and submarine 
vessels of a variety of classes. The installation also supp01ts and maintains important airfield 
operations for fixed-wing and rotmy-wing aircraft within its boundaries. Bounded on the n01t h 
by Willoughby Bay, on the west by the confluence of the Elizabeth and Jmnes Rivers, the 
installation is located within a major meu·opolitan area (Norfolk, VA) and is dependent on the 
region for its utilities and many supp011 se1vices. NSN consists of approximately 4,000 
buildings, 20 piers, and an airfield. The 20 piers range from 6 to 60+ yem·s old, with 11 piers at 
least 50 yem·s old. Ships reach the piers from the ocean via channels that are maintained at a 
minimum depth of ~14 m (45ft). 
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Given the installation’s low elevation (less than 5.6 m above MSL), and its proximity to the 
Atlantic Ocean, the base’s built infrastructure is regularly exposed to coastal storm hazards 
(winds, waves, surge). Although the docks, piers, and other coastal protections at this site present 
a hardened defense against geomorphologic change, sea level rise coupled with significant storm 
surge could flood the periphery if not completely submerge the installation in its entirety. As 
such, NSN offers a good testing ground to illustrate the utility of our approach to reveal critical 
asset vulnerabilities and quantifying risks to mission performance.  



2. Background 

2.1. Sea Level Rise (SLR) and Its Implications 

The best available scientific evidence based on observations from the long-te1m monitoring 
networks indicates that increasing atmospheric concentrations of greenhouse gases (potentially 
amplified by anthropogenic contributions) is wruming the atmosphere and the oceans at an 
accelerated rate (IPCC 2007, IPCC 2014, PruTis et al. 2012, and references therein). The world's 
oceans have an en01m ous capacity to store this heat, but the result is ocean wruming and all the 
cascading changes in processes tied to increasing ocean temperatm e (e.g., glacial and icecap 
melting, upper ocean thermal expansion, etc.) that when combined, result in an increase in ocean 
volume. At the same time, many coastal shorelines are eroding and/or subsiding, and tenestrial 
extractions of groundwater and changes in st01m water nmoff have led to aquifer seepage. The 
overall net effect is a measm eable change in sea level (Figme 4). 

Changes in terrestrial 
water storage and 

storm runoff results 

What Causes the Sea Level to Change? 

Circulation a nd storm surges 

Subsidence and 
e rosion Water exchange with 

The<m·T ·"_si_o_n ---g-la_d··"r~· m· " 

Figure 4. Processes that contribute to sea level change (adapted from http://maps.grida no/go/graphic/causes-of· 
sea level-rise-from-climate-change, accessed December 201 0). 

Unfortunately for many coastal ru·eas, the levels are rising at an unprecedented rate (IPCC 2007, 
IPCC 2014, Anderson 2009, Pan-is et al. 2012, and references therein) (Figure 5). 
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Figure 5. (a) Observed global mean sea level rise (GMSLR) (shown in orange) projections from tide gauges 
and satellites are compared with the Intergovernmental Panel on Climate Change (IPCC 2007) projections (shown in 
the blue wedge). (b) Modified National Research Council (NRC 1987) GMSLR rise scenarios and the IPCC (2007) 
scenario estimates are prescribed by EC-1165-2-211 [U.S. Army Corps of Engineers (USACE) 2011] – guidance for 
incorporating sea level change considerations in civil works programs.1 (c) GSLR scenarios have been adopted by 
the 2013 National Climate Assessment to “help assessment experts and their stakeholders analyze the vulnerabilities 
and impacts associated with uncertain possible futures” (adapted from Parris et al. 2012). 

                                                 
1 Note that EC-1165-2-211 has since been superseded by ER 1100-2-8162 (USACE 2013), and will soon be supported by TL 
1100-2-xx (USACE 2014). 
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Global mean sea level rise (GMSLR) can be estimated from physical evidence such as 
observations of sea level and land ice variability (Pfeffer et al. 2008), expert judgment (NRC, 
1987, 2011, 2012), general circulation models (GCMs) (IPCC 2007), and from semi-empirical 
methods that utilize both observations and general circulation models (Grinsted et al. 2010; 
Horton et al. 2008; Jevrejeva et al. 2010; Vermeer and Rahmstorf 2009). Based on these figures, 
we can confidently surmise (Parris et al. 2012):  

1) GMSLR rose at a rate of 1.7 millimeters per year (mm/yr),2  
2) The GMSLR rate has increased to over 3 mm/yr over the last 20 years, and  
3) Projections indicate a high confidence (greater than 9 in 10 chances) that GMSLR will 

rise 0.2 – 2.0 m by the end of this century. 

More importantly, climate change does not force SLR at the same rate everywhere – there are 
spatial variations of SLR superimposed on this global average rise (Sallenger et al. 2012). In fact, 
some regions along the North Atlantic Coast are today experiencing greater relative sea level rise 
(RSLR) than the global rates due to regional factors including land subsidence, gravitational 
redistribution of ice-sheet meltwater, ocean circulation changes, and regional ocean thermostatic 
effects (Burkett and Davidson 2012). For example, water level measurements in the Hampton 
Roads area (Chesapeake Bay, Virginia, USA), obtained from tide gauge data, show that over the 
past few decades the relative sea level has been rising in the area faster than the globally mean 
absolute sea level trend [Sallenger et al. 2012, National Oceanic and Atmospheric 
Administration (NOAA) 2012, and others]. Several projections suggest these levels could exceed 
0.6 m in the next 50-100 years (Boon 2012, Ezer and Corlett 2012a,b, Wu et al. 2009, and 
others) (Figure 6), and one study even links the acceleration to climate-related shift and 
weakening of the Gulf Stream (Ezer et al. 2013).

                                                 
2 Note that the IPCC (2007) concluded that global mean sea levels rose at an average rate of about 1.7 ± 0.5 mm/year during the 
twentieth century. Note that the projections of future projections of SLR in the report disregarded ice sheet dynamics and 
observed emissions have been higher than predicted by the IPCC in 2007.  
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Figure 6. (a) Projected RSL trends developed by Boon (2012) using data from the Sewells Point tidal gauge (Norfolk, VA). RSL is projected to rise 0.62 ± 
0.22 m above 1983- 2001 MSL by 2050 in a quadratic rather than linear fashion. (b) Relative sea level projections developed by Ezer and Corlett (2012a,b) for 
Baltimore (dashed line), Annapolis (solid line), Kiptopeke (dotted line) and Sewells point (dash-dot line). Black lines are the trends for 1950-201 1 calculated 
from the last Hilbett-Huang Transform mode of each station; colored lines are various SLR scenarios. Also shov.rn on the right are the three NRC (1987) 
scenarios based on 0.5 m, 1.0 m, and 1.5 m SLR between 1986 and 2100. 
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Therefore, it is important to recognize and incorporate these spatial variations into any 
assessment of impacts because future SLR projections may affect each coastal location 
differently. 

Although the uncertainty surrounding the rate of rise cannot be resolved, scientists agree that its 
effects will be far reaching (Titus et al. 2009 and references therein). Accelerated GSLR will 
exacerbate the episodic effects of coastal storms causing increased damage to coastal 
infrastructure, more rapid coastal erosion and shoreline change, saltwater intrusion into aquifers 
and surface waters, rising water tables, and changes in tidal prism (IPCC 2007, Titus et al. 2009, 
Karl, et al. 2009, Church et al. 2010, and references within all).3 Impacts of RSLR are already in 
evidence, and will likely increase significantly during this century and beyond (IPCC 2007, Titus 
et al. 2009, Karl, et al. 2009, Church et al. 2010, and references within all). Low elevation 
coastal plains, particularly those that are densely populated (e.g., the Mid-Atlantic), will 
experience the compounding effects of subsidence, making them particularly vulnerable 
(McGranahan et al. 2007, Williams et al. 2009, Boon et al. 2010).  

With over 30 percent of the total United States population residing in coastal counties, changes 
in sea level represent a significant threat to coastal residents, infrastructure, and their way of life 
(Gill et al. 2009). As a major U.S. land management agency, the Department of Defense (DoD) 
owns and operates numerous coastal facilities that are threatened. These Mid-Atlantic facilities 
carry out diverse tasks ranging from outdoor training activities (e.g., Camp Lejeune, North 
Carolina) to port and harbor facilities (e.g., NSN in Virginia) to air combat training (e.g., 
Langley Air Force Base, Virginia). In 2008, 30 of these installations were already experiencing 
increased risk due to SLR [National Intelligence Council (NIC) 2008].  

The Mid-Atlantic coast (including these installations) supports a diverse ecological community 
and provides significant economic benefit to the region (e.g., migratory waterfowl hunting and 
blue crab shellfishery). Under SLR, both built and natural systems will undergo changes in 
structure and function which could drastically alter the system’s capacity to provide these 
benefits and services. Although inundation is a primary concern, other effects of SLR such as 
increased storm susceptibility, barrier island migration, coastal erosion, wetland drowning, and 
saltwater intrusion should be accounted for to adequately understand the impacts of SLR on 
coastal installations (Gesch et al. 2009). Of particular concern, conversion, migration, or loss of 
beach, marsh, or swamp features could result in loss of critical habitat and change storm surge 
attenuation. 

Taken together, the findings suggest that DoD assets positioned on coasts and islands will be 
threatened by increased coastal hazards, which will ultimately threaten the Department’s ability 

                                                 
3 Coastal storms approaching the shore experience decay in making landfall. SLR has the potential to alter the horizontal and 
vertical expanses of the nearshore. This phenomenon generally affords landfalling storm energy, and thus attendant surge/waves, 
to propagate relatively further inland, with respect to current sea levels. Note that climate change itself has the potential to alter 
the physical parameters that propagate coastal storms, potentially resulting in changes in storm intensity/frequency trends. 
Although these climate change-induced intensification effects are not considered part of this study, we consider these effects an 
active area of ongoing research. 
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to sustain those resources needed for training, day-to-day operations, and assigned missions, in 
the face of climate change and sea level rise. 

2.2. Military Readiness in the Face of Climate Change 

Although the Department of Defense (DoD) recognizes climate change as an emerging issue 
with national security implications [OSD 2011, Strategic Environmental Research and 
Development Program (SERDP) 2011, Russo and Hall 2012], the current U.S. military standard 
operating procedures are based on the premise that sea levels are stable, shorelines are static, and 
that storms occur on a regular or predictable basis.4 Often cognizant dissonance (i.e., 
“anchoring” to pre-existing ideas, even when evidence indicates that one’s assumptions are in 
error) dominates the military decision making paradigm. For this reason, short-term planning 
horizons grounded in the assumption of climate stationarity5 tend to prevail (DoD 2010a, Russo 
et al. 2010, SERDP 2013). At the tactical level, investments in military readiness in advance of 
potential SLR are not easily justified. Instead, military operations tend to view climate change as 
a strategic issue – SLR impacts might not be realized for several decades, uncertainties 
surrounding climate change predictions cloud the issue, and appropriately-scaled tools to support 
risk-based decision making at the installation level are virtually nonexistent (DoD 2010a, Russo 
et al. 2010, SERDP 2013).  

The prospect of accelerated SLR now underscores an immediate need to overcome institutional 
inertia and acknowledge potential risks exposed by SLR. While commanders may be 
situationally aware of their installation’s vulnerabilities, there are no known comprehensively-
integrated scientific and technological means readily available to quantify the operational risk6 
from a systems perspective7 to effectively and transparently support decision makers on an 
actionable scale. Unique and regionally significant assets and mission capabilities that support 
national and international military missions must be sustained against potential losses, 
considering that the threat of SLR poses a serious non-stationary potential risk to our nation’s 
security. Consequently, the United States has a strong national security interest in both assessing 
the vulnerabilities and understanding the potential risks posed by coastal hazards and SLR on 
coastal military installation assets and mission capabilities. 

                                                 
4 An Engineering Circular (EC) for the US Army Corps of Engineers (USACE) provides guidance in incorporating sea level 
change considerations in civil works programs (EC-1165-2-211) (USACE 2011). Just recently, the USACE has implemented an 
Engineering Regulation (ER-1100-2-8162) (USACE 2013), and will soon publish a Technical Letter (TL 1100-2-1) to provide 
procedures to the civil works program to direct evaluation of SLR impacts, responses and adaptations (USACE 2014). 
5 The concept that while climate may exhibit variability - the underlying statistics that describe the climate (such as its mean and 
variance) do not change over time. Rather, these characteristics are stationary. This leads to an assumption that the past represents 
a reasonable proxy for the future (Brekke et al. 2009). 
6 We define operational risk here as the probability a hazard would act on an operation resulting in mission impairment and a 
reduction in operational performance. The degree to which a system is subjected to losses when hazards are imposed is defined as 
its vulnerability. 
7 Operating from a systems perspective requires the risk assessor to consider the system in holistic terms, identifying and 
exploring relationships amongst the system components (i.e., assets), rather than addressing each component individually and in 
isolation.  
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How the U.S. military responds to these threats will have far-reaching economic and 
environmental ramifications. To assure mission sustainability into the long term, the military 
should consider strategically implementing a risk-informed decision making paradigm to 
quantify the potential impacts of coastal hazards on critical infrastructure under a variety of SLR 
scenarios.8 

                                                 
8 Throughout this document, we refer to “scenarios” which we define as “prescribed future sequences of possible events, or 
future circumstances.” Note that this definition mirror’s Burkett and Davidson’s (2013) position that these prescribed scenarios 
do not predict future changes. Instead, we use our prescribed scenarios to describe future potential conditions in a manner that 
supports decision-making under conditions of uncertainty – developing models and testing decisions under a range of plausible 
futures. This approach strengthens our ability to recognize and adaptively manage risks over time. 
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3. Materials and Methods 

3.1. Technical Approach 

For this study, we have devised a step-by-step strategy to characterize baseline conditions, and 
assess future impacts using predictive inferences to quantify vulnerabilities of critical assets 
based on their exposure, sensitivity, and adaptive capacity to withstand storm forcings (tidal 
fluctuations, waves, winds, surge, sedimentation, saltwater intrusion, flooding, etc.) exacerbated 
by sea level rise. Hierarchical aggregations of assets have then been arrayed in a relational 
network to capture interdependencies, and service interruptions are monitored from a systems 
perspective to capture the overall risk to mission performance. Our approach has been guided by 
several leading questions: 

1) What are the conditions of the shoreline, and how might they change under the various 
alternative futures? 

2) How will the land coverages change in response to these scenarios? 
3) What types of storms are anticipated, and how might their resultant forcings (wind, 

floodwater levels, and sedimentation) affect the installation? 
4) How are the nearshore processes affected as these storms approach? What sediment loads 

can be anticipated? How might the bathymetry and land coverages affect the waves and 
surge as they overtopped the shoreline? 

5) What magnitudes of flooding are expected, and where on the installation can we expect 
to see the greatest magnitude of flooding? 

6) What does the installation’s asset capability network look like? What are the key 
components necessary to characterize mission performance? Are there dependencies 
amongst assets? How might the assets be aggregated to simplify the model, yet maintain 
the unique character of the station’s infrastructure? 

7) Given the anticipated storm forcings, and the structure of the network (including 
interdependencies), what types of damage can we expect under a given storm assuming 
one of the five prescribed SLR scenarios is experienced? 

8) What are the tolerances (fragilities) of the various structural units of the infrastructure 
network? What is the probability of failure? What tipping points can be identified across 
the five SLR scenarios? 

9) And finally, how might one convey these risks to end-users and policymakers in a 
meaningful, actionable manner? 

To meet the study objectives and answer these questions, we have developed a multi-scaled 
technical approach that involves six specific tasks:  

1) Define a range of coastal storm and SLR scenarios to evaluate in the assessment; 
2) Characterize the baseline environmental and geomorphological conditions in the region, 

and use GIS-based models and mapping procedures to visualize potential changes 
(inundation and vegetative switching) likely to occur with SLR; 

3) Simulate hurricanes and nor’easters moving across the region and then quantify the 
resultant forcings (winds, floodwater levels, and sedimentation) using high fidelity 



numerical modeling of regional, nearshore, surface, and subsurface processes under the 
various SLR scenarios; 

4) Develop a functional asset-based network model of the installation to capture the unique 
position and condition of the base's built (and natural) infrastm cture; 

5) Assess damage to both stmctures and capabilities given the st01m forcings at the local 
scale; and 

6) Quantify the potentials risks to mission perfonnance attributed to stonn forcings 
simulated by the multiple st01m and SLR scenarios (Figure 7). 

Figure 7. 
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As the figure indicates, we have selected a suite of models (shown in blue) to characterize the 
forcings generated by the coastal st01ms. These models and simulation techniques are well 
developed, tested, and have been widely applied on high priority national studies by numerous 
proponents. 1•

2
•
3
•
4 The strengths and weaknesses of these models have been reviewed extensively 

in the literature (for examples see Kerr et al. 2013, Lin et al. 2010). 

1 Interagency Pe1fo1mance Evaluation Task Force (IPE1) (2005 Hun-icane Kau-ina), 
http://www nytimes.com/packae:es/pdf/nationaV20060601 ARMY CORPS SUMM.pdf (Accessed Ap1-il 2014). 
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We have devised a probabilistic network model approach to estimate the probabilities of damage 
to infrastructure and loss of function (shown in green). Information about the state of networked 
infrastructure is now related to mission performance through multi-attribute value functions to 
estimate the extent of mission impairment on the installation and the probability of realizing 
potential levels of mission impairment. We have used a Bayesian network to provide a flexible 
framework for characterizing the uncertainty of the systems and conducting both diagnostic and 
predictive inference of the infrastructure damage resulting from storm forcings from the same 
modeling platform using Netica (shown in red). In essence, the approach has allowed us to 
consider multiple failure states for each component of the system. The capabilities and missions 
on an installation are then supported by a network of infrastructure capturing a complex set of 
asset dependencies. The Bayesian network has allowed us to represent these dependencies 
efficiently within its structural hierarchy. 

Note that varying scales and modeling boundaries have been employed in the assessment of the 
case study site (Figure 8).  

                                                                                                                                                             

 
2 Louisiana Coastal Protection and Restoration (LaCPR) study (2005 Hurricane Katrina and 2005 Hurricane Rita), 
http://www mvn.usace.army.mil/Missions/Environmental/LaCPR.aspx (Accessed April 2014). 
3 FEMA Region III Storm Surge Study, http://www r3coastal.com/home/storm-surge-study (Accessed April 2014). 
4 North Atlantic Coastal Comprehensive Study (NACCS) (2012 Superstorm Sandy) 
http://www nad.usace.army.mil/CompStudy.aspx (Accessed April 2014). 
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Figure 8. Modeling boundaries for the proof of concept. 

As the figure indicates, regional wave and smge modeling have been conducted across the entire 
region (well beyond the boxes displayed in red). Regional assessments of land use/land cover 
and the geomorphologic condition of the shoreline have focused on Sites 1, 2, and 3 (red boxes). 
Local nearshore process modeling has only been deployed inside the Site 1 and 2 boundaries 
(turquoise box). Flood routing, infrastmcture network modeling, stmctural damage projections 
and risk assessments have been restricted to the installation's boundary (green bmmda!y inside 
the pull-out box on the right-hand side of the figme). Solid green shading highlights the 
boundaries of the grmmdwater modeling domain. 

3.1.1 Constraints 

The study has been lmdertaken with the intent of "testing" these techniques rather than 
peifonning a comprehensive risk assessment and management application. As such, we have 
selectively addressed only a handful of critical missions, hazards, and prescribed SLR scenarios 
to assess. To fully investigate the risks of SLR on a militruy installation in the region, both a 
comprehensive review of all drivers and stressors on the system and the identification of all 
inputs and outputs of the system would be needed to establish the entire range of quantifiable 
risks associated with futme potential SLR thereon. It is important to recognize that we did not 
predict SLR in this investigation, and the results of the risk-based assessment have not been 
devised to establish militruy policy or guidance, but rather have been conceived with the intent of 
informing decision makers with regru·d to the potential risks to mission perfonnance under a 
fixed set of coastal stonn and SLR scenru·ios. 
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3.1.2 Sea Level Rise Scenarios 

Definitions of key terms have been developed and utilized throughout the study to describe 
critical processes and conditions assessed involved in the analyses. For purposes of this study, 
the term “sea level” (i.e., mean sea level) refers to the average level of tidal waters, generally 
measured by tide gauges over a 19-year period (Figure 9).  

 
Figure 9. Illustration depicting the relationship between mean SLR (in red) and other tidal datums used to 
establish sea level according to NOAA (adapted from http://tidesandcurrents.noaa.gov/datum_options html, 
accessed December 2010).5  

In general, a datum is defined as a base elevation used as a reference from which to calculate 
heights or depths. A tidal datum is assumed to be a standard elevation defined by a certain phase 
of the tide. In order that they could be recovered when needed, such datums are referenced to 
fixed points known as bench marks. Tidal datums serve as the basis for establishing privately 
owned land, state owned land, territorial sea, exclusive economic zone, and high seas boundaries. 

These measurements indicate the water level relative to the land, and thus incorporate changes in 
the elevation of the land (i.e., subsidence or uplift) as well as absolute changes in sea level (i.e., 
rise in sea level caused by increasing the ocean’s volume due to expansion or adding water). But 
the concept of “mean sea level” is considered somewhat artificial because the sea is in constant 
motion driven by winds and affected by lunar cycles. In order to characterize sea level change, 
the best we can do is to select a geographic location, calculate the mean sea level at that point, 
and use this point as a benchmark or datum. Because mean sea level varies around the world 

                                                 
5 Refer to Table 1 for definitions of these terms. 
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(due to local gravity effects), researchers often choose the mean sea level at one specific point 
and use it as the standard “sea level” for all mapping and surveying. For purposes of measuring 
sea level changes over the course of this study, the North American Vertical Datum of 1988 (i.e., 
NAVD88) has been adopted.6 SLR has been projected in relation to this vertical datum for this 
study. But SLR itself varies on a decadal time scale and is comprised of both a global component 
and a local component. Thus mean sea level at any given site (e.g., on the study site) can be 
higher or lower than the NAVD88 datum indicated. Table 1 shows the various tidal datums for 
the relevant NOAA tide station near the study site (Sewell’s Point). Conversions between local 
mean sea level and NAVD88 datums have been performed using tabulated conversion factors at 
the relevant NOAA tide station.7 

                                                 
6 NAVD88 is a geodetic datum that is the official US (and USACE) reference datum for all land based elevations. Horizontal 
datums are used to describe a point on the earth’s surface, in latitude and longitude. The four studies funded by SERDP in 
response to the SISON agreed to adopt the North American Datum of 1983 (i.e., NAD83) for their assessments. NAD83 is the 
official datum used for the primary geodetic network in North America. 
7 The project’s sea levels have been mapped using the Sewell’s Point tide gauge data, which in turn has been correlated to the 
NAVD88 datum. The NAVD88 datum is approximately 0.077 m (0.25 ft) higher than this gauge’s mean sea level readings. 
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Table 1. The project’s sea levels have been mapped using the Sewell’s Point tide gauge data presented here, 
which has been correlated to the NAVD88 datum. The NAVD88 datum is approximately 0.077 m higher than this 
gauge’s mean sea level readings. 

Datum 
Value 

(m) Description 

MHHW 2.176 Mean High-High Water 

MHW 2.114 Mean High Water 

DTL 1.756 Mean Diurnal Tide Level 

MTL 1.744 Mean Tide Level 

MSL 1.748 Mean Sea Level 

MLW 1.374 Mean Low Water 

MLLW 1.336 Mean Lower-Low Water 

GT 0.841 Great Diurnal Range 

MN 0.74 Mean Range of Tide 

DHQ 0.062 Mean Diurnal High Water Inequality 

DLQ 0.038 Mean Diurnal Low Water Inequality 

HWI 1.55 Greenwich High Water Interval 

LWI 7.83 Greenwich Low Water Interval 

NAVD 1.827 North American Vertical Datum 

Maximum 3.78 Highest Water Level on Station Datum 

Max Date 19330823 Date of Highest Water Level 

Max Time 9:18 Times of Highest Water Level 

Minimum 0.244 Lowest Water Level on Station Datum 

Min Date 19660131 Date of Lowest Water Level 

Min Time 10:00 Time of Lowest Water Level 
 
Furthermore, there are several definitions of SLR to consider for the application. For example:  

Global mean sea level rise (GMSLR) is defined as the average increase in the level of the 
world’s oceans that has occurred due to a variety of factors, the most significant being thermal 
expansion of the oceans and the addition of water by melting of continental ice sheets, ice caps, 
and glaciers.  

Local sea level rise refers to the change in sea level relative to the elevation of the adjacent land, 
which can also subside or rise due to natural and human-induced factors.  

Relative sea level rise (RSLR) refers to the combination of worldwide average increases in sea 
level (global sea level rise), and the changes in vertical elevation of land surface (local sea level 
rise).  



Sea level rise (SLR) utilized throughout this report, refened to the scenarios mandated for the 
study by the SISON-09-058 (SERDP's "Statement ofNeed" under which the cunent work has 
been funded). 

To reiterate, this study has not produced a forecast of future SLR rates. Rather, it has evaluated 
the implications of five relative SLR scenarios dictated by the SISON. These scenarios have 
been assumed to be cumulative rises ofO.O, 0.5 , 1.0, 1.5, and 2.0 meters (m) in mean sea level. 
The period of analysis was prescribed by SERDP- namely 100 years stmiing at 2000 and ending 
in 2100. These rates of rise coincided with the work of the U.S. Almy Corps of Engineers 
(2011), which itself was based upon the f01mulation laid out by the National Resem·ch Council 
(NRC) (1987) that led to a set of rate-of-rise cmves (Figure 10) and underlying f01mulas for the 
five scenarios represented by the quadratic relationship: 

S - S0 = a (Y - Y0 ) + b (Y - Y0) 2 (1) 

where S and So represent the sea level at years Y and Yo, a is the linem· rate of SLR, and b is the 
rate of increase in the rate of rise (acceleration). The lmit for a is LIT while the unit forb is LIT2 

where L represents length and Tis time in whatever lmits of measure are being used. 
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Figure 10. On the right, the SERDP-prescribed SLR scenarios used in this study to evaluate risks, and on the left, 
a series of recently published maximmn SLR projections suggesting that the SERDP prescribed scenarios are 
reasonably suppmt ed in the peer reviewed literature. 9 

8 http://v.ww.serdp.org/content/download/7654/96571/file/SISON-09-05%20Sea%20Level%20Rise%, Accessed November 
2012. 

9 Graphics adapted from Donoghue et al. 2010 presentation at the SERDPIESTCP Partner 's Conference­
http://sympositun.serdp-estcp. org/c.ontentldownload/902411 08368/version/ llfile/2A Donoghue.pdf (Accessed December 20 1 0). 
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Taking Y0 = 2000 as the initial reference year and considering SLR relative to it, then S0 = 0. In 
this way we have simplified Equation 1 to the straightforward form: 

𝑆 =  𝑎 𝑌 +  𝑏 𝑌2          (2) 

where the year Y is now years after 2000 (i.e. 2000 = 0, 2005 = 5, etc.) and S is the sea level 
relative to zero at year 2000. Table 2 below gives the coefficients a and b as a function of the 
specified year-2100 end point values of SLR. In practice, the S0 term has been adjusted to 
account for the local mean sea level condition at time Y0.  

Table 2. Coefficients in the quadratic SLR formula used in the study. 

Scenario 
Designation 

2100 
Sea Level 
Rise (m) a b 

NRC I 0.5 1.700 x 10-3 3.300 x 10-5 
NRC II 1.0 2.030 x 10-3 7.970 x 10-5 
NRC III 1.5 2.570 x 10-3 1.243 x 10-4 
SERDP 2.0 2.570 x 10-3 1.743 x 10-4 

 
More importantly, the drivers underlying SLR do not need to be identified to be able to quantify 
the risks in our study. Subsidence, global climate change, ocean expansion, glacial melt, or even 
a combination of these various factors could lead to sea level changes. It is more important for 
this study to determine the rate of rise rather than focus on the causation. 

3.1.3 Assumptions 

The following assumptions govern the application of our approach on the case study site. 

1) Sea levels will rise within the range of uncertainty as described by the 
SERDP SISON.10 
 

2) No storm severity amplifications have been assumed. The current effort has not 
been funded to undertake a sensitivity analysis nor predict changes in storm 
parameter arising from global climate change. We therefore have assumed that all 
storm parameters will remain constant, and only the resulting water levels, 
inundation, wave heights, and sediment transport will be affected by the five 
prescribed SLR scenarios.  
 

3) Storm frequency has been held constant. This study has only been scoped and 
funded to consider potential increases in floodwater levels, maximum wave 
heights, sediment loadings, and winds – not to predict potential changes in 
frequency or intensity of storms 
 

                                                 
10 http://www.serdp.org/content/download/7654/96571/file/SISON-09-05%20Sea%20Level%20Rise%, accessed January 2011. 
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4) No changes in wind patterns and intensities altered by climate change have 
been assumed. In that same vein, it was further assumed that changes in winds 
will be due solely to alterations in land cover (increases in open water surfaces) 
and associated changes in surface drag. No additional climate change drivers and 
stressors (i.e., changes in sea surface temperatures, ocean currents, salinity, etc.) 
have been used to amplify the winds in the storm simulations. 
 

5) No feedbacks have been assumed between the flood routing and nearshore 
assessments. There currently exists no hard-coded feedback loop between the 
nearshore process models and surface flood routing models used in this study. 
Thus, inland flooding has not been included in the nearshore process results 
because the nearshore process models are run prior to the flood routing models. 
For the purpose of this study, we have assumed there will be no increase in water 
levels, wave heights, current velocities, or the sediment rates due to feedbacks 
from inland flooding changes in routing. The rationale being that nearshore 
processes serving as inputs to flood routing on land will be expected to be orders 
of magnitude larger, thus overwhelming any potential feedbacks within predictive 
model uncertainty. 
 

6) Historical precipitation patterns and surface temperatures have not been 
amplified by global climate change in surface floodwater route modeling. The 
current study assumes statistical stationarity in precipitation patterns and surface 
temperatures. Study efforts have been based on rainfall runoff simulations using 
precipitation intensities that corresponded to the simulated tropical and extra-
tropical (nor’easter) storms (water levels at the 50- and 100-year (yr) return 
intervals).11 We have used historical records to generate rainfall runoff 
simulations for lower storm intensities (water levels at the 1- and 10-yr return 
periods). 
 

7) Retreat/fortification issues remain unresolved in the analysis. Although a 
variety of public/private landowner responses exist with regards to issues of 
fortification vs. retreat of shorefront properties in the study area, no assumption(s) 

                                                 
11 Statistical techniques, through a process called frequency analysis, have been used to estimate the probability of the occurrence 
of a given coastal storm event. The recurrence interval has been based on the probability that the given event will be equaled or 
exceeded in any given year as follows: 

Recurrence 
interval 

Probability of occurrence in any given 
year 

Percent chance of occurrence in any 
given year 

100-yr 1 in 100 1% 

50-yr 1 in 50 2% 

10-yr 1 in 10 10% 

1-yr 1 in 1 100% 
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have been made in the analyses with regards to this issue, and the area has been 
assessed as if its current state is perpetuated into the future.12 

 
8) A status quo condition has been assumed with regards to climate change 

mitigation in the region. For this study, we have assumed that there will be no 
change in current operations and management on the study site and or in the 
surrounding area. We have not assumed nor have we incorporated into the 
analysis potential mitigation responses to SLR by the military or the surrounding 
civilian community. 

                                                 
12 In the face of rising sea levels, land owners would likely either retreat inland, or fortify in place. We have not incorporated 
either of these scenarios into our analysis, and instead have assumed that no change would take place. Future potential 
applications could certainly incorporate these alternative scenarios into the risk assessment. 



3.2. Geomorphic and Geologic Assessment Methodology 

fu response to SLR, loss of land from erosion or wetlands convetting to open water could 
increase open water fetch, which would allow larger waves to f01m dming stonns. This could 
contribute to hazardous conditions at docks, reduce betthing times, damage infrastmctme, and 
contribute to more flooding of low areas. As a first step in om approach, a geomorphic 
assessment must be undettaken to characterize the geologic conditions in the study area, with the 
intent of predicting the extent of coastal and landfonn alteration that might occm under the 
various SLR scenarios (Figme 11 ). 

Figure 11. Project analysis and tasks: GeomOI'phic and Geologic Characte1·i.zation. 

To complete the assessment, a review of cunent geological literature is undettaken to assess the 
degree to which the study area is experiencing land subsidence (a contributing factor to SLR in 
the region). As the figure indicates, outputs (i.e. , shoreline characterizations in the f01m of GIS 
shape files) from the assessment are then used in the next step to infonn the land use conversion 
analysis. 

3.2.1 Classification Strategy for the Case Study Area 

Given the potential effects of the James River and Delmarva Peninsula on st01m smge, it was 
necessary to map the degree of shore rum oring to provide input for the land use conversion 
models. A simplified 5-category shoreline classification scheme/procedmes was developed to 
map the shore chru·acteristics. 
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This analysis consisted of interpreting shoreline type for the James River estuary and 
surrounding region using various sources, preparing ESRI shapefiles, and spot-checking the 
interpretations during site visits. Interpretation of the shore type was based on visual inspection 
of aerial and ground-level photographs from Google™ Earth Pro, with most imagery from 2006-
2009, and elevation data from U.S. Geological Survey topographic maps. A simple five-category 
shoreline classification was developed to represent overall geomorphic conditions in the area. 
Using ArcGIS™ software version 9.3, we imported a NOAA vector shoreline from 1993 and 
topographic maps in the form of georeferenced raster graphics. We then converted the 1993 
shoreline into the appropriate classification types throughout the region. For example, if a 3 
kilometer (km) stretch of shore was high banks, the appropriate part of the shoreline was 
truncated, copied, and labeled as bluffs/bank within the database. Site visits on August 23-26, 
2010, provided additional details and refinement of the interpretations. 

Prior experiences throughout the United States indicate that once property has been developed 
for commercial use or as residential lots, the area was vigorously protected against real and 
perceived erosion threats. Homeowners often build seawalls, dikes, or revetments to mark the 
seaward line of their property to hold the line against any encroachment of the sea. 
Municipalities invariably support homeowners in their armoring efforts because towns and 
counties derive significant tax revenues from valuable coastal property. Even sheltered coasts 
consisting of lightly developed sand/silt/clay banks have been extensively armored (Committee 
on Mitigating Shore Erosion along Sheltered Coasts 2007).  

Inputs for the geomorphic and shoreline characterization included aerial photography, 
contemporary shoreline position vector data, elevation data (from topographic maps), and 
observations from site visits. Discussions with USACE employees at Norfolk District provided 
additional information. The study area encompassed the lower portion of Chesapeake Bay and 
the lower James River (Figure 12).  
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Figure 12. Study area for the geomorphological assessment. 

NSN and the Norfolk-P01tsmouth p01t complex were within the smaller red box in the figure. 
Mapping of the shore morphology extended 90 km up the James River and to a lesser distance up 
the Chesapeake Bay, Delmarva Peninsula, and along the Atlantic Ocean coast. Shoreline position 
was downloaded fi:om NOAA. 

3.3. Ecology and Land Use Conversion Assessment Methodology 

fu the next centmy, military assets, capabilities, and operations will be directly affected by a 
combination of inundation from SLR and coastal st01m hazard impacts . fudirect effects of 
geomorphic evolution and resultant changes in the ecological commlmities closely associated 
with these militmy assets could fint her magnify these impacts. The next step in our approach 
requires an assessment of land use conversion to captm·e geom01phological and ecological 
response to SLR (Figure 13). 
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Figure 13. Project analysis and tasks: Ecology and Land Use Conversion Assessment. 

The goal is to model dominant processes and simulate successive ecosystem conversions and 
shoreline evolutions under various SLR scenarios at the regional scale. The idea is to map land 
use and land cover changes, predict biome shifts, and characterize the ecological consequences 
of ecosystem alterations. fu other words, the assessment is used to predict the ecosystem 
response to SLR scenarios. As the figure illustrates, shoreline characterizations derived in the 
previous step (i.e., the geom01phological assessment described in Section 3.2 above) are 
inc01porated into these simulations to better characterize critical geom01phological conditions 
(i.e., drivers of ecological change) . Outputs generated in this modeling eff01i (i.e., GIS shapefiles 
characterizing shifts in geom01phology and vegetative coverage) are then used in the next step to 
inf01m the regional storm simulations. 

3.3.1 Model and Approach 

fu the past, the majority ofSLR analyses have focused solely on the effects ofSLR-driven 
inundation, disregarding changes to overall stonn susceptibility triggered by batTier island 
migration, coastal erosion, wetland drowning, and saltwater intrusion (Gesch et al. 2009). At the 
time of this study, comprehensive, mechanistic accounting of these various processes, namely 
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the ability to forecast geomorphic evolution, was not only challenging, but intractable (Pilkey 
and Cooper 2004, Stolper et al. 2005, Cowell et al. 2006, Gutierrez et al. 2009, Titus and 
Craghan 2009). In an attempt to move beyond “inundation-only” analyses, Park et al. (1986) 
created the Sea Level Affecting Marsh Model (SLAMM), a model designed specifically to 
“simulate the dominant processes involved in wetland conversions and shoreline modifications” 
in response to SLR scenarios (Clough et al. 2010).13  

In effect, SLAMM is a spatially-explicit, raster-driven model designed to apply a set of 
theoretical, empirical, and/or qualitative “rules” to capture the effects of SLR as they pertain to 
six key processes: inundation, salinity, saturation, accretion, erosion, and barrier island overwash 
(Clough and Larson 2010, Clough et al. 2010). Three of these processes (i.e., inundation, 
salinity, saturation) incorporated in SLAMM are used to examine thresholds for switching to an 
alternative habitat type. The remaining processes (i.e., accretion, erosion, overwash) are used to 
characterize internal and external processes acting to maintain or degrade the current habitat 
type. Table 3 briefly reviews SLAMM’s handling of the six processes for the project.  

Table 3. Description of processes influencing geomorphic change in the SLAMM modeling of our case study 
area. For more background, refer to Clough and Larson 2010 and Clough et al. 2010. 

Process Description 

Inundation 

We have specified elevation thresholds for each habitat type relative to the five water surface 
elevations (garnered from local tidal observations): 

1. Mean lower low water (MLLW): daily mean of lower low water 
2. Mean tide level (MTL) 
3. Mean higher high water (MHHW): daily mean of higher high water 
4. Salt boundary: the elevation expected to flood at least once per month 

Salinity 
An optional salinity module is applied to examine habitat switching. This module assumed salinity 
was distributed throughout the estuary based on a linear salt wedge with user-specified slope and 
annually-averaged freshwater inflow. 

Saturation Rises in the water table and resultant habitat switching are accounted for using a simple model 
approximating these changes as a function of distance to open water. 

Accretion Rate of sediment accumulation (organic and inorganic) was specified based on land cover type or by 
a model as a function of elevation, salinity, and proximity to channels. 

Erosion 
Coastal erosion was specified in the model as a function of the maximum fetch length a particular cell 
was exposed to. Based on Knutson et al. (1981), erosion was triggered when fetch exceeded 9 km 
with the rate of lateral erosion specified by the user. 

Overwash 

Within the study area, barrier islands of less than 500 m were assumed to be overwashed during large 
storm events at a user-specified interval (SLAMM defaults to a 25 year overwash recurrence). 
SLAMM then applied a series of assumptions regarding the effects of overwash events on beach and 
marsh morphology near any barrier islands. 

 
Three of the primary components of SLAMM center on the specification of thresholds that 
induced habitat switching. When switching occurred, SLAMM 6 applies a decision tree 
                                                 
13 Since its initial deployment in 1986, SLAMM has undergone multiple revisions (six in total) and has been applied broadly for 
predicting the long-term effects of SLR on wetlands and shorelines. Refer to Park 1991; Park et al. 1989a, 1989b; Titus et al. 
1991 for nationwide applications; Glick et al. 2008 for a  Chesapeake Bay application; Galbraith et al. 2002, 2005 for 
applications in Delaware Bay; Mickler 2008, Mickler and Welch 2009 for applications in North Carolina; Ehman 2008 for an 
application in South Carolina; Lee et al. 1992, Craft et al. 2009a for applications in Georgia; Park et al. 2003 for an application in 
San Francisco Bay; and  Park et al. 1993, Glick et al. 2007 for applications in Puget Sound. 



 

33 

 

specifying the habitat type resulting from the switch (Table 4). For instance, when a scrub-shrub 
marsh has been inundated, SLAMM 6 assumes that it is converted to a salt marsh community. 
On the other hand, when the same scrub-shrub marsh switches due to coastal erosion, it is 
assumed to convert to tidal flats.  

Table 4. SLAMM 6 decision tree for habitat switching (from Clough et al. 2010). 

Converted From: 

Inundation: 
Non-adjacent to Open Water on Fetch < 

9 km (non tropical systems) 
Converts To: 

Erosion: 
Adjacent to Open Water and Fetch > 

9 km (erosion) 
Converts To: 

Dry Land 
Transitional salt marsh, ocean beach, or 
estuarine beach, depending on context (see 
below) 

Erosion of dry land was ignored. 

Swamp Transitional salt marsh Erosion to Tidal Flat 

Cypress Swamp Open Water Erosion to Tidal Flat 

Inland Fresh Marsh Transitional Salt Marsh Erosion to Tidal Flat 

Tidal Swamp Tidal Fresh Marsh Erosion to Tidal Flat 

Tidal Fresh Marsh Irregularly Flooded Marsh Erosion to Tidal Flat 

Scrub-Shrub, Irregularly Flooded 
Marsh To Salt Marsh Erosion to Tidal Flat 

Regularly Flooded Marsh To Tidal Flat Erosion to Tidal Flat 

Mangrove To Estuarine Waters Erosion & Inundation to Estuarine 
Water 

Ocean Flat To Open Ocean Erosion to Open Ocean 

Tidal Flat Erosion, Inundation to Estuarine Water Erosion to Estuarine Water 

Estuarine Beach, Ocean Beach Open Water Erosion to Open Water 

 
In addition to the physical and biological processes described above, SLAMM 6 provides an 
algorithm that examines the relatively “social” aspects of fortification decisions (refer again to 
Section 3.2 above for the origination of these determinations). The model allows us to specify 
areas in a Boolean format as either “protected” or “unprotected.” Protected lands are not allowed 
to undergo geomorphic change during the simulations. In other words, by identifying lands as 
“protected,” the assumption is made that an infinite amount of resources have been expended to 
maintain flood protection through engineered measures such as levees and floodwalls.  

3.3.2 Modeling Inputs 

3.3.2.1 Model Domain and SLR Definition 

For the case study analysis, we deployed the SLAMM model on a regional scale at three sites 
(refer to Sites 1-3 in Figure 14) using the five prescribed SLR scenarios (i.e., 0.0, 0.5, 1.0, 1.5, 
and 2.0 m) and a 100 year period of analysis (2000-2100).  
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Figure 14. Regional assessments ofland use/land cover and the geomorphologic condition of the shoreline were 
conducted in Sites 1, 2, and 3 (red boxes) using SLAMM 6.0. 

We varied the rates of sea level rise non-linearly for each scenario with the intent of reaching the 
desired sea level elevation at the end of the 100 year period. Modeling stmt ed at time zero or the 
yem· 2000. We executed SLAMM by entering the desired level (e.g., 2.0 m for the worse-case 
scenm·io) which was attained by the year 2100. SLAMM computed the rate of rise within this 
interval by scaling the IPCC 2007 AlB Mean sea level rise curve up to reach 2.0 m after 100 
yem·s. Note that this rate of rise followed closely to the USACE modified National Resem·ch 
Council (NRC) 1987 Curve III. SLAMM did not allow specific rates of rise to be hm·d-coded 
into the simulation. However, due to the small differences between the two cmves, model results 
were not appreciably different. 14 

14 Although beyond the scope of this analysis, sensitivity analysis could be used to investigate these differences further. 
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3.3.2.2 Elevation, Accretion and Erosion Parameterization 

In 2008, the National Wildlife Federation (NWF) applied SLAMM (version 5) to examine the 
effects of SLR on Chesapeake Bay (Glick et al. 2008). For that effort, twenty representative sites 
were chosen from across the region, and trends in habitat change and loss were examined. 
Although their analyses included the Norfolk, VA area, newly available data sources, a new 
model version (SLAMM 6), and additional computation capabilities, warranted the re-
application of SLAMM for our case study. Our new analysis has now taken into consideration 
site-specific factors such as land subsidence and marsh accretion which have significantly altered 
land elevations since 2008. For our simulations, we emulated NWF’s approach (Glick et al. 
2008, page 115-116) and used a simplifying assumption of localized linear rates of subsidence 
and accretion (i.e., they will not change) over time (3.75 mm/yr) to capture these unique 
governing processes.15 

In past studies, assessments of coastal change with SLR were found to be highly dependent upon 
the accuracy of elevation data used in the analysis (Gesch et al. 2009). Following the NWF 
assessment, and to address these concerns, we obtained additional high resolution elevation data 
through Light Detection and Ranging (LiDAR) elevation data collection as well as recent 
bathymetric surveys. These data were compiled by an interagency team to develop a Digital 
Elevation Model (DEM) (accurate at a 10-meter resolution) containing both topographic and 
bathymetric elevations of the region (Forte et al. 2011). For the model domains shown in Figure 
14 above, the elevation map was used to create a modeling grid. A 20 m2 cell size was selected 
as a compromise between computational speed and data resolution. Given SLAMM’s significant 
dependence on elevation thresholds, these data alone were deemed critical enough to 
characterize geomorphic evolution.  

Elevation, accretion, and erosion rates were adopted from the NWF analysis (Glick et al. 2008, 
Table 5). Overwash frequency was taken as the model default value (1 event per 25 years). 

                                                 
15 Note that this assumption could be inaccurate. Over time, both accretion and subsidence rates could change for a number of 
reasons, including shifts in biomes, changes in sedimentation and erosion rates, and withdrawals of groundwater. Ongoing 
monitoring will be necessary to hone these values. Nevertheless, this demonstration provided a useful snapshot of the potential 
impacts, which will help inform critical on-the-ground installation management decisions in the near and long term. 
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Table 5. Model parameterization for the three regional sites specified in Figure 14 above. 

Parameter Site 1: Norfolk 
Site 2: James 
Peninsula Site 3: Delmarva Peninsula 

Elevation Inputs (m) 
Tidal Range 0.68 0.51 0.66 
Mean tide level (MTL) -0.10 -0.09 -0.10 
Salt Boundary 0.45 0.34 0.44 
Accretion rate (mm/yr) 
Salt marsh 3.9 5.0 3.9 
Brackish marsh 4.7 6.0 4.7 
Tidal fresh marsh 5.9 7.5 5.9 
Beach 0.5 0.5 0.5 
Erosion rate (m/yr) 
Marsh 1.8 1.8 1.8 
Swamp 1.0 1.0 1.0 
Flat 6.0 6.0 6.0 
 

3.3.2.3 Shoreline Protection Parameterization 

Kirwan and Murray (2008) demonstrated the importance of adequately representing dikes and 
shoreline hardening when forecasting coastal evolution, and input based on the updated shoreline 
classification was expected to produce more realistic predictions of coastal transformation under 
various SLR scenarios. In the study area, armored or artificial shorelines were commonly found 
in most urban/suburban areas and in rural areas where private property was vulnerable to 
erosion. Protected shorelines were incorporated into the model to represent areas that would not 
experience geomorphic changes or habitat switching. Using aerial photography validated by 
ground-truthing, a shoreline protection classification was developed for the region (Figure 15) 
and parameterized in the model.  
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Figure 15. Shoreline protection (i.e., annoring shown here as a dotted yellow line) serves as a critical input into 
the SLAMM 6.0 analysis. 

3.3.2.4 Land Use Land Cover Parameterization 

The primary input to the SLAMM model was the classification of Land Use and Land Cover 
(LULC). In the previous NWF analysis of Chesapeake Bay, wetland classes were detennined 
based on the 1996 National Wetland Inventory (NWI) maps (Glick et al. 2008). These wetland 
classes and coverage areas were updated with 2001 NWI maps and merged with 200112002 
National Land Cover Database (NLCD) maps (http ://www.mrlc.gov) to provide more em-rent 
land cover classifications. SLAMM assumed that wetland types occm-red within a range of 
elevations based on the user-specified elevation values (Figme 16). 
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Figure 16. Hemistics driving LULC classifications in SLAMM 6.0 (available online at 
http://wan·enpinnacle.com/profi'SLAMM/SLAMM_Presentation.ppt, accessed November 2012) . 

For instance, salt marshes reside in areas between MTL and MHHW elevations. SLAMM 6 
provides the capability to validate these input elevation thresholds by cross-referencing the 
elevation thresholds with the observed NWI data files (Clough et al. 2010). 

Although the model was executed using SLAMM's 22land classification types, analyses was 
aggregated based on categories of similar physiography for clarity of presentation here (Table 6). 
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Table 6. Simplification of SLAMM land classification. Classifications were carried through the analysis as 
SLAMM types and simplified only for presentation of results. 

SLAMM Classification Simplified Classification 
Developed Dry Land Dry Land 
Undeveloped Dry Land Dry Land 
Non Tidal Swamp Swamp 
Cypress Swamp Swamp 
Inland Fresh Marsh Marsh 
Tidal Fresh Marsh Marsh 
Transitional Marsh/Scrub Shrub Marsh 
Regularly Flooded Marsh Marsh 
Mangrove Marsh 
Estuarine Beach Beach-Shore 
Tidal Flat Flat 
Ocean Beach Beach-Shore 
Inland Open Water Water 
Riverine Tidal Open Water Water 
Estuarine Open Water Water 
Open Ocean Water 
Irregularly Flooded Marsh Marsh 
Inland Shore Beach-Shore 
Tidal Swamp Swamp 

 
The model reproduced NWI classifications (Figure 17) of sufficient quality for the elevation 
thresholds specified in Table 5 above.



Figure 17. Initial land classification representing year 2000. 
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As the figure indicates, the majority of the LULC coverage in 2000 was dedicated to 
developed/undeveloped dry areas (40.5 percent) and water (46.7 percent) (Table 7). The 
remaining 12.8 percent was distributed across more natural habitats (i.e., marshes, beaches, flats, 
and swamps). 

Table 7. Existing (2000) land coverage at each SLAMM domain site within the study area. 

Land Cover 
Site 1 
(ha) Percent (%) 

Site 2 
(ha) Percent (%) 

Site 3 
(ha) 

Percent 
(%) 

Dry Land 216,676 56.1% 613,642 66.0 79,557 8.5 
Swamp 80,256 20.8% 41,254 4.4 13,488 1.4 
Marsh 12,030 3.1% 51,155 5.5 43,769 4.7 
Beach / Shore 2,386 0.6% 2,173 0.2 39,363 4.2 
Flat 0 0.0% 0 0.0 1,661 0.2 
Water 75,029 19.4% 221,778 23.8 754,405 80.9 

Total 386,376 100.0% 930,003 100.0 932,243 100.0 

 

3.3.2.5 Model Sensitivity 

Uncertainty associated with long-term modeling of open systems such as coasts has been shown 
to be significant (Cowell and Zeng 2003). Given the SLAMM model’s complexity and 
simulation configurations, computational times ranged from approximately 8 to 22 hours per 
100-yr simulation on a 64-bit workstation. As such, a complete uncertainty analysis exploring 
ranges of all parameters was infeasible under the scope of this study. However, six scenarios 
were identified to “bound” the uncertainties associated with the analysis (Table 8).  

Table 8. Scenarios applied to examine SLAMM sensitivity. 

Scenario Description 
S1 Baseline scenario where developed dry lands were protected based on existing shoreline protection 
S2 Modified S1 such that all dry lands were protected. 
S4 Modified S1 such that no developed lands were protected and shoreline erosion was allowed to freely occur. 
S5 Modified S1 such that storm frequency was increased from 1 in 25 years to 1 in 10 years. 
S6 Modified S1 by assuming 20% lower accretion rates and 20% higher erosion rates. 
S7 Modified S1 by assuming 20% higher accretion rates and 20% lower erosion rates. 

 
Scenario 1 (S1) represents the baseline condition with inputs specified in Table 5 above. 
SLAMM treated shoreline protection as a binary input where cells were either protected or not. 
As such, S2 and S4 presented alternative shoreline protection scenarios intended to represent the 
range of potential decisions regarding “defense” versus “retreat” of coastal communities. 
Scenarios 5-7 presented alternative model parameterizations. S5 represented a condition where 
overwash of barrier islands occurred more frequently. In their analysis of the Georgia coast, 
Craft et al. (2009b) observed that relative to SLR, SLAMM was somewhat insensitive to 
accretion and erosion rates. We therefore sought to replicate (or refute) these findings with our 
own test of SLAMM’s sensitivity. S6 and S7 alter accretion and erosion rates by 20% of their 
expected values based on Hamby’s (1995) recommendations for simplistic sensitivity testing of 
model input parameters. In addition to the six input scenarios described, our three diverse test 
sites provide an opportunity to examine sensitivity to existing land cover (refer again to Table 8 



above). In total, the model was executed 90 times for the study region (five levels of SLR, six 
sensitivity scenarios, and three regional sites). 

3.4. Regional Surge and Waves Assessment Methodology 

Although stonns occur intennittently, they can have long-tenn impacts on the militaiy's 
infrastmcture and mission perf01mance. Coupled with a rise in sea level, these impacts can be 
more extensive in the future due to changes in stonn intensity, frequency and u·ack. In addition to 
higher sea levels, surge from hunicanes can become higher and more intense rainfall can raise 
the potential for flooding from land nmoff. A rise in mean sea level will nonlinearly shift the 
maximum water levels and wave heights produced by stonns. The next step in our approach 
focuses on characterizing the expected variations in water level and wave hazards lmder the 
prescribed SLR scenarios using regional surge and wave models (Figure 18). 
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Figure 18. Project analysis and tasks: Regional Surge and Waves Assessment. 

As the figure illusu·ates, results from the previous steps (i.e., shoreline characterization, land 
cover changes, and bathymetry) are incorporated into a series of high fidelity st01m simulations 
to generate resultant forcings (winds, water levels, and waves) that threaten critical assets and 
mission perfonnance. The idea is to generate a series of maps (and videos) that visualize the 
extent of the threat for each stonn lmder each SLR scenario. The outputs are then used to both 
inf01m the nearshore wave modeling in the next step, and characterize threats to critical assets in 
the follow-on steps of our risk-based fi:amework. 
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3.4.1 Models and Approach 

We used three high fidelity numerical models to simulate tropical and extra-tropical storms for 
our case study, capturing regional surge and wave processes and generating forcings that impact 
critical assets system wide: 

1) Hurricane winds have been generated using the Planetary Boundary Layer (PBL) wind 
model TC96 (Thompson and Cardone 1996),  

2) Surge has been simulated using the ADvanced CIRCulation model ADCIRC (Westerink 
et al. 2008, Luettrich and Westerink 2004), and  

3) Waves have been simulated using the Simulating WAves Nearshore model SWAN 
(Booij et al. 1999, Ris et al. 1999, Zijlema 2010).  

The PBL and ADCIRC models are standard USACE models that have been well validated for 
storm surge modeling for a number of hurricanes. The SWAN wave model is also a well-
validated community model used in several USACE applications to capture storm surge (refer 
back to Footnotes 1-4 in Section 3.1 for a list of recent applications). The PBL-ADCIRC-SWAN 
model suite has been selected for this study to take advantage of the extensive modeling already 
executed under the USACE-led FEMA Region III study (grid generation, model validation, 
storm selection, and model runs).16 In addition, we direct the reader to two studies, one by Kerr 
et al. (2013) and the other by Lin et al. (2010), who compare and contrast the application of these 
models with other options [namely the U.S. Geological Survey’s Sea, Lake, and Overland Surge 
from Hurricane (SLOSH) model].  

Below, we offer extensive background describing each of these models in greater detail. 

3.4.1.1 Planetary Boundary Layer (PBL) Winds 

The TC96 wind model computes surface stress and average wind speed and direction in the PBL 
of a tropical cyclone. The model inputs are meteorological storm parameters. The model is based 
on the numerical primitive equation model of the PBL in a translating tropical cyclone. The 
surface drag formulation is based on a similarity model and is coupled with a roughness 
parameter specification for the water surface. The model relies on the concept that a tropical 
cyclone changes structure relatively slowly (period of hours), so the cyclone can be represented 
by a small number of snapshots representing distinct phases of the storm evolution. Although the 
structure of the storm changes relatively slowly, the storm position could change quickly. Wind 
velocity components are linearly interpolated in space and time between the snapshots. 

The TC96 PBL model is based on the Reynolds-averaged primitive equations of motion. Wind 
averaging intervals are typically 30-60 min and a 10-m height reference is used in most 
instances. The model incorporates a moving vortex and is based on the equation of horizontal 
momentum, vertically averaged through the depth of the PBL. Acceleration, horizontal diffusion 
of momentum, and vertical advection of momentum are neglected. The tropical cyclone is 

                                                 
16 FEMA Region III Storm Surge Study, http://www r3coastal.com/home/storm-surge-study (Accessed April 2014). 
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translated with a moving Cartesian coordinate system with the origin at the low pressure center 
of the cyclone: 
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where V is the average horizontal velocity vector, Vg is the geostrophic velocity vector at the low 
center, Vc is the velocity vector of the moving reference system, K is a unit vector in the vertical 
direction, ρ is mean air density, pc is pressure representing the tropical cyclone, CD is the drag 
coefficient, and h is the depth of the PBL (Thompson and Cardone 1996). The cyclone pressure 
is defined by an axisymmetrical exponential pressure or by defining a Holland B parameter that 
represents the asymmetry of the pressure field. Wind fields for hurricanes are generated with the 
model by inputting the central pressure deficient, radius of maximum winds, Holland B 
parameter, storm forward speed and storm track.  

3.4.1.2 ADvanced CIRCulation Model (ADCIRC) 

ADCIRC is a continuous-Galerkin, finite-element, two-dimensional (2D), horizontal shallow-
water model that solved for water levels and currents at a range of scales. Galerkin indicates the 
method uses to convert differential equations to discrete problems (similar to the method of 
variation of parameters). Water levels are obtained through solution of the Generalized Wave 
Continuity Equation (GWCE): 
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and the currents are obtained from the vertically-integrated momentum equations: 
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where H = ζ + h is total water depth; ζ is the deviation of the water surface from the mean; h is 
bathymetric depth; U and V are depth-integrated currents in the x- and y-directions, respectively; 
Qx = UH and Qy = VH are fluxes per unit width; f is the Coriolis parameter; g is gravitational 
acceleration; Ps is atmospheric pressure at the surface; ρ0 is the reference density of water; η is 
the Newtonian equilibrium tidal potential and α is the effective earth elasticity factor; τs,winds and 
τs,waves are surface stresses due to winds and waves, respectively; τb is bottom stress; M are lateral 
stress gradients; D are momentum dispersion terms; and τ0 is a numerical parameter that 
optimizes the phase propagation properties. ADCIRC computes water levels ζ and currents U 
and V on an unstructured, triangular mesh by applying a linear Lagrange interpolation and 
solving for three degrees of freedom at every mesh vertex (node).17 

3.4.1.3 Simulating WAves Nearshore Model (SWAN) 

SWAN is a 2D spectral wave generation and transformation model. SWAN predicts the 
evolution in geographical space x  and time t of the wave action density spectrum N( x ,t,σ,θ), 
with σ the relative frequency and θ the wave direction, as governed by the action balance 
equation: 
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The terms on the left-hand side represent, respectively, the change of wave action in time, the 
propagation of wave action in x -space (with x∇ the gradient operator in geographic space, gc  

the wave group velocity, and U


 the ambient current vector), depth- and current-induced 
refraction and approximate diffraction (with propagation velocity or turning rate θc ), and the 
shifting of σ due to variations in mean current and depth (with propagation velocity or shifting 
rate σc ). The source term, Stot, represent wave growth by wind; action lost due to whitecapping, 

                                                 
17 User note - Mesh instabilities are normal occurrences encountered during the process of creating large domains required for 
storm surge modeling. The primary causes are due to sharp or steep slopes between triangular elements which occur when 
interpolating high resolution digital elevation models onto the mesh. In this study, the FEMA team resolved most of these initial 
instabilities with only two to three modifications needed to complete the current study effort.  Additional simulations can readily 
be performed using the final study’s mesh without encountering significant mesh instabilities. However, instabilities cannot be 
ruled out all together because other storms which vary in track and intensity may produce forces outside of the project study 
region in other locations of the mesh. 
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surf breaking, and bottom friction; and action exchanged between spectral components in deep 
and shallow water due to nonlinear effects. The associated SWAN parameterizations are given 
by Booij et al. (1999). The unstructured-mesh version of SWAN implements an analog to the 
four-direction Gauss-Seidel iteration technique employs in the structured version, and it 
maintains SWAN’s unconditional stability (Zijlema 2010). SWAN computes the wave action 
density spectrum N ( x , t, σ, and θ) at the vertices of an unstructured triangular mesh, and orders 
the mesh vertices so it can sweep through and update the action density using information from 
neighboring vertices. It then sweeps through the mesh in opposite directions until the wave 
energy is propagated sufficiently through geographical space in all directions  

SWAN is driven by winds, water levels and currents computed at the vertices by ADCIRC. 
Marine winds are input to ADCIRC in a variety of formats, and these winds are adjusted 
directionally to account for surface roughness (Bunya et al. 2010). ADCIRC interpolates 
spatially and temporally to project these winds to the computational vertices, and then it passes 
them to SWAN. The water levels and ambient currents are computed in ADCIRC before being 
passed to SWAN, where they are used to calculate all related wave processes (wave propagation, 
depth-induced breaking, etc.). The ADCIRC model is driven partly by radiation stress gradients 
that are computed using information from SWAN. These gradients, τs,waves, are computed by: 
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where Sxx, Sxy and Syy are the wave radiation stresses: 
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where n is the ratio of group velocity to phase velocity. The radiation stresses are computed at 
the mesh vertices using Equations (12)-(14).  



ADCIRC and SWAN are nm in series on the same local mesh and core. The two models "leap 
frog" through time, each being forced with inf01mation from the other model. Because of the 
sweeping method used by SWAN to update the wave infonnation at the computational ve1iices, 
it can take much larger time steps than ADCIRC, which is diffusion- and Comant-time-step 
limited due to its semi-explicit fonnulation and its wetting-and-mying algorithm. Because wave 
properties in the nearshore and the coastal floodplain are generally more dependent on 
circulation (water level) and changed more slowly, the ADCIRC model is nm first. 

3.4.2 Modeling Inputs 

The wind, wave, and circulation models all required inputs for the case study application. The 
wind model required input of hunicane parameters to generate representative wind fields for 
events with 50- and 1 00-yr retum periods. The wind fields were then used to ffi·ive the 
circulation/sm ge and wave models. The circulation and wave models also required 
bathymetry/topography and land cover to defme the environment. The circulation and wave 
models also interacted with each other, exchanging water level and radiation su·ess inf01mation 
(Figme 19). 

TC96 PBL 

Wind Field- Wind Stresses 

Surge Model Wave Models 

Figure 19. Inputs and outputs of the regional smge and wave assessment. 
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3.4.2.1 Atlantic Storm Parameterization 

Under a FEMA study to develop flood maps for the Virginia coast, analyses were perfonned to 
characterize the st01m climate and design 460 synthetic hmTicanes for simulation. 18 The FEMA 
study implemented the Joint Probability Method with Optimal Sampling (JPM-OS) for stonn 
parameterization following the methodology used by the USACE in the 2007 Louisiana Coastal 
Protection and Restoration (LACPR) Project and in the coastal Mississippi Flood Insurance 
Study (Blanton et al. 2011). The 460 hmTicanes included three headings (-55, -10, and 5 deg 
relative to N01ih), three central pressure deficits [34, 51, and 65 millibar (mbar)], two f01ward 
speeds [5.5 and 13 meters per second (m/s)], three radius of maximum winds (mean value+/-
1.22 standard deviations), and three Holland B parameters (mean value+/- 1.22 standard 
deviations, defining the asymmetry of the wind fields) together with a range ofland-fall 
locations (refer to Figure 20 to review st01m tracks). 

Figure 20. FEMA Region III Study stonn tracks. 

18 FEMA Region III Stonu Surge Study, http://W\"''"' r3c.oastal.com/home/storm-surge-study (Accessed April2014) . 
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3.4.2.2 Selection of Representative Tropical Storms (Hurricanes) for the Study 

Limited resources for the analysis made it impractical to assess all 460 simulated hunicanes 
generated by the FEMA study. Therefore, we devised a systematic approach that strategically 
culled down the potential st01m s to a reasonable sample size. Ultimately, we selected 17 u·opical 
st01ms for this application (Figure 21). 

Figure 21. The 17 simulated hurricane tracks selected for the regional smge and wave assessment. 

It was important to note that the probability assigned to the individual st01ms based on their 
unique physical characteristics did not necessarily conespond to the probability of occunence of 
the water levels and waves with 50- or 100-yr retum periods. Instead, the selected st01ms 
provided us with st01m s producing a range of water levels and waves within the 50 to 1 00-yr 
retum period. As a result, stonn selection was based primarily on the water levels produced in 
the area of interest (i.e. , NSN). Wind fields for the hunicanes were generated with the TC96 PBL 
model (refer to Table 9 to review selected hmTicanes). 
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Table 9. Characteristics of the 17 simulated hurricanes selected for this study.  

Storm Number 
Cp

1
 

(mbar) 
Rmax

2 
(km) 

Cp diff3 
(mbar) 

119 973.4 32.0 39.6 
173 975.6 58.8 37.4 
181 973.4 48.4 39.6 
287 954.7 50.4 58.3 
293 954.7 44.4 58.3 
299 956.9 54.1 56.1 
331 954.7 85.7 58.3 
353 941.5 28.7 71.5 
355 939.3 26.8 73.7 
365 941.5 29.1 71.5 
403 939.3 45.8 73.7 
419 941.5 45.5 71.5 
425 941.5 84.3 71.5 
439 939.3 84.7 71.5 
449 941.5 84.7 71.5 
452 926.6 67.5 86.35 
453 939.3 77.3 73.7 

1Cp = central pressure 
2Rmax = radius of maximum winds 
3Cp diff = central pressure deficit. 

 

3.4.2.3 Selection of Representative Extra-tropical Storms (Nor’easters) for the Study 

Thirty historical extra-tropical storms (nor’easters) that impacted the region between 1975 and 
2008 were reviewed as potential candidates for the project. Three of the most severe storms were 
selected for modeling. The selection process was based on the maximum measured water levels 
at Sewells Point and Chesapeake Bay Bridge Tunnel National Ocean Service (NOS) tide gauges 
in lower Chesapeake Bay (Table 10). These storms produced water levels with return periods in 
the range of 5-10 years. In general, nor’easters produced lower peak water levels than hurricanes 
in this region, but the nor’easter elevated water levels for days (instead of hours for hurricanes), 
and these elevated water levels (and waves) produced greater shoreline damages. The wind fields 
for the storms listed in Table 10 were generated by Oceanweather, Inc., using the Interactive 
Objective Kinematic Analysis (IOKA) system (Cox et al.1995). This technique used wind and 
atmospheric pressure data from a number of sources i.e., (National Centers for Environmental 
Prediction/National Center for Atmospheric Research, National Data Buoy Center and Coastal 
Manned Stations, National Weather Service and National Ocean Service, ship reports, and 
scatterometer wind estimates). 
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Table 10. Extra-tropical storms simulated for this study. 

Storm 
Number Date 

Sewells Point Measured Water 
Level, NOS 

station 8638610 
(m, MTL) 

Chesapeake Bay Bridge Tunnel 
Measured Water Level, NOS 

station 8638863 (m, MTL) 
801 28 JAN 1998 1.40 1.37 
803 05 FEB 1998 1.52 1.37 
805 25 OCT 1982 1.31 1.16 

 
Extra-tropical storm #805 was selected for nearshore modeling of extra-tropical events. 

3.4.2.4 Bathymetry and Land Cover 

A 10-meter resolution DEM for the Chesapeake Bay region was completed through the FEMA 
floodplain re-mapping project.19,20 A large domain hydrodynamic model grid was constructed 
using the resultant DEM. The mesh was unstructured with triangular elements varying in size 
from kilometers to a very high horizontal resolution of up to 20 m. A view of mesh bathymetry 
truncated to the area of interest is shown in Figure 22 (depths truncated to 20 m).  

                                                 
19 FEMA Region III Storm Surge Study, http://www r3coastal.com/home/storm-surge-study (Accessed April 2014). 
20 Lidar error for the FEMA Region III Storm Surge Study was 15 cm root mean square error (RMSE). Note that an RMSE of 15 
cm is common, and that these errors are often non- uniform, such that the reported error could be higher or lower at various 
locations. Although conducting a sensitivity analysis to test the impacts of RMSE on these analyses was outside the study’s 
scope, we acknowledge that the RSME could impact the results of the modeling exercise. 



Figure 22. Bathymefly for the ADCIRC/SW AN model mesh. 

Elevation in the figure is relative to Mean Tide Level (MTL). The black box in Figure 22 above 
shows the N01folk area and the mesh within the black box is shown in Figure 23. The final mesh 
included 3,689,518 elements (triangles) and 1,855,105 nodes (ve1iices) (Figure 23) . 
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Figure 23. Model mesh for the Norfolk, VA, area (black box in Figure 22). 

Land cover was also used as an input to the circulation and wave models, which in tum allowed 
us to specify the bottom rouglmess through Manning's-n coefficients. Frictional surface 
rouglmess was modeled using Manning's-n coefficients based upon land cover types. The 
2000/2001 NLCD (http://www.rm-lc.gov/ , accessed 23 Febm ary 2012) land cover types were 
represented with Manning's-n values following FEMA HAZUS model implementations. 

3.5. Nearshore Assessment Methodology 

Barrier islands and dunes, bluffs and cliffs , mainland beaches, deltas, estuaries and bays, and 
wetlands along the North Atlantic coast are products of dynamic interactions between: 1) 
physical processes that act on the coastline (i.e., st01ms, waves, cunents, sand sources and sinks, 
and RSLR); 2) human activity such as dredging, dams, and coastal engineering; and 3) the 
geological character of the coastline and nearshore settings (Burkett and Davidson 2012). The 
complex interactions between these elements make the relationship between SLR and shoreline 
change difficult to model and predict. While SLR will have a profound effect on nearshore 
conditions (increasing flooding frequency and inundating low-lying coastal areas), other driving 
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processes such as erosion and sediment accretion will compound the effects on coastal nearshore 
and shoreline evolution. Whereas the large scale, regional st01m surge and wave models (refer to 
Section 3.4 above) provide inf01mation on st01m development and progression at the regional 
scale, a high-resolution integrated surge, wave, and sediment transp01i model that assesses 
escalating surge, accretion and erosion associated with coastline evolution in the nearshore 
setting is required to resolve nearshore coastal and land coverage features at the local scale. 
Coupling with the regional model, the local model is then able to calculate the changes in water 
surface elevation, stonn surge, and stonn waves, as well as sediment transp01i and 
morphological changes in the nearshore and low-lying coastal settings smTounding the study site. 
The next step in our approach focuses on modeling the nearshore effects of coastal st01ms (i.e., 
changes in water levels, waves, cmTents, sediment transp01i rates, etc.) lmder the prescribed SLR 
scenarios using nearshore coastal models (Figure 24). 

MAX I MUM WATER 
LEVEL, WAVE HEIGHT, 
CURRENT SPEEO, 
EROSION, ACCRETION, 

Figure 24. Project analysis and tasks: Nearshore Assessment. 

As the figure illustrates, results from the previous steps (i.e., regional surge and wave levels) are 
inc01porated into a series of nearshore st01m simulations to generate resultant forcings 
(maximum water levels, wave heights, cmTent speeds, erosion/accretion rates) that threaten 
critical assets and mission perfonnance. The idea is to generate a second series of maps (and 
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videos) that visualize the extent of the threat that can be attributed to nearshore effects for each 
storm under each SLR scenario. The outputs are then used to both inform the surface (and 
subsurface) flood routing models in the next step, and capture threats to critical assets in the 
follow-on steps of our risk-based framework. 

3.5.1 Models and Approach 

We selected the Coastal Modeling System (CMS)21 to capture nearshore effects of coastal storms 
for our case study. The CMS is an integrated suite of numerical models for simulating water 
surface elevation, current, waves, sediment transport, and morphology change for coastal and 
inlet applications, and is capable of identifying water bottom and land surface erosion and 
accretion areas in extreme storms. The CMS consists of a hydrodynamic model, CMS-Flow, and 
a spectral wave model, CMS-Wave. CMS-Flow and CMS-Wave is coupled and operates through 
a Steering Module developed within the Surface-water Modeling System (SMS) (Zundel 2006). 
The CMS (CMS-Flow and CMS-Wave) is specifically designed for applications in inlets, 
harbors, bays and estuaries. As a practical engineering tool, it is PC-based and has a desktop 
user-friendly interface. With the capability to perform sediment transport calculations, the flow-
wave coupled CMS offers a unique, robust, and accurate methodology to address relevant coastal 
processes.  

CMS-Flow is a three-dimensional (3D) finite-volume model that solves the mass conservation 
and shallow-water momentum equations of water motion on a non-uniform Cartesian grid. Three 
sediment transport formulations are available: 1) a sediment mass balance, 2) an equilibrium 
advection-diffusion method, and 3) a non-equilibrium advection-diffusion transport. The model 
can run in a 2D mode based on the depth-integrated continuity equation. The wave radiation 
stress and wave field information calculated by CMS Wave is supplied to CMS Flow for the 
flow and sediment transport calculations. Currents, water level, and morphology changes are 
inputs into CMS-Wave that increase the accuracy of the wave transformation predictions 
(Buttolph et al. 2006) (Figure 25).  

                                                 
21 Developed by the ERDC Coastal and Hydraulics Laboratory (http://cirp.usace.army mil, accessed 21 March 2012) 
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Figure 25. The CMS operational flow chart. 
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CMS-Wave is a 2D spectral wave transfonnation model that solves the steady-state wave-action 
balance and diffraction equation on a non-lmifOim Cartesian grid (Lin et al. 2008). The model 
simulates important wave processes at coastal inlets including diffraction, refraction, reflection, 
wave breaking and dissipation mechanisms, wave-wave and wave-current interactions, and wave 
generation and growth. It is a full-plane model with primary waves propagating from open 
boundaries toward inside domain. If the reflection option is selected from one open boundruy, 
CMS-Wave perf01ms a backwru·d marching computation that establishes the bmmdruy reflection 
after the f01warding-mru·ching calculation is completed. The fundamental wave diffraction 
process is theoretically developed and calculated in the wave-action balance equation (Mase 
2001). CMS-Flow is forced by offshore water surface elevation (typically from tide and st01m 
surge), wind, waves, and river dischru·ge. CMS-Wave is driven by wave spectra and wind, which 
ru·e often obtained from offshore ocean buoys. In the dynrunic coupling, CMS-Wave passes wave 
radiation stress to CMS-Flow and receives information of cunent, water surface elevation, and 
morphology change from CMS-Flow. Additional model features include grid nesting 
capabilities, variable rectangle cells, wave 1un-ups on beach faces, wave transmissions through 
structures, wave over-toppings, and st01m wave generation (Figure 25 above) . CMS-Wave 
includes su·ong wave-current-st111cture interactions. It is robust in the wind-wave generation, and 
is computationally more efficient than SWAN in the PCs. The state-of-the-rut model interface, 
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Surface-Water Modeling System, is well-developed for the CMS. The CMS has been widely 
applied to U.S. coasts, bays, estuaries, and Great Lakes. Some recent applications include Grays 
Harbor, WA, San Francisco Bay and Bar, CA, Noyo Bay, CA, Galveston Bay, TX, Matagorda 
Bay, TX, Chesapeake Bay, Shark River Inlet, NJ, the Big Island of Hawaii, HI, Cleveland 
Harbor in Lake Erie, and Rhode Island coast and lagoons (http://cirpwiki.info/wiki/CMS, 
accessed May 2014). 

3.5.2 Modeling Inputs 

. Water surface elevations along the CMS open boundaries were retrieved from the large scale 
ADCIRC model outputs (refer to Section 3.4 above). The local wind speeds and directions as 
input to CMS were provided by the storm analysis and wave spectra from SWAN (refer again to 
Section 3.4 above). Each simulation was designed to run over a four-day duration to cover a 12-
hour ramping of transition from normal to storm condition, and the passage of a storm. Surge 
information was retrieved from the large scale regional model output and tide data were obtained 
from the NOAA gage at Sewells Point, VA. The combination of the two datasets provided the 
water surface elevation forcing along the CMS open boundaries (see below). The bottom friction 
of the CMS was based on the bottom roughness information provided by the regional model for 
the different SLR scenarios. For sediment transport analyses, the grain size distributions of 
bottom sediment, and land erodibility were derived from the detail land coverage features.  

3.5.2.1 Coastal Modeling System (CMS) Model Domain 

To begin, a CMS domain was established surrounding the NSN (Figure 26).  



Figure 26. The CMS domain. White dots are time series stations in the Hampton Roads navigation channel (SJ), 
near Naval Piers (S2), and on land (S3). Bed volume change was examined within the red polygon area. Time series 
of water smface elevations were analyzed at thre.e locations: Sites SJ, S2, and S3. 

As the figure illustrates, the model domain covered the mouths of the James River and the 
Elizabeth River, a p01tion of the lower Chesapeake Bay (Hampton Roads area), and extended 
approximately 20 km from east to west and 24 km from n01th to south. The westem open 
boundmy was located over the mouths of the rivers and the n01them and eastem open bmmdaiy 
in the Chesapeake Bay. In this application, a non-lmifOim rectangulm· grid system with more 
than half million grid cells was created to discretize the entire installation and the nem·shore 
region. The grid system pennitted much finer resolution (1 0 m) in m·eas of high interest such as 
the NSN. The mesh of the regional model, also shown in Figure 26 above, was coupled with the 
CMS through data mapping. 
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3.5.2.2 Coastline Characterization 

Detailed coastline inf01mation, accmate topographic data, and land sm face featm es in the 
Hampton Roads area were used to create a small-scale, high-resolution st01m smge and sediment 
transp01t model for the NSN case study. Coastline inf01mation around the NSN and the Hampton 
Roads area was extracted for this study from the shoreline database of the National Geophysical 
Data Center (NGDC) ofNOAA (http://www.ngdc.noaa.gov/mgg/shorelines/ , accessed 21 
March 2012). The aerial photographs were downloaded from Google Eatth Pro 5.1 
(http://earth.google.com, accessed 21 March 2012). 

LiDAR data provided the land topography in the NSN. The data (at 1-m resolution) allowed the 
CMS to describe local land features, such as buildings, roads, airp01t, and other in:fi:astm ctures in 
the area. Topographic inf01mation of other land areas and bathymetry for the water domain were 
provided by a 10-m resolution coastal DEM of Virginia Beach (Taylor et al. 2008). Figme 27 
shows water depth and land smface topography contom s (relative to MSL) from the two 
datasets. 

Figure 27. Topographic map of the study area. 

The blue line in the right panel ofFigm e 27 outlines the NSN. Note the deep-draft Hampton 
Roads navigation channelmlllling to the north of the domain (shown in blue) , the Norfolk 
Harbor entrance channel, and a few small challllels to the militaty piers on the Naval Station 
water front. The data ranged from the highest elevation of more than 10 m on land (negative 
values) to more than 30 m in the navigation channel (positive values) . The red coloration in the 
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lower left comer of Figure 27 pinpoints the Craney Island Dredged Material Management Area. 
The dikes built sunmmding the area have a height of about 12 m above MSL. 

Upland coverage characterization was used to assess erodibility in the analysis. Figure 28 shows 
different upland land classes identified (i.e. , grass, forest, concrete, roads, etc.) on NSN. 

land Cover 
Plet 
Parking lot 
DirtRo.:~d 
P:~ovtdRo.-:~d 
P3ved Ro3d 
Building 
Forest 
Grass 

Based on these data, sediment grain size, erodibility, and bottom friction were specified in the 
CMS (Table 11). 

Table 11. Specifications ofland erodibility and sediment grain size in the CMS based on land coverage data. 

Land Covet·a2e Erodibility Grain Size (mm) 

Grass None NIA 
Forest Limited 0.3 

Building None NIA 
Paved Road None NIA 
Dirt Road Limited 0.5 

Parking Lot None NIA 
Pier NIA NIA 
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Because the NSN and its surrounding area are largely covered by concrete surface and buildings, 
a large part of land surface was specified as non-erodible. A median grain size of 0.2 millimeter 
(mm) was specified for the remaining study domain, and a non-erodible bottom was assigned for 
the land area surrounding Norfolk (Figure 28 above). 

3.5.2.3 Forcing Parameterization (Tides, Surge, Winds and Waves) 

Tide, surge, wind, and waves served as physical forcing inputs to the nearshore modeling 
exercise. The regional surge and wave modeling efforts provided synthesized storms with 50-yr 
and 100-yr return interval periods and a winter extra-tropical storm (i.e., the 1982 nor’easter) 
(refer to Section 3.4 above). For the 1-yr and 10-yr return interval storms, extremal statistics 
were computed for water surface elevations at NOAA gauge 8638610 (Sewells Point, VA), 
waves at NDBC buoy 44099 (Cape Henry, VA), and wind at NOAA gauge CBBV2 (Chesapeake 
Bay Bridge Tunnel) (refer to definitions of these forcings in Table 12). Based on the statistical 
results and the driving forcings for the 50-yr return interval storm, time series of water surface 
elevation, wind, and wave parameters for the 1- and 10-yr return interval storms were 
constructed and applied directly in the CMS analysis. 

Table 12. Water surface elevation, waves, and wind for 1-yr and 10-yr return interval storms. 

Return 
Interval 
Storm 

Water Surface 
Elevation (m) 

Wave Height 
(m) 

Wave Period 
(sec) 

Wind Speed 
(m/sec) 

1-yr 1.200 2.100 10.000 21.00 
10-yr 1.700 2.600 12.000 28.40 

 
Figure 29 and Figure 30 highlight wind and wave conditions associated with the 100-yr return 
interval storm, respectively. The wind plots indicate that the tropical storm passing over the 
study area had a peak speed of 33 m/s (74 mph). Storm waves propagated from the Chesapeake 
Bay side with a wave period of 16 seconds and a peak wave height greater than four meters. 
Tidal data at Sewells Point, VA, were available on the NOAA website, 
http://tidesandcurrents.noaa.gov (accessed 21 March 2012). Four-day water surface elevation 
was downloaded during a spring tidal period and incorporated into the surge of the 2.0 m SLR 
scenario for the CMS. The combination of the surge and the spring tide increased the maximum 
water surface elevation by more than half a meter (Figure 31). 
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Figure 31. Maximmn water sw-face elevation (WSE) at the NOAA Gage 8638610 (Sewells Point, VA) nnder the 
2.0 m SLR scenario with the spring high tide. 

Sustained SLR inundated land and created new wetland areas along coastal regions. To 
accmately calculate nearshore hydrodynamics, st01m smge models characterized the SLR by 
captming changes in vegetation types using con esponding adjustments to bottom frictional 
roughness. Consistent with the regional smge and wave model, the CMS employs five sets of 
bottom roughness (Manning's-n values) for the five SLR scenarios. For example, in the 2.0 m 
SLR scenario (Figure 32), a small Manning 's-n of 0.02 was specified for water covered areas 
and increased to as large as 0.15 on concrete covered land areas. 
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Figure 32. Spatially varying Manning's-n nnder the 2.0 m SLR scenario. 

3.6. Surface Flood Routing Assessment Methodology 

Manning's n 

0.15 

0.12 

0.09 

0.06 

0.03 

0.0 

Rising sea levels increase the potential for coastal flooding by providing a higher base for st01m 
surges to build upon, and diminishing the rates at which low-lying areas can drain, thereby 
increasing the risk of flooding from st01m events. The next step in our approach focuses on 
modeling the onshore effects of coastal st01ms (i.e. , maximum water depths and duration) under 
the prescribed SLR scenarios Figure 33. 
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WATER DEPTH AND 
DURATION 

Figure 33. Project analysis and tasks: Swface Flood Routing Assessment. 

dam.3le state~ 

,.,." '"" loodinc 

As the figure illustrates, st01m sm ge and wave ove1topping data from the previous steps (i.e., 
regional and nearshore modeling) combined with hydrologic and installation-specific data are 
used to simulate onsite inland flooding in response to the prescribed scenarios. The intent is to 
generate a third series of maps (and videos) that visualize the extent of the compounding threat 
for each st01m lmder each SLR scenario attributed to onshore effects. The outputs (i.e. , 
maximum flood depths and dmations per 1Om2 grid cell) are then used to assess threats to the 
stmctmal integrity of critical assets in the next steps of om risk-based framework. 

3.6.1 Models and Approach 

Flood analysis for all key installation assets were computed by means of the G-ridded Smface­
Subsmface Hydrologic Analysis (GSSHA) numerical simulation tool, a spatially distributed, 
physically-based hydrologic simulator (Downer and Ogden 2004, 2006). GSSHA is a complete 
watershed analysis model that was developed and is now maintained by ERDC. The model 
simulated processes in GSSHA related to the generation of nmoff, stream routing, overland and 
stream sediment processes, constituent transp01t, as well as interactions with stonn drainage 
networks in mban settings (Figme 34). GSSHA was designed to identify and realistically 
simulate hydrologic processes in watersheds. At the time of the study, GSSHA had been used in 
numerous studies by the USACE, other federal agencies, private engineering fnms, and 
academia in a variety of hydrologic investigation and engineering projects (lmpublished data 
available at http://gsshawiki.com, accessed December 2010). 
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GSSHA 
Hydrologic 
Simulation 

Figure 34. Inputs and outputs of the GSSHA model's flood routing assessment. Items outlined in dashes were 
considered, but ultimately dropped from the case study application. 

There are three main reasons why GSSHA has been selected to assess smface flood routing in 
om framework. First, the physically-based natme of GSSHA provides the ability to simulate 
hydrologic process response as opposed to a lumped watershed response where various physical 
processes are grouped together in an overall nmoff response parameter such as a "curve number" 
or other empirical values that are commonly used in non-distributed hydrologic models. This is 
imp01tant for simulations of futme SLR scenarios for which there are no recorded data to 
calibrate an empirical parameter. Second, the spatially distributed natme of the GSSHA 
computational grid allows for flood hydrographs of depth to be computed on a grid cell-by-grid 
cell basis, a critical requirement of the next steps (asset damage function computations) in om 
risk assessment fi:amework. Third, the capability of GSSHA to simulate the interaction of st01m 
drain networks with hydrologic nmoff processes is essential in the highly m banized setting. In 
other words, GSSHA is the best tool available with which to conduct the smface flood routing 
assessment for the study. 

3.6.2 Modeling Inputs 

To begin, a 10 m computation grid was constmcted from available detailed topographic, land 
use, and soil type data on the NSN study site along with GIS-based data of the existing 
installation road and st01m drainage networks.22 Rainfall nmoff was simulated using 

22 Note - this grid served as the spatially-explicit risk assessment platfotm for case study. In other words, stmctural analyses were 
conducted w-ithin these same 1Om2 grid cells, and risks were assessed as this scale as well. 
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precipitation intensities that conesponded to the retum intervals of the prescribed st01m 
intervals. St01m sm ge water levels and wave heights were provided for the GSSHA analyses 
from previous analyses (refer to Sections 3.4 and 3.5) and served as the primruy somce of inland 
flooding to the smface flood routing computations. 

3.6.2.1 Gridded Surface-Subsurface Hydrologic Analysis (GSSHA) 

A site-specific GSSHA model was developed for the case study that captured infiltration, 
overland flow, and coastal wave propagation within the NSN bmmdruy (Figm e 35). 

Figure 35. GSSHA modeled area for NSN. 

The pru·runeters for these physical processes were selected based on accepted values for the soil, 
vegetation, land use, and hydrologic nmoff chru·acteristics of the installation. Precipitation data 
was available from monitoring stations near the study area from monitoring stations neru· the 
study ru·ea, but lmfortl.mately, no other smface data such as soil moistme or streamflow were 
available. Sections 3.6.2.4 and 3.6.2.5 below describe the affects this data limitation had on the 
analysis and the procedm es used to extrapolate representative values for these missing data. 
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It is important to note that the NSN installation is highly urbanized with an extensive drainage 
network both above and below ground. However, this drainage network is beyond its design life 
and is in varying states of dysfunctionality (i.e., some sections are plugged, collapsed and/or 
leaking). According to installation personnel, water in the drainage network flows in both 
directions with the rise and fall of the tides, indicating its relatively low elevation and its lack of 
backflow prevention. As a result, the drainage network configuration could provide a secondary 
source of interior flooding under elevated sea levels and/or a storm surges. To be conservative, 
we made the assumption that the drainage network was effectively inoperative, and our results 
depict a “blocked network” scenario.23 It should be noted that this assumption could lead to a 
slight overestimation of the surface water depths if the system functions as previously designed.  

With the exception of a drainage ditch running along the south east side of the airfield, surface 
runoff features (e.g., streams) on NSN are essentially non-existent. The majority of surface 
runoff migrates and pools in paved areas, eventually moving to storm drains and open areas, 
where it infiltrates down into the groundwater aquifer. Infiltration in opens areas occurs rapidly 
because the predominant underlying soil type is sand. The lack of surface drainage features (i.e., 
streams) makes it impossible to quantify overland flow values across the study site. As such, the 
overland flow model results could not be calibrated against observed data.24  

3.6.2.2 Model Domain, Digital Elevation Model (DEM), and Structured Grid 

The digital elevation dataset used in this study was sampled from LiDAR dataset with a one-
meter resolution. Stream networks were excluded from the analysis (their absence of the 
landscape precluded their incorporation). The coastal boundaries were set approximately 20 m 
offshore from the coast and/or piers. The inland boundaries followed the higher-elevation ground 
running the perimeter of the study site. The total area modeled was approximately 15.87 km2 
with a minimum elevation of 0.0 m and a maximum terrestrial elevation of approximately 5.6 m. 
The physical characteristics of the area (namely elevation, land use, and soils) were projected 
onto a 10-meter resolution grid as seen in Figure 36. This resolution captured the streets and 
structures as well as the diversity of the topography while still allowing for computational 
efficiency. 

                                                 
23 Furthermore, no effects were taken into consideration of any non-water fluids that potentially reside in the subsurface that 
could possibly influence the analysis. 
24 We believe this lack of validation is of little consequence to the overall findings based on the magnitude of the results. 



Figure 36. GSSHA model domain with 10-m stmctured grid overlay. 

3.6.2.3 Land Surface Data 

The land use dataset for the Norfolk model was derived using the FEMA Hazards U.S. Multi­
Hazards Software (HAZUS-MH MR) database and the 2000/2001 NLCD (http://www.mrlc.gov/ , 
accessed January 2011). The HAZUS-MH MR database was used to obtain Manning's-n values, 
which were used as a measure of smface roughness. These values were then u·ansposed into land 
cover types based on the 2000/2001 NLCD. The overland flow processes within GSSHA relied 
on the roughness coefficient associated with each land use classification to accurately model how 
flow moved over the land surface. Land use classifications were also derived for the Norfolk area 
under different SLR scenarios, assmning that when the sea levels rose, the land use 
characteristics would also change. For each of the five prescribed SLR scenarios, Table 13 lists 
the land use classification, Manning's-n roughness coefficient, and the percent area of each land 
use within the model domain. Figure 37 depicts the cmTent land use classifications within the 
model domain. 
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Table 13. Manning's-n roughness coefficients under prescribed SLR scenarios. 

NLCD Pel'cent Al'ea Based on SLR (m 
Class 

Numbet· Land Use Desctiotion Mannin2's-n 0.0 0.5 1.0 1.5 2.0 

21 Developed - Open Space 0.020 38.73 32.30 31.56 28.65 24.13 

22 Developed - Low Intensity 0.050 9.04 10.45 12.20 14.42 16.91 
23 Developed - Med Intensity 0.100 21.23 22.28 20.96 20.62 19.10 
24 Developed - High Intensity 0.150 20.48 17.70 17.50 15.32 13.76 
31 Barren Land (Rock/Sand/Clay) 0.090 1.85 2.82 2.50 1.94 3.00 
42 Evergreen Forest 0.110 3.23 4 .05 4.23 3.24 3.00 
51 Dwarf Scrub 0.040 0.00 3.06 4.22 6.42 9.80 
72 Sedge/Herbaceous 0.030 0.00 2 .12 2.12 4 .58 5.87 
74 Moss 0.025 0.00 0.32 0.02 0.69 1.25 
81 PasttU'e/Hay 0.033 1.80 1.67 1.67 1.36 1.04 

82 Cultivated Crops 0.037 3.18 2 .75 2.54 2 .50 1.67 

95 Emergent Herbaceous Wetlands 0.045 0.49 0.47 0.48 0.26 0.46 

Figure 37. Current land use classification (based on HAZUS-MH MR). 

3.6.2.4 Soils Data 

Soils data for the Norfolk model were obtained using the SSURGO soils dataset from the Natural 
Resources Conservation Service (NRCS) (NRCS 2010), and software within the DoD's 
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Watershed Modeling System (WMS) (Nelson 2001) was used to classify the different soil types. 
The infiltration processes within GSSHA relied on physical parameters (e.g., hydraulic 
conductivity, capillary head, porosity, pore index, residual saturation, field capacity, and wilting 
point ) based on these soil classifications. The soil parameters were based on both SSURGO 
estimates and literature (Rawls et al. 1982; Rawls 1983; Ralwls et al. 1983; Rawls and 
Brakensiek 1985; Ogden and Saghafian 1997) (Table 14 and refer to Figure 38 for classifications 
displayed across the model domain). Because infiltration was also dependent on land use, if an 
area was covered by high-intensity development (NLCD class number 24), the hydraulic 
conductivity of the area was set to 0.0001 to prevent infiltration. 

Table 14. Soil parameter estimates used in the study. 

SSURGO Soil Classification 
Sandy 
Loam 

Fine Sandy 
Loam Loam Silty Clay Clay 

Percent by Area (%) 3.25 60.86 0.25 0.46 35.17 
Hydraulic Conductivity (cm/hr)a 1.09 0.15 0.66 0.05 0.03 
Capillary Head (cm) a 11.01 21.85 8.89 29.22 31.63 
Effective Porosity (m3/m3)a 0.412 0.33 0.434 0.423 0.385 
Pore Index (cm/cm)b 0.378 0.319 0.252 0.15 0.165 
Residual Saturation (m3/m3) a 0.041 0.068 0.027 0.056 0.09 
Field Capacity (m3/m3)c 0.145 0.118 0.118 0.352 0.271 
Wilting Point (m3/m3) a 0.095 0.148 0.117 0.25 0.272 

a Values based on Rawls and Brakensiek (1983) and (1985), and Rawls et al. (1982) and (1983) 
b Values based on Ogden and Saghafian (1997) 
c Values based on SSURGO estimates 

 



Figure 38. Soil classification based on SSURGO soil data. 

3.6.2.5 Hydrometeorological Forcing Data 

Hydrometeorological forcing data was used as input into the model to simulate the physical 
processes within a watershed, such as rainfall nmoff, evapotnnspiration, infilu·ation, etc. 
Precipitation was an important hydrometeorological input for this project because it drove both 
the soil moisture and inland flooding. Given that the st01m simulations for this study were shOii ­
tenn events and that the majority of the study area was intensively developed (see Figure 37 
above), it was assumed that evapou·anspiration was not a significant physical process for this 
study and was therefore not included in the model. For this reason no temperature, pressure, 
humidity, or radiation data were required for the study. Recunence event precipitation data was 
obtained to dete1mine the precipitation amounts that could affect NSN under various st01m 
severities. Recorded precipitation for the 1982 nor ' easter was also obtained in order to 
demonsu·ate a historical precipitation event. 
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3.6.2.5.1 Recurrence Event Storm Precipitation 

Recunence event precipitation data (24-hour intensity and total precipitation) were obtained for 
the 1-, 10-, 50-, and 100-yr st01m events using the NOAA ATLAS 14 dataset (Bonnin et al. 
2006) (Table 15). 

Table 15. Rectmence interval precipitation estimates based on NOAA ATLAS 14. 

Average Precipitation Precipitation 
R ecurrence Intensity Estimates Estimates over 24 

Intet-val (years) over 24 lu·s (cm!hr)• hr period (in)• 
1 0.30 7.32 
10 0.58 14.02 
50 0.83 2.01 
100 0.97 23.16 

• Precipitation frequency estimates based on NOAA Atlas 14 

This dataset was chosen to obtain the various precipitation events primarily because it was a 
more recent dataset and it was the approved dataset used in hydraulic design by the Virginia 
Department of TranspOiiation (Hydraulic Design Advis01y 05-03; 
http://www. virginiadot. orglbusiness/resources/HDA 05-03rev. pdf ). These recunence 
precipitation rates and totals were based on data. from the Norfolk WSO Airp01i, Virginia. As 
recommended by the NOAA ATLAS 14 dataset, a 24-hr SCS Type III storm distribution was 
used to develop a 24-hour st01m event for each SLR scenario (Figure 39). The timing of the peak 
precipitation intensity was chosen to conespond to the timing of the peak stonn surge (see 
Section 3.6.2.6 below) in order to simulate the worst-case scenario of inland flooding across the 
installation. While it was unlikely that the peak precipitation would occur simultaneously with 
the an·ival of the peak stonn surge, the assumption of coincident peak conditions provided a 
conservative estimate of the maximum flooding conditions. 
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Figure 39. Unit hydro graph for Type III - 24 hom distribution. 
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3.6.2.5.2 1982 Nor'easter Storm Precipitation 

Precipitation data was also collected from a recorded Nor' easter that affected the Norfolk area in 
October 1982. Precipitation data from October 23-27, 1982 (Figure 40) was collected from the 
Norfolk Intem ational Airp01i (KORF) via the Air Force 14th Weather Squadron. The peak 
rainfall rate was 1.09 inches per hour (inlln") with a maximum 24-hour accumulation of 6.15 in. 
Based on the recunence precipitation shown in Table 15 above, the precipitation associated with 
the October, 1982 Nor' easter had approximately a 1-yr average recmTence interval. 
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3.6.2.6 Coastal Surge Input 

Nor' Easter Precipitation 
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The ammmt of inland flooding caused by coastal stonn surge across the installation was 
simulated by GSSHA using spatially- and temporally-varied hydraulic heads as boundruy 
conditions on the coastal perimeter of the model (Figm·e 41). 
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Figure 41. Coastal hydraulic head bonndaty locations. 

These hydraulic heads were supplied by the output from the nearshore modeling task (refer to 
Figure 33 above in Section 3.6) . As indicated in Section 3.6.2.5.1, the peak surge and peak 
precipitation were chosen to occur simultaneously in order to simulate the maximum potential 
flooding under the surge and precipitation scenarios. Equation 20 was used to dete1mine the 
hydraulic head at each cell along the coastal boundmy of the model. 

H = MSL + SLR +Surge+ WH/2 (20) 

where Hwas the head applied to the bmmdmy, MSL was the cmTent mean sea level, SLR was the 
prescribed SLR scenario (i.e. , 0.0 m- 2.0 m), Surge was the coastal surge, and WH was the wave 
height (m). 

Figure 41 above shows the locations to which the hydraulic head bmmdary was applied, while 
Figure 42 depicts the average stonn surge applied to this bmmdmy over the length of the 
simulation for the five SLR scenarios under the 1 00-yr retum interval stonn event, referenced to 
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the mean sea level datum for the project. Note that the peak average stonn smge value for the 2 .0 
m SLR 100-yr retum interval stonn event was nearly 8.0 m. 
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For the pmposes of this study, it was assumed that the feedback between the smface nnwff due 
to precipitation and the st01m smge values computed by the nearshore model (Section 3. 6) were 
negligible. However, a complete assessment of inland flooding across the installation would 
necessarily include coupled interaction between the st01m smge computations and the inland 
flooding computations, to capture the combined effects of flooding from precipitation and the 
st01m smge. The st01m smge computations in this study did not include the accumulation of 
nnwff from precipitation, therefore the st01m smge estimates at the bmmda!y as indicated in 
Figure 41 above were likely to be somewhat lower than what they should othetwise have been if 
the nearshore modeling was able to consider the smface precipitation nmoff. However, since 
GSSHA computed the smface mnoff, but was also dependent on the st01m smge computation as 
input, an iterative feedback process would be necessary to bring these two model computations 
into agreement with one another as to the proper st01m smge value at the bmmda!y. Such an 
iterative feedback process was deemed beyond the scope of the project because it was likely to 
generate only a minor increase in st01m smge value given the large stonn smge values that were 
considered in the prescribed SLR scenarios. The magnitudes of the simplifying assumptions 
described above are small compared to the ammmts of stonn smge, pruiicularly when coupled 
with SLR. The cumulative effect of the assumptions is also assumed to be insignificant in its 
impact on the water level results. 
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3.7. Mission Decomposition and Asset Capability Network (ACN) Development 
Methodology 

Beyond capturing the system's exposm e (i.e., the magnitude of st01m loadings exacerbated by 
rising sea levels), the question of impact to milita1y missions remains. Answering this question 
requires the identification of each installation 's critical missions and the development of a 
methodology to quantify the relationship between those missions and the infi:astmcture that 
assmes their perf01mance. The Critical Infrastm ctme Protection (CIP) commlmity typically 
models these relationships as system networks, where the physical components of the 
infrastmctme and the more abstract idea of mission are represented in a box-an ow diagram 
(Lewis 2006, Rinaldi et al. 2001 , Dudenhoeffer 2006). Although these seminal studies offer 
useful context with regards to systems analyses, they have failed thus far to explicitly address 
risk of system failme in consideration of environmental change - specifically failmes driven by 
coastal hazards and rising sea levels. As a next step in om process, we use these foundational 
interdependency modeling principles to govem the strategic architectme of the damage and risk 
assessment fi:amework Figm e 43. 
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Figure 43. Project analysis and tasks: Mission Decomposition and ACN Development. 

78 



 

79 

 

We call our novel approach an Asset Capability Network (ACN) which captures the intricate, 
highly interdependent relationships between infrastructure assets, capabilities, and mission 
performance. To assess risks, two tasks must be undertaken: 1) the decomposition or breaking 
down of the mission into key assets (i.e., built and natural infrastructure) that provide critical 
services or capabilities in support of the mission, and 2) the construction of a Bayesian network 
(i.e., a probabilistic model presented in graphical format to represent a set of random variables 
and their conditional dependencies). This section describes our decomposition of the NSN 
mission for the case study application. Section 3.9 then describes the construction and 
application of the Bayesian network.  

3.7.1 Models and Approach 

At the time of the project, readily available data regarding critical infrastructure was typically 
stored in enterprise-based GIS databases [i.e., TRITON (Unclassified), HD-MAP (SIPRNET), or 
SMADS (SIPRNET)], or stored onsite as GIS data, Computer-Aided-Design (CAD) data, paper, 
or microfiche files. To begin, the enterprise-wide databases at the study site (i.e., NSN) were 
searched for content as a prelude to contacting the installation and arranging for an onsite visit. 
Working through the chain of command, we contacted Commander (CDR) Fred Hintermister 
(ODASN IS&A CIP), the Service Liaison to the Defense Critical Infrastructure Program. CDR 
Hintermister put us in contact with CDR Eric Abby, the Public Works Officer at NSN, who in 
turn referred us to Mr. Bob Butters, Waterfront Planner. A series of telephone interviews were 
conducted in the October-November 2009 timeframe, followed by on-site visits in December of 
2009, and again in August of 2010. The purpose of these interviews and visits was to elicit 
information about missions at NSN and to gather quantitative data about the infrastructure that 
supported those missions. The December 2009 visit was a preliminary visit intended to 
familiarize us with the study site. The August 2010 visit focused on gathering more detailed data, 
tracing connectivity, and initiating assessment of damage modes for the built infrastructure. 

As a result of these visits, we decided to focus on collecting ACN data for two missions: At-
Berth Support and Support Ship Harbor Movement, as installation personnel considered these 
“critical,” and we believed they were vulnerable to SLR and coastal storm impacts. Notional or 
alpha version ACN networks were constructed based on initial data. Figure 44 shows the initial 
At-Berth Support network and Figure 45 shows the Support Ship Harbor Movement network. 
The explicit ACN characteristics and their descriptions are also defined in Table 16) 



Figure 44. 
nusswn. 

The ACN diagram detailing the capabilities and assets supporting the Provide At-Berth Support 

Figure 45. The ACN diagram detailing the capabilities and assets supporting the Support Ship Harbor 
Movements mission. 

80 



 

81 

 

Table 16. ACN characteristics and descriptions. 

ACN Characteristic Description 

Explicit representation of 
mission, capabilities and assets 

This project sought to assess risk to mission. Thus, there was a requirement to 
explicitly enumerate missions of interest. These missions were supported by 
capabilities – a deliberate statement of function at a higher level of abstraction 
than the physical infrastructure that supported them. Assets represented tangible 
entities, infrastructure, or organizations that supported capabilities. All of these 
components were considered “nodes” in the ACN.  

Connectivity 

The nodes of the ACN were connected by “edges” (sometimes called links) that 
represented dependencies, or paths for the propagation of effects through the 
network. Although physical systems often exhibited cyclical dependencies, so 
the risk assessment approach required the ability to represent networks as 
Directed Acyclic Graphs (DAGs). The ACN allowed cycles as long as there was 
an ability to transform them to DAGs as needed. 

Decomposability 

Infrastructure and organizational systems were decomposed into hierarchical 
subsystems. Ideally, segments of the network were represented by a smaller set 
of single nodes with inputs and outputs that accurately reflected the behavior of 
their component pieces (e.g., electrical, steam, water, etc.). 

Interdependency 

Infrastructure subsystems were analyzed using specialized subject matter experts 
(e.g., electrical, mechanical, civil engineers). These systems were often coupled. 
For example, a pump for the water system was dependent upon power from the 
electrical system. Interdependency was a specialized function of connectivity 
between explicitly enumerated subsystems. 

Geospatial representation 

In assessing the effects of SLR and coastal flooding, it was necessary to consider 
the geospatial location of assets. For purposes of the study, assets were located 
by single points, lines, or polygons. Storm- and SLR-related loadings were 
represented within a raster (grid), which allowed for multiple loadings to be 
applied to different parts of the same asset at any given time.  

Impact analysis 
Given a set of spatially-distributed loadings, it was necessary to calculate risk of 
damage to a group of assets, rather than a single asset. Damage functions were 
developed for each asset group in the network to asses loading potential. 

Temporal representation 

One of the more pressing questions in infrastructure failures was often not “what 
failed,” but “how long would it take to repair.” For purposes of this study, failure 
of an asset was only considered important to the mission analysis if the damage 
required excessive time to remediate. Nodes in the ACN captured anticipated 
remediation times as well as (in some cases), dependency on assets required to 
repair another asset.  

 

3.7.2 Modeling Inputs  

The case study’s ACN attribution (i.e., network connections and logic) is presented in Table 17. 
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Table 17. The logical components together represent the ACN. Note that these descriptions are generic inclusions 
that may or may not be directly represented in this study. 

Logical Components Example 

Mission Operational 
Task 

The fulfillment of a mission required the realization of one or more capabilities 
which were uniquely aligned to the site’s activities and purpose(s). 

Capability 

Abstract 
function that 
supports a 
Mission 

Provided support for one or more of the missions. Examples included Provide 
Electric Power and Provide Steam. 

Asset 

Physical 
Resource that 
Supports 
Capabilities 

Provided support for one or more capabilities. Examples included: personnel, 
warehouses, data and communication centers, transportation networks (e.g., 
bridges, roads, railroads), land, loading docks, cranes, navigation channels, fuel 
depot, housing (e.g., barracks, mess), utilities, water and wastewater treatment 
facilities, etc. 

Relationships 

A link that 
represents 
dependency 
between nodes 

Dependencies generally flowed from the mission to the supporting assets. For 
instance, the Provide At-Berth Support mission (A) was dependent on the 
Provide Steam capability (B), so there was an edge from A to B in the study. In 
turn, B depended on the 150 pounds per square inch (psi) steam line coming 
onto the pier (C), so there was an edge from B to C. 

 
Our alpha data schema for the original ACN was determined to be overly complex for the 
quantification of risks due to SLR and coastal hazards at the installation-level resolution, so we 
streamlined the approach to capture only the essential missions, capabilities, and assets on the 
site. Table 18 shows the data fields required to populate the missions, capabilities, and assets, 
while Table 19 shows the data fields required to populate the edges. 

Table 18. Mission, capability, and asset data fields for the ACN. 

Field name Description 
Name Name of the asset 
Description Description of the node 
Type Mission, Capability, or Asset 
Label Unique label for each node 

 

Table 19. Edge data fields for the ACN. 

Field name Description 

Parent ACNID of the node that was dependent on another node (e.g., a pump was dependent on upon 
electric power). 

Child ACNID of the node that was depended upon 
 

3.8. Structural Analysis Methodology 

In order to support base managers in making risk-informed decisions with regards to threats of 
SLR and storm intensification, structural analyses must be performed at an “actionable scale” 
(i.e., at the asset level). The next step in our process is to describe each asset’s damage state (in 
terms of conditional probabilities) based on structural loadings at each level of storm severity 
under the various SLR scenarios Figure 46. 



Figure 46. Project analysis and tasks: Structural Analysis. 
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The overall objective is to generate a series of fragility curves for each critical asset that 
describes the probability that they will fail as a function of the loads on the system. Note that 
Schultz et al. 2010 discuss four approaches to develop fi:agility cmves for assets (e.g. , 
judgmental, empirical, analytical, and hybrid). Judgmental approaches tend to be limited by 
subjectivity of expe1i assessments, whereas empirical approaches tend to be limited by the 
availability of obse1vational data. Analytical approaches tend to be limited by modeling 
deficiencies, restrictive assumptions, and/or computational burdens (Schultz et al. 2010). For 
pmposes of this study, we deployed a hybrid approach using all three techniques Gudgmental, 
empirical and analytical) depending on data availability and analytical model capabilities. 

3.8.1 Analysis Approach 

We define assets as physical resources that supp01i one or more capability required to supp01t a 
mission. Thus a boiler, a steam line, an electrical substation, or even a building is considered an 
asset under our risk assessment paradigm. Note that each asset must be defined by their unique 
physical characteristics, including their location on the study site, and the characterization of 
their vulnerabilities in order to assess the risk to mission perf01mance if they fail. As such, the 
stmctural composition of the assets dictates the types of analyses required to operationalize any 
ACN. 
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In essence, the structural assessment can be conducted in 5-steps:25 

1) Determine which loadings (i.e., winds, waves, flooding depths, etc.) were threats to the 
various assets; 

2) Identify the most likely load of failure (i.e., bending, shearing, tensile failure, etc.);  
3) Calculate the capacity of the asset to resist that failure; 
4) Calculate the load acting (the demand) that produced that mode of failure; and  
5) Generate the probability of damage (i.e., fragility curve) based on the capacity and 

demand. 

The following sections walk through the five steps of the process as they were applied to the case 
study.  

3.8.1.1 Steps 1 & 2: Identification of Loadings and Failure Modes 

Table 20 summarizes the modes of failure for each asset and the hazard(s) associated with these 
entities. The majority of the assets on NSN are vulnerable to electromechanical damage caused 
by flooding. For purposes of the case study, we assumed that the piers and common storage tanks 
would avoid permanent damage given the loadings generated by the worse-case scenario (i.e., 
100-yr return period storm and 2.0 m SLR). 

                                                 
25 The majority of the details surrounding the operationalization of the NSN ACN were considered For Official Use Only 
(FOUO) in content. Specific results of this structural assessment have been relegated to a series of FOUO supplemental materials. 
However a high-level description of the strategy used to conduct the structural assessment has been provided here. 



Table 20. Sununary of systems, damages and modes of failure. 

System & Component Loadings Mode of Failure 

Steam System 
Pylon Supp01t Wind and Hydrodynamic Loads Bendina of pylon 
Sh01t Pylon Supp01t Wind and Hydrodynamic Loads Bendina of pipe 
Building support (3,5, and 8 stol'Y) Winds Loss of support 
Steam plant building Winds Structural damage 
Pipelines at Piers Waves Bendina of pipes and connection failure 
Water Supply Svstem 
Water Treatment Plants Depths of Floodina Electromechanical 
Pumps Depths of Floodina Electromechanical 
Metal buildina housing the pumps Winds Structural damage 
Water Tank Water Velocities Extemal stabilitv and buckline of walls 
Pipelines at Piers Waves Bending of pipes and connection failure 
E lecttic System 
Electrical Substations Depths of Floodina Electromechanical 
Power generators Depths of Floodina Electromechanical 
Wastewater· System 
Lift Stations Depths of Floodina Electromechanical 
Oily Waste System 
Oily Waste Tank Water Velocities Extemal stability and buckling of walls 
Pumps Depths of Flooding Electromechanical 
Masoruy Buildina housing the pumps Winds Structural damage 
Pier·s 
Pier II St01m Surge and Wave Elevations Bending and axial failure of piles 
Piers I2 and I4 St01m Surge and Wave Elevations Bending and axial failure of piles 
Pett·oieum, Oil, & Lubri cants (POL) System 

Diesel fuel tanks I Deoths of Floodina I Extemal stabilitv 

3.8.1.2 Steps 3 & 4: Calculate the Capacity and the Demand 

The capacity of each asset to resist failure, and the measure of loads acting on these assets that 
generate these modes of failure, is captured in damage state tables. In general, these damage 
states con espond to those described in HAZUS, although Facility and Component Explosive 
Damage Assessment Program (F ACEDAP) (USACE 1994) damage criteria can be used to 
define damage states to assets other than buildings. The F ACEDAP computer program calculates 
the response of individual stm ctural components. F ACEDAP compares the properties that 
detennine dynamic response characteristics of stmctural components (i.e., mass, stiffness and 
su·ength of the components) to calculated load conditions. Two to four damage states are then 
defined for the assessment (Table 21). 

Table 21. Directives used to define and describe asset damage states. 

Damage State (Di) Explanation 

None Asset fi.lllv functional. 

Minor 
Describe in sufficient I reasonable detail what constituted minor damage to this 
asset such that it was non-ftmctional. 
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Moderate 
Describe in sufficient I reasonable detail what constituted moderate damage to 
this asset such that it was non-functional. 

Severe Describe in sufficient I reasonable detail what constituted severe damage to this 
asset such that it was non-functional. 

fu a None damage state, we assume that no appreciable damage is experienced, and the 
component is assumed to be reusable without repair. fu a Minor damage state, we assume a 
moderate level of damage is experienced, and that the component is repairable. fu a Moderate 
damage state, we assumed that severe damage is experience, and that the component is not wo1ih 
repairing (although it could be repaired). fu a Severe damage state, we assume that the 
component is beyond repair, although it has not necessarily collapsed. Note that these 
breakpoints must be refined or honed on a case-by-case basis to reflect the different stmctural 
components of the site's critical capabilities (refer back to Section 3. 7). 

3.8.1.3 Step 5: Fragility Curve Development 

Ultimately, the results of the parameter analysis are used to inf01m the development of damage 
functions in fragility curves (i.e. , cmves that describe the probability that a system will fail as a 
function of the load on that system) (Figme 47). 
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Figure 47. cm-ves case . Here, 
functions estimate the cumulative probability offow- damage states (None, Minor, Moderate, and Severe), defined in 
tenus of damage to an asset. In this example, cumulative probabilities are expressed as a function of one loading 
(i.e., wind speeds). 
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3.8.1.4 Software Deployed 

For pmposes of the case study, the intemal curves included in the HAZUS-MH MR-4 software 
(http://www.fema.gov/librarvlviewRecord.do?id=3726, accessed November 2012) were used to 
evaluate damage to buildings subjected to hazard loadings under the combination of the 
prescribed SLR scenarios and st01ms moving over the region. It was necessruy for us to 
manually enter NSN's building identifiers and specifications into the HAZUS progrrun for the 
case study because inf01mation regru·ding militruy bases is considered classified data, . Predicted 
wind speeds, water depths and wave velocities generated by the st01m analyses (described in the 
previous sections) were fed into the HAZUS curves, and damages were generated for the vruying 
water heights lmder the five prescribed SLR scenru·ios. Predictions of the extent of stm ctural 
damages to buildings were then estimated. Figure 48 illustrates the differences between assessing 
structures versus flood heights in a typical risk assessment. 
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Figure 48. Example damage versus flood depth relationship for a specific type of residential stmctlu-e in various 
USACE regions. 

SAP2000 (http://www.sap2000.org/, accessed November 2012) was used to estimate the 
response of the piers under a combination of the vru·ious SLR scenru·ios. SAP2000 is an 
integrated software commonly used in structural analysis and design. SAP2000 provides linear 
and nonlinear, static and dynrunic analysis and design of three-dimensional stm ctures. This tool 
had been validated extensively and was deemed suitable to perf01m the structural analysis of the 
piers for the study. 
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For stmcture types other than buildings, a new approach was required. We devised stm ctural 
models sensitive to the hazards of concem for this study, namely wind, cmTent and flood surge. 
The resolution of the models was consistent with that of the available stmctural descriptions and 
the loadings. We included fi:ame models for low resolution structures where little infonnation 
was available and developed detailed finite element models for structures when the inf01m ation 
was available. Parameter studies were perf01m ed with the models to develop damage envelopes 
such as those in Figure 48 above. Then the actual predicted wind and flood scenarios were used 
to develop damage estimates. Depending on the number of str11ctures and level of eff01t in this 
project, it was necessary to aggregate structural assets and delineate a representative sample to be 
modeled rather than develop a model of eve1y asset in the ACN individually. In addition, 
detailed cross-sections of Piers 11, 12, and 14 were obtained for this assessment. 

3.8.2 Inputs 

The required inputs needed to perf01m the structural analysis for the study included: 

• Material prope1t ies cross-sections, elevations, and connection details for each asset; 
• Soil properties at the base of poles and colmnns; and 
• Loading environments as functions of the elevations of stonn wind and surge forcings. 

F ACEDAP was then used to generate the damage states for each asset. 

3.9. Risk Assessment Methodology 

Coastal st01m s can interfere with the perf01mance of Iniss ions at coastal Inilitmy installations by 
causing damage to physical assets that supp01t the Inission. Figure 49 (a) illustr·ates how mission 
pelfonnance at a hypothetical Inilitmy installation might respond to a coastal stonn over time. 
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Figure 49. (a) The effect of a coastal storm on mission performance, and (b) the effect of an increase in either 
stonn intensity or SLR on mission perfonnance. 
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We can assume that the quality of performance on a military installation is influenced by coastal 
storms and can be described in terms of a response index. Mission performance is then evaluated 
on the ordinate axis (i.e., y-axis) in terms of an index bounded by 0 and 1, with higher values of 
the index representing higher levels of mission performance. Prior to the event, we assume that 
the installation is operating at full performance, thus the nominal value of the index is 1. If the 
quality of performance is dependent on the availability of infrastructure that is vulnerable to 
damage from coastal storms, then coastal storms will tend to have a negative impact on 
operations, causing the mission performance index to fall below 1. This impairment in mission 
performance represents a loss on the installation, as illustrated in Figure 49 (a). 

Storms of greater intensity are associated with more severe loads, thus they are expected to cause 
greater damages to physical assets and greater levels of mission impairment than storms of lesser 
intensity. As sea level rises, the severity of loads on physical infrastructure caused by storms of a 
given intensity may also increase. Thus, it is expected that if sea level were to rise, the 
frequency, level, and duration of mission impairments will tend to increase. This effect of an 
increase in storm intensity and/or an increase in SLR on the loss in mission performance is 
illustrated in Figure 49 (b). Increasing storm intensity (or sea level rise) from curve a to b causes 
an earlier onset of mission impairment, greater losses in mission performance, and a longer 
duration of recovery period. 

The loss in mission performance can be defined as a function of random variables that determine 
storm severity: 

( )( )x,rhgL =  (21) 

Where L is the loss in mission performance and the function ( )x,rh  characterizes storm severity 
as a function of a change in sea level (r) and a vector of random variables (x) that are 
determinants of storm severity. Examples of random variables that determine storm severity 
were introduced in an earlier section of this report (refer to Section 3.4), and include parameters 
such as storm track or heading, central pressure, forward speed, and radius to maximum winds. 
The function g describes the response of the response index to storm severity.  

The objective of the risk assessment approach is to assess the probability of potential losses in 
mission performance and determine the effect of prescribed SLR on those probabilities. If the 
mission performance function is known or can somehow be estimated, then losses that are 
associated with a storm event of any given severity can be obtained directly from Equation 21. 
Uncertainty in potential losses can be obtained by propagating the uncertainty from the random 
variables to the mission performance impairment. The probability of exceeding any potential 
level of loss in mission performance can then be calculated for each SLR scenario and the effect 
of SLR on the probability of a potential loss is the difference in the probability of exceeding a 
given level of loss under two SLR scenarios. This approach, in which the mission performance 
function is known, might be termed a “top-down” approach. The challenge for risk assessment 
under the study was to develop an approach to estimate mission performance losses as a function 
of storm severity and SLR without having an explicit representation of the mission performance 
function.  



In comparison to the "top-down" approach, our approach might be characterized as a "bottom­
up" approach because it requires the development of inf01mation about the relationship between 
physical assets and mission perf01mance on the installation. In sUIIllnaiy , we have devised an 
procedure that focuses on the identification of specific missions of interest, the decomposition of 
the missions into a set of capabilities that m·e needed to perf01m the mission(s), and the 
description of the functional dependence between the capabilities and physical assets on the 
installation. This process of mission decomposition has ah·eady been described in Section 3. 7 
above. Once the physical assets that supp01t the mission m·e identified, fragility curves m·e 
developed for each asset to calculate the probability of damage given modeled st01m loads. 
Development of these fragility cmves has been described in Section 3.8 above. This inf01mation 
is then used to constmct a Bayesian network, the purpose of which is to estimate the probability 
of dmnages to physical assets, as well as the probability of potential losses in capabilities and 
mission perfonnance that m·ise from damages to physical assets from coastal st01ms under the 
prescribed SLR scenm·ios . Figure 50 shows that calculation of risks to mission impai1ment is the 
final step in our overall risk assessment frainework. 

Figure 50. Project analysis and tasks: Risk Assessment. 
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3.9.1 Models and Approach 

Bayesian networks are an elegant and popular framework for modeling unce1tainty. They 
provide a principled approach to dealing with unce1tainty through the use of probability the01y, 
and an effective approach to coping with complexity through the use of graph the01y (Koller et 
al. 2007). A Bayesian network is a factorization of a joint probability distribution over random 
variables (Pearl1988). Any joint probability distribution can be represented using a Bayesian 
network (Pounet 2008). A Bayesian network consists of two pruts, a Directed Acyclic Graph 
(DAG) that depicts dependence and conditional independence among nodes representing 
elements of a system and a set of conditional probability tables that quantify the relationships 
among elements of that system. In general, a graph is a data structure consisting of a set of 
nodes, {Xi, .. . Xj, ... , Xn} and a set of directed edges that link nodes. Given a pair of nodes Xi 
-7 Xj, Xi is defined as the parent node and Xj is te1med the child node. A graph is considered a 
DAG if all edges ru·e directed and no path exists within the graph from any parent node leading 
back to that pru·ent node in the direction of the edges (Koller and Freidman 2009). The nodes of a 
DAG represent well-defined elements in a system of interest about which we may have 
knowledge (inf01mation). The presence of a directed edge between two nodes signifies 
dependence. For example, Figure 51 shows a graphical model that illustr·ates the dependence and 
conditional independence relationships among five elements of a system (X1, X2, X3, X4, and Xs). 

Figure 51. A DAG consisting of five nodes and five directed edges. 

The dependence and independence relationships in Figure 51 above are as follows. NodesX3 and 
X5 are directly dependent upon X1. NodesX3 andX4 are directly dependent upon X2. The absence 
of a directed edge between two nodes indicates conditional independence. For example, nodes X 1 

and X2, and nodes X2 and X5, ru·e conditionally independent. 

A Bayesian network is a DAG in which the nodes represent discrete or discretized random 
variables, the edges signify the existence of direct causal influences between linked variables, 
and the str·engths of these influences ru·e expressed by f01ward conditional probabilities (Pearl 
1988, p. 117). The Bayesian network describes a factorization of the joint probability distr·ibution 
over the random vru·iables, where the factorization is given by the structure of the network. In 
general, the factorization of the joint probability distr-ibution can be written: 

91 



 

92 

 

( ) ( )( )∏
=

=
n

i
ipain XXPXXXP

1
21 |,...,,

.        (22) 

Where the notation pa(i) means X is a parent of node i and the notation ( )( )ipai XXP |  means the 
probability that X is in state, i, given the state of parent nodes (Pearl 1988).  

Nodes with parents are defined by conditional probability tables that give, for every possible 
state of the variable, a probability of being in that state given the state of all parent node 
variables. Nodes without any parents are called roots and are defined by marginal probability 
distributions. 

A set of two or more potential states must be defined for each random variable. These states may 
be quantitative or qualitative. While there is a great deal of flexibility in defining the states for 
each random variable, it is a requirement of the method that the set of potential states for each 
must be mutually exclusive and collectively exhaustive. The term mutually exclusive means that, 
if the state of a random variable is observed in nature, it can be associated with exactly one of the 
potential states in the model. The term collectively exhaustive means that the set of potential 
states for a random variable represents the universe of potential states for that random variable. 
For example, consider a random variable that represents the state of a traffic light. One might 
identify three potential states for the random variable: green, yellow, and red. This is a mutually 
exclusive set of potential states because the traffic light can show only one color at a time. If the 
light is green, it cannot also be yellow or red. However, this is not a collectively exhaustive set of 
possibilities. For example, the traffic light may also be broken, in which case it could not be 
assigned to any one of these potential states. Therefore, a mutually exclusive and collectively 
exhaustive set of potential states is: green, yellow, red, and broken. Alternatively, one might 
identify a different set of potential states: green and not green. This is also a mutually exclusive 
and collectively exhaustive set of potential states because the state “not green” captures all other 
possibilities. Although this set of states provides less information than the former, it may be 
sufficient for making whatever inferences are desired from the model. In general, a fewer 
number of states is desirable for computational purposes. However, statistical inferences from a 
Bayesian network can be sensitive to the discretization of random variables. 

Statistical inference using Bayesian networks is accomplished by entering evidence in the 
network. Hard evidence is entered by specifying knowledge about the state of one or more 
variables. Soft evidence is entered in the form a probability distribution describing imperfect 
knowledge about the state of one or more variables. Once a finding is entered in a network, all 
probabilities in the network are updated using Bayes’ theorem (Bayes 1763). When hard or soft 
evidence is entered into a node to reflect observations about a variable in the system, the 
objective is to compute the posterior probabilities for all the nodes in the network. The posterior 
probability of Y given the state of one or more random variables, X, is simply the probability that 
Y is in a particular state given the observations or evidence about other nodes, X. This process of 
updating the probabilities in the network is accomplished using Bayes’ theorem: 
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The term on the left hand side of the equation is the posterior probability, the probability that 
variable Y, with j={1, 2, …,i,…n } possible states, is in state i given evidence about the 
distribution of parent nodes, X. ( )ijYP =  is called the prior probability, the probability that Y is in 
the ith state before the evidence became available. ( )ijYXP =|  is the likelihood, which is the 
conditional probability of observing the evidence (X) given that Y is in the jth

 state. By the 
theorem of total probability, the denominator is: 
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This computation of posterior probabilities can be burdensome and it is only with the advent of 
algorithms capable of performing these calculations efficiently that practical applications became 
possible. 

Bayesian networks were introduced in the field of artificial intelligence and have proven to be a 
powerful and broadly applicable technique for reasoning under uncertainty. Since they were first 
introduced, applications of Bayesian networks have been developed for predictive and diagnostic 
reasoning in many fields, including for example genetics (Rodin and Boerwinkle 2005), 
medicine (Onisko 2008, Nicholson et al. 2008), insurance, air traffic control (Fenton and Neil 
2001), ecological risk assessment (Pollino et al. 2007a, Pollino et al. 2007b), environmental 
management (Marcot 2006), and fisheries management (Kuikka et al 1999).  

Over the past decade, Bayesian networks have increasingly been applied to infrastructure risk 
and reliability assessments (Langseth and Portinale 2005, Langseth 2008). These include 
applications to assess component risks to nuclear power systems (Almond 1992), to assess 
infrastructure risks from seismic events (Bensi et al. 2009), to assess the reliability of networked 
infrastructure such as electric power systems (Lynn et al. 1998, Yu et al. 2005, Attoh-Okine et al. 
2009), and to assess the reliability of missile defense systems (Wilson et al. 2007). The goal of 
systems level reliability assessments is generally to assess the probabilities of system states. This 
is typically accomplished through the use of fault trees and reliability block diagrams (Modarres, 
Kaminskiy, and Krivtsov 2010). One of the reasons that reliability engineers have become 
attracted to Bayesian networks is that the method generalizes fault trees and reliability block 
diagrams by allowing components and subsystems to be related by conditional probabilities 
instead of deterministic Boolean relationships (Wilson and Huzurbazar 2007). The approach 
offers greater flexibility and the opportunity to apply statistical inference to diagnose the reasons 
that risks of failure might be high as well as to predict the probabilities of system states. 

Although the inability to represent feedbacks within a system is a limitation of the method, in 
general, there are numerous advantages associated with using Bayesian networks for 
infrastructure reliability assessment. They provide a flexible framework for reasoning about 
uncertainty and conducting both diagnostic and predictive inference on the same modeling 
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platform. They can handle both qualitative and quantitative variables and permit the integration 
of objective and subjective information. Because of the graphic representation of dependencies 
within the system, they are particularly useful for communicating with domain experts (Langseth 
and Portinale (2007). Bayesian networks can also be augmented with decision and utility nodes 
to create influence diagrams that model decisions, such as infrastructure investment decisions. 
With respect to conventional reliability analysis methods specifically, the advantages of 
Bayesian networks include the ability to model multiple failure states simultaneously (fault trees 
cannot) (Langseth and Portinale 2007) and the ability to update information about component 
reliability. 

It is just as important to understand the limitations of Bayesian networks as it is to understand 
their advantages. Bayesian network graphs are directed acyclic graphs. As such, they cannot 
contain feedback loops, making it impossible to represent feedback systems (Uusitalo et al. 2007, 
Barton et al. 2008). It is also very difficult to represent time dependent process, such as time 
dependent failure modes, although some progress seems to have been made in this regard 
(Langseth 2008). Generally, Bayesian networks are constructed with discrete variables because 
of limitations of the solution algorithms, although again, some progress has been made at 
incorporating continuous variables (Langseth 2008). It is frequently observed that conditional 
probability tables are difficult to construct, particularly if they are large. Conditional probability 
tables can be constructed using data, model outputs, or engineering judgment. 

The capabilities and missions on the installation are supported by a network of infrastructure in 
which there are a complex set of functional dependencies. The Bayesian network enables us to 
represent those functional dependencies within its structure efficiently. This is the primary 
motivation for using a Bayesian network approach on this project. The alternative to a Bayesian 
network approach is relatively inefficient. For example, in a paper discussing the resilience of 
networked infrastructure to coastal storms, Reed et al. (2009) described the use of an 
interoperability matrix in which each element of the matrix describes the probability of a 
networked component failure given the failure of every other networked component. This 
approach requires data on the reliability of each networked component given the state of all other 
networked components independent of causal effects. The causal structure of the Bayesian 
network eliminates the burden of computing conditional probabilities of failure between 
components where cause and effect relationships are absent. In addition, the approach enables us 
to consider multiple failure states for each component of the system. 

3.9.1.1 Graphical Structure of the NSN Risk Model 

The graphical structure of the case study’s risk model (hereafter referred to as the NSN Risk 
Model) arose from the asset capability network introduced in the preceding section on mission 
and infrastructure decomposition (refer to Section 3.7). As described earlier, the ACN captures 
functional dependence among the infrastructure assets and capabilities needed to carry out the 
mission (i.e., Provide At-Berth Support for CVNs on NSN in the case study). Figure 52 
illustrates this network and identifies the assets and capabilities explicitly considered in the NSN 
Risk Model for the case study.  
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Figure 52. Dependence among assets, capabilities, and missions is represented as a graphical model for the case study.
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As the figure illustrates, the network included one node for each physical asset, capability, or 
mission as described in Section 3.7, except for a few instances where adjustments were needed as 
described elsewhere in this section. To facilitate navigation of the network, each asset has been 
color-coded in the diagram to indicate its membership in an infrastructure sub-system. Edges that 
link one node to another indicate functional dependence among assets in the direction of the 
edge. The capabilities needed to Provide At-Berth Support were directly dependent upon one or 
more physical assets in the network. As with asset nodes, capability nodes have been color-coded 
in the diagram to indicate infrastructure sub-system membership. However, these have also been 
distinguished from asset nodes by their titles, which begin with a pier reference (P11, P12, or 
P14). The graph terminates in three mission support nodes (Mission P11, Mission P12, and 
Mission P14), which were directly dependent upon the capabilities. These nodes represent the 
mission to Provide At-Berth Support at each of the three piers on the installation that were 
capable of docking CVNs at the study site.  

The full graphical structure of the NSN Risk Model is illustrated in Figure 53.  



Figure 53. The graphical NSN Risk Model. 
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The NSN Risk Model is an expanded version of the asset capability network that defines two 
random variables for each asset and nodes for risk drivers on the installation. A generic 
schematic of the NSN Risk Model is provided in Figure 54 for the pmpose of illustrating what 
types of random variables were included in the network, the relationships among these var iables, 
and their potential states. 

Figure 54. Illustrative graphical model showing relationships among five different types of random variables 
(i.e., risk drivers, asset damage states, asset fimctionalities, capabilities, and mission perfonnance) . 

fu this example, the mission of interest is supported by two capabilities (Capability 1 and 
Capability 2). Each capability is dependent on the functional state of three assets (Asset 1, Asset 
2, and Asset 3). Capability 1 is directly dependent upon Asset 1 Functionality and Asset 3 
Functionality. Capability 2 is directly dependent upon Asset 2 Functionality. The relationship 
between Asset 1 Functionality and Capability 1 is one of conditional independence. This means 
that, if the functionality of Asset 2 is known (i.e., Asset 2 was functional or non-functional), then 
knowing something about the probability of Asset 1 being functional or non-functional provided 
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no information that enabled us to predict the ability to perform Capability 2. The ability to 
represent these relationships of conditional independence is an important feature of the approach.  

As illustrated in Figure 54 above, the NSN Risk Model includes five types of random variables 
with the following states and relationships:  

1) Risk Driver Nodes: In the context of this study, a risk driver is a natural force on the 
installation that has the potential to cause damage to physical infrastructure. The risk 
drivers considered in this study were coastal storm severity (SEV) and SLR. SEV was 
a random variable with three potential states [S1, S2, and S3] representing increasing 
levels of storm severity. S1 represented a level of storm severity between the modeled 
1- and 10-yr return interval storm, S2 represented a level of storm severity between 
the modeled 10- and 50-yr return interval storm, and S3 represented a level of storm 
severity between the modeled 50- and 100-yr return interval storm. For the purposes 
of the NSN Risk Model, this set of three storms represented the full range of potential 
storms that might have affected the installation, with at least an S1 storm assumed to 
occur in any given year. The second risk driver considered in this analysis was SLR, 
defined as a random variable with five possible states (0.0, 0.5, 1.0, 1.5, or 2.0), 
where 0.0 represented the baseline condition (i.e., present-day sea level) and 2.0 
represented the condition of a 2.0 m SLR relative to baseline conditions. 

 
2) Asset Damage Nodes: An asset is defined as a physical resource that supports one or 

more capabilities that are required to Provide At-Berth Support. For example, an asset 
could be an electrical substation, an electrical transformer, an electrical generator, or 
a structure. Each asset is associated with a set of defining characteristics including a 
physical location on the installation, a set of potential damage states, a damage 
function that describes the potential damage state as a function of storm loads, and a 
fragility curve that describes the probability that asset is in a damage state given any 
particular storm load. In the NSN Risk Model, assets were associated with two or four 
damage states. In general, these damage states corresponded to those described in 
HAZUS, as outlined in Section 3.8. In some cases, the physical assets on the 
installation were collocated and shared all of their defining characteristics. In such 
cases, these physical assets were lumped into a single node. Moveable assets 
(vehicles, portable transformers, cranes, etc.) and personnel were not considered 
assets for purposes of this study because they lacked a fixed location. We assumed 
that moveable assets and personnel were adequately protected before a storm 
occurred. 

 
3) Asset Function Nodes: A function is defined as the ability of an asset to perform a 

specific task within the network. Asset function nodes are random variables defined 
over two potential damage states [Functional (F), Non-functional (NF)]. An asset 
function node is jointly dependent on its own damage state and the damage state of all 
other assets that support its function. For example, an electrical transformer might 
itself be undamaged, but is functional only if the electrical substation from which it 
draws power is also functional.  
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4) Capability Nodes: A capability is defined as the ability to perform a task that directly 
supports the mission, such as Provide Electric Power to CVNs at a specific pier. In 
contrast to asset function nodes, capability nodes describe the functionality of the 
network of relevant infrastructure assets on the installation. Capability is a random 
variable with two potential states that are directly dependent on one or more function 
nodes. In contrast to asset function nodes, which have two nominal states, the 
capability node is real-valued. If the asset function node has a value of F, the 
dependent capability node assumes a value of 1. Likewise, if the asset function node 
has a value of NF, the dependent capability node assumes a value of 0. The expected 
value of a capability node is a capability score. The capability score is defined as the 
probability that a pier-side service is not disrupted by a coastal storm (nor’easter’s 
excluded) at least once a year. In Figure 54 above, the mean and standard deviation of 
the capability scores are reported at the bottom of the capability nodes. In most cases, 
the capability nodes are directly dependent on the asset function nodes of a single 
asset. In such cases, it provides no new information to the model, but serves the 
purpose of transforming the information about asset damage states and function states 
to a real-valued capability score that is used in evaluating mission performance. 

 
5) Mission Performance Nodes: A mission is defined as an operational task (i.e., the 

focus of the case study’s risk assessment). The performance of a mission requires the 
integration of a set of well-defined capabilities. The mission performance node is a 
continuous random variable that is defined as a multi-attribute value function of 
capability scores that serves as a Mission Performance Index (MPI) at each pier. The 
value function is parameterized using weights representing command-level priorities. 
The MPI is at a maximum when all capability scores are equal to one, indicating that 
there is no chance that a coastal storm can interrupt any capability. MPI is at a 
minimum when all of the capabilities needed to perform the mission (i.e., Provide At-
Berth Support for the case study) are interrupted at least once during the year because 
of damages caused by coastal storms. For purposes of the study, the NSN Risk Model 
included three mission performance nodes, one for each pier.  

3.9.1.2 Parameterization of Network Nodes 

Each node in the network is parameterized by calculating a Marginal Probability Table (MPT) or 
a Conditional Probability Table (CPT). For nodes that lack parents, an MPT gives the 
unconditional probability of each potential node state. For nodes with at least one parent, a CPT 
gives the probability of each node state conditional on the state(s) of the parent node(s). 
Figure 55 illustrates the parameterization of random variable nodes in the illustrative network. 



Figure 55. Marginal and conditional probability tables of the illustrative graphical model. 

101 



 

102 

 

The SLR and SEV nodes are parameterized using MPTs. In the case study, the MPT for SLR 
showed a uniform distribution over the five potential SLR states. The MPT for SEV showed that 
an S1 storm had an annual probability of occurrence equal to 0.9, and an S2 storm had an annual 
probability of occurrence equal to 0.08, and an S3 storm had an annual probability of occurrence 
equal to 0.02. These probabilities were derived from the modeled storm return periods.  

Damage state nodes give the probability that an asset is in any one of several damage states 
given information about storm severity and sea level rise. For example, in Figure 54 above, the 
Asset 3 Damage State node has four potential damage states, each with probabilities conditioned 
on SEV and SLR. These probabilities are calculated using information about storm loads in grid 
cells where the asset is located and fragility curves previously developed for each type of asset. 
For those assets that are distributed across multiple grid cells, algorithms are developed to 
aggregate the probabilities of damage states to arrive at a single probability for the asset as a 
whole. Asset damage states for each type of asset were defined earlier in Table 21 of Section 3.8 
above. 

Asset Function nodes describe whether the asset is functional or not given information about its 
damage state and the functionality of other assets upon which its functionality is dependent. For 
example, in Figure 55 above, Asset 2 functionality is dependent on the functionality of Asset 1. If 
Asset 1 is non-functional, then Asset 2 is non-functional with a probability of 1. If Asset 1 is 
functional, then the state of the Asset 2’s asset function node is dependent entirely upon the 
damage state of Asset 2. If the damage state is None, then Asset 2 is functional with a probability 
of 1. However, if Asset 1 is functional, and the damage state of Asset 2 is Minor, then Asset 2 is 
functional with a probability of 0.75. If the damage state of Asset 2 is Moderate, then Asset 2 is 
functional with a probability of 0.25. If the damage state of Asset 2 is Severe, then Asset 2 is non-
functional with a probability of 1. These probabilities describe uncertainty in the consequences 
of damage to physical assets that comprise the infrastructure network.  

Capability nodes are parameterized using deterministic tables. These nodes provide no new 
information to the model. The purpose of a capability node is to transform information about the 
state of one or more parent asset function nodes into a real-valued capability score. The 
capability score is an estimate of the probability that a capability is not disrupted at least once 
during the course of a year because of damages to physical assets caused by coastal storms. For 
example, in Figure 55 above, Capability 2 has a value of 1 if Asset 2 is functional and a value of 
0 if Asset 2 is non-functional. The mean score for Capability 2, which is directly dependent upon 
the state of the Asset 2 function node, is 0.994. The standard deviation of the capability score is 
0.075. These values are reported at the base of the capability node. 

The Mission Performance node describes uncertainty in an index of mission performance. The 
index is a multi-attribute value function (Keeney and Raiffa 1993). This value function describes 
mission performance at each pier as a function of capability scores weighted by command-level 
priorities for supplying services to CVNs at berth in the study. The MPI ranges from between 0 
and 1, with 0 representing the lowest possible level of performance and 1 representing the 
highest possible level of performance. In Figure 55 above, a mean and standard deviation of the 
MPI are reported for the network at the bottom of the node. For this study network, the expected 
mission performance was 0.796 and the standard deviation of the index was 0.26. The low 
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resolution in the mission performance table for this study network can be attributed to the small 
number of capabilities in the network. Resolution increased as more capabilities were 
considered.  

The NSN Risk Model included 217 nodes, including two risk drivers, 95 asset damage nodes, 97 
asset function nodes, nineteen capability nodes, and three mission performance nodes (Table 22).  

Table 22. Inventory of network nodes by infrastructure subsystem and node type. 

Infrastructure Subsystem Asset Damage Nodes Asset Function Nodes Capability Nodes 
Steam distribution system - - 3 
Tall pylon-supported steam lines 31 31 - 
Short pylon-supported steam lines 6 6 - 
Underground steam lines - 11 - 
Steam plants, pumps, and mechanicals 4 4 - 
Electrical distribution system - - 3 
Substations 10 10 - 
Transformers 9 9 - 
Ring bus 0 1 - 
Potable water storage and distribution 5 5 1 
Oily wastewater management 2 5 3 
Wastewater management 7 6 3 
Navigation channels 3 3 1 
Berthing area draft and freeboard 10 - 5 
Petroleum, oil, and lubricants (POL) 3 2 - 
Backup electrical generators 5 5 - 

Total 95 97 19 
 
The remainder of this section describes the methods that were used to parameterize each network 
node. 

3.9.1.2.1 Risk Drivers 

Risk driver nodes are the root nodes of the Bayesian network and are parameterized using MPTs. 

Sea level Rise (SLR): For study purposes, no assumptions about the probability of SLR 
scenarios were made in this study. A uniform distribution over the potential SLR states was used 
to indicate lack of knowledge about future rates of sea level change. The application of the NSN 
Risk Model could not be meaningfully interpreted with this uniform distribution because it did 
not portray a legitimate belief about the probabilities of SLR scenarios. Thus, the risk model was 
implemented in this study by instantiating (i.e., setting the instance of) the SLR node to one of its 
possible states (i.e., 0 – 2.0 m) to perform a “what-if” analysis of risks to mission performance. 

Storm Severity (SEV): For study purposes, the SEV node took one of three possible states [S1, 
S2, or S3] representing levels of severity at the midpoint of each return period interval. S1 
represented a level of storm severity between the modeled 1- and 10-yr return interval storm, S2 
represented a level of storm severity between the modeled 10- and 50-yr return interval storm, 
and S3 represented a level of storm severity between the modeled 50- and 100-yr return interval 
storm. This transformation was necessary so that probabilities could be assigned to a discrete set 
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of storm events. Probabilities were calculated for each of the potential SEV states from their 
lower and upper bound storm return periods, rL and rU, respectively: 

( ) 11 −− −= UL rrSEVP
         (25) 

For the maximum SEV, 
1−

Ur  was assumed to be infinitesimally small to force the probabilities to 
sum to one. 

As described in preceding sections of this report, several hydrodynamic models (ADCIRC, 
SWAN, CMS, and GSSHA) were implemented to simulate loadings (X) for each modeled storm. 
Storm loads included wind speeds, flood depths, wave heights, wave velocities, and sediment 
loads. These loads varied from grid cell to grid cell, dependent upon the resolution of the meshes 
in the coastal storm models used to estimate their values. A vector of storm loads was calculated 
for each SEV index level by calculating the midpoint of loadings for each return period 
increment in each 10 m2 grid cell:  

( )LULSEV XXXX −+= 5.0
       (26) 

S1 loads were at the midpoint between those predicted for the 1-yr and 10-yr return interval 
storms, S2 loads were at the midpoint between those predicted for the 10-yr to 50-yr return 
interval storms and S3 loads were at the midpoint of those predicted for the 50-yr and 100-yr 
return interval storms. This resulted in P(SEV) being the same in each grid cell, while the 
loadings for each SEV level varied across grid cells. As noted in Section 3.4, the return periods of 
storm events did not necessarily correspond to the return periods for storm loads such as storm 
surge elevations, wind speeds, and wave heights. Return periods for storm loads were usually 
estimated by simulating many storms. However, because it was only possible to model a very 
limited number of storms for application purposes, storm return periods were used as a proxy for 
the return periods of storm loads. 

3.9.1.2.2 Asset Damage Nodes 

The conditional probability of an asset being in any one of its potential damage states given the 
severity of a potential storm is calculated using fragility curves (refer to Section 3.8). Fragility 
curves are defined as cumulative probability distribution functions that estimate the probability 
that an asset is in a damage state of at least severity i as a function of one or more coastal storm 
loads in the grid cell where the asset is located. The fragility curve for damage state i, FX(x)i, 
describes the uncertainty in the load, X, that causes an asset to be in a damage state of at least 
severity i. In general, the conditional probability of realizing a damage state given the loadings 
for a storm of severity SEV and an SLR scenario is the difference between the cumulative 
probability of realizing the damage states i and i+1:  

( ) ( ) ( ) 1+−= iXiXi xFxFR | SEV, SLDP .       (27) 
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With the exception of wind loads, coastal storm loads in the case study tended to become more 
severe as sea levels rose; therefore, asset damage state probabilities were conditioned on both 
SEV and SLR. An exception to this rule existed in the case of structures, which were potentially 
damaged by wind loads. Since wind loads were not influenced by changes in sea level, asset 
damage nodes for building structures were not dependent on SLR (refer to the FOUO 
supplemental materials for more details). Details regarding the navigation channels and berthing 
areas have been provided below. 

3.9.1.2.2.1 Berthing Areas 

In this study, five berthing areas were identified in the network (i.e., Pier 11 North, Pier 12 
South, Pier 12 North, Pier 14 South, and Pier 14 North). SLR and coastal storms have the 
potential to impact berthing areas in one of two ways: 1) the loss of freeboard,26 and 2) the loss 
of draft. If sea levels rise beyond a critical point, it is possible that insufficient freeboard would 
be available to accommodate CVNs. Therefore, we made the freeboard nodes directly dependent 
upon the SLR node. Freeboard nodes were not directly dependent upon the SEV node because we 
assumed that ships would move out to sea in advance of a storm and would return after any 
storm surge had abated. Therefore, we assumed the ability to tie-up to a pier would not be 
affected by storm surge. As the analysis in Table 23 shows, none of the pier decks were 
overtopped under the 2.0 m SLR scenario. Since interviews with personnel at NSN indicated that 
ships would be capable of docking at piers even if very little freeboard was available, the 
network assumed that no damage or loss of function would occur as a result of sea level rise in 
this study.  

Table 23. Steam line and deck elevations at each pier relative to MLLW (m). 

Pier Feature 
Pier 11 

(m) 
Pier 12 

(m) 
Pier 14 

(m) 
Top of Second Deck 6.85 - - 
Top of First Deck 2.39 3.09 3.09 
Steam Line Elevation 5.26 1.59 1.59 
Steam Isolation level (Tide above MLLW) - 1.37 1.37 

 
Under SLR scenarios of two meters or more, it was possible that pier decks could be regularly 
over-topped by wave action during non-storm periods, and this over-topping could interfere with 
activity on the pier itself. At mean high water, the difference between sea level and the top of the 
pier is 0.31 meter (approximately one foot). While wave heights greater than 0.3 meter could 
wash over the top of the pier decks and interfere with normal operations on the piers, the 
application of the NSN Risk Model considered only risks to missions arising from coastal storm 
events and did not consider the risks of overtopping during non-storm periods. 

Sufficient freeboard is also needed at each pier to enable the delivery of steam. NAVFAC has 
determined the tide level at which delivery of steam should be interrupted to each pier. At Piers 
12 and 14, steam lines are mounted beneath the pier decks at approximately 1.59 meter above 
MLLW. The NAVFAC steam isolation level for these piers is 1.37 meter (4.5 ft) above MLLW 
                                                 
26 Freeboard is the distance between the water surface and the top of the pier deck. 
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(NAVFAC n.d.), thus SLR between 1.0 and 1.5 m would interfere with steam delivery. At Pier 
11, steam lines are mounted beneath the second deck at approximately 5.26 m, thus SLR up to 
two meters would not interfere with steam delivery at Pier 11. The steam isolation issue has been 
addressed below in the definition of steam capability nodes.  

Sufficient draft is also needed in each berthing area to accommodate ships at berth. CVNs have a 
draft of 12.8 m (42 ft), but require 15.09 m (49.5 ft) of draft at MLLW (NAVFAC 1998). The 
ability to berth CVNs was determined by assessing the fraction of grid cells located within 
berthing area boundaries that had controlling depths following each storm simulation that 
satisfied berthing requirements. The mean and standard deviation of final controlling depths was 
calculated for grid cells located within the boundaries of each berthing area and these parameters 
were used to fit a normal probability distribution function to final controlling depths. The 
fraction of grid cells satisfying the controlling depth criteria were calculated from the normal 
distribution function.  

3.9.1.2.2.2 Navigation Channels 

Ships entering Chesapeake Bay in transit to NSN travel through four navigation channels. These 
include the Atlantic Channel, the Thimble Shoals Channel, the Harbor Entrance Channel, and the 
Inner Harbor Channel. CVNs require a minimum 15.24 m (50 ft) of draft in these navigation 
channels (NAVFAC 1998). The Atlantic Channel is located beyond the limits of the CMS grid 
and, therefore, was not included in the Bayesian network for purposes of this case study. The 
remaining channels were represented by asset damage nodes that had two possible states 
[Sufficient depth, Insufficient depth]. These nodes were parameterized as follows. The mean and 
standard deviation of final controlling depths was calculated for grid cells located within the 
boundaries of each navigation channel for each SLR and storm severity scenario. These 
parameters were then used to fit a normal probability distribution function to the final controlling 
depth of the channel, which was the limiting depth of the channel after the storm had occurred. 
The fraction of grid cells in the navigation channel with depths satisfying CVN draft 
requirements were calculated from the normal distribution function.  

For purposes of this study, it was assumed that the probability that a channel was navigable was 
correlated with the fraction of grid cells with depths greater than the required draft for CVNs. 
Although the results based on this assumption could be inaccurate due to the presence/absence of 
shoaling, informal conversations with personnel at NSN and USACE Norfolk District have 
revealed that it has not been necessary to dredge navigation channels following named storms to 
restore navigability in the past. 

3.9.1.2.3 Asset Function Nodes 

In the NSN Risk Model, each asset was represented by an asset function node that was 
dependent on the damage state for that asset and the function state of other assets that supported 
its function. In the NSN Risk Model, non-probabilistic conclusions about the functionality of 
assets were woven into the definitions of the damage states presented in the preceding section on 
structural analysis (refer to Section 3.8). While only in extreme cases would it be possible to 
predict the functionality of an asset with certainty given only information about its damage state, 
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no information was available to characterize this uncertainty for the NSN Risk Model at the time 
of this study. Therefore, these nodes were parameterized with deterministic functions that 
described the functionality of an asset as outlined in damage state definitions. Future 
developments of this model could, if appropriate, incorporate information about uncertainty into 
the functionality of an asset given information about its damage state. While asset function nodes 
introduced no new uncertainties into the NSN Risk Model, they served to integrate information 
about the damage states of multiple supporting assets.  

3.9.1.2.4 Capability Nodes 

The purpose of capability nodes is to transform information about the functionality of terminal 
assets supporting a capability into a real-valued capability score. As described above, the 
capability score is an estimate of the probability that a capability will not be interrupted at least 
once during the course of a year because of damages to physical assets caused by coastal storms. 
Capability scores are used to calculate mission performance indices. 

3.9.1.2.5 Mission Performance Nodes 

For purposes of this study, the NSN Risk Model included three mission performance nodes, one 
for each pier. Each mission performance node was parameterized using a multi-attribute value 
function that was transformed to a CPT when the network was compiled. The value functions 
described mission performance at each pier as a weighted sum of the capability scores: 

∑=
j

jkjkk CwZ

.           (29) 

Where Zk is an index of mission performance at pier k. The weights, w, are defined for j = (1, 2, 
3, …, J) capabilities, C, to reflect command level priorities for supplying capabilities to ships at 
berth.  

The weights used in the NSN Risk Model were obtained from U.S. Navy personnel on the 
installation using a method of swing weighting (von Winterfeldt and Edwards 1986). The 
mission performance index ranged from between 0 and 1, with 0 representing the lowest possible 
level of performance and 1 representing the highest possible level of performance. This 
transformation of information about infrastructure network reliability to a mission performance 
index was value-laden. In other words, one command on the installation might assess a different 
level of mission performance than another because of differing priorities in terms of what 
capabilities, or utilities, were provided to ships at berth.  

The method of swing weighting was used to elicit weights for the multi-attribute value function 
at each pier. Weight elicitation was accomplished with the cooperation of individuals 
representing the NAVFAC MIDLANT Ship Support Office. The goal of the weight elicitation 
was to determine the relative importance of the various capabilities needed to Provide At-Berth 
Support for CVNs. This assessment was inherently subjective and even personnel within the 
same command provided very different perspectives regarding which capabilities made the 
greatest contribution to performance of the mission. The swing weight method (von Winterfeldt 
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and Edwards 1986) was implemented by first reviewing the minimum and maximum capability 
scores over the five prescribed SLR scenarios. Assuming that all scores were at their lowest 
possible level, participants then ranked the potential improvements in each capability score based 
on the relative importance of that potential improvement to overall mission performance. When 
assessing relative importance, participants were instructed to consider the relative inconvenience 
to operations on board the ship and on the installation as well as the relative cost of 
implementing the contingency plans for each capability. Participants were asked not to consider 
information that was not conveyed by the capability score (i.e., they were asked to ignore the 
severity and duration of the interruption of a capability, as well as the cost to restore a 
capability). After the participants ranked the capabilities, the first-ranked capability was given an 
arbitrary rating of 100. Each lower ranked capability was then given a rating between 0 and 100 
to indicate its importance relative to the top-ranked capability. Lower-ranked capabilities 
received ratings that were less than or equal to the next-highest ranked capability. If two 
capabilities had the same rating, this indicated they were equally important. Swing weights were 
obtained for each pier by dividing each individual rating by the sum of the ratings for that pier. 

3.10. Groundwater Assessment Methodology 

Climate change impacts such as rising sea levels and changes in historic precipitation patterns 
could potentially change the delicate balance that currently exists between salt and fresh water 
bodies in coastal aquifers (McLean et al. 2001). These changes could have negative impacts on 
the availability of potable water supply, coastal vegetation, and the surface hydrology of coastal 
military installations. Understanding the nature and potential magnitude of these impacts allows 
us to take appropriate preventative measures, including policy and guidance changes. 

Late in the summer of 2011, SERDP directed us to expand our framework to include 
groundwater modeling to capture potential changes in aquifer storage capacity arising from salt 
water intrusion driven by SLR. In response, we inserted a step in our framework (after the 
nearshore modeling assessment, but before the surface flood routing assessment) to capture 
decreases in potential infiltration rates due to these reductions in aquifer storage capacity (Figure 
56). 



Figure 56. Project analysis and tasks: Groundwater Assessment and Re-Assessment of Risks to Mission 
Impairment. 

As the figure illustrates, changes in the groundwater aquifer's isohaline bmmda.Iy can be 
modeled and inc01p orated into the GSSHA analyses to generate new estimates of maximum 
flooding depths - this time taking account of the loss of storage capacity and subsequent 
reductions in infiltration. The intent of this new modeling step is to generate a fomt h series of 
maps that visualize the difference between ignoring groundwater storage capacity and including 
groundwater storage capacity in the overall assessment of exposme. As before, the outputs 
(maximum flood depths and dmations per 1Om2 grid cell) offer new inf01m ation characterizing 
the threats to critical infrastructure under the prescribed scenarios for the overall risk assessment. 

3.1 0.1 Models and Approach 

Researchers studying the projections of relative SLR in the in the case study area, have predicted 
an average MSL rise in excess of 60 em by 2100 (Boon 2012, Ezer and Corlett 20 12a,b, Wu et 
al. 2009, and others) . Moreover, projections in precipitation rates in the same area indicate 
declining u·ends in precipitation ammmts when compared with historical averages and more 
frequent occmrences of high precipitation intensity st01m s (Scheraga 2008). Both of these 
anticipated changes would have significant impacts on the smface and subsmface hydrology of 
installations in mid-Atlantic coastal zone. 

109 



 

110 

 

From the perspective of surface hydrology, a SLR would increase surface runoff from coastal 
watersheds (Masterson and Garabedian 2007, Nuttle and Portnoy 1992). The rising water levels 
of the sea would bring about a corresponding rise in inland water table elevation, thus reducing 
the amount of available storage in the soil for infiltrated water from precipitation events. 
Additionally, a rise in groundwater table elevation would induce more discharge from the aquifer 
to the surface streams in inland coastal areas (Masterson and Garabedian 2007). Nuttle and 
Portnoy (1992) found this effect to occur in areas where a large portion of the watershed was 
above the level of high tide but not too far above the water table. The definition of “too far” was 
dependent on the particular soil characteristics of the watershed in question. In their study, Nuttle 
and Portnoy calculated that surface runoff could increase by as much as 70% from a 21 cm rise 
in sea level. The projected precipitation pattern changes would also add to the increase in surface 
runoff as less frequent but higher intensity storms would likely cause less infiltration and more 
peak flow discharge to occur. 

An increase in surface runoff would most likely bring about a corresponding decrease in 
groundwater flow from the aquifer to the sea. The rise in water table associated with SLR would 
cause the head gradient between land and shore to decrease thus producing less groundwater 
discharge of fresh water to the coastal system. This would likely induce changes in the salt-water 
concentrations of nearshore water bodies, particularly in the bays and inlets near fresh water 
discharges. Indeed, a rise in Chesapeake Bay salinity associated with SLR had already been 
noted (Hilton et al. 2008). Additionally, groundwater discharge would further be reduced if 
evapotranspiration increased in response to wetter soil conditions (Nuttle and Portnoy 1992).  

The reduction in groundwater discharge coupled with the increased surface water discharge 
would impact nearshore ecosystems in a number of ways. Sub-marine groundwater discharge 
controls the gradient in sediment salinity between surface and marine ecosystems (Johannes 
1980). This shift in isohaline balance would induce changes in coastal vegetation given the 
sensitivity of these species to salt concentrations (Cahoon et al. 2006; Scheraga 2008). An 
increase in surface runoff, derived from groundwater discharge within a coastal watershed at the 
expense of submarine groundwater discharge, would deliver more nitrates directly to the 
receiving water body, which promotes conditions for algal blooms (Nuttle and Portnoy 1992). 

Potable water systems could also be put at risk by SLR, including systems that derive their 
supplies from surface water and groundwater. In the case of surface water, only systems where 
water was stored in estuarine, low-lying water bodies not protected by structures such as dams 
were those likely to potentially be impacted by rising sea levels (Scheraga 2008). Nearshore 
groundwater systems could potentially be at risk from impact by rising sea levels as well. 
Figure 57 depicts the intrusion of salt water into a coastal aquifer system where pumps withdrew 
water from a fresh water source.  
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Figure 57. Hydrogeologic sections showing lateral encroaclunent of saltwater and contamination of supply wells 
in the Cohansey aquifer at the Cape May City (New Jersey) well field, 1940s to 1990s. (Barlow and Reichard 2010). 

When rising sea levels move the isohaline lines further inland, scenarios such as that depicted in 
Figure 57 above become increasingly possible. Once tainted with salt water, f01merly fresh water 
aquifers would become unusable for potable water supplies without expensive u·eatment 
processes. In the coastal southem Virginia area, most municipal water systems were considered 
surface water-based with some supplement from groundwater resources. However structures 
such as dams protected those surface water bodies from potential SLR impacts. Grmmdwater 
resources were mainly used in reserve capacity situations when surface water levels were low. 
They withdraw water from aquifers in areas adjacent to surface water reservoirs that were set 
back some distance from the coast (Figure 58). 
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Figure 58. Location of water supply reservoirs and groundwater wells in the Norfolk, Virginia area. (Sow-ce: 
www.norfolk. gov) . 

To address these concem s, we employed a four-step approach that included: 

1) a geophysical survey of the installation to locate the isohaline boundruy, 
2) the constmction and deployment of a coupled 2D distributed surface water 

hydrologic model and a 3D subsurface groundwater hydrologic model to simulate 
SLR and saltwater intm sion into the aquifer, 

3) a re-assessment of surface-subsurface hydrologic conditions (i.e., flood routing) 
given new infilu·ation capacities derived from the groundwater modeling, and 

4) a re-assessment of risks to mission impai1ment given these new flooding results. 

3.1 0.2 Modeling Inputs 

fuputs to the re-analysis of flood routing and risks included the derivation of the isohaline 
boundruy and the constmction/deployment of the new grmmdwater model. Below we provide the 
details of these efforts in more detail. 

3.1 0.2.1 Geophysical Survey to Detect the Isohaline Boundary 

A geophysical study was conducted on NSN to detennine the depth of the groundwater table and 
identify the freshwater/saltwater interface. From this data, initial groundwater table elevation and 
isohaline boundary locations were detennined to generate initial conditions for the groundwater 
model. The geophysical effort included electrical resistivity and elecu·omagnetic surveys at 
multiple locations on the installation and along the perimeter of the study ru·ea boundruy. An 
earthen elecu·ical resistivity smvey measured how well an elecu·ical cmTent flowed through the 
subsurface. This allowed us to detect differences between unsaturated and saturated sediments, 
as well as fresh and saline water. Conductance and groundwater depth data were taken from 
onsite monitoring wells to calibrate the elecu·ical resistivity data. The location of the nine 
resistivity smveys and eight monitoring wells measured ru·e shown on Figure 59. 
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Figure 59. Location of the study area on NSN, and the location of the electrical resistivity swvey lines and 
monitoring wells we measmed. "GW" is ground water; depth below ground sw-face in meters (ft). Total dissolved 
solids (TDS) is presented in pat1s per million (ppm) and represents the average value measmed. 

Much of the area is indusu·ialized and covered with concrete or asphalt, and abovegrmmd steam 
disu·ibution lines are common. Unfortunately, we were not given access to the largest areas 
containing open grass fields (i.e. , inside the airfield boundruy) . Instead, we conducted the 
resistivity surveys on the installation's ball fields, recreational areas, golf courses, and open ru·eas 
proximal to buildings (although some underground utilities were present at these locations which 
interfered with our ability to survey). The resistivity survey site numbers, their conesponding 
site nrune, and the monitoring wells measured ru·e listed in Table 24. 
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Table 24. List of resistivity survey sites and monitoring wells measured. 

Resistivity Surveys 
Site Number Site/Well Name 

1 Ball Field-M 
2 Ball Field 
3 Golf Course 
4 Historical Parade Ground 
5 Recreational Area 
6 Northeast Area 
7 Airfield 
8 Control Tower 
9 Turtle Park 

Wells 
Site Number Site/Well Name 

1 GW2 
2 MW04 
3 SW8 
3 SW10 
6 MW04A 
18 MS06S 
20 MW4R 
20 MW12 

 
The soils in this geophysical study belong to the Columbia Group, which is comprised of 
unconsolidated fine sands and silts, and impermeable silt, clay, and sandy clay. The soils in the 
Columbia Group can extend to a depth of 18 m (60 ft). The fine sands and silts comprise the 
upper 6 - 12 m (20 - 40 ft), whereas the impermeable silt and clay are found in the lower 6 - 12 m 
(20 - 40 ft). The clay layer is often discontinuous and absent in some areas. The water-table 
aquifer is present in the sandy soils in the upper 6 - 12 m (20 - 40 ft) of the Columbia Group. The 
depth to the water table is usually less than 2.5 m (eight feet). The general range of resistivity 
(conductivity) values for wet to moist silty and sandy soils can vary from 10s to 100s ohm-m (Ω-
m) [10’s to 100’s milliSiemens per meter (mS/m)], whereas for wet to moist clayey soil the 
resistivity (conductivity) can vary from 1s to 10s Ω-m (100’s to 1000’s mS/m). The intrusion of 
saltwater will decrease (increase) these resistivity (conductivity) values. Note that there is an 
overlap in resistivity values amongst the different soil types and moisture conditions, and that the 
presence of saline water in saturated sands can be misinterpreted as wet clay.  

3.10.2.1.1 Electrical Resistivity  

We used a Schlumberger sounding array electrical resistivity survey method to characterize the 
Earth resistivity structure with depth. To begin, we inserted a series of metal stakes (electrodes) 
10 to 20 cm (four to eight inches) into the ground along a transect line. Four electrodes were 
used to make a single measurement, with the two outer electrodes acting as the current electrodes 
(C1, C2) and the two inner electrodes as potential electrodes (P1, P2). A current I was injected 
into the ground through the current electrodes, and the potential difference ∆V was measured 
between the potential electrodes. The potential difference was related to the apparent resistivity 
ρa of the subsurface material through the geometry k of the electrode configuration: 



pa = 2nk(LW /I) (30) 

k = 1 / {(1/r1 - 1/r2) - (1/r3 - 1/r4)} (31) 

where r1, r2, r3, and r4 represent the linear distance between elecu·odes C1P1, P1C2, C1P2, and 
P2C2, respectively (Figure 60a). 
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Figure 60. (a) General electrode configuration for a linear resistivity an·ay. (b) Electrode configuration for a 
Schlumberger anay, L>l. (c) Anangement of measurement plotting locations for 2D Schlumberger resistivity 
pseudo-section. 

For the Schlumberger anay (Figure 60b above), the cunent elecu·ode spacing was much greater 
than the potential elecu·ode spacing, therefore Equation 31 reduces to: 

pa = (nL2/2l)(D.V /I) (32) 

The distance between the elecu·odes was increased to achieve a greater depth of investigation. A 
total of 112 elecu·odes were used, each spaced 1-m aprui. A combination of the maximum 
cmTent and potential electrode spacing allowed a maximum depth of investigation of 15.8 m. An 
AGI SuperSting R8 resistivity system was used (Figure 61a). 
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Figure 61. (a) AGI SuperSting RS resistivity system with control unit, electrode switch box, and battery. (b) 
Geonics EM-31 ten·ain conductivity meter. (c) Heron Instruments H.Ol L Interface Meter for measuring depth to the 
water table in a well. (d) YSI 600R sonde was used to detennining specific conductance. 

This instnnnent allows automatic switching of electrodes, so once the electrodes and cables are 
in place, the system can run unattended with only periodic monitoring. A single smv ey was 
completed in approximately six homs (two homs setup/breakdown and fom hom s data 
acquisition). The data were then plotted as 2D pseudo-sections, with the data value plotted below 
the midpoint of the [om -electrode an ay at the median depth of investigation of the an ay 
(Figm e 61c above) . Data collected in this manner must be inveited to obtain the tme resistivities 
and depths. The resistivity unit of measm e is Q-m. 

3.1 0.2.1.2 Electromagnetic Inductance 

A tenain conductivity smvey was conducted along each resistivity line to: 1) detennine the trend 
of the shallow subsmface conductivity, and 2) to identify the presence ofbmied utilities or 
anomalous featmes. The Geonics EM-31 is a man-pOiiable instrument 4-m in length with a depth 
of investigation of about six meters (Figm e 61b above). It has a frequency domain 
electr·omagnetic (EM) induction system that operates at 9.8 kilohe1i z (kHz). For pmposes of this 
study, the data were acquired at five samples per second and a Trimble DS232 differential 
Global Positioning System (GPS) system was used for positioning. The EM-31 measmes two 
components, quadrature phase and inphase. The quadratme component is related to the ground 
conductivity, whereas the inphase component is useful for detecting metallic objects. 
Conductivity ( quadratme component) is a positive valued parameter, although the instrument can 
give negative values when a highly conductive object (such as metal) is present. The unit of 
measme is mS/m; conductivity is the inverse of resistivity. The in phase measmement is a 
relative measmement with units of pruis per thousand (ppt); the values can be positive or 
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negative. The EM-31 data were collected along the resistivity survey lines and were presented as 
profile lines. 

3.10.2.1.3 Water Depth and Specific Conductance 

The water depth in the monitoring wells was determined using a Heron Instruments H.01L 
Interface Meter (Figure 61c above). The sensor, which was attached to an incremented tape, was 
lowered down the well and emitted a tone when it contacted water. The water depth was 
measured at a point on the well (generally top of casing) where the elevation was known.  

A YSI 600R sonde equipped with temperature and conductivity sensors (Figure 61d above) was 
used to acquire specific conductance readings at various depths in the monitoring wells. The 
specific conductance (25° Celsius) was obtained by applying a temperature compensation factor 
to the measured conductivity values. The specific conductance is related to the Total Dissolved 
Solids (TDS) in the water. The electrical conductivity of the water is caused by the presence of 
dissolved ionic species, including dissolved salts. To accurately determine the TDS conversion 
factor, it was necessary to collect water samples from the well, and both dry and weigh the 
solids. However, a default value of 0.67 can be used to convert specific conductance to TDS to 
obtain a gross estimate of TDS. An estimated TDS value was used in this study and was 
sufficient for determining the presence of saltwater intrusion. Levels (in ppm) of TDS for 
fresh/potable water were less than 1,000 ppm; palatable water less than 500 ppm. The U.S. 
Geological Survey (USGS) classifies saline water in three categories: slightly saline 1,000 to 
3,000 ppm; moderately saline 3,000 to 10,000 ppm; and highly saline 10,000 to 35,000 ppm. 
Seawater has a salinity of about 35,000 ppm; brine is greater than 35,000 ppm TDS.  

3.10.2.2 Construction and Deployment of the Groundwater Model 

3.10.2.2.1 Modeling Approach 

An AdH-WASH model was used to compute coupled density-dependent flow and solute 
transport fields and a combination of GMS v8.2 and CMB v2.0 was used as a pre- and post-
processing tool to develop and evaluate the AdH-WASH module simulation results. 

The AdH includes the following physical models:  

1) saturated and unsaturated groundwater flow,  
2) overland flow,  
3) three-dimensional Navier-Stokes flow, and  
4) two- or three-dimensional shallow water problems.  

Although AdH includes both density-dependent flow and transport equations, we opted to deploy 
an external WASH module to perform these calculations. It is important to note that this 
module’s capabilities are being incorporated into AdH and its results are based on the 
WASH123D (Yeh et al. 1998) model’s capabilities. WASH123D is a physically-based finite 
element numerical model that can be used to compute coupled density-dependent flow and solute 
transport in the groundwater system. The 3D subsurface density-dependent flow and solute 
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transport equations were solved using the AdH-WASH model for this study. The Galerkin finite 
element method was used to solve the flow equation, while the Lagragian-Eulerian finite element 
method was used to solve the transport equation.  

3.10.2.2.1.1 Groundwater Modeling System (GMS, v. 8.2)  

The GMS (v.8.2) program (developed by ERDC and Aquaveo, LLC) is considered the most 
sophisticated groundwater modeling environment available. GMS provides an integrated and 
comprehensive computational environment to develop models used to simulate subsurface flow, 
contaminant fate/transport, and the efficacy and design of remediation systems. GMS integrates 
and simplifies the process of groundwater flow and transport modeling by bringing together all 
of the tools needed to complete a successful study. GMS provides a comprehensive graphical 
environment for numerical modeling, tools for site characterization, model conceptualization, 
mesh and grid generation, geostatistics, and sophisticated tools for graphical visualization. The 
WASH123D Graphic User Interface (GUI) is used to generate input files for flow simulation. 
For the transport simulations, the FEMWATER GUI is used to generate the transport input file 
that is subsequently translated to the AdH-WASH format. 

3.10.2.2.1.2 Computational Model Builder (CMB)  

The CMB (developed by ERDC and Kitware Inc.) is a suite of general, multi-dimensional GUIs 
for pre- and post-processing of numerical simulations. The CMB is built on a client/server 
framework that can be adapted to different user needs. The CMB design delays full mesh 
generation as long as possible to keep problem sizes manageable, working with 2D edges or 3D 
shells when tagging for boundary conditions. From a complete conceptual model, simple meshes 
can be generated locally or the model can be exported for mesh generation by HPC-based 
meshing tools. 

3.10.2.2.2 Modeling Inputs 

The three-dimensional finite element mesh for the AdH-WASH simulations encapsulated the 
existing GSSHA computational grid and extended to the south beyond NSN. Refer to Figure 62 
for the model domains of AdH-WASH and GSSHA. The groundwater model was created using 
available topographic, geologic, and climate data. Littoral boundary conditions were input 
corresponding to the five prescribed SLR scenarios. The formation of the domain and input 
parameters are described below. 



Figure 62. The Norfolk AdH-WASH grmmdwater model domain and hydrogeologic units. The GSSHA model 
domain is shown with a red line within the AdH-WASH model 

3.10.2.2.2.1 AdH-WASH Model for NSN 

An AdH-WASH model of the unconfmed surficial aquifer undemeath the site was developed to 
both simulate the water table with saltwater intrusion and compute soil moisture. Note that the 
installation is positioned near the mouth of the Chesapeake Bay and is surrmmded by the 
brackish water of the Lafayette River to the south, Elizabeth River on the west and Willoughby 
Bay on the north ; and the freshwater Mason Creek on the east. The creek, whose outlet into 
Willoughby Bay has been channelized and covered, is tidally influenced, has limited mixing, and 
is therefore considered freshwater for pmposes of this study. Underlying the installation, the 
shallow surficial Columbia aquifer is unconfmed, open to the at:Inosphere, and subject to 
recharge from infiltr·ating rainfalL This aquifer is also hydraulically connected to the smTmmding 
surface-water bodies. We assume that the salinity of the coastal water causes the water to be 
denser than freshwater, and creates a concentr·ation gradient that, with tidal fluctuations, allows 
salinity to intr11de into the coastal aquifer. The hydraulic gradient created by recharge counteracts 
this intru sion by creating a flow field towards the coastal water that pushes the saltwater out of 
the aquifer. Although each process is variable, a relatively stable boundmy between the two 
water bodies is assumed to have fonn as a wedge with freshwater floating on top. 
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The stabilization of the modeled salinity boundary to stressors was a long-term event compared 
to the storm scenarios of the risk assessment, therefore the groundwater model was designed to 
simulate decades of slow change. Accordingly, constant average inputs replaced the highly 
variable tidal fluctuations and periodic rainstorms. Only the five prescribed SLR scenarios and 
the general groundwater flow field influenced the location of the salinity boundary. The AdH-
WASH model developed for this study included density-dependent flow in saturated and 
unsaturated zones where salinity was treated as a transport constituent. 

3.10.2.2.2.2 Geology and Hydrogeologic Conceptual Model 

The geology in the area of NSN is comprised of two main formations: (1) the Columbia Group, 
and (2) the Yorktown Formation (CH2MHill 2000, 2011). These two formations are overlain by 
topsoil and fill materials that were placed during construction of the NSN and subsequent base 
development. The upper most geologic formation of the Columbia Group is the Sand Bridge 
Formation (approximately 6 to 14 m) consisting of unconsolidated fine sands and silts of low to 
moderate permeability. The Norfolk Formation (approximately 6 to 14 m) makes up the lower 
Columbia Group and consists of relatively impermeable silt, clay, and sandy clay (CH2MHill 
2000, 2011). Underlying the Columbia Group is the Yorktown Formation which is comprised of 
moderately consolidated coarse sand and gravel. 

The hydrogeology of the NSN area consists of two hydraulically significant aquifer systems: (1) 
the water table aquifer, and (2) the Yorktown aquifer (CH2MHill 2000, 2011). The water table 
aquifer comprises the upper part of the Columbia Group coinciding with the more permeable 
Sand Bridge Formation. The Yorktown Aquifer is a semi-confined aquifer separated from the 
water table aquifer by the discontinuous aquitards of the Norfolk and the upper Yorktown 
Formations. 

The water table aquifer was the only aquifer modeled in the effort. Since the Yorktown Aquifer 
is essentially confined, it was assumed to be hydraulically disconnected from the Columbia and 
would therefore not affect the groundwater table or salt-water intrusion due to SLR. The 
geologic conceptual model used to characterize the water table aquifer was idealized and 
consisted of three material types (Figure 62 above). 

The uppermost material type is a top soil/fill combination that we initially classified as two 
materials, but to one material to avoid convergence issues due to aspect ratio. The middle 
material called the Upper Columbia is a fine sand and silt layer indicative of the Sand Bridge 
Formation of the Columbia. This material represents the section of the water table aquifer that is 
the most transmissive. The third material type represents the Norfolk Formation of the lower 
Columbia Group (referred to as the Lower Columbia) composed of relatively impermeable silt, 
clay, and sandy clay. 

The material layers were defined using boring logs from several environmental reports of NSN. 
There were numerous boring logs but most were highly concentrated at the remediation sites on 
the installation. Due to the high numbers of borings at project sites, the available borings were 
reviewed and then limited to a few representative borings for each site. The geologic solid was 
constructed from these borings and representative borings. The hydrogeologic parameters were 
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then applied by material layer and were varied across the domain as discussed earlier in this 
section. 

3.10.2.2.2.3 Model Domain and Mesh 

The groundwater domain boundary was delineated from high-resolution imagery to follow the 
shoreline, cutting across the base of NSN piers and the commercial port, proceeding up 
tributaries of both Willoughby Bay and Lafayette River to the narrowest overland transects to the 
Mason Creek shoreline. The pier structures were not incorporated into the domain because they 
were man-made and inconsequential to the characterization of the aquifer. This boundary was 
utilized to clip a processed LiDAR elevation dataset, triangulate a mesh, and assign boundary 
conditions. The domain encapsulated a surface area of 26.5 km2. 

The same one-meter resolution LiDAR elevation dataset previously utilized by the GSSHA 
domain was processed by CMB’s PointsBuilder tool to create a bare-earth DEM. Large buildings 
and trees were manually truncated prior to executing an automatic terrain extraction algorithm to 
remove remaining artifacts (e.g. walls and vegetation), to fill the resulting data holes, and to 
resample the DEM to a 10-meter resolution. 

The domain boundary was filled with a 2D finite element mesh consisting of triangles with an 
average edge length of 25 m. This mesh was used as a template to build a 3D mesh from the 
geology model with the DEM representing the top surface. The final 3D mesh consisted of 
roughly one million triangular prism elements in ten layers with three soil material regions - the 
Top Soil/Fill material was limited to the top two element layers while the Upper and Lower 
Columbia material regions were each four element layers thick. The surface elevations varied 
from zero to eight meters. For purposes of this study, the resolution was chosen to reduce the 
element size of the mesh and hence the computational footprint, while still providing a 
satisfactory depiction of the groundwater system. GMS and CMB’s MeshViewer tools were 
utilized to generate and verify the mesh, respectively. 

3.10.2.2.2.4 Soil Material Properties 

The saturated/unsaturated flow and transport processes within AdH-WASH were physics-based 
processes dependent on material properties, such as hydraulic conductivity, porosity, etc. The 
standard input type for soil material properties for AdH-WASH was zonal classification, which 
applied a set of properties to an entire material region. The properties specified for the site’s 
materials, listed in Table 25, were based on literature and informed by site characterization 
reports when available. To more closely match the natural heterogeneity of the site’s geology, 
the hydraulic conductivity was allowed to spatially vary in the horizontal plane.  
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Table 25. Soil material properties on the study site. 

Soil Material Top Soil/Fill 
Upper 

Columbia 
Lower 

Columbia 
Zonal Horizontal Hydraulic Conductivity, Kh (m/s) 10.0 6.0 0.1 
Kriged Kh (m/s) 2.0 – 42.59 1.3 – 30.0 0.02 - 0.5 
Vertical Hydraulic Conductivity Anisotropy Factor 0.1 0.1 0.1 
Effective Porosity (m3/m3) 0.33 0.3 0.25 
Modified Compressibility (1/m) 0.0 0.0 0.0 
van Genuchten Alpha (1/m) 3.0 2.6 1.6 
van Genuchten Exponent 1.5 1.5 1.2 
Bulk Density (kg/m3) 2100 2000 1900 
Longitudinal Dispersivity (m) 20 20 20 
Transverse Dispersivity Anisotropy Factor 0.1 0.1 0.1 
Tortuosity 1.0 1.0 1.0 

 
A “kriged” hydraulic conductivity value was interpolated at each mesh element’s centroid using 
ordinary kriging informed by a uniformly distributed set of points with values constrained within 
an order of magnitude, centered on the original “zonal” hydraulic conductivity. This probable 
realization created preferential pathways of higher permeability between the upper two materials 
since their hydraulic conductivity ranges overlapped. Images of each material’s kriged values 
can be found in (Figure 63) below. 
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Figure 63. Kriged horizontal hydraulic conductivity for the (a) Top Soil/Fill, (b) Upper Columbia, and (c) Lower 
Columbia materials. 

3.10.2.2.2.5 Boundary Conditions 

The AdH-WASH model was used to reproduce the general aquifer conditions below the study 
site ignorant of varying conditions (e.g. storm surge and precipitation) but converged to the 
various SLR scenarios. For each scenario, the littoral boundaries (Elizabeth and Lafayette 
Rivers, Willoughby Bay, and Mason Creek) were assigned a specified head type condition with 
heads of 0, 0.5, 1.0, 1.5, and 2.0 m, respectively. It was assumed that Mason Creek, an inland 
water body, would rise to the same height as the Chesapeake Bay water bodies. This boundary 
type was applied to the vertical and submerged top surface nodes of the mesh. Submerged top 
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surface nodes did not exist in the 0.0 m SLR scenario mesh, however, for each additional rise, 
the number of nodes declared “inundated” (i.e., elevation below sea level) increased. 

The vertical model faces following the overland transects between the Mason Creek and the 
Chesapeake Bay water bodies were assigned a “no flow” boundary type, implying a zero flux 
across these faces. These assignments were in locations where groundwater was assumed to flow 
parallel to the boundary, from high head to the low head of the surface-water bodies. The bottom 
faces of the mesh were also specified as “no flow”. 

For the aquifer to reach a state of equilibrium, a hydrometeorological forcing, specified as 6.4 x 
10-5 meters per day (m/day) [approximately two percent of NSN’s average annual rainfall 
obtained from NOAA’s National Climatic Data Center (NCDC) 
http://www.ncdc.noaa.gov/oa/ncdc.html, accessed November 2012] was required to recharge the 
aquifer. This forcing was applied as a specified flux boundary type to all non-submerged top 
surface faces of the mesh. The value was derived to drive long-term groundwater flow while 
accounting for processes limiting infiltration such as storm water management and 
evapotranspiration. 

A specified concentration boundary type was assigned to all mesh boundary nodes with values 
representing salinity. Although the salinity of the brackish Chesapeake Bay varies seasonally and 
diminishes with distance from the mouth of the bay (Chesapeake Bay Program Water Quality 
Database, https://explore.data.gov/Geography-and-Environment/Chesapeake-Bay-Program-
Water-Quality-Database/fw52-5emx, accessed November 2012) , a conservative maximum 
constant value of 26 ppt was specified for the three Chesapeake Bay water body boundaries, 
including the corresponding submerged top surface nodes. All other boundaries were assigned a 
salinity of zero parts per thousand. Again, it was assumed that Mason Creek was a freshwater 
body with salinity of zero parts per thousand. The fresh water boundary on Mason Creek made 
the model conservative with respect to salt-water infiltration, which meant that this was a 
minimum salt-water infiltration scenario. This was considered appropriate since no data was 
available for salt concentration in Mason Creek. Even with direct connection between 
Chesapeake Bay and Mason Creek, it was believed the concentration of Mason Creek was 
toward the lower end of the possible range of 0 to 26 ppt.  

3.10.2.2.2.6 Initial Conditions 

Each SLR scenario used an initial head dataset that ensured the mesh was fully saturated at the 
simulation start. This method allowed the groundwater system to drain and reach an equilibrium 
flow state where the water table stabilized. Similarly, an initial transport dataset depicting 
salinity deceasing from 26 ppt at the Chesapeake Bay boundaries to a value of zero parts per 
thousand over a distance of 300 m, moving perpendicularly inland was utilized. The freshwater 
and “no flow” boundaries, and the mesh interior were initialized as zero parts per thousand. The 
initial wall of saltwater seeded the density dependent flow field, setting up the computational 
formation of a saltwater wedge. 
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3.10.2.2.3 Model Evaluation 

The AdH-WASH model was evaluated with two simulation types. The first simulation was a 
“flow only” simulation, conducted with no saltwater, allowing the model setup to be evaluated 
before introducing increased complexity. The second simulation was a density-dependent flow 
and transport simulation, which included five different initial water level boundary conditions 
based on the five prescribed SLR scenarios. 

3.10.2.2.3.1 Flow Only without Salinity 

The “flow only” run was a steady state simulation with no density dependence due to salinity. 
The model setup was evaluated after this run to uncover any inconsistencies with the conceptual 
model of the study site and the numerical model setup. The results showed mounding of the 
water table in the center of the model domain. The elevation of the water table ranged from the 
existing sea level (0.0 m) along the littoral boundaries to a maximum 1.13 m at the center of the 
model domain. The flow model was found to be acceptable and the simulation was ready for the 
simulation of transport and density dependence.  

3.10.2.2.3.2 Density Dependent Flow and Salinity Transport Models 

The density dependent transport model simulations were set up with the aforementioned head 
boundary conditions for the five prescribed SLR scenarios, as well as the addition of 
concentration boundary conditions. The results were analyzed by observing the change in water 
table, the change in potential infiltration capacity, and the behavior of the salt water compared to 
the geophysical findings.  

Water Table: The base scenario (0.0 m SLR) model simulation predicted the same mounding of 
water in the center of the domain as the flow only simulation, with the same water table elevation 
ranges (0 to 1.13m, Figure 64).  



Figure 64. Water table elevations for each prescribed SLR scenario: (a) 0.0 m, (b) 0.5 m, (c) 1.0 m, (d) 1.5 m, 
and (e) 2.0 m. Areas in green denote water levels at or above the land swface. 

The water table was high enough in a few locations to cause water to collect on the surface if 
unimpeded. These locations, shown in green in Figure 65, were low-lying areas and included 
known wetlands. 
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Figure 65. Depth to groundwater for each prescribed SLR scenario: (a) 0.0 m, (b) 0.5 m, (c) 1.0 m, (d) 1.5 m, 
and (e) 2.0 m. Areas in green denote water levels calculated to be at or above the land sw-face. 

The depth to the water table varied between zero meters and over fom meters in areas of higher 
land smface elevations. The change in water table due to the addition of salinity and density 
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dependence for the 0.0 m SLR scenario was subtle. The average difference of the pressure head 
data sets was 0.09 m, but the general shape and location of the water table were consistent.  

As expected, increasing sea levels generated an increase in the water table elevation and a 
decrease in the depth to water as the area became completely saturated (Figure 65 (a-e) above). 
The mounding effect of the water in the center of the domain increased slightly from 1.07 to 1.08 
m for the 0.5 m SLR scenario and then decreased as the SLR increased for the remainder of the 
scenarios. The mounding levels were 1.03, 0.94, and 0.87 m for the 1.0 m, 1.5 m, and 2.0 m SLR 
scenarios respectively. The decrease in mounding corresponded with an increase in surface 
inundation, which allowed the aquifer to drain. 

Potential Infiltration Capacity: The decreasing depth to water table due to increasing sea levels 
caused a reduction in the available pore space to accommodate the infiltration of water. The 
amount of pore space available, and the decrease in pore space was calculated for each 
prescribed SLR scenario (Table 26). Infiltration capacity decreases ranged from 23 to 80 percent 
for the five prescribed SLR scenarios (0.5 m – 2.0 m). This large loss in capacity did not include 
the soil moisture in the partially saturated sediments above the water table, which would have 
decreased the infiltration capacity further.  

Table 26. Decreases in potential infiltration capacities under the prescribed SLR scenarios. 

SLR Scenario 
(m) 

Decrease from 
Base Scenario 

Decrease from 
Previous 
Scenario 

0.5 23% - 
1.0 45% 29% 
1.5 64% 34% 
2.0 80% 45% 

 
The available area for infiltration was affected by not only the total pore space but the amount of 
moisture taking up the pore space. Figure 66 shows the near surface soil moisture results that 
were passed to the watershed-modeling group.  



Figure 66. Moisture Content at the near smface for each prescribed SLR scenario: (a) 0.0 m, (b) 0.5 m, (c) 1.0 m, 
(d) 1.5 m, and (e) 2.0 m. Areas in green denote waterlevels calculated to be at or above the land smface. 

The near surface was defined as the top of the Upper Columbia group since the top soil/fllllayer 
was thin and the watershed model defmes they soil prope1iies of the top soil by a land usage 
map. The moisture content results from each model scenario se1ved as inputs into the GSSHA re­
assessment of flood routing discussed later in this section. 

Salinity Intrusion: The saltwater intrusion results from each scenario generated similar results. 
There was little intrusion into the domain after the model reaches equilibrium as the aquifer flow 
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field pushed the saltwater towards the Chesapeake Bay surface bodies. For the pmposes of this 
study, saltwater was defmed as water having a salt concenu·ation equal to the maximum of the 
Chesapeake Bay (26 ppt) and saline water as any concenu·ation over the secondary drinking 
water standard of 250 milligrams per liter (mg/L) (0.25 ppt tor approximately one percent of 
saltwater) . For the base condition (0.0 m SLR), the salinity wedge that f01med extended 
approximately 300m into the domain at the bottom and tapered to approximately 125 m near the 
top of the mesh, in most locations. Figure 67 shows the salinity concentration results for the 0.0 
m SLR scenario. 

Salinity (rPt) 

Figure 67. Plan view of concentration results fi:om 0.0 m SLR scenario with model domains and cross section 
locations. 

These findings agreed with the results of the geophysical smvey, which fmmd possible salinity 
inti11sion at Sites 2 and 3. Figure 67 above also shows no salinity above 0.01 ppt in the center of 
the model domain. This could be a byproduct of the assumption that the Mason Creek (westem) 
boundruy was comprised entirely of fresh water. Any slight salinity seen in the middle of the 
domain by the geophysical report reflected elevated salinity levels in Mason Creek. 
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The only places within the domain under the 0.0 m SLR scenario where salinity extended more 
than the average were at locations that were sunounded by the Chesapeake Bay on multiple 
sides. For example, cross section C-C' transects from the Elizabeth River to Willoughby Bay 
across the northwest tip of the domain (Figure 67 above) exhibited a continuous strip of salinity 
(where the two wedges joined) (Figure 68) . 

Cross Section Length = 600 m 
Z Magnification = 25 

Figure 68. Cross Section C-C' for all five prescribed SLR scenarios. 

The five prescribed SLR scenarios had a minimal effect on the salinity levels at the study site 
(refer to Figure 68 above). The rise in sea level did not increase the extent of the salinity 
intmsion, but did increase the salinity levels of the upper material layers. For each scenario, the 
highest concentrations remained near the boundaries, while the inland p01iions exhibited lower 
concentrations ranging from 0.01 to 5 ppt. 

The largest changes in the overall salinity extents occmTed where rising sea levels caused 
saltwater to inundate low-lying littoral areas (Figure 69). 
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Figure 69. Comparison of salinity influsion extents for the 0.0 m and 2.0 m SLR scenarios. 

The additional specified head and concenu·ation bmmdaries successively added by each SLR 
scenario generated increased flooding and increased saltwater flux into the domain. The salinity 
added to the system from the surface was u·ansported more quickly through the upper material 
layers than the less penneable Lower Columbia, such that the salinity inti11sion appeared to bulge 
from the side bmmdaries. 

The groundwater modeling indicated that there was mmmding of the water table near the center 
of the domain. Although this mmmding decreased lmder successive SLR scenarios, SLR caused 
additional low-lying areas to become completely saturated, which resulted in less infilu·ation 
capacity. The saltwater did not intmde ve1y far into the domain and therefore, did not cause a 
significant additional rise in the water table. It was imp01tant to note that the Mason Creek 
boundmy condition assumption was conservative towm·d a minimum salinity intrusion modeling 
result. 

3.1 0.2.3 Additional Data Requirements 

The detailed topographic, land use, and soil data used as input for the GSSHA model was the 
Saine as that described in Section 3.6. Since the analysis utilized the Saine surge and precipitation 
events as the initial assessment, the forcing data were lmchanged fi:om those described in 
Section 3.6. For GSSHA to simulate subsurface grmmdwater flow, the following additional data 
were required: 
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1) aquifer bottom elevation,  
2) water table elevation,  
3) aquifer porosity, and  
4) aquifer hydraulic conductivity data.  

An additional benefit of simulating groundwater flow in GSSHA was the ability to specify 
spatially varied soil moisture profiles. These data sets are discussed in detail in the following 
sections. 

3.10.2.3.1 Aquifer Data 

Aquifer bottom elevation, water table elevation, aquifer porosity, and aquifer hydraulic 
conductivity data were specified spatially, grid cell-by-grid cell, on the 10-m2 GSSHA grid 
which was coincident with the project’s risk assessment grid. Water table elevation, aquifer 
porosity and aquifer hydraulic conductivity values were interpolated from the AdH-WASH 
model mesh to the cells of the GSSHA grid. The aquifer bottom elevation over the entire domain 
was specified as a constant 20 m below MSL. Over the relatively short timeframes of the 
simulated storms, lateral groundwater motion was negligible in this aquifer given the low 
hydraulic gradients and hydraulic conductivities. Therefore, the GSSHA groundwater simulation 
only needed to compute the varying groundwater head across the domain of the study area. 
GSSHA groundwater heads in these simulations were influenced by each cell’s initial starting 
head, which was specified as an input value from the AdH-WASH simulation, and the amount of 
water that reached the water table through vertical infiltration in that cell. Variations in the 
aquifer bottom elevation were irrelevant to these calculations in short-term storm simulations 
such as those where lateral groundwater movement was essentially non-existent. 

3.10.2.3.2 Soil Moisture Data 

In the initial GSSHA simulations presented in Section 3.6, infiltration was simulated and 
represented as a loss of water to the surface water system. Soil moisture, an important parameter 
for determining infiltration rates, was assigned as a constant across the installation since no 
groundwater effects were simulated, but there was no means to compute varying soil moisture 
values. The AdH-WASH simulations, however, computed soil moisture across the domain of the 
model and these were used to parameterize the GSSHA grid with initial soil moisture estimates 
in a spatially varying fashion, providing a more accurate computation of infiltration rates across 
the study area.  



4. Results and Discussion 

4.1. Geomorphic and Geologic Assessment 

Two key outputs were derived from these eff01ts: 1) shoreline classification shapefiles, and 2) 
estimates of subsidence rates for use in follow-on physical and ecological modeling eff01ts 
within the framework. Below we describe these results in greater detail. 

4.1.1 Shoreline Classifications 

This final classification of the region 's shorelines included five categories: 

1) Harbor structural hardening or commercial seawall. This catego1y included hardened, 
pe1manent, massive stmcn1res such as seawalls at Newpo1t News, Norfolk, and Po1tsmouth. 
Many of these areas also include other major stmcrures such as piers (Figm e 70) and 
wharfs, which may be open or may function as both dock facility and seawall. This 
infrastmcture could be damaged by SLR or its ftmctionality could be impaired, but 
because of extensive paving and other alterations, no geological changes are expected to 
occm. 

Figure 70. Pier 11 at NSN • an example of a shore-perpendicular stmcture in a heavily· altered coastal tenain 
with shore annoring, seawalls, and pavement (photo taken 23 August 2010) . 
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2) Armored shore. This category included shorelines protected with stone riprap, seawalls, 
bulkheads, concrete rubble, or closely-spaced detached or T-shaped breakwaters. The 
main geological issue in these areas was little sediment interchange occurred between 
water and land. The shoreline was assumed to be fixed except under unusually extreme 
events like hurricanes. Two main classes of armoring were observed. In the cities, low 
shores along rivers, creeks, and bays have been extensively bulk-headed to protect private 
or public property and to define property limits [Figure 71 (a)]. The second class 
consisted of stone revetments or concrete rubble placed along the base of banks and 
bluffs to prevent bluff erosion [Figure 71 (b) and (c)]. Along these armored shores, 
limited geological changes were likely to occur for years unless a greater frequency of 
hurricanes and nor’easter affects the area. 



Figure 71. (a) Example of bulkheads along creek draining into Lafayette River, Norfolk. Tide was wmsually 
high and yards were only about 0.3 m above the water smface. (b) Revetment installed by property developer along 
north shore of James River at Wareham's Pond Road, near Williamsbmg, VA. (c) Professionally-installed bluff 
armoring, north shore of James River near Nev.'Port News. Photographs 24-25 August 2010. 
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3) Wetland. These areas would be most vulnerable to drowning and conversion to open 
water as sea level rises. Originally, the Hampton Roads area featured extensive marsh 
and wetlands (Figure 72). In low-lying ten ain near the Atlantic and in and around 
Norfolk, Portsmouth, and Newport News, most creeks and inlets were at one time filled 
with marsh. However, as private property was developed, many homeowners built 
bulkheads to defme the limits of their property and prevent marsh encroachment onto 
their land. In the James estumy, wetlands border higher clay and sand banks, paliicularly 
along shores of small creeks and rivers. For this classification, if a river or bay was 
lm·gely filled with wetland, it was classified as wetland, but if shoreline was fringed by 
only a few meters width of wetland, it was classified as an altemative categ01y (i.e., 
mmored or bank/bluff). 

Figure 72. at James River Country 
were classified as wetland. 

4) Banks and bluffs. Much of the topography along the James and York Rivers consisted of 
sand and clay banks or bluffs, sometimes exceeding 10 m in height (Figure 71 (b) and (c) 
above, and Figure 73). The flat-lying country along the rivers and creeks was underlain 
by Pleistocene sediments deposited by ancient rivers during higher stands of sea level. In 
some areas, banks were fringed with nmTow sand beaches or marshes, but the 
classification was based on banks being the dominant geomorphic f01m. Banks/bluffs 
could experience erosion when subject to rising sea level, but the retreat rate would be in 
the range of centimeters (em) per year, much less than wetland retreat. Bluffs were 
popular for residential development because of sightlines, and as a result, many 
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kilometers along the James River were rumored with stone revetment. These sections of 
shoreline were classified as rum ored with the assumption that limited changes would 
occur with SLR. 

Figure 73. High bluffs (greater than 10m) along south side of James River at Holly Point Way, near Rushmere, 
VA. Vegetation in foreground is kudzu. The bluffs experienced severe erosion dming Htmicane Isabel. Photograph 
26 August 2010. 

5) Sand beaches. These were concentrated east of the mouth of the James River, facing 
Chesapeake Bay and the Atlantic Ocean. Some minor stretches of sand beach were also 
found in the lower James River. Along Willoughby Spit, n01ih ofNSN, beaches were 
rutificially nourished and prut ly protected with detached breakwaters (Figure 74). 
Because of the spit's value for recreation and flood damage protection and the presence 
of private propeliy, the spit probably would be re-nourished in the future. A lifeguard 
inf01med this author that the city brought in sand by huck following severe erosion 
caused by the November 2009 Mid-Atlantic n01theaster (NOAA 2010). 
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Figure 74. Willoughby Beach from Sarah Constant Beach Park, view to notihwest. The beach was renourished 
with sand delivered by truck after damage caused by the November 2009 nor' easter. Photograph 23 August 2010. 

One of the main findings of the classification analysis and site visits was that a much of the 
shoreline along the James River was atmored (Figure 75). This was a highly developed coast 
with valuable commercial, militaty, and private propetty, and most of the shore is challenged to 
be considered "natural" any longer. 
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Figure 75. Almored and natural shoreline along the lower James estuary. 

Most of the bluffs along the river were now occupied by private residences, institutions, and 
commercial entities. Erosion must have been a serious concem over the previous decades 
because most bluffs were lined with stone revetment or bulkheads of timber or steel sheet pile 
[Figure 71 (a) and (b)]. What would be the response if more st01ms coupled with SLR produced 
accelerated erosion along the remaining lmprotected sections of bluff or along areas with 
deficient protection? In some communities, wealthy residents could opt for engineered shore 
protection. We observed this response along the westem shore of the Nansemond River, which 
was battered by the November 2009 nor' easter. Near Cedar Point Country Club, residents had 
contracted engineering fi1ms to imp01i soil and line the bluffs with geocloth and three layers of 
stone (Figure 76). In contrast, near the town of Rushmere, a resident stated that professional 
shore protection was beyond her means and the house, built in 1929, was vulnerable if more 
st01ms like Hun icane Isabel (September 2003) or the November 2009 nor' easter were to strike 
the area in the future. She stated that she and other long-tenn residents had seen more erosion 
since Isabel than in many decades before. Isabel was the costliest tropical cyclone in Virginia 
hist01y, with a st01m surge of2.7 m at Richmond [USACE and Federal Emergency Management 
Agency (FEMA) 2005]. 
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Figure 76. Bluff protection being installed along the shore of the Nansemond River near Cedar Point Countiy 
Club. This area was battered by the November 2009 nor' easter. Photograph 25 August 2010. 

A few areas along the James estmuy were still natural and could pmiially conve11 to open water, 
depending on SLR and regional subsidence. In the lower estumy, East Island, Hog Island 
(beyond the Slmey Nuclear Power Station), Fort Eustis (Mulbeny Island), and Jamestown Island 
had low elevations and were unmmored. In the urban areas ofNewp011 News, Norfolk, and 
P01i smouth, much of the shoreline was either mmored or consisted of industrial whmves and 
dock. Despite the vulnerability of the remaining mm·shy areas, over time, the percentage of open 
water along the James and Elizabeth Rivers was not likely to substantially change under most 
SLR scenarios. 

The rivers and creeks near the cities were almost totally annored because residents have built 
bulkheads to mark the boundaries of their prope11ies (Figure 77). Residents in Norfolk cunently 
experience flooding during unusually high tides or stonns. How would this ten ain change over 
decades as sea level rises? Two scenm·ios were thought possible. The first was resisting change 
via constmction. When faced with rising sea level and increasing frequency of flooding in their 
yards, we hypothesized some owners would attempt to protect their prope11y by raising their 
bulkheads and bringing in fill. This would be feasible if undeiiaken gradually, over years. Under 
this scenm·io, the fringing wetlands in the region would slowly disappear as they were squeezed 
out. Depending on st01m severity, the fringing wetlands would be damaged rapidly in discrete 
events. The second scenm·io we hypothesized included the acceptance of some inlmdation. If 
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relative sea levels were to rise quickly, coupled with more intense stonns at more frequent 
intervals, homeowners would be ove1w helmed and would not be able to bring in sediment 
rapidly enough to prevent flooding of p01tions of their lands. In this case, wetlands would be able 
to migrate landward in some areas, especially in some of the inner creeks which had not been 
fully bulk-headed. 

0 2 

James River 

Craney 
Island 

(USACE) 

Figure 77. Shoreline classification in Norfolk and Pmt smouth. Craney Island was developed as a USACE dredge 
material disposal site and designed with 13m [42 feet (ft)] dikes along its shoreline. Much of the shoreline was 
armored or consisted of docks and industrial waterfront. 

The fate of Willoughby spit that protected the n01th shore of the NSN from Chesapeake Bay 
wave action was hard to predict. The spit was nom ished and partially protected with detached 
breakwaters. For valuable beach-front propeliy in the United States, the trend dming most of the 
20th centwy was to initiate enginee1ing projects to protect beaches. Despite occasional debates 
revolving armmd strategic retreat from vulnerable areas, all evidence suggested that most towns 
or municipalities will continue to protect beaches. However, land subsidence in the Norfolk area 
may make futw·e shore protection very costly (Koch 2010). 
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4.1.2 Local Subsidence Rates 

Although the SERDP SISON mandate was to assume SLR regardless of causality (i.e., ocean 
expansion, subsidence, glacial melt, etc), one of the follow-on ecological models in particular 
(refer to Section 3.3), could be calibrated to accept rates of accretion or subsidence. Thus, a 
limited initiative was undertaken to review subsidence in the Hampton Roads area and proffer 
inputs to parameterize the model. Luckily, Boon et al. (2010) discussed the phenomena in depth 
(including causality – isostatic rebound, groundwater withdrawals, and effects of large 
comet/meteor impact, i.e., the Chesapeake Bay Impact Crater), and offered rates of -1.11 to -4.00 
mm/yr for 10 of NOAA’s National Water Level Observation Network (NWLON) stations 
located around the Chesapeake Bay (Table 27 and Figure 78). 

Table 27. Chesapeake Bay subsidence rate estimates taken from Boon et al. (2010). 

Station Code 
RSLR 

(1976-20071) 
Subsidence2 

(mm/yr) 
Relative 

Change3 (%) 

Baltimore, MD BALT 3.09 ± 0.55 -1.29 42% 

Annapolis, MD ANNA 3.68 ± 0.58 -1.88 51% 

Washington, DC WASH 2.91 ± 0.82 -1.11 38% 

Cambridge, MD CAMB 3.44 ± 0.49 -1.64 48% 

Solomons Island, MD SOLI 3.61 ± 0.54 -1.81 50% 

Lewisetta, VA LEWI 5.15 ± 0.55 -3.35 65% 

Gloucester Point, VA GLPT 4.30 ± 0.62 -2.50 58% 

Kiptopeke, VA KIPT 3.51 ± 0.58 -1.71 49% 

Chesapeake Bay Bridge Tunnel CBBT 5.80 ± 0.62 -4.00 69% 

Sewells Point, VA SWPT 4.52 ± 0.66 -2.72 60% 
1 uncertainty expressed by 95% confidence interval about RSLR 
2 subsidence = GSLR – RSLR ≈ 1.8 mm/yr – RSLR 
3 average subsidence was 53 % of average RSLR 1976-2007 

 



Figure 78. Tide stations used in analysis by Boon et al. (20 10, Figure 3 on page 6). SWPT = Sewells Point, 
closest station to NSN. 

These numbers, along with the assessment of shoreline stability and protection were canied 
f01ward into the analysis of ecological response to SLR conducted in the next step of the study's 
analytical framework. 

4.2. Ecology and Land Use Conversion Assessment 

4.2.1 Outputs and Technical Results 

SLAMM results have been organized and tabulated below based on scenario, SLR, and SLAMM 
output scheme. For each of the 90 model executions, land cover was exp01ted out of the system 
at 25-year intervals (i.e., 2000, 2025, 2050, 2075, and 2100). The quantity of output data 
precludes its complete presentation in this rep011. However, it was constmctive to examine 
representative outputs. Figure 79 presents coastal evolution of the NSN site through time for 2.0 
m SLR. Fmthennore, for clarity of presentation in this rep011, Site 2 and Site 3 were presented as 
a combined quantity (Sites 2 and 3). Table 28 presents SLAMM output for each scenario and 
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each site for 2.0 m SLR. Note that Site 2 and 3 comprises an area nearly five times larger than 
Site 1. 

Figure 79. the Sl 

Land Cover 

Developed Land~ ~Beach-Sh ore 

Swam p - - Wa ter 

Marsh ~ ~ Flat 

(a) year-2000, (b) year-2025, (c) year-2050, (d) year-2075, and (e) year-2100. 
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Table 28. LULC predictions for the year 2100 under seven sensitivity scenarios S1 – S7 assuming the prescribed 
2.0 m SLR scenario.  

A) Site 1 

Habitat Types Initial S1 S2 S4 S5 S6 S7 
Dry Land 216,676 190,924 216,676 190,579 190,924 190,924 190,924 
Swamp 80,256 63,012 63,009 63,009 63,012 63,012 63,012 
Marsh 12,030 29,687 10,615 29,754 29,687 29,590 29,796 
Beach-Shore 2,386 310 115 311 310 309 310 
Flat 0 7,609 4,639 7,621 7,609 7,420 7,757 
Water 75,029 94,836 91,323 95,102 94,836 95,122 94,577 

Total (ha) 386,376 386,376 386,376 386,376 386,376 386,376 386,376 
 
B) Sites 2 and 3 

Habitat Types Initial S1 S2 S4 S5 S6 S7 
Dry Land 692,164 647,392 692,164 647,056 647,392 647,392 647,392 
Swamp 54,742 40,965 40,773 40,773 40,965 40,963 40,968 
Marsh 94,924 78,241 52,536 78,246 78,241 76,618 79,864 
Beach-Shore 41,537 769 238 774 769 768 771 
Flat 1,661 31,993 25,345 32,106 31,993 31,490 32,847 
Water 975,182 1,060,849 1,049,153 1,061,253 1,060,849 1,062,978 1,058,368 

Total (ha) 1,860,209 1,860,209 1,860,209 1,860,209 1,860,209 1,860,209 1,860,209 
 
The percent difference in area between scenario outputs in 2100 and 2000 (the initial condition) 
was herein applied as a consistent metric to compare between scenarios and sites. Figure 80 
presents this metric for all scenarios at 2.0 m SLR. The minimal presence of tidal flats in the 
region induced a large relative difference (i.e., often greater than 1,000 percent) and these results 
were excluded from the figure. SLAMM was also found to be extremely sensitive to local 
conditions (e.g., habitat distribution and extent). For instance, marsh areas increased at the highly 
developed site (Site 1) whereas marsh decreased at the less developed James and Delmarva sites 
(Sites 2 and 3). This was likely due to the large initial extent of marsh at Sites 2 and 3. While 
regionally marsh extent was likely to decrease, there could be isolated regions of expansion. Also 
note that for all sites, water and flat area increased, while dry land, swamp, and beach/shore 
decreased. 
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Figure 80. Percent change in area from initial conditions for 2.0 m SLR. (a) Site 1 and (b) Site 2. 

Scenario output results were also compared to the baseline scenario (SJ) to examine the relative 
model sensitivity. The changes were measured as the percent change of a given scenario relative 
to SJ. Figure 81 present these results for the 2.0 m SLR scenario. 
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Figure 81. Model sensitivity to input scenarios. The figmes present the change in SLAMM output for a given 
scenario relative to the baseline scenario (S1) : (a) Site 1 and (b) Sites 2 and 3. 

fu comparison to other scenarios, S2 showed significant changes relative to SJ. S2 assumed that 
all illy lands were protected . S4 assumed the opposite condition - where no illy lands were 
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protected. Thus, we can conclude that the existing protection strategy (S1) was similar to the 
minimalistic protection strategy (S4). Scenarios 5-7 addressed model sensitivity to input 
parameters (i.e., storm frequency, accretion, and erosion), and although we used extreme changes 
in these parameters, the model was somewhat insensitive (i.e., all changes were less than 5 
percent). Accretion and erosion rates showed marginal sensitivity as shown by S6 and S7. 
However, S5 indicated no discernible sensitivity to the storm frequency parameters for either site 
location.  

The model results were also used to address changes in the site associated with multiple values 
of SLR. The range in percent change for all land classification schemes, versus the initial 
condition, across all scenarios, was calculated and analyzed to determine SLAMM’s sensitivity 
to SLR, as shown in Figure 82.  
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Note that for both sites, changes in marsh area. were excluded because they were ve1y large due to low initial 
coverage (i.e., greater than 100 percent). 

4.2.2 Summary and Discussion 

The objective of this eff01i was to forecast the evolution of coas tal ecosystems under sea level 
rise as it pertained to land use and cover changes. As summarized in the results section above, 
coastal evolution processes in the study system are complex, but were generalized as: (1) 
reductions in my lands, swamps, and beach/shore environments, (2) increases in open water and 
tidal flats , and (3) variable responses of marsh ecosystems. While some ecosystems were 
reduced, other systems gained. A potentially imp01iant (and somewhat counterintuitive) 
conclusion in the face of SLR was that a strategic retreat from the coast would provide room for 
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ecosystems to migrate inland, and SLR would, in fact, benefit coastal ecosystems that are 
currently constrained by developed lands. 

The ecological consequences of these changes are likely significant due not only to direct loss of 
habitat (e.g., swamp), but also because of alteration of the relative distribution and spatial 
position of habitats. For instance, while only a minor component of the landscape (less than 0.1 
percent of cover in 2000), tidal freshwater marshes play a disproportionately large role as 
breeding and foraging grounds for a variety of taxa such as colonial waterbirds and estuarine 
fishes and are a significant source of detritus for other coastal ecosystems. Future analyses 
should examine changes in the relative distribution and connectivity of habitat types in an effort 
to further articulate the ecological consequences of habitat switching and loss.  

To assess these changes, we have applied SLAMM and conducted an analysis of the sensitivity 
of this model to six alternative input scenarios. This analysis indicated that SLAMM was highly 
sensitive to the protection strategy. Although this conclusion may seem obvious, this highlights 
the need for long term coastal planning in light of sea level rise. While SLAMM offers a strong 
heuristic tool to perform these simulations, the climate change projections under which it 
operates are oftentimes extremely uncertain, and regularly applied to highly sensitive 
management decisions - an extremely challenging environment in which to operate. 

4.3. Regional Surge and Wave Assessment 

4.3.1 Outputs and Technical Results 

Prior to initiation of the storm surge and wave simulations, all storm wind fields were created by 
manual execution of the TC96 PBL wind model for each storm. These wind fields were used to 
drive coupled simulations of water levels and waves using ADCIRC and SWAN. Monitoring of 
each storm simulation was required to ascertain successful completion. Completion could be 
halted for several reasons but primarily were caused either by a High Performance Computing 
(HPC) system shut down or ADCIRC mesh instabilities. If the cause was HPC system related, 
the simulations was restarted at the point of halt using a “hot start” procedure. If the cause was 
mesh instability, the location was identified and the instability resolved by manual mesh edits. 
Each storm simulation produced numerous files of time series results, including surge water 
levels as well as wave heights and periods. Results were post processed to produce graphics of 
peak surge, wave height and wave period over the entire storm simulation. Time series files 
recorded model results over the entire ADCIRC mesh at one-hour time increments. Scripts were 
executed to extract pertinent surge and wave information for the study focus area surrounding 
NSN. 

Once storm simulations were completed for each SLR scenario, analyses were performed using 
MATLAB scripts to compute SLR impacts to the 50- and 100-yr return interval storm surges and 
waves. Existing condition return periods were established from existing FEMA Digital Flood 
Insurance Rate Maps (DFIRMs) as well as analyses of storm simulations results at 0.0 m SLR. 
Return periods were computed at all ADCIRC nodes within the NSN study area. DFIRMs are 
created based on hundreds (or thousands) of storm simulations to statistically evaluate the 1 
percent probability surges throughout a region. In this study, we selected storms that generated 



approximately 1 percent sm ge levels at the site. Note that there were no DFIRM Base Flood 
Elevations (BFEs) available for NSN at the time of this study. 

4.3.1.1 Wind Fields 

The outputs from the TC96 PBL model were wind fields for the selected hunicanes listed in 
Table 9 above. Figm e 83 shows an example plot of maximum 1-min average wind speeds for 
st01m 449 along its entire u·ack. 

S449 Peak Wind 

Meters Per Sec 
5.9- 10.0 

• 10.1 - 15.0 

15.1-20.0 

20.1 - 25.0 

25.1 - 30.0 

30.1 - 35.0 

35.1 - 40.0 

40.1 - 45.0 

45.1 - 50.0 

50.1 - 55.0 

• 55.1 - 60.0 

Figure 83. Maximmn wind speed in m/s for Hwricane 449 (i.e., the 100-yr retwn interval storm assessed in the 
project). 

This is not a snapshot of the wind speed but the envelope of the maximum wind speeds 
throughout the dm ation of the st01m . Note that the maximum winds speeds occmTed on the right­
hand side of the u·ack. In this stonn, winds exceeded 60 rn/s [approximately 130 miles per hom 
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(mph)] - the equivalent of a Category 4 stonn on the Saffir-Simpson scale. Stonn 449 produced 
approximately 100-yr retum interval st01m water levels at the NSN and will be used in the 
following sections to illustrate model results. Figure 84 shows a plot of the maximum 1-min 
average wind speeds for St01m 293 along its u·ack. 

• Storm 293 Track 

S293 Peak Wind 

Meters Per Sec 

• 20 .1 - 25.0 

• 25 .1 - 30.0 

30 .1 - 35.0 

35 .1 - 40.0 

40.1 -45.0 

45 .1 - 50.0 

50 .1 - 55.0 

55 .1 - 60.0 

60 .1 - 65.0 

• 65 .1 - 70.0 

• 70 .1 - 75.0 

• 75 .1 - 80.0 

Figure 84. Maximmn wind speed in m/s for Hwricane 293 (i.e., the 50-yr retwn interval storm assessed in the 
project). 

St01m 293 produced approximately 50-yr water levels at NSN. Stonn 293 peak wind speeds 
were slightly higher than Stonn 449, but the higher wind speeds were far off the coast. Because 
st01m 293 u·aversed a different u·ack than st01m 449, lower smges were produced at NSN. 
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The generated winds fields were the input to the circulation and wave models at both the regional 
and nearshore scales. The storms were not modified to reflect climate change, although there 
exists a potential for climate change to result in more intense and/or more frequent storms (IPCC 
2007). The same wind fields were used to drive the circulation and wave models for all the 
prescribed SLR scenarios. 

4.3.1.2 Regional Water Levels 

Regional water levels were generated for each of the storms in Table 9 and Table 10 with 
ADCIRC simulations. ADCIRC was driven with the wind fields generated by the PBL model 
and wave stresses produced by the SWAN model. Bathymetry/topography and friction 
coefficients derived from the land cover and interpolated onto the model mesh were also 
incorporated into the ADCIRC analyses. Time histories of water surface elevations for every 
mesh node in the model domain were produced by the ADCIRC runs. Each storm was run with 
the prescribed SLR scenarios (i.e., 0.0, 0.5, 1.0, 1.5, and 2.0 m) applied uniformly over the mesh. 
All water levels were reported relative to the NAVD88 datum. The ADCIRC output was applied 
as a boundary condition for the follow-on nearshore modeling (refer to Section 3.5) and as input 
to the damage functions (refer to Section 3.9). 

Figure 85 illustrates maximum water levels (surge) for Storm 449 at two resolutions around the 
NSN for the existing conditions (0.0 m SLR). The color contours show the upper envelope of 
maximum water level for each mesh node throughout the storm. The storm track is shown by the 
red dashed line. In Figure 85, the highest local surges were seen north of the base on the eastern 
shoreline of Hampton, VA, and southwest of the base in the Nansemond and Elizabeth Rivers. 
The highest surges (greater than four meters) were located outside of the region of interest on the 
ocean side of the Eastern Shore of Virginia Delmarva Peninsula. 



' ' ' ' ' 

Figure 85. (a) Regional peak water levels for Stonn 449 for 0.0 m SLR. (b) A zoomed in version of the same 
information (Storm 449, 0.0 m SLR) with the focus on the NSN specifically. Water levels (m) were relative to 
NAVD88. 

Figure 86 illustrates maximum zero-moment wave height for St01m 449 at two resolutions 
armmd the NSN for the existing conditions (0.0 m SLR). The color contom s show the upper 
envelope of maximum wave height for each mesh node throughout the stonn. The stonn track is 
shown by the red dashed line. In Figme 86, the highest wave heights near the base 
(approximately three meters) were seen in the lower bay. The west-facing orientation of the base 
piers sheltered them for the ocean-generated waves. 
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Figure 86. wave "''"'"u'"' 
information (Storm 449, Om SLR) with the focus on the NSN specifically. 

Figure 87 and Figure 88 compare SLR scenarios and their resultant maximum water levels and 
wave heights for St01m 449 from the same frame of reference (hove1ing over the NSN). Water 
levels at 0.5 m of SLR [Figure 87 (a)] were seen to inundate NSN. Inundation progressively 
increased with SLR increments [panels (b), (c), and (d) respectively] with all areas under water 
at 2 .0 m of SLR. Wave heights followed a similar pattem [0.5 m SLR Figure 88, panel (a)] and 
showed progressive increases in wave heights with SLR increases [panels (b), (c), and (d) 
respectively]. The larger surges enabled larger waves to f01m and propagate over the base during 
the stonn event. 
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Figure 87. Regional peak smge heights nnder the Stonn 449 (100-yr retmn interval storm) for the (a) 0.5 111, (b) 1.0 111, (c) 1.5 111, (d) 2 .0111 SLR scenarios. 
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Figure 88. Regional wave heights (m) under the Stonn 449 (100-yr return interval storm) for the (a) 0.5 m, (b) 1.0 m, (c) 1.5 m, (d) 2 .0 m SLR scenarios. 
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4.3.1.3 Water Level and Wave Analyses 

A full frequency analysis for still water levels at the NSN would have required literally hlmdreds 
of st01m simulations for existing sea level conditions repeated for each of the prescribed SLR 
scenarios, resulting in massive computational resom ce requirements. Instead, we opted to 
employ "representative" st01ms (Table 9 and Table 1 0) selected from the large number of st01m s 
generated by FEMA to estimate and evaluate the impact of SLR on simulated peak water levels 
and waves and associated retum periods. 

For each SLR scenario and all simulated st01m s, the sm ges and wave heights within the study 
region were compared to the 0.0 m SLR simulations. The relative amplification of the smge 
(waves) was evaluated. Typically in shallow areas and wetlands, the amplification was 
significant. In relatively deep areas, the amplification was relatively small (response to SLR was 
linear) (Smith et al. 2010). Total differences were computed between peak smge levels for each 
SLR scenario increment (0.0- 2.0 m). N01malized differences were computed by dividing each 
group by its respective SLR increment. For example, the total differences between present and 
peak st01m smge levels, for each st01m, produced for SLR increment 0.5 m, were divided by 0.5 
m. Differences for 1.0 m, 1.5 m, and 2.0 m were divided by the increment value. Descriptive 
statistics for each group of n01malized differences were computed for all mesh nodes which 
encompassed the Norfolk and Hampton Roads region. These statistics quantified the impacts of 
SLR at each node for the suite of st01ms rather than one specific event. Approximately 55,000 
nodes of the ADCIRC mesh were used to compute the distribution of the means and variances of 
the nonnalized differences at point locations smTounding the study area. Figme 89 shows sm ge 
statistics for each scenario. The n01malized differences had a larger spread of values and were 
highest at SLR 0.5 m. These values decreased for each increase in SLR. These analyses showed 
a higher degree of nonlinear response for the lower SLR increments (0.5 and 1.0 m) and gradual 
movement towards a linear response at the higher levels of 1.5 m and 2.0 m (see also Smith et al. 
2010) . 
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Figure 89. Means (a) and variances (b) ofnonnalized differences for each SLR scenario increment where 1 = 

SLR 0.5 m, 2 = SLR 1.0 m, 3 = SLR 1.5 m, and 4 = SLR 2.0 m. 
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The nonlinear results were not surprising. Surge propagation, frictional dissipation, and wave 
breaking are nonlinear processes related to water depth, so as depth changed through SLR, the 
response themselves were expected to be nonlinear. Moreover, nonlinear amplifications are most 
prevalent in shallow areas (where the total water depth -- surge + bathymetry depth -- is small), 
thus nonlinear amplifications were anticipated for the smaller SLR increments. Finally, 
differences in surge were normalized by the SLR increment, so an increase in water level of 0.25 
m above the SLR increment generated an amplification effect of 1.5 for 0.5 m SLR and 1.25 for 
1.0 m SLR. 

Computation of the descriptive statistics at each mesh node provided a geospatial view of overall 
impact. The variances of SLR increment 0.5 m and 1.0 m within a sub-area of the study were 
computed (refer to Figure 90 and Figure 91 respectively). Low variance indicated small 
variability in the peak water level response of all simulated storms at that location. Higher 
variance implied a more nonlinear response and large variability of responses among storms at 
that location for that SLR increment level. The high degree of geospatial variance occurred in 
marsh areas intermittently flooded by tides as well as areas protected by surrounding topography. 
Cross correlation was performed with the normalized variance of the 0.5 m SLR and the NLCD. 
The highest variances occurred in the wetlands and forested categories as well as crop lands. 
These results were consistent with the significant area of crop lands on the Delmarva Peninsula 
which experienced high surge variances due to low topographic elevations. 



Figure 90. Variance ofnonnalized smge differences for SLR scenario 0.5 m. 
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Figure 91. Variance ofnonnalized smge differences for SLR scenario 1.0 m 

The nonlinear impacts of SLR were also evident in the estimated retum periods of surge and 
waves along the coast. The 50- and 100-yr retum interval values were estimated from the subset 
of st01m simulations following closely the JPM-OS methodology established post-Hunicane 
Katrina and implemented in the FEMA Region III eff01t. This methodology followed the Joint 
Probability Method which relied on creation of statistical distributions of individual hun icane 
parameters such as cenu·al pressure, radius to maximum winds, f01ward velocity, direction, etc. 
Sampling from these distributions was perf01m ed to create model hmTicanes that could or could 
not have occmTed. A suite of stonns was created and associated with a probability based upon its 
specific characteristics. 1 A probability or weight for each synthetic stonn was established by the 
FEMA team with the sum over all st01m s equal to unity. The probability that a hmTicane induced 
water elevation was exceeded during time period t was, 

Pt(ll > 7]0) = 1 - L P( 11 < 1]0 I x) p t(x) (15) 

1 FEMA Region III Storm Sm·ge Study, http://www r3coastal.com/homelstonn-sm·ge-study (Accessed April2014). 
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Where P( η < η0 | x) was the probability that the water elevation η was less than η0 given that x 
storms occurred, and pt(x) was the probability of x storms occurring during time period t. From 
Equation 15, with pt(x) defined with a Poisson distribution and t as one year, the annual 
probability of exceeding a storm surge elevation is,  

𝑃𝑎(𝜂 >  𝜂0)  =  1 –  𝑒𝑥𝑝[−𝜆 𝑃(𝜂 >  𝜂0)]        (16) 

Where λ was the average annual number of storms across the coastline segments and P(η> η0) 
was the probability that water elevation, η, was greater than η0 given the occurrence of any one 
storm. The annual occurrence rate, λ, was 0.1561 for this region. 

In order to apply Equations 15 and 16, all surge responses for 17 tropical storms for all ADCIRC 
points within and surrounding the study area were compiled for each SLR scenario. For each 
scenario and each point, the surges were rank ordered for each storm response. Surge response 
for storms not simulated were estimated by linear distance weighted interpolation along tracks 
critical to the study site or set with minimum response values for the remaining storms. The 
return periods for each point for each scenario were based on the scenario surge responses. 
Figure 92 and Figure 93 show the 100-yr return interval surge (still water level) values for each 
SLR scenario. 
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Figure 92. 
scenario.2 

100-yr retwn interval sw·ge values (shown here as depth of water in meters) under the 0.0 m SLR 

2 SWL refers to Still Water Level aka sm·ge. 
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Figure 93. 
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100-yr retwn interval sw·ge values (shown here as depth of water in meters) under the (a) 0.5 m, (b) 1.0 m, (c) 1.5 m, and (d) 2 .0 m SLR scenarios. 
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It was evident that the retum values were not strictly linearly increas ing, and the topography 
elevations, proximity to the water, as well as smTounding features all impact the final results . fu 
general, the higher the sea level increment, the further st01m s were able to penetrate inland and 
thus provide additional responses for retmn value computation and subsequently higher retum 
elevations and water depths. To quantify the overall change and increase, Figme 94 shows the 
difference between the SLR 0.0 m and SLR 2.0 m 100-yr retmn interval values. 
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Figure 94. Difference between SLR 2.0 m minus SLR 1.0 mlOO-yr retum interval smge values (m). 

Wave height impacts also demonstrated nonlinear characteristics and the methodology used to 
compute still water level (smge) retmns was implemented to estimate wave heights for each SLR 
scenario. Again, smge propagation, frictional dissipation, and wave breaking as well as shallow 
water depths and nonnalization of the sm ge by SLR increments generated the amplifications 
shown in the figme. Figure 95 compares the estimated wave heights for the five prescribed SLR 
scenarios excluding SLR increment of 1.5 m . 
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Figure 95. Estimated wave heights (m) for the 100-yr return interval stonn under the (a) 0.0 m, (b) 0.5 m, (c) 1.0 m, and 2 .0 m (d) SLR scenarios. 
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Both still water level (surge) and wave height return values were computed for the 50-yr and 
100-yr return interval storms for each SLR increment and all nodes, as shown in the above 
figures. Surge and wave heights formed two components of the group of forcing parameters 
created for risk analyses. All forcing components provided for risk computations included: 

a. Still Water (Surge) Elevation (m), 
b. Still Water (Surge) Depth (m), 
c. Still Water (Surge) Velocity (m/s), 
d. Wave Height (m), 
e. Wave Depth (m), and  
f. Wave Speed (m/s). 

The depth of surge, wave depth, surge current velocity, wave velocity, wave period, and wave 
length were computed for all nodes for each SLR increment. Analyses of wave periods for all 
storms were performed to determine a wave period (for the study area) representing the 50-yr 
and 100-yr return interval values. A 6-second wave period was estimated for the 50-yr value and 
a 10 second wave period was estimated for the 100-yr return interval value. Surge elevations, 
depths and velocities, along with wave heights and velocities, were computed following the 
frequency methodology previously described. Wave depths were computed as half of the wave 
heights (linear crest elevation about the still water level). Wave speeds were the maximum 
orbital velocities at the water surface. Linear wave theory equations were used to compute these 
velocities (Dean et al. 1991). Equation 17 was used to estimate deepwater wave length (Lo), 
using the specific 50-yr and 100-yr return interval wave periods (T). Equation 18 was then used 
to explicitly estimate the specific shallow-water wave length (L), at each node in the study area 
(Fenton and McKee 1989). The maximum orbital velocity was computed using Equation 19 
using the shallow-water wave length at each node. 

 

 π2

2gTLo =
          (17) 

 

3/25150
2tanh
















































=

g
d

T
LL o

π

        (18) 

  L
gHTu

2max =
          (19) 

Where g was gravity, H was wave height, T was peak period, L was wave length, and d was 
depth (with surge). These parameters formed forcing components for the risk assessment 
evaluation.  
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4.3.1.4 Wind Analyses 

To compute wind loading factors at the study site, wind velocity return values were required. 
Due to the limited number of synthetic storms simulated and the small footprint of the study 
area, specific return values could not be estimated using only the synthetic storms. Existing wind 
speed data along the eastern U.S. coast were used for forcing levels for this project. With the 
recognition of global climate change there have been efforts to estimate both historic wind 
speeds and impacts of warming on future storms and wind speeds. The project did not consider 
future wind speed changes due to climate change, and focused instead on water level and wave 
responses related specifically to the prescribed SLR increments. 

The wind speed return levels were computed for one-minute wind averages at 10 meter elevation 
(Table 29). These values were developed with a peak over threshold analysis of 26 years of data 
from National Data Buoy Center (NDBC) Station CHLV2 – Chesapeake Light, Virginia, using a 
threshold wind speed of 20 m/s. This wind station was located at 36.910 N, 75.710 W. The 
extremal analysis applied a Weibull Distribution with k = 1.00, resulting in a correlation 
coefficient of 0.98 and sum of squares residual of 0.07 m/s. These wind speeds were 
representative across the NSN. 

Table 29. Wind speed return levels. 

Return 
Intervals (yr) 

Wind Speed 
(1-min average at 10 

m elevation) (m/s) 
1 24 
10 34 
50 40 

100 43 
Nor’easter 29 

 

4.3.1.5 1 and 10-Yr Return Interval Wave Analyses 

Similar to the wind analysis described in the previous section, the 1- and 10-yr return wave 
conditions were estimated from measurements. The data source was NDBC Station 44099, Cape 
Henry, Virginia, which was a Waverider buoy located at 36.901 N, 75.720 W. The return values 
were developed with a peak over threshold analysis of three years of data using a threshold wave 
height of 2.1 m. The extremal analysis applied a Weibull Distribution with k = 1.00, resulting in 
a correlation coefficient of 0.99 and sum of squares residual of 0.04 meter. The 1- and 10-yr 
significant wave heights at the buoy were 3.8 and 5.3 m, respectively (with peak periods of 10 
and 12 seconds). These waves were transformed into lower Chesapeake Bay using the steady-
state wave model STWAVE (Smith et al. 2001) to provide boundary conditions to the CMS-
WAVE model of 1-yr wave height of 2.1 m and peak period of 10 seconds, and 10-yr wave 
height of 2.6 m and peak period of 12 seconds. The 1- and 10-yr return interval water levels were 
estimated from the Sewell’s Point tide gauge (National Ocean Service Station 8638610) located 
at 36.947N, 76.330W. The return values were developed with a peak over threshold analysis of 
21 years of data using a threshold wave height of 1.0 m. The extremal analysis applied a Weibull 
Distribution with k = 1.00, resulting in a correlation coefficient of 0.99 and sum of squares 
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residual of 0.09 m. The 1- and 10-yr return interval water levels were 1.2 and 1.7 m, 
respectively. 

4.3.2 Summary and Discussion 

Variability in the location and timing of storm genesis can influence storm character at land-fall, 
and even small changes can lead to large changes in land-fall location and impact (Burkett and 
Davidson 2012). Although no consensus exists regarding projections of climate-induce storm 
genesis, factors such as frequency, storm track, intensity, and storm size could certainly be 
affected (either positively or negatively) by climate change, and SLR is virtually certain to 
exacerbate storm related hazards. Table 30 and Figure 96 provide a glimpse of the forcings 
(maximum winds, surge, and wave velocities) generated by the regional surge and wave 
modeling. Nonlinearity in these figures can be explained by taking into account the nonlinear 
physical mechanics surrounding surge dynamics (i.e., surge propagation, frictional dissipation, 
and wave breaking). These values served as new input to the nearshore modeling follow-on 
analyses, that in turn directly fed the structural analyses and risk assessments of the prescribed 
SLR and coastal storm impacts for the study on NSN. In actuality, individual forcing values were 
generated across the model domain at the mesh element or cellular level (the triangular, 
unstructured mesh cell sizes ranged from 20 m up to several kilometers) for each scenario. But, it 
is useful to explore the maximum forcings generated over the installation to grasp the magnitude 
of change experienced across the range of scenarios. As expected, increasing levels of SLR 
generated ever-increasing levels of storm surge and wave forces threatening the integrity of built 
infrastructure on the installation. 

Table 30. Final maximum storm forcings generated by the regional storm assessment for this study based on the 
449 (100-yr) and 293 (50-yr) return interval storms under the five SLR scenarios. NE refers to the October 1982 
Nor’easter. 
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Regional Surge and Waves Assessment 
(ADCIRC, SWAN, and TC96) 

Maximum Wind Speed (mph) 
Maximum Surge 

(m) Maximum Wave Velocity (mps) 

SLR Scenario SLR Scenario SLR Scenario 

0.0 0.5 1.0 1.5 2.0 0.0 0.5 1.0 1.5 2.0 0.0 0.5 1.0 1.5 2.0 

1 53.7 53.7 53.7 53.7 53.7 -- -- -- -- -- -- -- -- -- -- 

10 76.1 76.1 76.1 76.1 76.1 -- -- -- -- -- -- -- -- -- -- 
50 89.5 89.5 89.5 89.5 89.5 1.6 2.5 3.2 3.8 4.3 1.0 1.5 1.7 1.7 1.7 

100 96.1 96.1 96.1 96.1 96.1 3.0 3.5 4.5 5.2 5.8 1.5 1.8 1.9 2.0 2.0 

NE 67.3 67.3 67.3 67.3 67.3 -- -- -- -- -- -- -- -- -- -- 
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Figure 96. Finalmaximmn storm forcing trends generated by the regional stonn assessment for this study based 
on the 449 (100-yr) and 293 (50-yr) retum interval storms under the five prescribed SLR scenarios. 

4.4. Nearshore Wave Assessment 

4.4.1 Outputs and Technical Results 

4.4.1.1 Storm Surge 

Figure 97 and Figure 98 show the CMS results (i.e., maximum water surface elevations) of the 
simulations of 100-yr retum interval stonn under the five prescribed SLR scenarios. Land areas 
(with exception of the rivers) were quite flat with elevations oftentimes less than 2 m above 
MSL. The highest elevations were found n01th of the city of Norfolk, VA. Even under the 
baseline (i.e., existing) conditions, most of the installation was under the maximum surge level 
post-st01m. The higher areas east of the NSN stayed above the maximum surge level under the 
2.0 m SLR scenario. Much of the Craney Island disposal site remained illy as well, where the 12-
meter dikes built smTmmding the disposal site offer protection fi:om the most severe st01m s and 
the highest SLR scenarios. 
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Figure 97. Maximmn water sw-face elevation (WSE) attributed to the 100-yr retum interval tropical stonn under 
the existing condition. 
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Figure 98. Maximmn water sw-face elevation (WSE) attributed to the 100-yr retum interval tropical stonn under the (a) 0.5 m, (b) 1.0 m, (c) 1.5 m, and (d) 
2.0 m SLR scenarios. 
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Figure 99 illustrates the calculated water surface elevations at the three locations for the existing 
condition and the five SLR scenarios under the influences of the 100-yr return interval storms.  

 
Figure 99. Water surface elevation (WSE) attributed to the 100-yr return interval tropical storm under the five 
SLR scenarios at Sites 1, 2, and 3 (corresponding to locations identified as “S1,” “S2,” and “S3” in Figure 26 
above). 
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Tidal and surge signals at Sites 1 and 2 coincided with tidal forcing implemented at the model 
open boundaries. Water piled up nearshore as tidal waves propagates from open water to the 
harbor area. Figure 99 above shows that the surge level at Site 2 was generally higher than Site 1 
and the difference was as large as 0.5 meter. A different inundation response was found at Site 3. 
The regular tidal condition did not flood the installation area for the existing condition, the 0.5 
m, and 1.0 m SLR scenarios, but did for the 1.5 m and the 2.0 m SLR scenarios. The storm surge 
raised the peak water level to 3.6 m under the existing condition and to 5.4 m under the 2.0 m 
SLR scenario. The passage of the storm generated high surge levels and inundated the NSN 
under the various SLR scenarios.  

Table 31 lists the areas inundated due to the 1-yr, 10-yr, 50-yr, 100-yr return interval, and the 
historical winter storms with different SLR scenarios for NSN.  

Table 31. Percent inundation of the NSN under the prescribed SLR scenarios and storm event combinations based 
on the CMS analyses. 

SLR 
(m) 

Storm Return Interval 
1-yr 10-yr 50-yr Nor’easter 100-yr 

0.0 1 2 8 12 63 

0.5 3 7 19 27 71 

1.0 8 15 34 51 74 

1.5 17 33 57 68 76 

2.0 36 55 69 73 78 
 
We found that flooding increased exponentially with increase SLR and storm intensities. Surge 
generated by all five storms inundated approximately 50-80 percent of NSN under the 2.0 m 
SLR scenario (Figure 100).3 

                                                 
3 Note that this analysis is only a first approximation of surface flooding – follow-on GSSHA modeling presented in the next 
section uses this information as boundary conditions and incorporates infiltration, topography, storm drainage networks (or the 
lack thereof), and precipitation. 
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Figure 100. CMS projections of iuuudation on the NSN uuder the prescribed SLR scenarios for the assessed 
st01ms. 

4.4.1.2 Waves 

Figure 101 and Figure 102 show the maximum significant wave heights through the 100-yr 
retum interval stonn simulations con esponding to 0, 0.5 , 1, 1.5, and 2 m SLR scenarios, 
respectively. 

176 



Wave Height (m) 
6.0 

5.0 

4.0 

3.0 
2.0 

1.0 

0.0 

Figure 101. Maximmn wave height (m) attributed to the 100-yr retum interval tropical storm under the existing 
(0.0 m SLR) condition. 
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Figure 102. Maximmn wave height (m) attributed to the 100-yrretum interval tropical stonn under the (a) 0.5 m, (b) 1.0 m, (c) 1.5 m, and (d) 2 .0 m SLR 
scenanos. 
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Large significant wave heights near the open boundaries propagated into the model domain and 
both decreased and broke as waves approached nearshore (and harbor areas) or overtopped low-
lying areas. Wave activity over the base had a consistent coverage pattern, yet wave heights 
driven by storm surge on the installation generally had amplitudes of only a few centimeters. 
Larger waves of more than one meter were identified (refer to Figure 101 and Figure 102 above), 
and were situated close to the oceanfront under the various SLR scenarios. North of the CMS 
domain, extreme wave heights went as high as six meters under the 1.5 m and 2.0 m prescribed 
SLR scenarios. The time series of forcing conditions and model outputs revealed that the waves 
propagating from the Chesapeake Bay side encountered strong opposite wind- and tide-induced 
currents along the navigation channels as the storm passed over the area. The energy received 
from the currents resulted in significantly increased wave heights. 

Figure 103 shows the time series of significant wave height, wave period, and wave direction at 
Sites S1, S2, and S3, respectively. The wave direction followed meteorological convention where 
a wave direction of 0º indicated propagated from the north. Wave parameters displayed at S1 
were similar to waves specified at the open boundary (Figure 31 above). Waves evidently 
dissipated and diffracted when entering the Hampton Roads area and traveled near the coast. 
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Figure 103. Wave parameters attributed to the 100-yr retum interval tropical storm nnder the five SLR scenarios at Sites 1, 2, and 3. 
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The coastal effects on wave propagation were further demonstrated by wave parameters at Site 2 
(Figure 103 above). Small short-period wind waves predominantly propagated from the west 
under the 0.0 m and 0.5 m SLR scenarios. Long-period swells reached Site 2 from the north 
under the 1.0, 1.5, and 2.0 m SLR scenarios. Wave activities on the flooded lands in Site 3 were 
insignificant (refer to Site 3 in Figure 103 above).  

4.4.1.3 Sediment Transport 

Sediment transport modeling focused both on NSN and the surrounding navigation channels in 
the Chesapeake Bay. Because a large area of the installation was covered by concrete and 
buildings, most of the base was represented as “hard bottom” (non-erodible) for the sediment 
transport calculations (Figure 28 above). In addition, the sandy bottoms in the estuarine system 
were assigned a median grain size of 0.2 mm in the CMS analyses.  

Figure 104 and Figure 105 show the calculated morphology changes (sediment gain or loss) 
corresponding to the 100-yr return interval storm for 0.0 m, 0.5 m, 1.0 m, 1.5 m, and 2 m SLR 
scenarios, respectively. Most of the sediment activities occurred along the navigation channels, 
although the erosion and accretion patterns across the five SLR scenarios were virtually 
indistinguishable upon inspection. The maximum erosion and accretion values ranged between 
3.0 to 3.5 m, with average morphological changes along the channels registered at values less 
than 1.0 meter. Figure 106 shows the time series of depth changes at Sites 1, 2, and 3.  
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Figure 104. Morphological changes attributed to the 100-yr retwn interval tropical stonn under the existing 
condition (0.0 m SLR). 
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Figure 105- Morphological changes attributed to the 100-yr retwn interval tropical stonn under the (a) 0.5 m, (b) 1.0 m, (c) 1.5 m, and (d) 2.0 m SLR 
scenarios. Most of the changes were confmed to the estuaty and channel. 
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Figure 106. Depth change attributed to the 1 00-yr retum interval tropical storm under five SLR scenarios at Sites 
1, 2, and 3. 

More sediment movement occmTed in the main navigation channel as a result of the passage of 
the 1 00-yr retum interval st01m. Located on the n01them flank of the Hampton Roads navigation 
channel, Site 1 was shown to be a net accretion site (i.e., in response to increasing SLR, higher 
deposition rates were experienced). The maximum accretion at Site 1 was approximately 2.3 m 
under the 2.0 m SLR scenario. Conversely, the 100-yr retum interval st01m generated a net 
volume loss at Site 2 (i.e., in response to increasing SLR, higher erosion rates were experienced), 
a location in the middle of the channel leading to a naval pier. The maximum erosion at Site 2 
was approximately 1. 7 m under the 2 .0 m SLR scenario. Figme 106 above shows no significant 
sediment activities at the land location (i.e., Site 3). 
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Sediment transport in this system is controlled by currents and waves. Analyzing model output, it 
is found that the calculated current speeds (not shown here) and wave heights (Figure 67) at Sites 
1, 2, and 3 increase with the increase of SLR values. The stronger currents and wave actions 
result in larger sediment erosion/deposition as shown in Figure 106 above. 

To estimate total sediment volume changes in the main navigation channel, a polygon area was 
pre-delineated as shown in Figure 26. The morphology and bed volume changes within the 
channel were estimated at the end of the 4-day simulation. Table 32 shows the total sediment 
volume changes for five storms under the five SLR scenarios.  

Table 32. Channel volume changes in Hampton Roads (105 m3) for the five SLR scenarios. Positive values 
indicate accretion, while negative values indicate erosion. 

SLR 
(m) 1-yr 10-yr 50-yr 100-yr Nor’easter 
0.0 0.155 0.481 -1.195 -2.616 -1.362 
0.5 0.139 0.466 -1.354 -2.495 -1.467 
1.0 0.050 0.429 -1.346 -3.364 -1.986 
1.5 0.601 0.488 -1.686 -3.906 -2.238 
2.0 0.700 0.560 -1.664 -4.745 -1.727 

 
Related to currents and waves, erosion was shown to increase with increasing SLR and storm 
intensity, and a net volume loss (i.e., negative value) was realized with the more intense storms 
(50-yr+ return intervals).The volume loss for the 100-yr storm virtually tripled that of the 50-yr 
return interval storm. The 1-yr and 10-yr return interval storms generated small volume changes 
and a net accretion within the model domain. As the specifications of constant wave parameters 
for the storms inject some uncertainty into the analyses, the results in Table 32 above simply 
imply possible channel cleanup due to strong storms and short-term needs for post-storm channel 
dredging.  

4.4.2 Summary and Discussion 

SLR will profoundly affect shoreline character and nearshore process, altering coastal and 
channel morphologies, altering sediment transport, and contributing significantly to coastal 
inundation and surge. Table 33 and Figure 107 provides an indication of the forcings (maximum 
surge, accretion, and erosion) generated by the nearshore modeling efforts. These values served 
as inputs to the follow-on flood modeling analyses, and were in turn directly fed into the 
structural analyses and risk assessments of the prescribed SLR and coastal storm impacts for the 
study on NSN. In actuality, individual forcing values were generated across the model domain at 
the mesh element or cellular level (the non-uniform rectangular grids cells with 10+ m 
resolution) for each scenario. But, it is useful to explore the maximum forcings generated over 
the installation to grasp the magnitude of change experienced across the range of scenarios. As 
expected, increasing levels of SLR generated ever-increasing levels of storm surge and wave 
forces, while accretion and erosion rates varied with storm intensity and SLR depths threatening 
the integrity of built infrastructure on the installation. 
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Table 33. Final maximum storm forcings generated by the nearshore assessment for this study based on the five 
storms. NE refers to the 1982 Nor’easter. 4 

St
or

m
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et
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n 
In
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rv

al
 

Nearshore Assessment 
(CMS) 

Surge + Tide Height 
(m) 

Accretion in Channel 
(m) 

Erosion in Channel 
(m) 

SLR Scenario SLR Scenario SLR Scenario 

0.0 0.5 1.0 1.5 2.0 0.0 0.5 1.0 1.5 2.0 0.0 0.5 1.0 1.5 2.0 

1 1.2 1.7 2.1 2.6 3.0 1.0 1.4 1.7 1.9 1.7 1.0 1.3 1.5 1.6 1.4 

10 1.7 2.1 2.6 3.1 3.6 2.0 2.0 2.4 2.6 3.2 2.0 1.9 2.3 2.6 2.4 
50 2.2 2.8 3.2 3.7 4.1 3.5 3.6 3.6 3.6 3.5 3.0 3.2 3.2 3.2 3.2 

100 3.6 4.1 4.5 5.0 5.4 4.0 3.6 3.5 3.6 3.7 3.5 3.4 3.3 3.5 3.7 
NE 2.3 2.9 3.3 3.8 4.2 2.5 2.2 2.2 2.5 2.5 2.0 1.9 1.8 2.0 2.0 

 

                                                 
4 Not surprisingly, the surge results generated by CMS for the 50- and 100-yr storms were similar to those produced by the 
ADCIRC/SWAN analyses - both models are based on the same governing equations. 
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Figure 107. Final maximum storm forcing trends generated by the nearshore assessment for this study based on 
the five analyzed storms tmder the five prescribed SLR scenarios. 

4.5. Surface Flood Routing Assessment 

4.5.1 Outputs and Technical Results 

The smface flood routing simulations generated temporal water depths at every grid cell of the 
study area for each design st01m and SLR scenario. 

4.5.1.1 Initial Flooding due to SLR Only 

Prior to running the flood simulations, an analysis was completed to dete1mine the flood extent 
due solely to rise in MSL. Figme 108 depicts the SLR-induced flooding at on the study site 
under the prescribed SLR scenarios. 5 

5 Note that causality (rising sea levels due to glacial melt, cw1·ents, ocean expansion, subsidence, etc.) were ignored in these 
analyses. Refer to Boon eta!. 20 10 and Boon 2012 for detailed discussions on this subject. 
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Figure 108. Flood extent due to rise in sea level only. 

4.5.1.2 Flooding Due to SLR, Sea Surge, and Precipitation 

As previously mentioned, the GSSHA model simulated the effects of SLR, sea surge, and 
precipitation on the NSN. In total, five SLR scenarios (0.0 m- 2.0 m) and five stonn events (viz. 
1-yr, 10-yr, 50-yr, 100-yr retum interval tropical stonns, and the October 1982 Nor'easter) were 
simulated making a total of25 nms (Figure 109- Figure 113). The temporally- and spatially­
varied results were post-processed to detennine the maximum flood depth in each cell over the 
entire simulation. 
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Figure 109. Flood routing and maximum depths (m) under the 1-yr retum interval storm event for SLR 0.0 m (a), SLR 0.5 m (b), SLR 1.0 m (c), SLR 1.5 m 
(d), and SLR 2 .0 m (e) scenarios. 
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Figure 110. Flood routing and maximum depths (m) under the 10-yr return interval storm event for the (a) 0.0 m, (b) 0.5 m, (c) 1.0 m, (d) 1.5 m, and (e) 2 .0 m 
SLR scenarios. 
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Figure 111. Flood routing and maximum depths (m) under the 50-yr return interval storm event for the (a) 0.0 m, (b) 0.5 m, (c) 1.0 m, (d) 1.5 m, and (e) 2.0 m 
SLR scenarios. 
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Figure 112. Flood routing and maximum depths (m) under the 100-yr return interval storm event for the (a) 0.0 m, (b) 0.5 m, (c) 1.0 m, (d) 1.5 m, and (e) 2.0 
m SLR scenarios. 
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Figure 113. Flood routing and maximum depths (m) under the historical1982 nor' easter event for the (a) 0.0 m, (b) 0.5 m, (c) 1.0 m, (d) 1.5 m, and (e) 2.0 m 
SLR scenarios. 
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No water depth measurement data were available within the study area with which to calibrate 
the model results for the 0.0 m SLR results. However, the 1-yr 0.0 m SLR scenario represented 
an average “worst storm of the year” condition. The model results depicted in Figure 109 (a)  and 
anecdotal descriptions of conditions during heavy rainfall events at the installation can provide a 
qualitative comparison of model results to reality. In the early stages of the project, we held 
discussions with NSN public works personnel regarding the performance of the drainage 
network during heavy rain conditions at the site. They indicated that local street flooding up to 
depths of six inches or more is a common occurrence during heavy rains across the installation, 
particularly in low-lying areas. The results shown in Figure 109 (a) appear consistent with this 
description. 

4.5.2 Summary and Discussion 

When coastal storms make landfall on or near coastal installations, rising sea levels have 
significant potential to exacerbate the magnitude of inland flooding on a large scale. Increased 
precipitation patterns and aging infrastructure (particularly inadequate or ineffective storm 
drainage networks such as those seen on the study site) will only serve to heighten the potential 
risks and threaten the future sustainability of critical assets and mission capabilities. Table 33 
and Figure 107 offer estimated characterizations of the forcings (maximum water depths) 
generated by the surface flood routing modeling efforts. These values were delivered to the 
structural analyses and risk assessments as response to the prescribed SLR and coastal storm 
impacts for the study on NSN. In actuality, individual forcing values were generated across the 
model domain at the mesh element or cellular level (10m2 grid cells) for each scenario. But, it is 
useful to explore the maximum forcings generated over the installation to grasp the magnitude of 
change experienced across the range of scenarios. As expected, increasing levels of SLR 
generated ever-increasing depths of flooding with increasing with storm intensity and SLR 
depths thereby threatening the integrity of built infrastructure on the installation. 

Table 34. Final maximum storm forcings generated by the surface flood routing assessment for this study based 
on the five analyzed storms. 

Storm Return 
Interval 

Surface Flood Routing Assessment 
(GSSHA) 

Maximum Water Depths (m) 

SLR Scenario 

0.0 0.5 1.0 1.5 2.0 
1 2.4 3.7 4.8 5.0 6.3 
10 3.4 4.3 5.3 5.5 6.8 
50 3.9 4.6 5.5 6.1 7.2 

100 4.8 5.6 6.6 7.8 9.1 
Nor'easter 4.2 4.4 5.6 6.5 7.8 
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Figure 114. Finalmaximmn water depth forcing trends generated by the smface flood routing assessment for this 
study based on the five analyzed storms under the five prescribed SLR scenarios. 

4.6. Mission Decomposition and Asset Capability Network 

This section contains descriptions of the analysis and decomposition for the NSN study. Because 
this section was intended for public release, the inf01m ation below has been summarized, and 
does not provide details of specific assets or vulnerabilities. Specific inf01m ation about assets is 
contained in FOUO supplemental materials. 
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4.6.1 Decomposition and Operationalization of the ACN 

Decomposition of the mission and operationalization 6 of the ACN required the identification of 
individual capabilities supp01iing the missions on NSN as well as key or critical assets 
contributing to the capabilities on the site. For pmposes ofthis study, seven individual 
capabilities were decomposed into their contributing assets on NSN including: 

1) Providing physical access to the berths, 
2) Providing the be1ihing spaces themselves, 
3) Removal of wastewater, 
4) Removal of oily waste, 
5) Providing potable water, 
6) Providing electric power, and 
7) Providing steam. 

Below the details of the decompositions are provided. 

4.6.1.1 Provide Physical Access to Berths 

For purposes of this study, the Support Ship Harbor Movements mission at NSN was dependent 
solely on the Provide Physical Access to Berths capability. In essence, this meant that the 
mission would only be fulfilled if ships could safely navigate from the open ocean to be1i hing 
spaces through channels of sufficient depth and width. In general, it was assumed that a rise in 
sea level would result in deeper channels, which was considered a positive benefit. However, it 
was conceivable that changes in geomOiphology dming stonn events would have negative 
impacts to the mission- specifically increased sedimentation that would impede navigation of 
the harbor approaches. Figme 115 illustrates the dependency of the Support Ship Port Harbor 
Movements mission on the three navigation channels considered in this study. 

Figure 115. Asset decomposition and dependency flow diagram detailing the provision of physical access to 
berths at NSN. 

4.6.1.2 Provide Berthing Space 

For purposes of this study, the Provide At-Berth Support mission at NSN was dependent in part 
on the Provide Physical Access to Berths capability. Naval ships at NSN were moored in 
"berthing spaces" alongside piers that protruded pe1pendicularly from the shore out into the 

6 Defining the infrastmctm·e network so that it can be measm·ed or expressed quantitatively. 
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channel. These berthing spaces were designed to provide adequate depths to float the ships at 
low tide, and with sufficient freeboard (height from water 's surface to the top of the pier) to 
allow fenders or camels to ride against their sides for the purpose of holding the ships away from 
the pier. For study purposes, we chose to focus on the NSN missions addressing aircraft caniers 
(CVNs), and focused solely on Piers 11, 12, or 14 which provided berth and supp01i for these 
larger ships. The CVNs had a 41-ft maximum draft, and maintenance dredging was deployed to 
maintain a 51-ft maximum be1ihing depth. CVNs had cooling water intakes on the bottom of 
their hull that required adequate depths below their keels to avoid ingesting debris and bottom 
dwelling marine life. Note that the NSN had a particular problem with "hydroids," small animals 
that were plentiful on the harbor bottom, and posed a pruiicular threat to these activities. Figure 
116 shows the principal components analyzed, including Piers 11, 12, and 14, and their 
associated be1i hing spaces. 

4.6.1.3 Remove Wastewater 

For pmposes of this study, the Provide At-Berth Support mission at NSN was also dependent in 
prui on the Remove Wastewater capability. When CVNs were in p01i, they diverted wastewater 
from their onboru·d tanks and treatment plants to dedicated lines located on the piers. Wastewater 
was generated from food preparation, showers, lalmdry, ship cleaning, and bathroom facilities. 
The ammmt collected was dependent on the number of sailors on-board the ship and the type of 
ship. This wastewater was pumped off the ships through flexible hoses to pump houses neru· the 
piers. The wastewater system on NSN was a gravity system, i.e., the mixed liquids and solids 
flowed through sloped pipes by gravity to lift station wet sumps, where pumps raised the effluent 
to a secondruy pipe network, where it again flowed by gravity to the main municipal lift station, 
and eventually flowed out to the civilian wastewater treatment plant. The pumps at the lift 
stations relied on electricity to operate. All lift stations included in the analysis were supp01ied 
by individual backup generators to maintain operation in the event of power failure. The pump 
motors were located in underground my sumps adjacent to the wet sumps. The principal 
components of the wastewater system analyzed in this study included gravity m·ains (i.e. , 
specifically the sections on Piers 11,12, and 14), lift stations (pumps and structures), backup 
generators, and dedicated u·ansfOim ers (Figure 117). 
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Figure 117. Asset decomposition and dependency flow diagram for the wastewater removal system on NSN. 

4.6.1.4 Remove Oily Waste 

For purposes of this study, the Provide At-Berth Support mission at NSN was also dependent in 
prut on the Remove Oily Waste capability as well. Machinery in the CVNs required vru·ious 
f01ms of peu·oleum lubricants that had to be changed and that often leaked and collected in the 
bilges (bottom) or other spaces. Proper disposal of this oily waste was mandat01y . The NSN 
Piers 11 , 12, and 13 were equipped with a dedicated oily waste collection system similru· to the 
wastewater system described above. Oily waste was pumped off the ships through flexible hoses 
that flowed by gravity drain to oily waste sumps adjacent to the waste water sumps, and then out 
to an oily waste storage tank. Periodically, the stored oily waste was pumped to nearby Craney 
Island via a buried line, where it was processed and retumed to the station via barge to be bmned 
at the boiler plant. The principal components of the oily waste system analyzed for this study 
included the oily waste gravity drains (the sections on piers 11, 12, and 14), the lift stations 
(pumps and structures), the backup generators (for Piers 12 and 14), and the dedicated 
u·ansfonners (Figure 118). 
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4.6.1.5 Provide Potable Water 

For pmposes of this study, the Provide At-Berth Support mission at NSN was also dependent in 
pmt on the Provide Potable Water capability as well. CVNs at NSN required substantial amounts 
of potable water for drinking, food preparation, showers, and laund!y with the ammmt required 
dependent on the number of sailors onbom·d each ship. The City of Norfolk provided water to 
NSN through multiple connection points. There were two potable water storage tanks in use on 
NSN. Booster pumps were used to provide additional pressm e to the station disu·ibution and 
firefighting systems. The key system components considered included the water tanks, the 
booster pumps, the backup systems, and the water disu·ibution system. The distribution system 
was bmied lmderground, so only the pipes that extended out onto Piers 11 , 12, and 14 were 
considered. Figme 119 illusu·ates the dependency stluctme of the NSN potable water system. 

Note that the booster pumps depended on elecu·ical power (an engine-d!·iven booster pump was 
available as well). Each of the pump houses had dedicated elecu·ical u·ansfonners nearby. Note 
that the pumps were also dependent on the two pump house stmctm es as well, with the 
assumption that the collapse of a pump house would cause the booster pumps (or their conu·ols) 
to become inoperable. 

4.6.1.6 Provide Electric Power 

For pmposes of this study, the Provide At-Berth Support mission at NSN was also dependent in 
pmt on the Provide Electrical Power capability as well. CVNs at NSN required electrical power 
while in p01t in order to remain operational. They generally extracted power from the piers 
where they were moored (i.e. , shore power), even though they had the capability to generate 
power using onbom·d equipment. Generating power onboard, however, was less efficient, 
produced emissions, and required additional crew to be present to stand watch. In addition, 
onboard electrical power generation was not available if the equipment was being se1viced while 
the ship was in port. Commercial power was delivered by Dominion Virginia Power through an 
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elecu·ical power u·ansmission system supplied by a large number of redundant generating 
stations, with the nearby Suny Nuclear power plant the closest large station. Power came onto 
the station from off base. The principal components analyzed for this study included various 
substations on NSN, the distribution lines, and several critical u·ansf01mers (Figm e 120). 

For purposes of this analysis, a substation was defined as a set of u·ansf01mers, switch gears, and 
conu·ol equipment grouped together. Dependency was analyzed for shore power to the ships on 
Piers 11 , 12, and 14, as well as to other assets that required elecu·ical power. Power fed directly 
to the ships was provided at 480 Volts, 4160 volt amperes 01 A), or 13.8 kVA (kilo volt amperes, 
thousand VA). For CVNs specifically, only 4160 VA or 13.8 kVA (i.e., Ford Class) was 
required. Although many of the piers had 480V disti1bution onboard, the 480V disu·ibution 
subsystem was disregarded because it was not needed by the CVNs (i.e. , the primary focus of 
this study). Other assets on the station were either fed fi:om a 34.5 kVA disti1bution network or 
from an 11.5 kV A network. The electrical system on the station was robust and highly 
redlmdant, including a ring bus architectm e on the 11.5 kVA network with the ability to feed 
substations through multiple paths. Power lines were bmied and wate1p roofed on the station, so 
only lines leading onto the piers were considered at risk. The primmy threat to the substations 
was assumed to be flooding induced by stonn sm ge and SLR, so we focused exclusively on 
identifying the elevations at which u·ansfonners and switch gear were exposed to these hazards. 
In theory, elecu·ical equipment (i.e., u·ansf01mers) inundated with salt water could be rinsed with 
deionized water, dried, and restored to service, as long as they were not energized when flooded. 
In some cases, individual u·ansf01mers were significant contributions to other asset loads, so they 
were inc01porated into the analysis as welL 

4.6.1. 7 Provide Steam 

For pmposes of this study, the Provide At-Berth Support mission at NSN was also dependent in 
patton the Provide Steam capability as welL CVNs at NSN used steam for propulsion and 
auxilimy pmposes such as cooking, heating, hot water, compressed air, and elecu·ical power 
generation. In p01t, steam was provided at 150 pounds per square inch (psi) so that the onbom·d 
reactors could be shut down (i.e., cold iron). As with the elecu·ical power generation, it was 
possible to nm the reactors in p01t, but required engineering watches to maintain equipment. 
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CVNs required 5000-7000 pmmds per hour of steam. Steam for the ships (and facility heating) 
was produced at two boiler plants located on the station. The boilers in the plants were nonnally 
fired by natural gas, with some dual fuel capabilities. Dual fired boilers primarily used natural 
gas but would also nm on #5 Fuel oil. Fuel type use was detennined by economics. Once the 
steam was produced, it was disu·ibuted to the ships through 250 psi steam pipelines that were 
elevated and mmmted on reinforced concrete columns (pylons). Steam for the ships was reduced 
to 150 psi before going underground to the piers. Unlike the lmderground power lines, water 
lines and waste lines, the above-grmmd, exposed nature of the steam lines meant that they were 
critical to the vulnerability analysis. The principal components of the steam system analyzed in 
this study included the steam lines (on-pier, 150 psi, and 250 psi), the natural gas supply, the 
boilers, the fhel tanks, the fuel pumps, the backup generators, the substations, and the potable 
water system. As can be seen in Figure 121, the steam system was highly dependent on other 
infrastmcture systems. 

Figure 121. Asset decomposition and dependency flow diagram for the steam distribution system on NSN. 

Note that natural gas was supplied by the Virginia Natural Gas Company. Other than buried 
natural gas lines and a connection point at each boiler plant, there was no relevant natural gas 
infrastmcture on the station. There were two large diesel storage tanks at one of the plants. These 
storage tanks received # 5 fuel oil and reclaimed oil from three bulk storage tanks. At this same 
plant, diesel fuel for the backup generators was stored in the two day tanks. 

4.6.2 Summary and Discussion 

It was imp01tant to note that the results of this study, patticularly the analysis of sti11ctural 
vulnerability of the NSN's assets, were considered For Official Use Only (FOUO) , and as such 
could not be released to the general public. Suffice it to say that the individual decomposed 
capabilities and their supporting systems were mapped and then assessed both individually (at 
the asset level) and systematically (at the system and capability levels) using a standard GIS 
network schema. Note that we used engineering judgment to detennine the level of detail to use 
in the Geographic Inf01mation System (GIS) to quantify operability, damage, and remediation on 
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a case-by-case basis. Products such as that shown in Figure 122 have been developed for the 
installation to assist in the planning and assessment of asset vulnerability and risk in the face of 
coastal stonns and SLR. 

rrmr {ff 1/ l 
Figure 122. A hypothetical example of a mapping product that could be generated using the approach detailing an 
asset distribution system that provides resources (e.g., electricity, water, steam, etc.) to the piers on a naval 
installation. 

The intent of study was to demonstrate a capability to characterize asset fragility and quantify the 
risk to mission impainnent under the threat of SLR and coastal hazards at a meaningful, 
actionable scale using a systems approach. Although not apparent in Figure 122 above, each 
system was composed of numerous assets that were mapped on a 10-m grid scale (Figme 123 ), 
and a set ofhemistics were developed to handle instances where assets spanned multiple grid 
cells or where multiple assets were dependent upon one another to produce a capability. 
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Figure 123. Example of the mapping products that have be generated by the study using the GIS-based ACN 
approach. Here, a small portion of the resomce distribution system is represented in red, while supp01ting columns 
are represented as black dots. 

For example, the distribution line shown in Figure 123 above (i.e. , the red line) ran at an angle to 
the grid. Inspection showed that some grid cells had one column or supp01i (i.e. , represented by a 
black dot), one cell had two supp01is, and one cell had none. A heuristic was deployed assigning 
asset fi:agility to the column(s) in each cell. Probability of damage to the section of pipe in the 
cell was quantified based on the fimctional integrity not only of the supp011s within the cell, but 
also by those in adjacent cells as a hue network schema. Damage to the assets, a segment of pipe 
or conduit spanning many cells, was based on the quantification of damage to its pruis described 
as the number of fi:actures, while operability was detennined based on a damage fimction and the 
operability of assets that each pipe or conduit was dependent upon. In the end, the asset 
composition and network schema were used to characterize sti11ctural fragility in the 
probabilistic assessment of mission impanment under the various SLR and stonn scenru·ios. 
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4. 7. Str uctural Assessment of Critical Infrastr ucture 

A total of seven capabilities or systems and 22 assets were analyzed to generate results for the 
study. As was mentioned earlier, the technical results of the stmctural assessment were 
considered FOUO, but an example of one generic outcome has been offered here to demonstrate 
the approach and illusu·ate the eff01i expended to generate outputs for the risk analysis. 

Pumps such as those shown below in Figure 124 were critical assets associated with both potable 
water supply systems and oily waste disposal systems on the study site. 

For these assets, the damage anticipated in response to coastal st01m impacts (exacerbated by 
SLR) was assumed to be primarily a fimction of elecu·ical and mechanical fragility. Based on the 
inf01mation provided in Table 20 above, and structural composition of these types of assets, 
damage states were derived in Table 35 and fragility curves were devised to characterize the 
probability that the pumps failed as a fimction of the loadings generated under the prescribed 
SLR and retum inte1val stonn scenarios (Figure 125). 

Table 35. Example damage state definitions for pump on the study site. 

Baseline State Definition 
Condition None Minor Moderate Seve1·e 

The asset is functional. TI1e asset is not The asset is not 

Asset is 
Cleanup is required. 5% functional. Cleanup is fimctional. Cleanup is 

functional. No 
of the required. 30% of the required. 40% of the Asset is functional. No 

damage to ptunp 
electromechanical electromechanical electromechanical damage to pump 

equipment is damaged equipment is damaged equipment is damaged station. 
station. 

and must be repair or and must be repair or and must be repair or 
replace. replace. replace. 
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Figure 125. Example of the fi:agility cwv es for the assets analyzed under this study. 

These products were then used in the study's scenario analysis. 

4.8. Risk Assessment 

For purposes of the case study, the NSN Risk Model was implemented by applying infonnation 
to the model to assess the probabilities of random variable states for scenarios of interest, which 
focused on the five potential SLR states. The model calculated the posterior marginal 
probabilities of node states, which represented "beliefs" about the condition and ftmctionality of 
the infrastmcture system. When the SEV node was left liD-instantiated, the posterior marginal 
probabilities were inte1preted as the annual probability of asset damage states and ftmctional 
impai1ments caused by coastal st01ms other than Nor'easters. 7 As the majority of the details of 
this analysis were considered FOUO in content, specific results of this risk assessment were 
relegated to FOUO supplemental materials. However snapshots of the risk assessment results 
have been included here to illustrate the methodology. 

4.8.1 Effect of SLR and Storms on Assets 

The risk assessment generated posterior marginal probabilities for asset damage states and 
ftmction nodes under each of the five prescribed SLR scenarios in the f01m of tables which 
showed which assets had a high probability of being damaged by each of the coastal st01m s. 

7 Note that budgetary and time constraints limited this initial application to the four return-interval stoflllS i.e., 1-yr, 10-yr, 50-yr, 
and 100-yr), excluding the assessment of the nor'easter. 
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These tables not only revealed the vulnerability of the various assets, but pinpointed the "tipping 
points" where changes in SLR resulted in significant increases in probabilities of damage and 
mission impai1ment. For example, Figure 126 shows a fragment of the NSN Risk Model 
showing fom assets comprising the wastewater management infrastm cture at Pier 14. 

Figure 126. Fragment of the NSN Risk Model showing results for the Pier 14 wastewater management system 
infrastructure for the 0.0 m SLR scenario. 

The two risk driver nodes (i.e. , SLR and SEV) are also shown. Although the edges linking the ten 
pictured nodes to nodes representing the rest of the infrastm cture network are not shown for 
clarity, these nodes are present and influence the results in this example. The SLR node has been 
instantiated to 0.0 m to reflect knowledge that sea level is at its present-day level and the SEV 
node is un-instantiated to compute the annual probabilities of asset damage and fimction states. 
Nodes marked DSN are Damage State Nodes that rep01i the posterior marginal probabilities of 
each potential dam age state for that asset. For example, the annual probability of the Q-81 
transformer [ 162] being in the damage state None is 0.896. Nodes marked FN are asset Flmction 
Nodes that rep01i the posterior marginal probabilities of each potential fimction state. For 
example, the annual probability of the Q-81 transformer being Functional is 0.900. These 
probabilities represent beliefs about the damage state and fimctionality of the system given 
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uncertain knowledge about coastal storm severity that is consistent with modeled storm return 
periods.  

The NSN Risk Model was also implemented to explore how information about the damage or 
function state of some assets could be used to update the beliefs about the damage and function 
states at other assets. When the damage state or function state of one asset was observed, 
information was applied in one of two ways. If the information was hard, or certain, information 
was entered by instantiating the relevant node. For example, if the damage state of an asset was 
known with certainty to be Moderate, as that damage state was defined in the section on 
structural analysis (refer to Section 3.9), then the asset damage node for that asset was 
instantiated to Moderate. If the information was soft, or uncertain, then information was entered 
in the form of likelihoods or probability potentials. The likelihood was the probability of an 
asset’s damage state given the evidence obtained by observation of the asset. A probability 
potential was simply another way of expressing that information. For example, inspection of an 
electrical transformer might have yielded evidence that made it difficult to determine its true 
damage state. In such cases, the likelihood of each potential damage state was evaluated given 
the available evidence. The problem of inferring asset damage states from evidence was beyond 
the scope of this project, but led to a very important discussion regarding how the NSN Risk 
Model should be interpreted. 

It was already stated that posterior marginal probabilities represented the annual probability of 
asset damage and function states when the SLR node was instantiated and the SEV node was left 
un-instantiated. The implicit assumption was that a storm would certainly occur and the 
uncertainty was whether that storm would be an S1, S2, or S3 storm. When the SEV node was 
instantiated, the posterior marginal probabilities represented the probability of asset damage and 
function state given knowledge of SEV. The posterior marginal probabilities no longer 
represented the annual probabilities of asset damage and function states because the probability 
distribution in the SEV node was updated and was no longer consistent with information about 
the frequency of storm events. Similarly, if the damage state of an asset was observed, and 
information about the assets damage state was entered into the NSN Risk Model, the implication 
was that a storm had occurred and caused damage to that particular asset. The NSN Risk Model 
updated the posterior marginal probabilities for other nodes to represent the damage and function 
state probabilities given that evidence. Updated probabilities represented beliefs about the state 
of other assets and factors influencing their damage state. For this reason, instantiation of asset 
damage and function nodes were not used to investigate how the disrepair or non-functionality of 
a particular asset would affect capabilities or mission performance. These types of studies would 
need to be undertaken using a different approach, described below. 

Suppose that inspection of the Pier 14 wastewater lift station structure [102] revealed that its 
damage state was Moderate and the conditions of all other assets were unobserved. The asset 
damage node for [102] would be instantiated to update beliefs about the state of other assets in 
the system (Figure 127).  



Figure 127. Fragment of the NSN Risk Model showing updated results for the Pier 14 wastewater management 
system infrastmcture after observation of the Pier 14 wastewater lift house stmcture [102] revealed that the damages 
to the stmcture caused by a coastal storm were "Moderate." 

The asset damage node for each liDo bserved DSN reveals the probability that the asset is in each 
of its potential damage states given knowledge of the state of [ 1 02] . For example, given the 
evidence at [ 1 02], the cmTent belief about [ 162] is that the probability that it is in a Severe 
damage state is 0.763. Similarly, the probabilities of the asset function states are also rep01ied. 
For example, given knowledge of the state of [102], the Pier 14 wastewater generator [1] has a 
probability of being Non-Functional equal to 0.813. The observation at [ 1 02] has pennitted an 
inference about the severity of the st01m causing the damages. This inference is rep01ied in the 
SEV node, which rep01is the probability the damages have been caused by a st01m of severity S2 
equals 0.551. The posterior marginal probabilities in the network no longer represent annual 
probabilities because the probability distribution in the SEV node has been updated based on 
observations ofthe damage state of[102]. 

To fmiher illusu·ate how the Bayesian network can be inte1preted, we can consider the following 
extension to the previous example. Suppose that, after the inspection of the wastewater lift house 
structure [ 1 02] reveals its damage state to be Moderate, additional observations of the electrical 
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generator [I] behind the wastewater lift station reveals that asset to be lllldamaged. This 
infonnation can be entered into the Bayesian network by instantiation of the asset damage node 
for [I]. The network then updates the probabilities of asset damage and function state nodes 
(Figure 128). 

Figure 128. Fragment of the NSN Risk Model showing updated results for the Pier 14 wastewater management 
system infrastmcture after observation of the Pier 14 wastewater generator [1]. The results revealed that the 
generator was undamaged and the asset damage node was instantiated. 

This new evidence leads to a high degree of confidence in the damage state of liD observed assets. 
Evidence about the state of [I] leads to the belief that there is a high probability the Q-8I 
electrical transformer [ I62] and the Pier 14 wastewater pumps and mechanicals [ II4-II8] are in 
an lUldamaged state. The probability that [ I62] is in a damage state of "ND" (synonymous with 
None) is 0.995 and the probability that [II4-II8] is lllldamaged is almost 1, even though these 
assets have not yet been inspected. In Figure 128 above, the SEV node reports an inference about 
the stonn that has caused damage to [I 02]. In this case, there is a high degree of confidence that 
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damage to [102] is caused by an S1 storm. The inference about storm severity is an example of 
diagnostic inference, or reasoning from effects to causes. 

In Figure 128 above, the relationship between asset damage and function nodes deserves a 
discussion. The function state of Pier 14 wastewater pumps and mechanicals [114-118] is Non-
Functional (NF) with a probability of 1 even though there is a very high probability that the 
pumps are undamaged. This functional state is attributed to damage to the P14 wastewater lift 
house structure [102]. The wastewater lift house structure serves to convey electricity from the 
Q-81 transformer [162] and the backup electrical generator [1] to the wastewater pumps [114-
118]. There are four possible damage states for the wastewater lift house structure describing the 
degrees of penetration of the building envelope by flood waters. When damage states are 
developed, assumptions regarding the functionality of assets based on those damage states are 
also made. In this case, the assumption is that sufficient penetration of the building enveloped by 
flood waters consistent with a Moderate or Severe damage state will interfere with the 
conveyance of power to the pumps and equipment inside the structure. Thus, the functional state 
of the pumps is NF because the structure is in a Moderate damage state when the power supply is 
interrupted. In the Bayesian network, each asset damage node reports the assumed relationship 
between asset damage and asset function. This relationship is indicated following the damage 
state, with F to indicate the asset is functional given the damage state and NF to indicate the 
asset is non-functional given the damage state. In practice, there is uncertainty regarding the 
relationship between the asset damage state and the asset function state. At the time of this study, 
no information was available on which to base an uncertain relationship between asset damage 
and asset function, so this relationship has been modeled deterministically. 

The preceding example demonstrates how asset damage state and function nodes have been 
interpreted and describes the implications of the implicit assumption that all damages to assets 
were caused by coastal storms. If an asset was observed to be damaged, then a storm must have 
occurred and caused those damages. If an asset was observed to be undamaged, then a storm 
must have occurred and the asset withstood the loads associated with that storm. If no evidence 
was available regarding the state or functionality of assets, the belief regarding the severity of the 
storm was consistent with the original return period curve for modeled storms. In this case, the 
posterior marginal probabilities in asset damage and function nodes were interpreted as annual 
probabilities of damage and function state. 

The NSN Risk Model can be used to explore how topological variations in the infrastructure 
network might affect risks. For example, an asset can be removed from the network by removing 
the edges that linked the asset and function nodes to other parts of the network. The network will 
then describe how the system will perform without that asset. Similarly, new assets can be 
introduced and existing assets can be retrofitted to explore how these changes in the 
infrastructure network will affect performance. Proposals for new assets can be evaluated by 
introducing a new set of asset damage and function nodes for the proposed asset to test its effect 
on mission performance. Potential retrofits of assets can be evaluated by calculating new CPTs 
for the existing set of asset damage and function nodes representing that asset. 
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4.8.2 Effect of SLR and Storms on Capabilities 

Inference is classified as predictive if the reasoning is from information about causes to assess 
potential effects and diagnostic if reasoning is from information about observed effects to 
potential causes. This section describes predictive inferences from the NSN Risk Model 
regarding the effects of sea-level rise on capability scores and the mission performance index. 
The section begins with a discussion of capability scores. These results of the NSN Risk Model 
are objective because they are insensitive to command priorities for providing those services. In 
contrast to capability scores, the mission performance index is a subjective assessment of 
performance based on capability scores. The subjectivity arises because the weights in the 
mission performance index reflect command-level priorities for at-berth support of CVNs.  

Capability scores are reported for the three piers in Table 36. 
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Table 36. Capability scores and mission performance index for the five prescribed SLR scenarios in the NSN study.  

Pier 
SLR 

Scenario 

Capability Scores Mission 
Performance 
Index (MPI)1 

Provide 
Water 

Provide 
Access 

Provide 
Steam 

Provide 
North Berth 

Provide 
South Berth 

Provide Oily 
Waste 

Provide 
Electricity 

Provide 
Wastewater 

11 

0.0 0.9886 0.8643 0.9639 0.8356 - 0.9555 0.9807 0.9676 0.9551 
0.5 0.9271 0.8689 0.8517 0.9086 - 0.1370 0.8049 0.1717 0.6158 
1.0 0.4046 0.8753 0.0916 0.9545 - 0.0000 0.0040 0.0000 0.1885 
1.5 0.0018 0.9198 0.0000 0.9797 - 0.0000 0.0003 0.0000 0.1306 
2.0 0.0000 0.9225 0.0000 0.9919 - 0.0000 0.0000 0.0000 0.1312 

12 

0.0 0.9886 0.8643 0.9639 0.9721 0.9149 0.9572 0.9884 0.9710 0.9629 
0.5 0.9271 0.8689 0.8517 0.9974 0.9777 0.6999 0.9496 0.7660 0.8621 
1.0 0.4046 0.8753 0.0916 0.9999 0.9960 0.0028 0.3636 0.0040 0.3142 
1.5 0.0018 0.9198 0.0000 1.0000 0.9995 0.0000 0.0074 0.0000 0.1805 
2.0 0.0000 0.9225 0.0000 1.0000 1.0000 0.0000 0.0000 0.0000 0.1789 

14 

0.0 0.9886 0.8643 0.9639 0.9149 0.9852 0.9458 0.9879 0.9696 0.9620 
0.5 0.9271 0.8689 0.8517 0.9794 0.9994 0.6695 0.9469 0.7866 0.8629 
1.0 0.4046 0.8753 0.0916 0.9967 1.0000 0.0002 0.2978 0.0033 0.2995 
1.5 0.0018 0.9198 0.0000 0.9997 1.0000 0.0000 0.0068 0.0000 0.1803 
2.0 0.0000 0.9225 0.0000 0.9997 1.0000 0.0000 0.0000 0.0000 0.1789 

1The mission performance index is described in Section 11.2.2.5 earlier in this report. 

 



By defmition, a capability score (ranging from 0 to 1 ), is considered an estimate of the annual 
probability that a capability is not dismpted at least once during the course of a year because of 
damage to physical assets caused by a coastal st01m in the study. The probability of service 
intenuption given an SLR scenario is the complement of the capability score for that SLR 
scenario. Figure 129 -Figure 131 plot the conditional probability of service intenuption at Piers 
11 , 12, and 14 for the case study. These results revealed a sharp increase in the probability of 
service intenuption between 0.5 and 1.5 m SLR. 
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Figure 129. Conditional probabilities of service intenuptions occm1·ing at least once dming the comse of a year 
for the five prescribed SLR scenarios for Pier 11 in the study. 

213 



1.0 

2 0.8 _, 
V) 

c: 
0 
""[ 0.6 
:s 
t: 
Q.l .... 
c: 
"Q; 0.4 
u ·s; .... 
Q.l 

V) 

cr o.2 

0.0 
0.0 0.5 

Pier 12: Capabilities 

1.0 

Sea-level Rise (m) 

1.5 2.0 

...... water 

_._Access 

...-steam 

~North Berth 

~South Berth 

.... Oily Wast e 

~Electric 

...-wastevvater 

Figure 130. Conditional probabilities of service intenu ptions occm1·ing at least once dw-ing the cow-se of a year 
for the five prescribed SLR scenarios for Pier 12 in the study. 

214 



1.0 

2 0.8 _, 
V) 

c: 
0 
""[ 0.6 
:s 
t: 
Q.l .... 
c: 
"Q; 0.4 
u ·s; .... 
Q.l 

V) 

cr o.2 

0.0 
0.0 0.5 

Pier 14: Capabilities 

1.0 

Sea-level Rise (m) 

1.5 2.0 

..... water 

-.-Access 

,._Steam 

~North Berth 

~South Berth 

.... Oily Waste 

~Electric 

,._Wastevvater 

Figure 131. Conditional probabilities of service intenuptions occm1·ing at least once dming the com·se of a year 
for the five prescribed SLR scenarios for Pier 14 in the study. 

As the figures illustrate, three of the capabilities responded positively to SLR (i.e., Provide 
Access, Provide North Berth, and Provide South Berth). Increasing capability scores for access 
suggest that, if there was any conesponding increase in sedimentation in the Inner Harbor, 
Harbor Enu·ance, and Thimble Shoals Channels following a stonn, the reductions in limiting 
depth would be more than compensated for by increased sea levels. The u·end in the capability 
score for Provide Access can be seen in Table 36 above, which shows the capability score 
increasing from 0.864 to 0.923 as SLR increased from 0.0 to 2.0 m. The capability scores for 
Provide North Berth and Provide South Berth also increased as sea levels rose from 0.0 to 2.0 m. 
These capabilities describe the combined effects of sedimentation in berthing areas following a 
st01m and loss of freeboard. We found that any increase in sedimentation in the berthing areas 
and/or navigation channels were more than compensated for by rising sea levels. This result was 
consistent with interviews on the installation, which indicated that, with regular maintenance 
dredging of berthing areas, no dredging was needed following named stonns. At SLR = 2.0 m, 
there was still sufficient freeboard to dock CVNs at each pier. However, freeboard diminished as 
sea levels rose and, without sufficient freeboard, CVNs could not dock at the piers. At the 2.0 m 
SLR state, there would be approximately four meters of freeboard at Pier 11 and approximately 
0.3 m of freeboard at Piers 12 and 14. Thus, while the capabilities to Provide North Berth and 
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Provide South Berth improved as sea levels rose, this positive effect of SLR on the capability 
score would not continue indefinitely. A 2.5 m increase in sea level will submerge the pier decks 
at Piers 12 and 14 and prevent CVNs from docking at those piers. As described previously, the 
potential for wave overtopping during non-storm periods as sea levels rose was not considered in 
this study.  

Each of the remaining capability scores was negatively impacted by SLR. As shown in Table 36 
above, capability scores for water, steam, oily waste, electricity, and wastewater were 
approximately 0.94 or higher at each pier under the baseline sea level scenario. All of these 
capabilities scores decreased to zero under the prescribed 2.0 m SLR scenario. The results 
suggest that two meters of SLR greatly increases the probability of service interruptions at the 
three piers that are capable of accommodating CVNs. Capability scores only provide information 
on the frequency of at least one interruption in a year and provide no information on the duration 
of the interruption, the severity of damage to infrastructure, or the cost to repair the infrastructure 
and restore the capability. Posterior marginal probabilities for asset damage nodes (contained in 
the FOUO supplemental materials) in the case study were developed to assess the severity of 
damage to infrastructure in terms of the definitions for damage states. 

The effect of SLR on capabilities needed to Provide At-Berth Support for CVNs can be seen 
graphically in Figure 129 - Figure 131, which plots the conditional probability of service 
interruption over the five prescribed SLR scenarios. The probability of service interruption 
decreased for the Provide Access, Provide North Berth, and Provide South Berth capabilities. 
The probability of service interruption for utility services increased. The Provide Wastewater 
and Provide Oily Waste capabilities appeared to be the most vulnerable capabilities and the 
probabilities of service interruption responded similarly because these two capabilities depended 
upon a shared set of infrastructure located very near the waterfront. The Provide Electricity 
capability exhibited a somewhat different response to SLR at Pier 11 than at Piers 12 and 14. 
This was attributed to the location of the Pier 11 substation on the lower deck. At Piers 12 and 
14, the substations are located on land within 1,000 ft of the waterfront. The capabilities Provide 
Steam and Provide Water responded similarly to SLR at each of the three piers. 

Capability scores were plotted against SLR for each level of storm severity (SEV) (Figure 132 
and Figure 133).  
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for the study. 
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Because these probabilities were conditioned on the storm severity, they can be interpreted as the 
probability that a storm of given severity (S1, S2, or S3) will not cause the interruption of a 
capability under the prescribed SLR scenario. In Figure 132 above, the plot for Provide Access 
shows that, as storm severity increased, there was a net increase in final controlling depth of 
navigation channels. This suggests that higher levels of storm severity cause net erosion in the 
channels. This result applies equally to all three piers. In contrast, coastal storm severity appears 
to have very little effect on the final controlling depths in berthing areas.  

Capability scores for those capabilities dependent on infrastructure utilization exhibited a more 
pronounced response to increases in storm severity. For example, this can be seen for the 
Provide Water capability in Figure 132 above, and for the remaining capabilities in Figure 133 
above. The Provide Water capability is represented by a single node in the Bayesian network, so 
only one plot that applies to all three piers, was shown in Figure 132 above. Under the baseline 
SLR scenario, the Provide Water capability appears to be fairly robust, with a high probability of 
no service interruption given an S1 or an S2 storm. This probability of no service interruption 
decreased to 0.614 in the event of an S3 storm. As sea levels rose, the probability of no service 
interruption also increased, as indicated by the decreasing capability scores. Under the 1.5 and 
2.0 m SLR scenario, the probability of experiencing at least one service interruption during the 
course of a year was 1. Other capabilities exhibited a similar pattern of response to increases in 
storm severity and sea level. The Provide Oily Waste and Provide Wastewater capabilities had a 
low probability of being interrupted by an S1 storm, but a high probability of being interrupted 
by an S2 or an S3 storm. This was also true of the Provide Electricity capability at Pier 11. 

4.8.3 Effect of SLR and Storms on Mission Performance 

The MPI transformed information provided by the seven or eight capability scores into a single 
measure of performance. In short, the MPI described, on a scale of 0 to 1, how well the mission 
to Provide At-Berth Support for CVNs was performed with respect to the objective to minimize 
the probability that capabilities were interrupted by coastal storms. For this study, the MPI had a 
specific interpretation intended for assessing the effects of SLR on the capabilities at the 
installation. The MPI did not account for other attributes such as efficiency, safety, and cost that 
might also be considered in a more general assessment of performance. Methods used to 
calculate the MPI were described earlier in this report. Recall that the MPI is considered a value-
laden measure of performance because it incorporates information about command priorities of 
capabilities. This contrasts with the results presented in Section 4.8.2 above, which are 
considered objective measures of performance expressed in terms of probabilities.  

For purposes of this study, the MPI is a weighted value function that provides a one-dimensional 
measure with which to evaluate the effect of SLR on mission performance. Below, two 
realizations of the MPI have been presented. The first realization assumes that all potential 
improvements of capability scores from their minimum value to their maximum value are 
equally important to mission performance. This realization provides a benchmark for assessing 
what impact the NSN priorities actually had on the evaluation of mission performance. The 
second realization incorporates swing weights that were obtained from the NSN Ship Support 
Officer (LT Cory Maccumbee). Swing weights are summarized in Table 37.  



 

220 

 

Table 37. Swing weights obtained from the NSN Ship Support Officer for the study. 

Capability 
Pier 

11 12 and 14 
 Provide Electric Power 0.230 0.217 
 Provide Wastewater 0.230 0.217 
 Provide Steam 0.172 0.163 
 Provide Potable Water 0.115 0.109 
 Provide Oily Waste 0.115 0.109 
 Provide Access 0.080 0.076 
 Provide North Berth 0.057 0.054 
 Provide South Berth - 0.054 

 
Although potential improvements in capability scores relative to the worst case scenario varied 
somewhat, these differences were minimal and a single set of weights were obtained for Pier 12 
to apply to all of the piers. The Provide Electricity and Provide Wastewater capabilities were 
deemed most important, followed by the Provide Steam, Provide Potable Water, and Provide 
Oily Waste capabilities. The least important capabilities were identified as the Provide Access, 
Provide North Berth, and Provide South Berth options. The relatively low weights on navigation 
and berthing capabilities can be explained as follows. Under baseline conditions (0.0 m SLR), 
when navigation channel and berthing area drafts are at a minimum, there is sufficient limiting 
depth to support the movement and docking of CVNs following storm events. As sea level rises, 
the limiting depths in navigation channels and berthing areas increase. Therefore, the potential 
changes in the Provide Access, Provide North Berth, and Provide South Berth capabilities were 
perceived to be unimportant relative to potential changes in other capability scores.  

The swing weight elicitation was followed up with a set of choice experiments for validation of 
the swing weights. In the choice experiment, the respondent (LT Cory Maccumbee, NSN Ship 
Support Officer) evaluated a pair of mission performance scenarios described in terms of 
randomly generated capability scores at a pier. He then chose the scenario that, in his view, 
represented the highest level of performance. Ten pairs of performance scenarios were randomly 
generated. Using the swing weights provided by the officer, the MPI accurately predicted the 
choices 60 percent of the time. Inaccurate predictions were clearly associated with harder 
choices. With one exception, the inaccurate predictions occurred when the difference in the MPI 
between the choices was less than about 0.05 (Figure 134).  
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Figure 134. Difference in the MPI betv.•een choice scenarios, showing that MPI prediction errors occwTed when 
the difference in the MPI between the scenarios was less than about 0 .05. 

Figure 135 (a) plots the expected MPI calculated using equal weights under the five prescribed 
SLR scenarios. 
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Weights Reflect Command-level Priorities 
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(a) (b) 

Figure 135. The expected MPI for Piers 11 , 12, and 14. (a) MPI was calculated using equal weights on capability scores, and (b) weights reflecting command­
level priorities. 
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Under baseline sea level conditions, Piers 12 and 14 had similar MPIs and Pier 11 had an MPI 
that was only slightly less than Piers 12 and 14. The strongest effect of SLR on mission 
performance was seen between the 0.5 and 1.0 m SLR scenarios. As sea levels rose, the MPIs at 
Piers 12 and 14 remained similar, while the effect on MPI at Pier 11 was more pronounced. This 
difference has been attributed to the increased levels of exposure and vulnerability of several 
assets that supported Pier 11 capabilities. As shown in Figure 135 (b) above, assets that 
supported the Provide Oily Waste, Provide Wastewater, and Provide Electricity capabilities were 
more likely to be interrupted by coastal storms. 

The MPI decreased most rapidly between the 0.5 and 1.0 m SLR scenario, but continued to 
decline with the next SLR scenario increment (i.e., 1.5 m SLR). Above 1.5 m, expected MPIs 
reached a plateau, indicating that sea levels above 1.5 m would have little effect on mission 
performance. We believe this occurred for two reasons. First, when sea levels increased to 1.5 m, 
all utility services to the piers were interrupted by coastal storm damage to assets at least once a 
year. While it was expected that the frequency of these service interruptions would increase even 
as sea levels rose above 1.5 m, the MPI plateaued because it was not designed to register the 
effects of multiple interruptions during a year. Second, SLR had a positive effect on navigation 
and berthing capabilities, likely counteracting negative contributions to the MPI values. 
However, it should be noted that the positive effect on berthing area capabilities increased only 
up to the point that the piers were overtopped. For Piers 12 and 14, this occurred when sea level 
reached 2.3 m. 

Figure 135 (b) above plots the expected MPI calculated using NSN swing weights. A 
comparison of this plot with Figure 135 (a) above reveals that SLR had a stronger effect on 
mission performance when NSN priorities were taken into account. The effect of SLR on 
expected MPI was much stronger between the 0.5 and 1.0 m SLR scenarios. Both plots showed 
that the effect of SLR on MPI diminished and later leveled-off as sea levels rose above 1.5 m. 
This plateau was lower when NSN priorities were taken into consideration when calculating the 
MPIs. 

For purposes of this study, we used loss exceedance curves to describe the probability that 
potential losses would exceed some critical amount, and we expressed potential losses in terms 
of expected MPIs. In Figure 136 (a), MPIs were calculated assuming equal weights for all 
capabilities and in Figure 136 (b), MPIs were calculated using swing weights to incorporate NSN 
priorities for capabilities. 
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Figure 136. (a) Loss exceedance curves for expected MPis derived under the five prescribed SLR scenarios. (b) 
Change in the probability of realizing three potential levels of loss. Equal weights were used in calculating MPis. 
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Figure 137. (a) Loss exceedance curves for expected MPis derived under the five prescribed SLR scenarios. (b) 
Change in the probability of realizing three potential levels of loss. Weights used in calculating MPis reflect 
conunand-level priorities for providing at-berth suppmt to CVNs. 

Each (a) panel in Figure 136 shows a loss exceedance curve for each SLR scenario on a pier-by­
pier basis. The general pattem in these results was similar among the three piers. The curves 
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were concave for the 0.0 m and 0.5 m SLR scenarios. These curves transitioned to convex shapes 
for the 1.0 m, 1.5 m, and 2.0 m SLR scenarios. The increase in sea level at which these 
transitions presented themselves was regarded as the “tipping point,” which occurred between 
the 0.5 m and 1.0 m SLR scenarios.  

The (b) panels in Figure 136 and Figure 137 above show how sea level affected the probability 
of a fixed loss in MPI relative to MPI under baseline conditions. While this information has been 
essentially contained in the loss exceedance curves shown previously, it is easier for the end 
users to visualize the results in this manner. In Figure 136 (b) above, which assumed equal 
weights on capabilities, the effect of SLR on a 25 and 55 point loss in the MPIs were similar at 
each of the three piers. At Pier 11, increased sea levels raised the probability to a 0.75 point loss 
in MPI, although this effect was not observed at Piers 12 and 14. This difference has been 
attributed to an increase in exposure and vulnerability of the electric substation on the lower deck 
of Pier 11 and the oily waste and wastewater pumps thereon. Loss exceedance curves showed a 
similar pattern when NSN command priorities for the capabilities were factored into the MPI. 
However, there was a tendency for higher potential losses in expected MPI to have higher 
probabilities. This can be seen in Figure 137 (b) above, which shows that the probability of a 
0.75 loss in expected MPI was as strongly influenced by SLR as 0.25 and 0.55 losses in expected 
MPI. 

4.8.4 Implementation of the NSN Risk Model to Evaluate Potential Adaptations to SLR 

The NSN Risk Model was also designed to explore adaptive management strategies via “what if” 
scenario analysis. Proposed changes in the ACN (i.e., insertions/deletions of assets or 
replacements/retrofits of assets) can be reflected in the model to actively manage system 
response and manage regrets. Here we explore several hypothetical modifications to the 
infrastructure network to demonstrate these capabilities. In general, these analyses require either 
a change in the structure of the model’s DAG (representing an insertion or removal of an asset) 
or a change in one or more of the CPTs (representing the replacement or retrofit of an asset). The 
four hypothetical modifications considered for this study included: 

1) the removal of the primary steam plant from the infrastructure network; 
2) the removal of several backup electric power generators from the network; 
3) the flood proofing of these same generators; and  
4) the flood proofing of the wastewater lift pumps, transformers, and backup electrical 

generators at each waterfront lift station. 

These scenarios are presented in greater detail in the next sections. 

4.8.4.1 What-if Scenario #1: Removal of a Steam Plant from the Infrastructure Network 

Two steam plants were included in the NSN Risk Model for purposes of illustration – a primary 
and a secondary plant (either of which were capable of satisfying all of the requirements for 
steam on the installation on their own). Note that steam is distributed to the piers from the steam 
plants through a common network of steam lines. The first “what if” scenario explored the 
removal of the primary steam plant from the infrastructure network for purposes of operational 
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efficiency improvements. The model then analyzed the effect of this decision in the revised 
capability scores. Functionally, this topological variation was implemented by modifying the 
CPT in the primary steam plant function node so that the probability that p(Functionality = F) 
was set to zero under all combinations of asset damage node states.  

The effect on the Provide Steam capability is summarized in Table 38.  

Table 38. Capability scores for the Provide Steam capability showing the effect of removing the primary steam 
plant from the infrastructure network. 

Pier SLR 

Capability Scores 

Difference 
With 1° 

Steam Plant 
Without 1° Steam 

Plant 

11 

0.0 0.955 0.941 0.014 
0.5 0.616 0.614 0.002 
1.0 0.188 0.188 0.000 
1.5 0.131 0.131 0.000 
2.0 0.131 0.131 0.000 

12 

0.0 0.963 0.950 0.013 
0.5 0.862 0.860 0.002 
1.0 0.314 0.314 0.000 
1.5 0.180 0.180 0.000 
2.0 0.179 0.179 0.000 

14 

0.0 0.962 0.949 0.013 
0.5 0.863 0.861 0.002 
1.0 0.299 0.299 0.000 
1.5 0.180 0.180 0.000 
2.0 0.179 0.179 0.000 

 
The Provide Steam capability was the only capability affected by the hypothetical change in the 
network. The effect was similar at all three piers - at baseline sea level, the capability scores 
were 0.955, 0.963, and 0.962, at Piers 11, 12, and 14, respectively. Removing the primary plant 
increased the annual probability of steam service interruption by 0.014 at Pier 11 and 0.013 at 
Piers 12 and 14. As shown in Table 38 above, this effect was largest under baseline sea level 
conditions and the effect decreased to zero under the 1.0 m SLR scenario. The diminishing effect 
of redundancy on capability scores as the sea levels rose has been attributed to the corresponding 
increase in the frequency of damage to other steam system assets. In other words, SLR eroded 
the benefits of redundancy in steam generation. This effect was also seen in subsequent analyses 
describing how changes in elements of the networked infrastructure affected capability scores. 

In absolute terms, the effect of redundancy in steam generation on the reliability of the Provide 
Steam capability was small. However, the magnitude of the effect by itself was not sufficient to 
fully evaluate the benefits of redundancy in steam generation. A full evaluation of maintenance 
and operating costs would need to be factored into the evaluation to fully capture the value of 
redundancy. Note that a consideration of these costs was beyond the scope of this study. It 
should also be noted that steam plant redundancy could have mitigated risks associated with 
hazards other than coastal storms (i.e., failure of equipment inside the auxiliary steam plant). 
Risks associated with hazards other than coastal storms have not been considered in the NSN 
Risk Model, but the model could be adapted to address these risks. 
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4.8.4.2 What-if Scenario #2: & 3: Removal vs. Flood-proofing of the Backup Electric 
Generators 

In the event that power supply to the installation is lost, several diesel generators are available to 
generate backup electrical power to the primary steam plant, which is then distributed via the 
ring bus to transformers on the installation. Two “what-if” scenarios were devised to consider the 
impairment to the Provide At-Berth Support mission. In the first scenario, the backup generators 
were removed from the network by modifying function nodes in the model so that they were 
considered Non-Functional under all asset damage states. In the second scenario, the backup 
generators were flood-proofed by modifying function nodes in the model so that these assets 
remained Functional under all asset damage states. Results of the scenario analyses are 
summarized in Table 39 and Table 40 below. 

Table 39. Difference in the capability scores for utility services that were potentially affected by removal or flood-
proofing of the backup electric power generators supporting the primary steam plant. 

Pier SLR 

DIFFERENCE IN CAPABILITY SCORES DIFFERENCE IN MISSION 
PERFORMANCE INDEX Water Steam Oily Waste Electric Wastewater 

11 

0.0 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
0.5 5.10E-04 2.00E-05 0.00E+00 0.00E+00 0.00E+00 6.21E-05 
1.0 9.67E-02 1.88E-02 9.73E-07 0.00E+00 1.18E-06 1.44E-02 
1.5 7.05E-03 2.49E-05 1.24E-10 0.00E+00 4.12E-10 8.15E-04 
2.0 1.14E-07 4.10E-14 1.01E-18 0.00E+00 4.54E-16 1.31E-08 

12 

0.0 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
0.5 5.10E-04 2.00E-05 1.00E-05 0.00E+00 0.00E+00 5.98E-05 
1.0 9.67E-02 1.88E-02 6.57E-04 0.00E+00 1.70E-05 1.37E-02 
1.5 7.05E-03 0.00E+00 6.84E-07 0.00E+00 1.37E-08 7.67E-04 
2.0 1.14E-07 0.00E+00 4.01E-13 0.00E+00 1.90E-13 1.24E-08 

14 

0.0 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
0.5 5.10E-04 2.00E-05 0.00E+00 0.00E+00 0.00E+00 5.87E-05 
1.0 9.67E-02 1.88E-02 3.58E-05 0.00E+00 5.57E-05 1.36E-02 
1.5 7.05E-03 0.00E+00 2.11E-10 0.00E+00 3.58E-08 7.67E-04 
2.0 1.14E-07 0.00E+00 1.52E-19 0.00E+00 2.05E-13 1.24E-08 
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Table 40. Capability scores for utility services that were potentially affected by flood-proofing or removal of the backup electric power generators supporting 
the primary steam plant. 

 
Pier 

 
SLR 

FLOODPROOF GENERATORS REMOVE GENERATORS 

Water Steam Oily Waste Electric 
Waste-
water Water Steam Oily Waste Electric 

Waste-
water 

11 

0.0 0.9886 0.9637 0.9555 0.9807 0.9676 0.9886 0.9637 0.9555 0.9807 0.9676 
0.5 0.9275 0.8515 0.1370 0.8049 0.1717 0.9270 0.8515 0.1370 0.8049 0.1717 
1.0 0.4780 0.1055 0.0000 0.0040 0.0000 0.3812 0.0866 0.0000 0.0040 0.0000 
1.5 0.0086 0.0000 0.0000 0.0003 0.0000 0.0015 0.0000 0.0000 0.0003 0.0000 
2.0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

12 

0.0 0.9886 0.9637 0.9572 0.9884 0.9710 0.9886 0.9637 0.9572 0.9884 0.9710 
0.5 0.9275 0.8515 0.6999 0.9496 0.7660 0.9270 0.8515 0.6999 0.9496 0.7660 
1.0 0.4780 0.1055 0.0033 0.3636 0.0040 0.3812 0.0866 0.0027 0.3636 0.0040 
1.5 0.0086 0.0000 0.0000 0.0074 0.0000 0.0015 0.0000 0.0000 0.0074 0.0000 
2.0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

14 

0.0 0.9886 0.9637 0.9458 0.9879 0.9696 0.9886 0.9637 0.9458 0.9879 0.9696 
0.5 0.9275 0.8515 0.6695 0.9469 0.7866 0.9270 0.8515 0.6695 0.9469 0.7866 
1.0 0.4780 0.1055 0.0002 0.2978 0.0033 0.3812 0.0866 0.0001 0.2978 0.0033 
1.5 0.0086 0.0000 0.0000 0.0068 0.0000 0.0015 0.0000 0.0000 0.0068 0.0000 
2.0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 



 

230 

 

Under the 0.0 m SLR scenario, neither flood-proofing nor removing the backup generators from 
the infrastructure network had any effect on the capability scores. Yet, as the sea levels rose, 
some benefits were realized. For example, under the 1.0 m SLR scenario, flood-proofing of the 
generators increased the capability score to Provide Water at Pier 11 from 0.3812 to 0.4780. This 
represented a 25 percent increase in the reliability of the Provide Water capability at Pier 11. 
When sea levels rose above one meter however, the flood-proofing benefits diminished because 
there was a high probability that the transformers supported by the generators themselves would 
be flooded and rendered Non-Functional. 

Several other capabilities (i.e., Provide Steam, Provide Oily Waste, and Provide Wastewater) 
were also affected by flood-proofing of the generators at higher SLR scenarios. In general, the 
effects on these other capabilities were relatively small. The Provide Electricity capability at 
each pier remained unaffected by either the removal or flood-proofing of the generators because 
the substations that supplied electric power to the ships were independent of these generators. 
For those capabilities that were affected by these generators, the lack of benefits under baseline 
sea level conditions has been explained by the low probability of flooding at these generators 
under these scenarios. The benefits increased as the probability of flooding at these generators 
increased with SLR. However, beyond a critical threshold (e.g., 1.0 m SLR), the probability that 
other assets supporting the capabilities were rendered Non-Functional by storm loads increased 
to a point that obviated any potential benefit of flood-proofing the generators. The difference in 
the magnitude of the effects on the Provide Steam and Provide Wastewater capabilities has been 
explained by the physical location of relevant assets on the installation. Assets supporting the 
Provide Wastewater capability are located on the waterfront where they are more exposed to 
storm loads. Assets supporting the Provide Steam capability are, in general, located further 
inland and were are protected from storm loads. Removal and flood-proofing the generators 
represent the extremes in the spectrum of potential changes that could be made to the existing 
system. Therefore, results in Table 40 above can be interpreted as lower and upper bounds on the 
capability scores for any potential changes in reliability of these generators. For example, the 
effect of any retrofits that might decrease the reliability of the existing generators short of total 
removal or increase the reliability of the existing generators short of flood-proofing are bracketed 
within these bounds. It was also conceivable that new assets could be introduced into the 
infrastructure network and these changes might also affect the capability scores. For example, 
the installation of a second bank of backup electric power generators in a more protected location 
on the installation would provide additional redundancy to increase the reliability of electric 
power service on the installation. While this type of change in the infrastructure network can also 
be explored using the NSN Risk Model, the effect of introducing new assets on capability scores 
would not necessarily be bracketed within the bounds described in Table 40 above. 

The backup generators exist primarily as a contingency in the event of a loss of power from the 
civilian grid, which is an event that might be caused by any number of reasons unrelated to 
coastal storms. For example, a lightning strike at the Sewell’s Point substation could cause a loss 
of power on the installation or a coastal storm could cause damage to electric utility 
infrastructure upstream of the Sewell’s Point substation. For purposes of this study, we only 
considered a loss of power caused by coastal storm loads on those assets in the NSN Risk Model. 
In other words, the model does not include the benefits these generators might provide in terms 
of reducing the probability that electric power is lost for other reasons. 
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4.8.4.3 What-if Scenario #4: Flood-Proofing Wastewater Infrastructure along the 
Waterfront 

Flood-proofing the wastewater infrastructure at each of the wastewater lift stations located along 
the waterfront was one way to increase expected mission performance on the installation. Under 
this final “what-if” scenario, modifications to electric transformers, backup electric power 
generators, connections between transformers and waste water pumps (including their controls), 
and the waste water pumps themselves were proposed to offer a degree of flood-proofing. 
Modifications to these assets were implemented within the NSN Risk Model by changing the 
CPTs in the relevant function nodes so that the transformers, generators, wastewater pumps, and 
lift station buildings were Functional under all asset damage states. Results have been 
summarized for the Provide Wastewater capability in Table 41 and have been graphically 
derived in Figure 138. 

Table 41. Capability scores for Provide Wastewater capability at each pier showing the effects of flood-proofing 
wastewater infrastructure along the waterfront. 

Pier SLR 

Capability Score 

Difference Current Flood-proofed 

11 

0.0 0.9676 0.9922 0.0247 
0.5 0.1717 0.8352 0.6635 
1.0 0.0000 0.0640 0.0640 
1.5 0.0000 0.0049 0.0049 
2.0 0.0000 0.0001 0.0001 

12 

0.0 0.9710 0.9922 0.0212 
0.5 0.7660 0.8352 0.0692 
1.0 0.0040 0.0640 0.0600 
1.5 0.0000 0.0049 0.0049 
2.0 0.0000 0.0001 0.0001 

14 

0.0 0.9696 0.9922 0.0227 
0.5 0.7866 0.8352 0.0486 
1.0 0.0033 0.0640 0.0607 
1.5 0.0000 0.0049 0.0049 
2.0 0.0000 0.0001 0.0001 
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Figure 138. Effects of flood-proofmg wastewater infrastructure on the waterfront in tenus of capability scores for 
the Provide Wastewater capability. 

Under the 0.0 m SLR scenario, the flood-proofing on Pier 11 's supp01i systems produced 
increased capability scores for the Provide Wastewater capability (the score increased by 0.0247 
points from 0.9676 to 0.9922). The increased effects on the capability scores at Piers 12 and 14 
were 0.0212 and 0.0227, respectively. Under the next SLR increment (i.e. , 0.5 m), the potential 
benefits at Pier 11 increased by 0.6635. At Piers 12 and 14 the benefits increased by 0.0692 and 
0.048 respectively. As sea level rose above 1.0 m, the benefits of flood-proofing wastewater 
infrastmcture diminished. This effect has been attributed to coastal stonns causing damage to 
other infrastmchue elsewhere on the installation at higher sea level states, which lmdennine 
flood-proofmg improvements to the infrastmcture along the waterfront. 

Results have also been summarized for the Provide Oily Waste capability in Table 42 and Figure 
139. 
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Table 42. Capability scores for the Provide Oily Waste capability at each pier showing the effects of flood­
proofing wastewater infrastmcture along the waterfront. 

Capability Score 

Pier SLR Current Flood-proofed Difference 
0.0 0.9555 0.9687 0.0132 
0.5 0.1370 0.5629 0.4259 

11 1.0 0.0000 0.0024 0.0024 

1.5 0.0000 0.0000 0.0000 
2.0 0.0000 0.0000 0.0000 
0.0 0.9572 0.9693 0.0121 
0.5 0.6999 0.7033 0.0034 

12 1.0 0.0028 0.0037 0.0008 
1.5 0.0000 0.0000 0.0000 
2.0 0.0000 0.0000 0.0000 
0.0 0.9458 0.9678 0.0220 
0.5 0.6695 0.6908 0.0213 

14 1.0 0.0002 0.0006 0.0005 
1.5 0.0000 0.0000 0.0000 
2.0 0.0000 0.0000 0.0000 
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Figure 139. Effects of flood-proofmg wastewater infrastmcture along the waterfront in terms of capability scores 
for the Provide Oily Waste capability. 

On NSN, the system used to remove oily wastewater from the ships is closely related to the 
wastewater system. Control systems for oily waste pumps are housed inside the wastewater lift 
house structures, and the oily wastewater pumps are located nearby. Therefore, flood-proofmg of 
the wastewater infrasti11cture on the waterfront also led to improvements in the scores for the 
Provide Oily Waste capability. Table 42 above presents capability scores for the Provide Oily 
Waste capability under the what-if scenario. Under the 0.0 m SLR scenario, flood-proofing of the 
wastewater infrastmcture along the waterfront increased the Provide Oily Waste capability 
scores at Pier 11 from 0.9555 to 0.9687. Similar improvements were realized at Piers 12 and 14. 
Under the 0.5 m SLR scenario, a dramatic improvement in the Provide Oily Waste capability 
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was realized at Pier 11, but this benefit diminished as SLR increased to one meter (refer to 
Figure 139 above). 

The overall effects of flood-proofmg the wastewater infrastm cture on the waterfront were 
viewed in te1ms of the MPI as well. In Figure 140, the MPI has been plotted at each pier over the 
five prescribed SLR scenarios. 
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Figure 140. Effect of flood-proofmg the wastewater infrastmcture on the waterfront in terms ofMPI. 

The largest improvement in MPis was seen at Pier 11 under the 0.5 m SLR scenario. Flood­
proofing wastewater infrastructure increased the MPI from 0.6157 to 0.8172, which was almost a 
33 percent increase. Improvements in MPis at Piers 12 and 14 were notably smaller. 

4.9. Results of the Geophysical Survey 

4.9.1 Outputs and Technical Results 

The electrical resistivity data have been presented as 2D filtered field data, and resistivity and 
conductivity inversion sections. The raw field data were filtered to remove enatic spikes and 
unstable readings caused by poor elecu·ode contact and/or the presence of exu·emely resistive or 
conductive subsurface material. The data were processed and inve1ied using the software 
Eruihlmager2D (AGI, version 2.4.1). It is important to remember that the field data were plotted 
as appru·ent resistivity and pseudo-depth, and the inverted data represent the hue resistivity (or 
conductivity) and depth. There can be significant differences between the appru·ent and hue 
resistivity plots. The inversion of most data sets resulted in a depth of investigation of 15.8 m 
(51.8 ft). The color scale is logru·ithmic, with the dark colors (blues) representing low values and 
the reds representing high values. The EM-31 data have been presented as profile plots along the 
resistivity survey line. The well data have been presented as point data on an aerial map of the 
project ru·ea. A summary of the EM-31 conductivity profiles (Figure 141), resistivity data 
(measured and inve1ied resistivity and conductivity sections) (Figure 142), 
resistivity/conductivity saturation and saline bmmdaries, and their conesponding depths 
(Table 43), and TDS levels in measured monitoring wells (Figure 143) ru·e provided for the nine 
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surveyed sites below. In addition, each of the nine sites has been profiled in the sections 
immediately thereafter. 



' I . ,. . ,. 
'•' 

f .. 
:} .... 

382 •&<1 
l!_.iro(I(U 'TM m~ 

1 "~-·p--- 1 ---- C.....,vc;llvl,.-
,., .......... 

'' ,. 
•'' •" 
·" 

hi~ 
:)~00 »3&-10 

e_.•..-o(V"lM;M) 

.-. I .. ~ .•. ~ ... I .. ..,. ......... . 

·;~ ' . 

»61 ::!0 
e-•-if'O<VT"" .... l 

-, 

c r 

/ ... ~ ........... ".. .... .... . . . .... -- ... _, .. 

. ... .. .. .. .. 
.. :: 

:: 
:MJ22.0 ~U(I() 

C.•MO"'ff(UTM. -) 

- -··001107 ..... 
t::-llno 38"U' ,. • .,o 

e.c~~o- 112 -••"~~~"w'o-;,~20~ ,.,. .. no 34J::O.)!) t 30CJ 

I ·-·-~N- I ---- co .. .au.....ev ......... _ 

4CHf8000 "0.004 0 
Nol'tii .... (UTM, ,..,) 

N)<-....~3441 
~~!10-4.0••-

-· 

I .,. .... T_ I 
---- e.ne1o~ --- ·--~ 

• g 

I 

• I! 
. I 

Figure 141. Results of the EM-31 terrain conductivity sw-vey along the profile line at the nine sites. 

236 

· -r--~----r---~--~----~--,---~--~­

I .. 
f 0 

~2$20 ...... 
f!a•tM(I(uTM."") 

I --~- I e-.. ···--
----- ··~---

l'C----:_·--_:_::_:_- • 

4 IHIO 100 • 000200 
_..'*"Q{Urllo• ..... 

','• .. , ....•.. .,v······:'• .. 

...o86fi.<IO 40~fl0 

NQ<Voing(UTM; .. ) 



Figure 142. Resistivity inversion results for the nine sampling sites. The top plot was the measmed apparent resistivity data; middle plot was the invett ed 
resistivity section; bottom plot was the inverted conductivity section, which was the reciprocal of the resistivity. 
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Table 43. Summary of the resistivity/conductivity saturation and saline boundaries with their corresponding depths. 

Site 

Saturation 
Boundary 
Estimated 

Resistivity (<=) 
(Ω-m) 

Saline Boundary 
Estimated 

Resistivity (<=) 
(Ω-m) 

Saturation Boundary 
Estimated 

Conductivity (>) 
(mS/m) 

Saline Boundary 
Estimated 

Conductivity(>) 
(mS/m) 

Estimated Depth 
Saturation 
Boundary 

(m) 

Estimated Depth 
Saline Boundary 

(m) 
1−Ball Field-M 56 12 18 81 0.5 to 2 1 to 3 
2−Ball Field 100 15 10 67 1.1 to 4.9 2.5 to 4.5 
3−Golf Course + 8.5 + 118 + 2.4 to 10.5 
4−Historical Parade Ground 52 (?) + 19 (?) + 3 (?) >15* 
5−Recreational Area 94 14^ 11 72^ 2.5 to 5 4.5 to 7.5 
6−Northeast Area 133 + 8 + 2 to 7 >15* 
7−Airfield 214 + 5 + 0.5 to 3.3 >15* 
8−Control Tower 100 + 10 + >0.5* >15* 
9−Turtle Park + + + + + >15* 
+ cannot be determined from the data 
* can be any value greater than value specified 
^ possible high clay content 
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Figure 143. Total dissolved solids levels in measw-ed monitoring wells. 

4.9.1.1 Site 1-Ball Field-M 

Site 1-Ball Field-M ("M" being adjacent to a McDonald's~ traverses a ball field and extends 
into an open field. It was located in the southwest section of the study area near the intersection 
of B Avenue and 2nd Street (Figure 59 above). The smvey line basically ran west to eas t and 
extended 111 m (Figure 144). The gate in the outfield fence was positioned at 55.5 m along the 
line between elecu·odes 56 and 57. 
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Figure 144. Photograph showing a view of the Ball Field-M site and the location of the fence gate along the 
sw-vey line, and aerial view. The site was located near the intersection ofB Avenue and 2nd Street. 

The conductivity declined steadily from west (high conductivity, greater than 100 mS/m) to east 
(moderate conductivity, 20 mS/m). The distinct anomaly seen in the inphase cmve (dashed line) 
was caused by the gate in the outfield chain-link fence. The dots on the measmed apparent 
resistivity pseudo-section (top plot) indicate the pseudo-depth of a measmement, and represent 
which measmements were used in the inversion. The data suggest a thin, resistive (greater than 
82 n-m) layer to a depth of two meters at the westem edge that thins out at the eastem edge. This 
resistive layer overlies a moderately resistive (12-56 n-m) layer, which was inte1preted as 
satmated soil. At a depth of about three meters resistivity was a low wedge (less than 12 n-m) 
that thinned from west to east, and pinched out at about 90 m east along the survey line. We 
believe this low resistivity wedge is a soil layer saturated by saltwater intmsion. The 
conductivity section is the reciprocal of the resistivity, thus showing a high conductivity wedge 
that conesponded to the saltwater intmsion. The resistivity data conelated well with the EM-31 
conductivity profile , with both datasets indicating high (low) conductivity (resistivity) at the 
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westem end of the smvey line that transitioned to moderate conductivity (resistivity) at the 
eastem end (refer to Graph 1 in Figure 141 and Figme 142 above) . There were no monitoring 
wells measmed near this site, although wells 3-SW8 and 3-SWlO (Figme 59 above) were located 
at approximately the same easting and were proximal to the bay and Ball Field-M. The depth of 
the water table below ground smface at these wells is 2.6 m (3-SWB) and 1.7 m (3-SWJO), with 
average IDS levels of 3,908 ppm and 4,029 ppm (Figme 143 above), respectively. These data 
supp01t an inte1pretation of saturated soils at a depth of two meters and the presence of saltwater 
intmsion at site Ball Field-M. 

4.9.1.2 Site 2-Ball Field 

Site 2-Ball Field crosses through two ball fields and is located in the northwewreslln er of the 
project area along Hughes Dr. (Figme 59 above). The survey line basically ran west to east and 
extended 111 m (Figure 145). 

The tenain conductivity data, shown in Graph 2 in Figure 141 above, indicates a near-smface 
conductivity of about 23 mS/m. Both the conductivity and inphase curves show an anomaly, 
which was likely caused by a buried utility line. Note that in the measmed apparent resistivity 
pseudo-section (refer to Graph 2 'stop plot in Figme 142 above) that the section only extends to 
a depth of five meters (compared to 15.8 m at Ball Field-M), and that numerous dots, 
representing pseudo-depth measmement locations, are absent. The subsmface soils were quite 
conductive at this site, thus deep penetration of the cmTent was not achieved ( cmTent followed 
the path ofleast resistance). The IDS levels in the two measmed monitoring wells (3-SWB and 
3-SWJ 0) near this site increased significantly at a depth that con esponded to a loss of electrical 
cmTent penetration (Figure 143 above). The upper two to three meters were resistive (greater 
than 100 Q-m), with this resistive layer extending to a depth of five meters at the westem end. 
The red "spikes" presented in the eastem half of the section which extended deeper into the 
subsmface were likely an aitifact of sparse data, and therefore do not represent a geologic 
featme. Below the resistive layer at a depth ranging from two to five meters was a moderately 
resistive layer (15 - 100 Q-m); this layer likely consists of saturated soils. Saline intmsion 
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appeared to be present where the resistivity (conductivity) was less (greater) than 15 Q-m ( 67 
mS/m) at variable depths along the section, but no shallower than 2.5 m. The monitoring wells 3-
SW8 and 3-SWJ 0 (Figure 59 above) near this site con oborate an inte1p retation of saturated soil at 
a depth of two to five meters, and the presence of saltwater intrusion (greater than 2.5 m depth). 

4.9.1.3 Site 3-Golf Course 

Site 3- Golf Course is located in the n01thwest section of the project area on the n01th side of the 
golf course along Hughes Dr. (Figure 59 above). The smvey line basically ran west to east and 
extended 111 m (Figure 146). 

Figure 146. Photograph and aerial view of the GolfComse site located along Hughes Drive. 

This area differs from the previous two sites, with no high resistivity layer present directly below 
the ground smface. The EM-31 ten ain conductivity data (refer to Graph 3 in Figure 141 above) 
showed a moderately high to high (60 - 90 Q-m) conductivity layer, with the conductivity 
gradually decreasing from west to east toward the center of the profile line, and then increasing 
to the east. The resistivity data (refer to Graph 3 in Figure 142 above) agreed with this n·end, and 
also revealed a high conductivity (greater than 118 mS/m) layer at a depth from 2.4 to 10.5 m 
below grmmd surface, which likely represents saltwater intmsion. No defmitive boundary was 
seen in the data that indicates a change from unsaturated to saturated material. The closest 
monitoring wells to this site were again 3-SW8 and 3-SWJO (Figure 59 above). Both wells have 
TDS levels indicating moderate saline conditions and supp01t an inte1pretation of the presence of 
saltwater intmsion at this site. 

4.9.1.4 Site 4-Historical Parade Ground 

Site 4-Historical Parade Ground is located southeast of the golf course, at the intersection of 
Bainbridge Ave. and Franklin St. (Figure 59 above). The smvey line basically ran west to east 
and extended 111 m (Figure 147). 
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Figure 147. Photograph and aerial view of the Historical Parade Gronnd site located at the intersection of 
Bainbridge A venue and Franklin Street. 

There were multiple anomalies present in the tenain conductivity data (refer to Graph 4 in 
Figure 141 above), which were likely associated with utilities crossing the profile line. The 
background conductivity appeared to be low, approximately 15 mS/m. The anomalous region in 
the shallow near-surface between x = 20 - 60 was probably caused by the presence of the 
numerous bm1ed utilities (refer to Graph 4 in Figure 142 above). There were two distinct 
conductivity regions identified (less than or greater than 35 mS/m),although we are lmsure what 
geologic bmmdary generated this distinction. It is possible that the bmmda.Iy (19 mS/m) is 
associated with the water table (depth about three meters). The saline bmmdary was not 
identifiable in this dataset. The closest monitoring wells to this site were 20-MW4R and 20-
MW12 (Figure 59 above), with measured water-table depths (below ground surface) of2.2 m and 
2.1 m, respectively. Based on these data, it is probable that the boundmy identified at 3-meter 
depth does conespond to the water table. The average TDS levels (Figure 143 above) at these 
two wells were 49 (20-MW4R) and 535 (20-MWJ2), indicating fresh water to their respective 
well depths of 12m and 6 m. 

4.9.1.5 Site 5-Recreational Area 

Site 5-Recreational Area is located in the centml region of the project area proximal to building 
U-93 at the intersection of First Ave. and West C Su·eet (Figure 59 above). The survey line 
basically ran south to north and extended 111 m (Figure 148). 
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Figure 148. Photograph of the Recreational Area site located near building U-93 at the intersection of First 
Avenue. and West C. 

The EM-31 conductivity profile (refer to Graph 5 in Figure 141 above) shows that a buried 
utility line is present near the center of the profile, and that the conductivity is moderately high 
(about 75 mS/m) at the south end and gradually decreases to a value of 20 mS/m at the n01th end. 
This same character was seen in the resistivity and conductivity sections (refer to Graph 5 in 
Figure 142 above). A near-surface resistive (greater than 94 Q-m) layer was intermittent in the 
southem p01tion of the section, which con esponds to a higher conductivity in the EM-31 data, 
and became continuous at x = 44 with a slight thickening to the n01th . Saturated soils appear to 
be present at a depth range 2.5 to 5 m, and were represented by a conductivity of more than 11 
mS/m. Saltwater intmsion may be present at the southem p01tion of the survey line where 
conductivity values were more than 72 mS/m at a depth of 4.5 to 7.5 m (Table 43 above) . There 
were no monitoring wells near the Recreational Area that were measured, but the site was 
situated about halfway between wells 6-MW04A and 20-MW4R (Figure 59 above). Well 6-
MW04A has an average TDS level of 1,055 ppm, which just exceeds the fresh water limit of 
1,000 ppm, whereas well 20-MW4R is well below this limit with a TDS level of 49 ppm 
(Figure 143 above). These data suggest that the possible saltwater intrusion boundmy of 
conductivity values more than 72 mS/m mentioned above may actually represent a soil with a 
higher clay content. 

4.9.1.6 Site 6-Northeast Area 

Site 6-NOitheast Area is located in a field in the n01theast comer of the project area (Figure 59 
above). It was near the intersection of Tenth Ave. and Wm·ehouse St. The smvey line basically 
ran south to n01th and extended 111 m (Figure 149). 
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Figure 149. Aerial view of the Nmiheast Area site located near the intersection of Tenth Avenue. and Warehouse 
Street. 

The tenain conductivity data indicates a near-surface conductivity of about 7 mS/m (refer to 
Graph 6 in Figure 14 1 above). There were four anomalies present in the data: one at the south 
end, one near the center of the profile line, and two within the north em 10 m of the profile. As at 
the previous sites, bm1ed utility lines were suspected of being the source of these anomalies. 
Results of the elecu·ical resistivity survey are given in Graph 6 in Figure 142 above. The 
apparent resistivity pseudo-section (top plot of Graph 6 in Figure 142 above) shows that the 
majority of data points collected in the n01them p01tion of the section were of poor quality and 
not used in the inversion. Thus, the anomalous region beyond x = 80 was suspect. As indicated 
in the EM-31 data, there was a resistive (greater than 133 n-m; less than eight mS/m) near­
surface layer that extends to a depth of two to seven meters (thickens toward the center of the 
section). Beneath this resistive layer was a moderately conductive (8 to 65 mS/m) layer that 
extends to the investigation depth (15.8 m) of the smvey. It was possible that this layer may be 
saturated. Although the smvey site was relatively close to Willoughby Bay, the depth of 
investigation of this smvey was not sufficient to detect the saline bmmdary (Table 43 above). No 
monitoring wells exist in this region of the project area that could confinn the water-table depth 
or assist in detennining the presence of saltwater intrusion. 

4.9.1. 7 Site 7-Airfield 

Site ?- Airfield is located proximal to the airfield outside the n01t hem boundruy fence at the east 
end, off ofPati·ol Road (Figure 59 above) . The survey line basically ran west to east and 
extended 111 m (Figure 150). 
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Figure 150. Photograph and aerial view of the Airfield site located outside of the airfield northem boundary fence 
off of Patrol Road. 

The tenain conductivity data shows variations in the conductivity along the profile, which reflect 
changes in the conductivity of the saturated soils (refer to Graph 7 in Figure 141 above). The 
conductivity section (refer to the bottom plot of Graph 7 in Figure 142 above) agrees with the 
shallower EM-31 conductivity profile, with high conductivity at the west end at a shallow depth 
and the depth and conductivity of this layer increasing (depth) with decreasing (conductivity) to 
the east. There was a near-surface resistive (greater than 214 n-m) layer that thickens to the east, 
ranging in thickness from 0.5 to 3 m. Below the resistive layer was a moderately conductivity (5 
to 61 mS/m) layer that was probably saturated soil. The higher conductivity (greater than 61 
mS/m) soils were also saturated and likely contain a greater ammmt of clay. There were no 
monitoring wells present in this area. However, the wells that were measured on the eastem side 
of the project area all had TDS levels below 1,000 ppm (Figure 143 above), indicating no 
saltwater intmsion. Based on this inf01m ation, it was assumed that the higher conductivity soils 
detected in this smvey likely reflect high clay content soils. 

4.9.1.8 Site 8-Control Tower 

Site 8- Control Tower is located in the field east of the LP212 AMC control tower near Air 
Tetminal Road (Figure 59 above) . The smvey line basically ran south to n01th and extended 111 
m (Figure 151). 
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Figure 151. Photograph and aerial view of the Control Tower site located off of Air Temunal Road behind LP212 
AMC Tenninal Tower. 

The conductivity of the shallower soils was moderately high (approximately 82 mS/m) along 
most of the profile line, except where it dropped dramatically to about 43 mS/m between x = 13 
and x = 25 at the south end of the profile line (refer to Graph 8 in Figure 141 above). This 
conesponds with the electrical conductivity section (refer to the bottom plot of Graph 8 in 
Figure 142 above) which show that the section is dominated by soils having a conductivity 
greater than 67 mS/m, except in the near surface and in the region x less than 33, depth 0- 10m, 
where moderate conductivity values (1 0 - 67 mS/m) exist. Saturated soils were likely to be 
present at a depth greater than 0.5 m . Although the deeper soils displayed some very high 
conductivity values (greater than 1,000 mS/m), their distribution in the subsurface suggest these 
represent high clay content soils rather than the presence of saltwater intrusion. The Control 
Tower site is located on the east side of the project area where no monitoring wells exist, and 
measured TDS levels in the closest wells indicated fresh water (Figure 143 above). These data 
supported the electrical resistivity interpretation of saturated clayey soils rather than saltwater 
inti11sion. 

4.9.1.9 Site 9-Turtle Park 

Site 9-Tmtle Park is a ball field located in the southeast comer of the project area along Patrol 
Road (Figure 59 above). The survey line bas ically ran south to n01th and extended 111 m (Figure 
152) . 
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Figure 152. Photograph and aerial view of the Twtle Park ball field site located along Patrol Road. 

The EM-31 conductivity data (refer to Graph 9 in Figure 141 above) shows one utility crossing 
the profile line at northing 4086880 (near station x = 72). The str·ong conductivity response at 
n01thing 4086858 (near station x = 48) was caused by a non-metallic obj ect. The high 
conductivity at the south end of the line was caused by the instrument being adjacent to the 
backstop fence. The background conductivity of the subsurface soils in the upper six meters was 
about 5 mS/m. The resistivity section (refer to the middle plot of Graph 8 in Figure 142 above) 
shows a discontinuous resistive (greater than 416 n-m) layer with variable thickness in the upper 
four meters. There were five low resistivity zones within the section centered about x = 14, 20, 
60, 76, and 99, at top depths of 1.7- 2.5 m. The validity of these zones was suspect because they 
conespond with regions in the apparent resistivity pseudo-section (top plot) where there was 
poor data quality. The backgrmmd conductivity (bottom plot) for soils below 4-m depth was 2.5 
to 20 mS/m, which does not suggest the presence of saturated soil. Also, depth to the freshwater­
saltwater interface was deeper than the investigation depth of this survey. This site was near two 
monitoring wells (2-MW04 and 18-MW06S) where groundwater depth and TDS levels were 
measured (Figure 143 above). At both wells the groundwater table was detected at less than one 
meter, and the highest average TDS level was 201 ppm (2-MW04) (Figure 143 above) . Although 
the groundwater table could not be detennined using electr·ical resistivity, based on the water 
table levels detected in the monitoring wells it was likely the depth to ground water was within 
two meters of the ground smface. 

4.9.2 Summary and Discussion 

Nine electr·ical resistivity smveys were conducted and eight monitoring wells were sampled to 
obtain an estimate of the depth to the water table and saltwater intrusion boundary within a 
designated project area on NSN. The electrical resistivity smmdings had a maximum depth of 
investigation of 15.8 m. Based on conductivity values, the depth to saturated soils was identified 
at seven of the nine sites (refer to Table 43 above) . These depths were agreeable with water-table 
depths measured in monitoring wells within the area. Using the electr·ical resistivity method, the 
presence of saltwater intrusion was identified at four of the five sites located in the westem half 
of the project area (refer to Table 43 above). Measurements of TDS levels in monitoring wells 
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confirm this, with moderately saline water present in wells along the western project boundary 
proximal to the bay, and becoming fresher to the east. Sites where the presence of saltwater 
intrusion has not been identified do not mean that saltwater intrusion has not occurred, but rather 
indicate that, if present, the boundary is deeper than the 15.8 m investigation depth of the 
resistivity survey. 

4.10. Surface Flood Routing Re-Assessment with Groundwater Modeling Inputs 

Using the same 25 scenarios of coastal storm intensities and SLR levels as the original analysis, 
but incorporating the new groundwater simulations into the flood routing simulations, we 
generated new estimates of flooding and probabilities of mission impairment described below. 

4.10.1 Outputs and Technical Results 

Surface flood routing assessments for all key installation assets were computed by the same 
means described in detail in Section 3.6 using the GSSHA numerical simulation tool, with some 
important differences – in the new analysis GSSHA’s 1-dimensional vertical infiltration and 2D 
groundwater flow were employed using the results from the AdH-WASH groundwater 
simulations. Unlike the previous surface flood routing computations, the new GSSHA 
simulations included the impacts from groundwater through the use of the AdH-WASH water 
table elevation results and groundwater aquifer parameterization, generating temporal 
hydrographs of water depth at every grid cell of the study area for each design storm and SLR 
scenario. The GSSHA model simulated the combined effects of SLR, storm surge, groundwater, 
and precipitation on the study site. In total, five prescribed SLR scenarios (0.0 m – 2.0 m) and 
five analyzed storm events (i.e., the 1-yr, 10-yr, 50-yr, 100-yr return intervals, and the historical 
1982 nor’easter) were simulated making a total of 25 runs. The temporally- and spatially-varied 
results were analyzed to determine the maximum flood depth in each cell over the entire 
simulation. Figure 153 - Figure 157 depict the new maximum flood depths due to the range of 
storm events and SLR scenarios.



Figure 153. New flood routing and maximum depths (m) under the 1-yr retum interval stonn event for the (a) 0.0 m, (b) 0.5 m, (c) 1.0 m, (d) 1.5 m, and (e) 2.0 
m SLR scenarios with groundwater modeling incorporated into GSSHA's analysis. 
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Figure 154. New flood routing and maximum depths (m) under the 10-yr retum interval stonn event for the (a) 0.0 m, (b) 0.5 m, (c) 1.0 m, (d) 1.5 m, and (e) 
2.0 m SLR scenarios with groundwater modeling incorporated into GSSHA's analysis. 
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Figure 155. New flood routing and maximum depths (m) under the 50-yr retum interval stonn event for the (a) 0.0 m, (b) 0.5 m, (c) 1.0 m, (d) 1.5 m, and (e) 
2.0 m SLR scenarios with groundwater modeling incorporated into GSSHA's analysis. 
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Figure 156. New flood routing and maximum depths (m) under the 100-yr return interval stonn event for the (a) 0.0 m, (b) 0.5 m, (c) 1.0 m, (d) 1.5 m, and (e) 
2.0 m SLR scenarios with groundwater modeling incorporated into GSSHA's analysis. 
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Figure 157. New flood routing and maximum depths (m) under the historical l 982 nor' easter event for the (a) 0.0 m, (b) 0.5 m, (c) 1.0 Ill, (d) 1.5 Ill, and (e) 2 .0 
m SLR scenarios with groundwater modeling incorporated into GSSHA's analysis. 
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Visual comparisons of the effects of including groundwater influences (reduced aquifer storage 
capacity and subsequent reductions in infiltration rates) on the surface flood routing simulations 
were created by subtracting the maximum flooding results presented in Section 3.6 (refer to 
Figure 109 - Figure 113) that did not include groundwater influences from the new results that 
did include groundwater influences, as depicted in Figure 158. Results of these comparisons 
across all twenty-five scenarios are presented in Figure 159 through Figure 163. 



Figure 158. Spatial analysis used to generate difference maps for the flood results generated in the GSSHA analysis (groundwater-driven minus non­
groundwater driver results). Note that blue colorations (far right-hand panel) indicate a decrease in projected flooding depths (0.1 - 1.0 meter less than original 
projections), while red colorations indicate an increase in projected maximum flooding depths (0.1 meter - 1. 5 meter greater than original projections) . 
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Figure 159. Difference in maximum flooding depths rmder the 1-yrretum interval stonn event for the (a) 0.0 m, (b) 0.5 m, (c) 1.0 m, (d) 1.5 m, and (e) 2.0 m 
SLR scenarios with grormdwater modeling incorporated into GSSHA's analysis. 
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Figure 160. Difference in maximum flooding depths rmder the 10-yrretum interval stonn event for the (a) 0 .0 m, (b) 0.5 m, (c) 1.0 m, (d) 1.5 m, and (e) 2.0 m 
SLR scenarios with grormdwater modeling incorporated into GSSHA's analysis. 
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Figure 161. Difference in maximum flooding depths under the 50-yrretum interval stonn event for the (a) 0 .0 m, (b) 0.5 m, (c) 1.0 m, (d) 1.5 m, and (e) 2.0 m 
SLR scenarios with groundwater modeling incorporated into GSSHA's analysis. 
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Figure 162. Difference in maximum flooding depths under the 100-yr retum interval storm event for the (a) 0.0 m, (b) 0.5 m, (c) 1.0 m, (d) 1.5 m, and (e) 2.0 
m SLR scenarios with groundwater modeling incorporated into GSSHA's analysis. 
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Figure 163. Difference in maximum flooding depths rmder the historicall982 nor' easter st01m event for the (a) 0.0 m, (b) 0.5 m, (c) 1.0 m, (d) 1.5 m, and (e) 
2.0 m SLR scenarios with grormdwater modeling incorporated into GSSHA's analysis. 
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4.10.2 Summary and Discussion 

The results shown above definitively demonstrate the value of characterizing reductions in 
aquifer storage capacity and reduced infiltration rates (driven by saltwater intrusion into the 
aquifer with SLR) when modeling coastal flooding exacerbated by SLR. In every storm series of 
model runs (i.e., 1, 10, 50, 100 return interval and nor’easter storms) the difference maps indicate 
a change in flooding depths (either positively or negatively), aptly demonstrating the value of 
incorporating this level of detail into the critical analysis of flooding when assessing impacts 
caused by SLR and coastal storms. In other words, there was a measureable difference between 
the GSSHA results when constant rates of infiltration versus variable rates of infiltration (based 
on reduced aquifer storage capacity caused by saltwater intrusion driven by SLR) were used in 
the flood routing analysis. This finding would suggest that simplifying assumptions about 
groundwater impacts due to the combined effects of sea level rise, infiltration, soil moisture, and 
salt water-fresh water boundaries in the groundwater cannot be easily made in terms of 
magnitude or direction of impact. Overall the impacts shown in this re-analysis indicate that the 
magnitude was not often large (oftentimes less than a 0.5 meter difference), and that in most 
instances, these differences were localized (i.e., they did not cover large areas of the installation). 
Large changes were not expected in this revised assessment given the sandy soil and shallow 
depth to the water table across the installation. Given a different hydrogeologic setting, including 
groundwater effects could show a more significant impact to the study results. On the other hand, 
in every series, at least one anomalous or significant difference (in terms of magnitude and 
coverage) was observed [refer to panel (c) in Figure 159; panel (d) in Figure 160; panel (e) in 
Figure 161; panel (d) in Figure 162; and panel (a) in Figure 163]. We concluded that this re-
analysis offered a meaningful and significant contribution to the overall assessment of flooding 
on the installation threatened by SLR and coastal storms. 

Table 44 and Figure 164 offer a comparison of the forcings (maximum water depths from across 
the study area, not at any specific location) generated by the original analysis and this revised 
assessment. These values served as new responses to the prescribed SLR and coastal storm 
impacts for the study on NSN. As before, individual forcing values were generated across the 
model domain at the mesh element or cellular level (10-m2 grid cells) for each scenario. Again, it 
is useful to explore the maximum forcings generated over the installation to grasp the magnitude 
of change experienced across the range of scenarios.  



Table 44. Comparison of finalmaximmn stonn forcings generated by the two swface flood routing assessments 
(without and with groundwater forcings) for this study based on the five stonns. Values in red indicate increases in 
maximum flooding depths, while values in green indicate decreases in maximmn flooding depths. NE relates to the 
historical 1982 nor 'easter. 

Storm 
Return 
Interval 0.0 

1 2.4 
10 3.4 
50 3.9 

100 4 .8 
NE 4 .2 

10.0 

9.0 

8.0 

e 7.0 

"' ..c:. 
0. 6.0 Ql 
0 ... 
Ql 

5.0 iU 
~ 
E 4.0 j 

E ·;c 
"' 3.0 :iE 

2.0 

1.0 

0.0 

Surface Flood Routing Assessment Smoface Flood R outing A~sessment 
(GSSHA + w/o Groundwater Influences) (GSSHA + with Groundwater Influences) 

Maximum Water Depths (m) Maximum Wate1· Depths (m) 

SLR Scenario SLR Scenario 

0.5 1.0 1.5 2.0 0.0 I 0.5 1.0 1.5 
3.7 4.8 5.0 6.3 2.5 3.6 4.9 5.1 
4 .3 5.3 5.5 6.8 3.4 4.2 5.0 5.6 
4 .6 5.5 6.1 7.2 4.1 4.6 5.1 6.1 
5.6 6.6 7.8 9.1 4.9 5.6 6.5 7.7 
4.4 5.6 6.5 7.8 4.6 4.7 5.3 6.5 

Flood M od eling Results- Comparison 
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Figure 164. Comparison of finalmaximmn water depth forcing trends generated by the tv.ro sw-face flood routing 
assessments (groundwater influences vs. original analysis) for this study based on the five analyzed storms under the 
five prescribed SLR scenarios. 
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4.11. Re-Assessment of Risks Incorporating Groundwater Analysis 

4.11.1 Outputs and Technical Results 

The NSN Risk Model application was revised using the re-assessment of GSSHA flood model 
outputs that accounted for the influence of SLR-driven saltwater intrusion into the groundwater 
aquifer that in turn altered infiltration rates and exacerbated surface flooding impacts. 
Conditional probability tables (CPTs) for all asset damage nodes were recalculated using the 
revised GSSHA model outputs. The assets affected by these new flood elevations included fuel 
tanks, generators, electrical substations, transformers, backup electrical generators, steam lines, 
and water, wastewater, and fuel pumps. There were no changes to the structure of the Bayesian 
network. In other words, the mission to Provide At-Berth Support for CVNs at each pier was still 
supported by several capabilities, including the Provide Water, Provide Steam, Provide 
Electricity, Provide Wastewater, Provide Oily Waste, Provide Access, Provide North Berth, and 
Provide South Berth capabilities. The NSN Risk Model once again estimated a capability score 
for each capability. The capability score was again assessed as the probability that each of these 
capabilities would not be interrupted at least once during the course of a year as a result of 
damage to assets that supported these capabilities. Capability scores were again aggregated using 
the same weighted value function to calculate an MPI for each pier. The weights in this multi-
attribute value function continued to represent command-level priorities for providing services to 
CVNs at berth.  

The capability scores from the revised NSN Risk Model are reported for each pier and each SLR 
scenario in Table 45 and plotted in Figure 165 - Figure 167.  
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Table 45. Revised capability scores and mission performance index for the five prescribed SLR scenarios from the revised NSN Risk Model. 

Pier 
SLR 

Scenario 

Capability Scores Mission 
Performance 
Index (MPI)1 

Provide 
Water 

Provide 
Access 

Provide 
Steam 

Provide 
North Berth 

Provide 
South Berth 

Provide Oily 
Waste 

Provide 
Electricity 

Provide 
Wastewater 

11 

0.0 0.9885 0.8643 0.9638 0.8356 - 0.9554 0.9817 0.9676 0.9553 
0.5 0.9268 0.8689 0.8468 0.9086 - 0.2515 0.8462 0.3350 0.6751 
1.0 0.7116 0.8753 0.3954 0.9545 - 0.0000 0.0099 0.0000 0.2775 
1.5 0.0023 0.9198 0.0000 0.9797 - 0.0000 0.0011 0.0000 0.1308 
2.0 0.0000 0.9225 0.0000 0.9919 - 0.0000 0.0000 0.0000 0.1312 

12 

0.0 0.9885 0.8643 0.9638 0.9721 0.9149 0.9569 0.9884 0.9704 0.9627 
0.5 0.9268 0.8689 0.8468 0.9974 0.9777 0.6414 0.9491 0.7527 0.8519 
1.0 0.7116 0.8753 0.3954 0.9999 0.9960 0.0034 0.4062 0.0032 0.4063 
1.5 0.0023 0.9198 0.0000 1.0000 0.9995 0.0000 0.0115 0.0000 0.1814 
2.0 0.0000 0.9225 0.0000 1.0000 1.0000 0.0000 0.0000 0.0000 0.1789 

14 

0.0 0.9885 0.8643 0.9638 0.9149 0.9852 0.9457 0.9878 0.9692 0.9619 
0.5 0.9268 0.8689 0.8468 0.9794 0.9994 0.6019 0.9456 0.7607 0.8488 
1.0 0.7116 0.8753 0.3954 0.9967 1.0000 0.0001 0.3162 0.0044 0.3867 
1.5 0.0023 0.9198 0.0000 0.9997 1.0000 0.0000 0.0089 0.0000 0.1809 
2.0 0.0000 0.9225 0.0000 0.9997 1.0000 0.0000 0.0000 0.0000 0.1789 

1The mission performance index is described in Section 3.9 of this report. 

 



1.0 

~ 0.8 ., 
c: 
0 ·-g_ o.G 
E 
ell -c: ·a; 0.4 
u 
·~ 
ell ., 
~ 0.2 

0.0 

+-----------~~~--~------~~~------------- -+-VVater 
....,Access 

+-------~~----~~--~~--~--------------___ -.-Stea m 
~North Berth 

.... oilyVVaste 
+-----~-------+~~-----+--------------------­

0 .0 0 .5 1.0 
Sea-leve l Rise (m) 

~Electric 

-...vvast evvater 

1.5 2.0 

Figw-e 165. Revised conditional probabilities of service intetruptions occm1·ing at least once dw-ing the cow-se of 
a year for the five prescribed SLR scenarios for Pier 11. 

-+-VVater 

....,Access 

-.-s team 

~North Be rt h 

~South Be rt h 

.... o ily VVaste 

~Electr ic 

-...vvastevvater 

servtce mtetruphons occm11ng at 
a year for the five prescribed SLR scenarios for Pier 12. 

266 

the cow-se of 



- water 

....,Access 

.... steam 

- North Bert h 

-M!-South Bert h 

...... oily Waste 

- Electric 

.... wastewater 

Figure 167. Revised conditional probabilities of service intetruptions occm1·ing at least once dming the comse of 
a year for the five prescribed SLR scenarios for Pier 14. 

Recall that the probabilities of service intenuptions are the complement of the capability scores. 
Under the revised assessment, the Provide Oily Waste and Provide Wastewater capabilities at 
Pier 11 were shown to be the most sensitive to SLR. In the case of the Provide Oi~y Waste 
capability at Pier 11, the probability of setv ice intenuption increased from 0.0446 to 0.7458 
between SLR states 0.0 m and 0.5 m. In the case of the Provide Wastewater capability, the 
probability of setv ice intenuption increased from 0.0324 to 0.6650 between the 0.0 m and 0.5m 
SLR states. 

The Provide Electricity capability showed greater sensitivity to SLR at Pier 11 than at Piers 12 
and 14. At Pier 11, the probability of setvice intenuption increased to 0.9901 under the 1.0 m 
SLR scenario. At Piers 12 and 14, the probability of setvice intenuptions under the 1.0 m SLR 
scenario was 0.5938 and 0.6838, respectively. This difference in the probability of setv ice 
intenuption was again attributed to the location of the Pier 11 substation on the lower deck of 
Pier 11. At Piers 12 and 14, the substations were located on land within 1,000 ft of the 
waterfront. Other capabilities such as Provide Steam and Provide Water responded similarly to 
SLR at each of the three piers. Capabilities related to navigation and berthing (i.e., Provide 
Access, Provide North Berth, and Provide South Berth) improved at higher SLR states since 
rising sea levels had a tendency to increase limiting depths. 

Figure 168 and Figure 169 plot the capability scores for each SLR and retum intetval stonn 
severity scenario under the new assessment. 
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Figure 169. Revised capability scores by SLR and SEV for the NSN Risk Model incorporating the influences of 
reduced aquifer storage capacity and variable infiltration rates into the flooding assessment (Steam, Oily Waste, 
Electricity, and Wastewater capabilities). 
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Since these probabilities are conditioned on return interval storm severities, they can be 
interpreted as the probability that a storm of given severity (SEV = S1, S2, or S3) will cause the 
interruption of a capability under the stated SLR scenario. In Figure 168 above, the plot for the 
Provide Access capability shows that, as storm severity increased, there was a net increase in 
final controlling depth of navigation channels. This suggested that higher levels of SEV caused 
net erosion in the channels, and this result applied equally to all three piers. In contrast, SEV 
appeared to have very little effect on the final controlling depths in berthing areas. Capability 
scores for those capabilities that depended upon utility infrastructure exhibited a more 
pronounced response to increased SEV. For example, this can be seen for the Provide Water 
capability in Figure 168 above, and for the remaining capabilities in Figure 169 above. The 
Provide Water capability is represented by a single node in the Bayesian network, so only one 
plot is applicable to all three piers (Figure 168 above). Under the baseline SLR scenario, the 
Provide Water capability was fairly robust, with a high probability of no service interruption 
given an S1 or an S2 storm. This probability of no service interruption decreased to 0.609 in the 
event of an S3 storm. At higher sea level states, the probability of service interruption also 
increased, as indicated by the decreasing capability scores. Under the 1.5 m and 2.0 m SLR 
scenarios, the probability of experiencing at least one service interruption during the course of a 
year was 0.9977 and 1.0, respectively. Other capabilities exhibited a similar pattern of response 
to increased SEV and SLR. For example, the Provide Oily Waste and Provide Wastewater 
capabilities had a relatively low probability of being interrupted by an S2 storm at the 0.0 m SLR 
state, but when the SLR increased to 0.5 m, there was a very high probability of experiencing at 
least one service interruption during the course of a year.  

Again, the MPIs were re-calculated using the weights that reflected command-level priorities for 
providing at-berth support for CVNs (Figure 170).  
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Figure 170. Revised effects of SLR on the MPis calculated using weights that reflected command-level priorities 
for Prolliding At-berth Support for CVNs under the new risk assessment. 

Under the 0.0 m SLR scenario, the MPis were approximately equal at each of the three piers. At 
higher SLR states, the MPI at Pier 11 decreased more rapidly than at Piers 12 and 14. At higher 
SLR states, the MPis stopped decreasing in response to SLR because all of the capability scores 
related to utility services were at (or near) zero. The MPI did not reach zero because the 
capability scores related to navigation and berthing remained high. As explained in the Section 
3.9, capability scores for berthing were expected to decrease precipitously at SLR states greater 
than 2.0 m as the piers were overtopped and the ability to moor ships to each of the piers was 
lost. 

Figure 171 (a) plots the loss-exceedance curves for the MPI at each pier. 
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Figure 171. (a) New loss-exceedance cmves for expected MPI. (b) Change in the probability ofrealizing three 
potential levels ofloss. Weights used in calculating MPI reflect command level priorities for providing at-be1ih 
suppmt to CVNs. 

Figure 171 (a) above shows that, under the 0.0 m SLR scenario, the probability of exceeding a 
0.15 loss in MPI was 0.0816. This result was similar at Piers 12 and 14. The probability of 
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exceeding a 0.15 loss in MPI was 0.0765 at Pier 12 and 0.0819 at Pier 14. These probabilities 
increased at higher SLR states. The greatest increase occurred at Pier 11. The probability of 
exceeding a 0.15 loss in MPI increased to 0.8244 at Pier 11, 0.4593 at Pier 12, and 0.5218 at Pier 
14. The higher probabilities of exceedance at Pier 11 were attributed to the relatively high 
probabilities of service interruption for the Provide Wastewater, Provide Oily Waste, and 
Provide Electricity capabilities. Figure 171 (b) above plots the corresponding change in the 
probability of realizing three potential levels of loss (25, 55, and 75 percent) relative to the 
probability of realizing that level of loss under the 0.0 m SLR scenario. As discussed in Section 
4.8, the SLR “tipping point” for the installation was once again located between the 0.5 m and 
1.0 m SLR scenarios.  

4.11.2 Summary and Discussion 

This discussion below focuses on how the results of the NSN risk model changed when aquifer 
storage capacity and variable infiltration rates were incorporated into the GSSHA flood 
simulation. Specifically, the effects on damage states, function states, capability scores, and 
mission performance indices have been considered.  

4.11.2.1 Effect of New Groundwater Modeling on Asset Damage Nodes 

The effect of incorporating groundwater influences on flooding can be summarized in terms of 
differences in the probability of an asset damage state random variable D being in state i for a 
given SLR scenario. The difference, p∆ , is the difference in the damage state probability that is 
calculated when groundwater influences are ignored, ( ) GWNOi SLRDp _| , and the damage state 

probability that is calculated when groundwater influences are considered, ( ) GWNOi SLRDp _| : 

( ) ( )GWiGWNOi SLRDpSLRDpp || _ −=∆
.       (33) 

When p∆  is negative, the probability of the damage state is greater when the influences of 
reduced aquifer storage capacity and variable infiltration rates are considered. Conversely, when 

p∆  is positive, the probability of the damage state is less. The sum of these differences in 
probabilities over damage states Minor, Moderate, and Severe is the difference in the probability 
of being in a damage state other than None. Table 46 reports the change in the probability of 
being in a damage state other than None. Differences in probability have been rounded to the 
fourth decimal place, so the table does not report effects that were less than 0.5E-4.  
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Table 46. Difference in the probability of the asset being in a Minor, Moderate, or Severe damage state when the 
influences of groundwater influences were considered in the GSSHA model runs. Negative values (shown in red) 
indicate that the probability of being Non-Functional was greater when these influences were considered. Positive 
values (shown in green) indicate the probability of being Non-Functional was lower when these influences were 
considered. 

NODE DESCRIPTION 
SLR Scenario 

0.0 m 0.5 m 1.0 m 1.5 m 2.0 m 
133 P11 Draft North 0.0000 0.0000 0.0000 0.0000 0.0000 
132 P12 South Draft 0.0000 0.0000 0.0000 0.0000 0.0000 
131 P12 North Draft 0.0000 0.0000 0.0000 0.0000 0.0000 
130 P14 South Draft 0.0000 0.0000 0.0000 0.0000 0.0000 
129 P14 North Draft 0.0000 0.0000 0.0000 0.0000 0.0000 
1 Generator -0.0016 -0.0287 -0.0004 0.0000 0.0000 
174 Generator -0.0008 -0.0324 0.0509 0.0001 0.0000 
2 Generator 0.0006 0.0001 0.0000 0.0000 0.0000 
3 - 6 Generators -0.0001 0.0056 0.0020 0.0000 0.0000 
164 Generator -0.0009 -0.0050 -0.0221 0.0011 0.0000 
148 Substation 0.0000 -0.0002 0.2215 0.0014 0.0001 
8 Substation -0.0004 -0.0116 0.0218 0.0019 0.0000 
154 Substation -0.0026 -0.0003 0.0254 -0.0003 0.0000 
153 Substation 0.0000 0.0000 0.0587 -0.0024 0.0000 
152 Substation -0.0001 -0.0140 0.1450 0.0050 0.0002 
150 Substation 0.0000 -0.0002 0.1738 0.0027 0.0002 
11 Substation -0.0004 0.0016 -0.0541 0.0142 0.0000 
9 Substation 0.0001 -0.0042 0.0081 0.0003 0.0000 
157 Substation 0.0003 0.0758 0.0002 0.0004 0.0000 
10 Substation -0.0005 -0.0108 -0.0450 0.0038 0.0000 
168 Transformer -0.0015 0.0013 0.0586 0.0000 0.0000 
163 Transformer -0.0018 -0.0044 0.0000 0.0000 0.0000 
162 Transformer -0.0014 -0.0064 0.0000 0.0000 0.0000 
169 Transformer -0.0002 -0.0005 0.0000 0.0000 0.0000 
171 Transformer -0.0003 -0.0004 0.1778 0.0000 0.0000 
161 Transformer -0.0008 -0.0730 0.0155 0.0000 0.0000 
167 Transformer -0.0001 -0.0004 0.0000 0.0000 0.0000 
165 Transformer 0.0004 0.0035 0.0000 0.0000 0.0000 
159-160 Transformer -0.0002 0.0035 0.0098 0.0000 0.0000 
138 P11 North Freeboard 0.0000 0.0000 0.0000 0.0000 0.0000 
136 P12 North Freeboard 0.0000 0.0000 0.0000 0.0000 0.0000 
137 P12 South Freeboard 0.0000 0.0000 0.0000 0.0000 0.0000 
134 P14 South Freeboard 0.0000 0.0000 0.0000 0.0000 0.0000 
135 P14 North Freeboard 0.0000 0.0000 0.0000 0.0000 0.0000 
121 Thimble Shoals Channel 0.0000 0.0000 0.0000 0.0000 0.0000 
122 Harbor Entrance Channel 0.0000 0.0000 0.0000 0.0000 0.0000 
123 Inner Harbor Channel 0.0000 0.0000 0.0000 0.0000 0.0000 
37 Pump House 0.0000 0.0000 0.0000 0.0000 0.0000 
44 Pump -0.0001 -0.0533 0.0016 0.0000 0.0000 
144 Fuel Pump House  0.0000 0.0000 0.0000 0.0000 0.0000 
158 Fuel Pumps -0.0002 -0.1441 0.0067 0.0000 0.0000 
45 Fuel Storage Tanks 0.0000 0.0000 0.0000 0.0000 0.0000 
65 Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
66 Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
76D Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
76F Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
55A Steam Line (250 psi, Short Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
(Continued) 
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NODE DESCRIPTION 
SLR Scenario 

0.0 m 0.5 m 1.0 m 1.5 m 2.0 m 
74A Steam Line (250 psi, Short Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
55B Steam Line (250 psi, Short Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
74C Steam Line (250 psi, Short Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
74D Steam Line (250 psi, Short Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
69 Steam Line (250 psi, Short Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
54A Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0001 0.0000 
63 Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
76A Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
79A Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
80 Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
81 Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
54B Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
64 Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
74B Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
76B Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
79B Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
54C Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
76C Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
79C Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
54D Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0001 0.0000 
74D Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
76E Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
76G Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
59 Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
60 Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
67 Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
72 Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0001 
82 Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
83 Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
84 Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
85 Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
87 Steam Line (250 psi, Tall Pylons) 0.0000 0.0000 0.0000 0.0000 0.0000 
88 Primary Steam Plant Building 0.0000 0.0000 0.0000 0.0000 0.0000 
143 Auxiliary Steam Plant Building 0.0000 0.0000 0.0000 0.0000 0.0000 
175 Steam Plant Mechanicals -0.0001 0.0003 0.2766 0.0134 0.0000 
89 Steam Plant Mechanicals 0.0000 0.0000 0.0733 -0.0051 0.0000 
95-98 Water Pumps 0.0000 0.0000 0.0014 0.0322 0.0002 
94 Pump House 0.0000 0.0000 0.0000 0.0000 0.0000 
172 Pump House 0.0000 0.0000 0.0000 0.0000 0.0000 
173 Water Pumps -0.0002 -0.0109 -0.0006 -0.0003 0.0000 
100 Water Treatment Plant 0.0000 0.0000 0.0000 0.0000 0.0000 
101 Wastewater Lift House 0.0000 0.0000 0.0000 0.0000 0.0000 
102 Wastewater Lift House 0.0000 0.0000 0.0000 0.0000 0.0000 
103 Wastewater Lift House 0.0000 0.0000 0.0000 0.0000 0.0000 
110 HRSD Lift Station 0.0000 0.0000 0.0000 0.0000 0.0000 
111-113 Wastewater Mechanicals -0.0010 -0.0036 -0.0380 -0.0380 -0.0380 
114-118 Wastewater Mechanicals -0.0005 -0.0109 -0.0282 -0.0282 -0.0282 
117-119 Wastewater Mechanicals -0.0004 0.1178 0.0266 0.0266 0.0266 

 
The results presented in Table 46 above reveal three interesting patterns in the differences in 
damage state probabilities at assets. First, the effect of groundwater influences on the probability 
of damage to assets tended to increase as the SLR state was increased from 0.0 m to 1.0 m and 
then tended to decrease as the SLR state was increased from 1.0 m to 2.0 m. Second, the sign of 
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the effect of groundwater influences on the probability of damage to assets was non-uniform 
across assets at any given SLR state. Groundwater influences may cause the probability of 
damage to be reduced at one asset while caused the probability of damage to be greater at 
another asset. Thirdly, at any one asset, accounting for groundwater influences on flooding 
depths caused the probability of damage to increase at one SLR state, but caused the probability 
of damage of that same asset to decrease at another SLR state. 

The absence of a uniform negative or positive trend in probabilities across the entire suite of 
assets and SLR scenarios suggest that: 1) groundwater influences varied across the installation, 
and 2) these variations had different effects on flooding at different SLR states. The GSSHA 
model inputs to the revised risk assessment were reviewed at selected assets across the study site 
to confirm that these effects were genuine and could be attributed to the differences in flood 
depths across the SLR states. 

4.11.2.2 Effect of New Groundwater Modeling on Function Nodes 

A change in the probability of damage to assets has a corresponding effect on the probability of 
that asset being in a Non-Functional state. Small changes in the probability of an asset being 
non-functional can ripple throughout the network in unexpected ways and cause correspondingly 
large changes in the probability of other assets becoming Non-Functional. The effects associated 
with incorporating aquifer storage capacity on flooding are summarized in Table 47, which 
reports the change in the probability of each asset being in a Non-Functional state at each SLR 
state.  

Table 47. Difference in the probability of an asset being Non-Functional when the influence of groundwater was 
considered in the GSSHA model re-runs. Negative values (shown in red) indicate that the probability of being Non-
Functional was greater when these influences were considered. Positive values (shown in green) indicate the 
probability of being Non-Functional was lower when these influences were considered. 

NODE DESCRIPTION 
SLR Scenario 

0.0 m 0.5 m 1.0 m 1.5 m 2.0 m 
133 P11 Draft North 0.0000 0.0000 0.0000 0.0000 0.0000 
132 P12 South Draft 0.0000 0.0000 0.0000 0.0000 0.0000 
131 P12 North Draft 0.0000 0.0000 0.0000 0.0000 0.0000 
130 P14 South Draft 0.0000 0.0000 0.0000 0.0000 0.0000 
129 P14 North Draft 0.0000 0.0000 0.0000 0.0000 0.0000 

1 Generator -0.0004 -0.0178 -0.0300 0.0080 0.0000 
174 Generator 0.0000 0.0002 0.2396 0.0255 0.0004 

2 Generator 0.0001 0.0457 0.0002 0.0000 0.0000 
3 - 6 Generators -0.0002 0.0003 0.1120 -0.0011 0.0000 
164 Generator -0.0002 0.0004 -0.1063 0.0769 0.0006 
148 Substation 0.0000 -0.0001 0.0682 0.0054 0.0032 

8 Substation -0.0001 -0.0011 0.0516 0.0016 0.0000 
154 Substation -0.0003 -0.0006 0.0871 0.0001 0.0000 
153 Substation 0.0000 -0.0001 0.1451 -0.0048 0.0000 
152 Substation 0.0000 -0.0003 0.2073 0.0070 0.0001 
150 Substation 0.0000 -0.0001 0.0906 0.0054 0.0005 
11 Substation 0.0000 -0.0005 0.0426 0.0042 0.0000 
9 Substation 0.0000 -0.0006 0.0551 0.0046 0.0000 

157 Substation 0.0010 0.0413 0.0060 0.0008 0.0000 
10 Substation -0.0001 -0.0013 0.0184 0.0021 0.0000 
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NODE DESCRIPTION 
SLR Scenario 

0.0 m 0.5 m 1.0 m 1.5 m 2.0 m 
168 Transformer 0.0000 0.0000 0.3196 0.0009 0.0000 
163 Transformer -0.0009 -0.0042 -0.0226 0.0004 0.0000 
162 Transformer -0.0007 -0.0452 -0.0023 0.0001 0.0000 
169 Transformer -0.0002 -0.0715 0.0008 0.0000 0.0000 
171 Transformer 0.0000 -0.0002 0.2979 0.0010 0.0000 
161 Transformer -0.0001 -0.0002 0.2860 0.0035 0.0000 
167 Transformer -0.0001 -0.0150 0.0033 -0.0001 0.0000 
165 Transformer -0.0001 0.1589 0.0016 0.0000 0.0000 

159 - 160 Transformer -0.0001 0.0001 0.1712 -0.0002 0.0000 
138 P11 North Freeboard 0.0000 0.0000 0.0000 0.0000 0.0000 
136 P12 North Freeboard 0.0000 0.0000 0.0000 0.0000 0.0000 
137 P12 South Freeboard 0.0000 0.0000 0.0000 0.0000 0.0000 
134 P14 South Freeboard 0.0000 0.0000 0.0000 0.0000 0.0000 
135 P14 North Freeboard 0.0000 0.0000 0.0000 0.0000 0.0000 
121 Thimble Shoals Channel 0.0000 0.0000 0.0000 0.0000 0.0000 
122 Harbor Entrance Channel 0.0000 0.0000 0.0000 0.0000 0.0000 
123 Inner Harbor Channel 0.0000 0.0000 0.0000 0.0000 0.0000 
37 Pump House 0.0000 -0.0001 0.2954 0.0010 0.0000 
44 Pump -0.0002 -0.0602 0.0754 0.0000 0.0000 

144 Fuel Pump House  -0.0002 -0.0713 0.0007 0.0000 0.0000 
158 Fuel Pumps -0.0002 -0.0731 0.0002 0.0000 0.0000 
45 Fuel Storage Tanks 0.0000 0.0000 0.0000 -0.0020 0.0015 
65 Steam Line (250 psi, Tall Pylons) -0.0001 -0.0711 0.0001 0.0000 0.0000 
66 Steam Line (250 psi, Tall Pylons) -0.0001 -0.0711 0.0001 0.0000 0.0000 

76D Steam Line (250 psi, Tall Pylons) -0.0001 -0.0049 0.3038 0.0000 0.0000 
76F Steam Line (250 psi, Tall Pylons) -0.0001 -0.0049 0.3038 0.0000 0.0000 
55A Steam Line (250 psi, Short Pylons) -0.0001 -0.0711 0.0001 0.0000 0.0000 
74A Steam Line (250 psi, Short Pylons) -0.0001 -0.0711 0.0001 0.0000 0.0000 
55B Steam Line (250 psi, Short Pylons) -0.0001 -0.0711 0.0001 0.0000 0.0000 
74C Steam Line (250 psi, Short Pylons) -0.0001 -0.0711 0.0001 0.0000 0.0000 
74D Steam Line (250 psi, Short Pylons) -0.0001 -0.0711 0.0001 0.0000 0.0000 
69 Steam Line (250 psi, Short Pylons) -0.0001 -0.0711 0.0001 0.0000 0.0000 

54A Steam Line (250 psi, Tall Pylons) -0.0001 -0.0049 0.3038 0.0000 0.0000 
63 Steam Line (250 psi, Tall Pylons) -0.0001 -0.0711 0.0001 0.0000 0.0000 

76A Steam Line (250 psi, Tall Pylons) -0.0001 -0.0049 0.3038 0.0000 0.0000 
79A Steam Line (250 psi, Tall Pylons) -0.0001 -0.0711 0.0001 0.0000 0.0000 
80 Steam Line (250 psi, Tall Pylons) -0.0001 -0.0711 0.0001 0.0000 0.0000 
81 Steam Line (250 psi, Tall Pylons) -0.0001 -0.0711 0.0001 0.0000 0.0000 

54B Steam Line (250 psi, Tall Pylons) -0.0001 -0.0049 0.3038 0.0000 0.0000 
64 Steam Line (250 psi, Tall Pylons) -0.0001 -0.0711 0.0001 0.0000 0.0000 

74B Steam Line (250 psi, Tall Pylons) -0.0001 -0.0711 0.0001 0.0000 0.0000 
76B Steam Line (250 psi, Tall Pylons) -0.0001 -0.0049 0.3038 0.0000 0.0000 
79B Steam Line (250 psi, Tall Pylons) -0.0001 -0.0711 0.0001 0.0000 0.0000 
54C Steam Line (250 psi, Tall Pylons) -0.0001 -0.0049 0.3038 0.0000 0.0000 
76C Steam Line (250 psi, Tall Pylons) -0.0001 -0.0049 0.3038 0.0000 0.0000 
79C Steam Line (250 psi, Tall Pylons) -0.0001 -0.0711 0.0001 0.0000 0.0000 
54D Steam Line (250 psi, Tall Pylons) -0.0001 -0.0049 0.3038 0.0000 0.0000 
74D Steam Line (250 psi, Tall Pylons) -0.0001 -0.0711 0.0001 0.0000 0.0000 
76E Steam Line (250 psi, Tall Pylons) -0.0001 -0.0049 0.3038 0.0000 0.0000 
76G Steam Line (250 psi, Tall Pylons) -0.0001 -0.0049 0.3038 0.0000 0.0000 
59 Steam Line (250 psi, Tall Pylons) -0.0001 -0.0711 0.0001 0.0000 0.0000 
60 Steam Line (250 psi, Tall Pylons) -0.0001 -0.0711 0.0001 0.0000 0.0000 
67 Steam Line (250 psi, Tall Pylons) -0.0001 -0.0711 0.0001 0.0000 0.0000 
72 Steam Line (250 psi, Tall Pylons) -0.0001 -0.0711 0.0001 0.0000 0.0000 
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NODE DESCRIPTION 
SLR Scenario 

0.0 m 0.5 m 1.0 m 1.5 m 2.0 m 
82 Steam Line (250 psi, Tall Pylons) -0.0001 -0.0711 0.0001 0.0000 0.0000 
83 Steam Line (250 psi, Tall Pylons) 0.0000 -0.0002 0.3037 0.0000 0.0000 
84 Steam Line (250 psi, Tall Pylons) -0.0001 -0.0049 0.3038 0.0000 0.0000 
85 Steam Line (250 psi, Tall Pylons) -0.0001 -0.0711 0.0001 0.0000 0.0000 
87 Steam Line (250 psi, Tall Pylons) -0.0001 -0.0711 0.0001 0.0000 0.0000 
88 P-1 Primary Steam Plant Building 0.0000 0.0001 0.1699 -0.0002 0.0000 

143 Auxiliary Steam Plant Building 0.0000 0.0000 0.2065 0.0258 0.0004 
175 Steam Plant Mechanicals 0.0000 -0.0002 0.3037 0.0000 0.0000 
89 Steam Plant Mechanicals -0.0001 -0.0711 0.0001 0.0000 0.0000 

95 - 98 Water Pumps 0.0000 0.0000 0.3073 0.0005 0.0000 
94 Pump House 0.0000 0.0000 0.3069 0.0009 0.0000 

172 Pump House -0.0001 -0.0148 0.0033 -0.0001 0.0000 
173 Water Pumps -0.0002 -0.0072 0.0000 0.0000 0.0000 
100 Water Treatment Plant 0.0000 0.0000 0.0000 0.0000 0.0000 
101 Wastewater Lift House -0.0001 0.0002 -0.1073 0.0765 0.0006 
102 Wastewater Lift House -0.0003 -0.0109 -0.0306 0.0080 0.0000 
103 Wastewater Lift House -0.0001 0.1773 0.0017 0.0000 0.0000 
110 HRSD Lift Station -0.0009 -0.0111 0.0517 0.0004 0.0000 

111 - 113 Wastewater Mechanicals -0.0001 -0.0711 0.0001 0.0000 0.0000 
114 - 118 Wastewater Mechanicals -0.0001 -0.0711 0.0001 0.0000 0.0000 
117 - 119 Wastewater Mechanicals 0.0000 -0.0002 0.3037 0.0000 0.0000 

 
The effect is in essence the difference between the probability of an asset being in a non-
functional state when the influences of groundwater are ignored, ( ) GWNOi SLRFp _| , and the 
probability of an asset being in a non-functional state when the influences of groundwater are 
modeled,  

( )GWi SLRFp | : 

( ) ( )GWiGWNOi SLRFpSLRFpp || _ −=∆
       (34) 

The patterns in Table 47 above are similar to the patterns observed in Table 46 above. First, the 
effect on the probability of each asset being non-functional tended to increase as the SLR state 
was increased from 0.0 m to 1.0 m, and then tended to decrease as the SLR state was increased 
from 1.0 m to 2.0 m. Second, the sign of the effect was non-uniform across assets at any given 
SLR state. Changes in flooding depths (driven by reduced aquifer storage capacity and variations 
in infiltration rates) caused the probability of being non-functional to be reduced at one asset 
while it caused the probability of being non-functional to be greater at another asset. Thirdly, at 
any one asset, accounting for these groundwater influences on flooding depths caused the 
probability of being non-functional to increase at one SLR state, but caused the probability of 
being non-functional at that asset to decrease at another SLR state. All of these effects can be 
explained by corresponding changes in asset damage state probabilities. 

Some of the largest impacts on functionality were observed in the steam system under the 1.0 m 
SLR scenario. The probability that steam lines were Non-Functional was reduced to 0.3037 
when groundwater influences were accounted for in the flood modeling, and were attributed to 
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the lower damage state probabilities at supporting assets. In other words, the decrease in 
probability of being Non-Functional at these assets reduced the probability of steam lines being 
Non-Functional. Note that in Table 46 above, the effect of accounting for the groundwater 
influence’s on flooding on the probability of steam lines being in a damage state other than None 
is less than 0.0005. 

4.11.2.3 Effect of New Groundwater Modeling on Capability Scores and Mission 
Performance  

Figure 172 and Table 48 compare the capability scores from the original risk assessment with the 
capability scores from the revised risk assessment, which incorporated the influence of 
groundwater. Note that the Provide Access, Provide North Berth, and Provide South Berth 
capabilities have not been plotted here because they were unaffected by these groundwater 
influences.  
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Figure 172. Effects of new groundwater (GW) modeling results on the revised capability scores. 
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Table 48. Differences in capability scores and mission performance index. Negative values (shown in red) indicate that capability scores and mission 
performance indices were greater when groundwater influences on flooding are accounted for in the new GSSHA model analyses. 

Pier 
SLR 

Scenario 

Capability Scores Mission 
Performance 
Index (MPI)1 

Provide 
Water 

Provide 
Access 

Provide 
Steam 

Provide 
North Berth 

Provide 
South Berth 

Provide Oily 
Waste 

Provide 
Electricity 

Provide 
Wastewater 

11 

0.0 0.0001 0.0000 0.0001 0.0000 0.0000 0.0000 -0.0010 0.0000 -0.0002 
0.5 0.0002 0.0000 0.0049 0.0000 0.0000 -0.1145 -0.0413 -0.1633 -0.0593 
1.0 -0.3070 0.0000 -0.3038 0.0000 0.0000 0.0000 -0.0060 0.0000 -0.0890 
1.5 -0.0005 0.0000 0.0000 0.0000 0.0000 0.0000 -0.0008 0.0000 -0.0002 
2.0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

12 

0.0 0.0001 0.0000 0.0001 0.0000 0.0000 0.0002 0.0000 0.0006 0.0002 
0.5 0.0002 0.0000 0.0049 0.0000 0.0000 0.0585 0.0005 0.0133 0.0102 
1.0 -0.3070 0.0000 -0.3038 0.0000 0.0000 -0.0006 -0.0426 0.0008 -0.0921 
1.5 -0.0005 0.0000 0.0000 0.0000 0.0000 0.0000 -0.0042 0.0000 -0.0010 
2.0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

14 

0.0 0.0001 0.0000 0.0001 0.0000 0.0000 0.0001 0.0001 0.0003 0.0001 
0.5 0.0002 0.0000 0.0049 0.0000 0.0000 0.0676 0.0013 0.0259 0.0141 
1.0 -0.3070 0.0000 -0.3038 0.0000 0.0000 0.0000 -0.0184 -0.0011 -0.0871 
1.5 -0.0005 0.0000 0.0000 0.0000 0.0000 0.0000 -0.0021 0.0000 -0.0005 
2.0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
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Figure 172 shows that, in most cases, the capability scores changed very little. However, 
relatively large effects were seen for the Provide Water and Provide Steam capabilities under the 
1.0 m SLR scenario. For the Provide Water capability, the score was 0.3070 higher when the 
groundwater influences were considered in the revised GSSHA model analyses. This appeared to 
reflect a lower probability of the Asset #168 (a transformer) changed from a Moderate to a 
Severe damage state. For the Provide Steam capability, the score was higher because the 
probabilities of the Asset #161 (another transformer), Asset #174 (a generator), and Asset #175 
(the steam plant mechanicals) switched from Moderate to Severe damage states when 
groundwater influences were considered in the re-analysis of flooding. Differences in capability 
scores were also seen in the cases of the Provide Wastewater and Provide Oily Waste capabilities 
at Piers 12 and 14. These capability scores were slightly lower when the groundwater influences 
on flooding were considered in the re-analysis. Overall, the original conclusions drawn in the 
initial analysis still hold true - capability scores at NSN decreased rapidly between the 0.5 m and 
1.5 m SLR scenarios.  

Recall that the MPIs at each pier are calculated as the weighted sums of the capability scores for 
each pier (Table 48 above). The weights in this function describe the relative importance of each 
capability as described previously and reflect command level priorities to provide services to 
CVNs at berth. Figure 173 plots the MPIs for each pier and Table 48 above summarizes the 
differences between the original and revised assessments. The largest differences occurred under 
the 1.0 m SLR scenario, where the MPI was 0.0890 higher at Pier 11 when groundwater 
influences were accounted for in the new GSSHA model runs. Similarly, the MPI was 0.0921 
higher at Pier 12 and 0.0871 higher at Pier 14 in the revised assessment. As with the original risk 
assessment, the revised NSN Risk Model showed that a major degradation in the ability to 
perform the mission at NSN occurred between SLR state 0.5 m and SLR state 1.0 m (i.e., the 
“tipping point” was still readily apparent).  



1.0 

~ 
41 
ll 0.8 
.E 
41 
u c 
II 0.6 
E 
~ 

0 .. 
~ 

0.4 41 
Q. 

c 
~ .. 

0.2 .!! 
~ 

0.0 
0.0 

1.0 

~ 
41 
ll 0.8 
.E 
41 
u c 
II 0.6 
E 
~ 

.e 
~ 

0.4 41 
Q. 

c 
0 
~ 

0.2 .!! 
~ 

0.0 
0.0 

0.5 

0.5 

Pier 11 

- wrthoutGW Model 

- Wrth GWModel 

1.0 1.5 

Sea level Rise (m) 

Pier 14 

+ WitfloutGW Model 

- With GW Model 

1.0 

SealeveiRise(m) 

1.5 

Pier 12 
1.0 

+ WtthoutGW Model 

0.8 
- wtth GW Model 

0.6 

0.4 

0.2 

0.0 
2.0 0.0 0.5 1.0 1.5 2.0 

Sea Level Rise (m) 

2.0 

Figure 173. Effects of gronndwater (GW) influences on the flood modeling results and the subsequent changes to 
MPI scores. 
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5. Conclusions and Implications for Future Research and Implementation 

5.1. Overall Study Synthesis 

In this study, we set out to develop and demonstrate a robust, scientifically defensible approach 
to quantify risks to mission performance and transparently communicate these to the end user, 
providing policymakers with relevant information to develop guidance that promotes sustainable 
operations, and empowers on-the-ground military planners with the actionable information to 
make risk-informed decisions regarding threats to existing and future infrastructure development, 
considering climate change and SLR. By systematically characterizing the existing environment, 
predicting changes to the coastline, simulating coastal storms moving across the region, 
quantifying the resultant “forcings” (i.e., floodwaters, waves, winds), and constructing a 
dependency-based network model of the installation’s assets and capabilities, we have laid the 
foundation to assess damages caused by coastal storms under a range of SLR scenarios. Under 
this new paradigm, the latest innovations in storm probability analytics and high fidelity coastal 
wave/storm surge inundation models provide robust scientific input to an innovative Bayesian 
network designed to quantify risks to mission in a real-time, decision-relevant manner. 
Underpinning the models, we have developed a geomorphically-driven, ecologically-based land 
conversion simulation projecting inundation and habitat switching driven by SLR to capture a 
range of potential future long-term conditions. 

These tasks have been independently productive (several conference papers and proceedings 
have been produced) and have proven to be mutually supportive. More importantly, the models 
performed as expected and no technical difficulties of their applications in the test case were 
experienced. The individual efforts have generated significant results and offer important 
scientific conclusions. The following sections offer more details of each step in the framework 
on a component-by-component basis. 

5.1.1 Geomorphological and Ecological Modeling to Characterize Changes to the Coastal 
Shoreline 

Baseline characterization of existing coastal geomorphology and ecology make it possible to 
predict changes in coastal shorelines threatened by rising sea levels and hurricanes. Of particular 
importance are the effects arising from changes in erosion/accretion rates, subsidence, and 
wetland conversions, which ultimately result in increases in open water areas. In these instances, 
increases in open water fetch can contribute to hazardous conditions at docks, reduce berthing 
times, damage infrastructure, and contribute to more flooding of low areas. Our work has led to a 
better understanding of the methods, models, and tools that can be used to assess coastal 
geomorphology and ecological response to changing sea levels. Both the straight-line (i.e., 
bathtub) and SLAMM models, methodologies, and results developed in this study can be applied 
to other locations in the Hampton Roads area (with only minor adjustments). However, shifting 
the models outside the study domain (refer to Sites 1, 2, and 3 in Figure 8 of Chapter 3: 
Materials and Methods) will necessitate the collection of new baseline data to calibrate the 
model. 
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As a proof of concept, we developed a geomorphological classification system for the Hampton 
Roads area (VA), and derived subsidence rates that were fed directly into an analysis of 
ecosystem response in three areas located at the mouth of the Chesapeake Bay. We developed 
both a straight-line model and employed the SLAMM to simulate SLR under the five prescribed 
scenarios, and generated a series of GIS-based shapefiles and exposure maps visualizing the 
response of the system to SLR over a 100-year time period (2000-2100). Overall, our simulations 
predict: 1) reductions in dry lands, swamps, and beach/shore environments; 2) significant 
increases in open water and tidal flats; and 3) variable responses in fresh and tidal marshes. The 
ecological consequences of these changes could be significant - not only will there be a direct 
loss of habitat (e.g., swamp), but the relative distribution and connectivity of habitats will be 
dramatically altered. Tidal and freshwater marshes, for example, play a disproportionately large 
role as breeding and foraging grounds for a variety of taxa (e.g., colonial waterbirds and 
estuarine fishes) and are a significant source of detritus for other coastal ecosystems, yet their 
spatial extent is less than 0.1 percent across the entire study area. Losses of these areas could 
have cascading effects impacting the production of ecosystem goods and services across the 
system. As with any study, models are only as good as their assumptions and data inputs. For 
example, SLAMM simulations are oftentimes constrained by the accuracy of the elevation and 
land use classification data. In our case, we attempted to overcome these limitations by acquiring 
high resolution elevation mapping (10 m scale) and the most recent land vegetation cover 
available from the 2001/2002 NLCD. We also performed a sensitivity of the SLAMM, altering 
inputs (levels of protection, erosion/accretion rates, and storm frequencies) and comparing the 
results across scenarios. We found that SLAMM is extremely sensitive to protection strategies, 
and future applications of this tool must take this sensitivity into account.  

5.1.2 Hurricane Simulations and Forcing Generation 

Although coastal storms occur intermittently, they can have long-term impacts on the military’s 
infrastructure and mission performance. Coupled with a rise in sea level, these impacts can be 
more extensive in the future due to changes in storm intensity, frequency and track. In addition to 
higher sea levels, increased surge can raise the potential for more intensive inland flooding. A 
rise in relative sea level could potentially shift the maximum water levels and wave heights 
produced by these storms in a nonlinear fashion (Smith et al. 2010). Moreover, the complex 
interactions between nearshore elements (i.e., barrier islands, dunes, estuaries, wetlands, beaches, 
etc.) complicate the situation. Rising sea levels will have profound effects on nearshore 
conditions (increasing flooding frequency and inundating low-lying coastal areas), while other 
driving processes (e.g., erosion/accretion) will compound the effects of coastal nearshore and 
shoreline evolution. Significant increases in rainfall accompanying these storms, compounded by 
aging infrastructure (particularly inadequate or ineffective storm drainage networks), and the loss 
of groundwater aquifer storage capacity (due to rising groundwater levels and saltwater 
intrusion) will only serve to heighten installation exposure and threaten the future sustainability 
of coastal installations. Our work has led to a better understanding of the methods, models, and 
tools that can be used to quantify the resultant forcings arising from coastal storms and changing 
sea levels that threaten critical infrastructure in the coastal zone. The regionally-scaled models, 
methodologies, and results can be applied to other locations in the Hampton Roads area (with 
only minor adjustments). The nearshore and inland models and methodologies can also be 
applied to other locations in the area, but their application would require new site-specific data to 
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recalibrate their baseline conditions. Moreover, both the regional and local models can be used in 
other locations outside the Hampton Roads area, but these shifts in domain would likely require 
new baseline data to calibrate the systems.  

As a proof of concept, we used a combination of regional, nearshore, surface/subsurface flood 
routing, and groundwater models to simulate a series of storms under a range of SLR scenarios 
and generated resultant forcings (i.e., winds, waves, surge, sediment transport, flooding depths, 
etc.) threatening the NSN case study site and its surrounding environs. We used three high 
fidelity numerical models (TC96, ADCIRC, and SWAN) to simulate tropical/extra-tropical 
storms to provide information on storm development and progression at the regional scale. A 
high-resolution integrated surge, wave, and sediment transport model (CMS) was then used to 
assess escalating surge, waves, sediment accretion and erosion in the nearshore setting to resolve 
nearshore coastal and land coverage features at the local scale. Coupling the regional and local 
models, we were able to calculate the changes in water surface elevation, storm surge, and storm 
waves, as well as sediment transport and morphological changes in the nearshore and low-lying 
coastal settings surrounding the study site. Inland flooding was modeled using a spatially 
distributed physically-based hydrologic simulation model (GSSHA), which was informed by a 
hybridized groundwater model (Adh-WASH) that captured changes in aquifer storage capacity 
with SLR-driven salt water intrusion into the groundwater aquifer.  

With the incremental inclusion of each hydrodynamic model to the analysis in a stepwise 
fashion, we were able to significantly refine the level of detail considered in quantifying the 
area’s exposure, and adjust our estimates of surge levels, wave heights, and flooding depths. 
Each model application generated a series of GIS-based shapefiles and exposure maps 
visualizing the response of the system under the 25 separate SLR-storm scenarios. Overall, our 
simulations predict: 

1) Maximum winds ranging from 24 m/s (for the 1-yr return interval storms) to 43 m/s (for 
the 100-yr return interval storms),  

2) Maximum surge ranging from 1.2 m (under the 0.0 SLR + 1-yr return interval storm) to 
5.4 m (under the 2.0 m SLR + 100-yr return interval storm), and  

3) Maximum flooding depths ranging from 2.5 m (under the 0.0 SLR + 1-yr return interval 
storm) to 9.1 m (under the 2.0 m SLR + 100-yr return interval storm).1 

The analysis of groundwater contributions to the flooding situation was particularly informative. 
Our groundwater model predicted 23 percent decrease in infiltration under the 0.5 m SLR and an 
80 percent decrease in infiltration under the 2.0 m SLR scenario, indicating a significant decrease 
in groundwater storage capacity. In every scenario run with GSSHA coupled to the groundwater 
results, the difference maps indicated a change in flooding depths (either positively or 
negatively), aptly demonstrating the value of incorporating this level of detail into the critical 
analysis of flooding when assessing impacts caused by SLR and coastal storms. In other words, 
there was a measureable difference between the GSSHA results when constant rates of 
infiltration versus variable rates of infiltration (based on reduced aquifer storage capacity caused 

                                                 
1 Storm forcings/loadings varied spatially across the modeling domains – only the maximums have been reported here. 
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by saltwater intrusion driven by SLR) were used in the flood routing analysis. This finding 
would suggest that simplifying assumptions about groundwater impacts due to the combined 
effects of sea level rise, infiltration, soil moisture, and salt water-fresh water boundaries in the 
groundwater cannot be easily made in terms of magnitude or direction of impact. At NSN, 
groundwater is not used as a potable water supply. However, at other sites, groundwater impacts 
could be a significant factor to be considered where characterizing impacts to water supply. 

5.1.3 Asset Capability Network (ACN) Development 

Once an installation’s exposure to storm forcings has been characterized, the sensitivity and 
adaptive capacity of the installation’s critical infrastructure must be explored to meaningfully 
quantify risks to mission performance. Experience has taught us that the dynamics, complexity, 
and risks germane to military operations on coastal installations cannot be adequately assessed 
by characterizing risks to individual infrastructure assets independently. The best way to fully 
capture the threats of SLR and coastal storms on these sites is to take a holistic, network-based 
approach that systematically captures the intricate, highly interdependent relationships among 
infrastructure assets, system capabilities, and missions. A holistic systems approach shifts the 
decision-making focus from individual, isolated assets to an interdependent system of assets that 
acting together offer specific capabilities and provide key services. Moreover, the systems 
approach shifts the focus from individual and immediate concerns to regional and long-term 
solutions. The systems approach incorporates anticipatory and adaptive management to 
effectively manage a site’s aging infrastructure in a sustainable manner with explicit regret 
management. The essential function of a network-based systems approach is to provide an 
organized framework that supports a balanced evaluation of all relevant issues (e.g., storm 
forcings and asset fragilities) at appropriate scales of space and time. Management of a system to 
reduce the risk of coastal storm damage and increase resiliency includes actively monitoring the 
system and providing readily-accessible, actionable information to the installation managers in a 
timely manner. By providing information that accurately represents the present state of the 
system, decisions can be made as to where investments are needed. “Weak links” in the system 
can be proactively protected (i.e., flood-proofed), or, if these portions of the system fail, 
contingency plans can be established in advance. Our work has led to a better understanding of 
the methods, models, and tools that can be used to model a coastal installation’s critical assets 
from a systems perspective. Our Asset Capability Network (ACN) approach decomposes the key 
missions into critical capabilities, services and contributing assets in a spatially-explicit manner, 
capturing the interdependencies of these components, and reaching beyond the installation’s 
fence line to capture dependencies on municipal utilities. This approach could be easily applied 
to other locations both in the Hampton Roads area, as well as other locals worldwide. 

As a proof of concept, we developed an ACN for a case study on NSN, focused on two missions 
(i.e., At-Berth Support and Support of Ship Harbor Movement), seven capabilities (i.e., Provide 
Berthing Space, Provide Portable Water, Provide Electric Power, Remove Wastewater, Remove 
Oily Waste, Provide Steam, and Provide Physical Access to Berths), and 16 groups of assets 
ranging from individual structures (i.e., buildings, piers, boilers, transformers, pumps etc.) to 
distribution systems (i.e., natural gas, steam, and fuel/oil pipelines), to the various channels out 
in the Chesapeake Bay offering access to the installation. These assets were mapped in a GIS at a 
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10-m scale, and the database itself has been offered to the NSN for future master planning and 
assessment purposes. 

5.1.4 Structural Fragility Analysis 

Once an installation’s critical infrastructure assets have been identified and mapped within an 
ACN, the fragility of these assets must be quantified probabilistically in terms of damage state 
based on structural loadings at each level of storm severity under the various SLR scenarios. 
Oftentimes, fragility curves are used to describe the conditional probability of an asset’s failure 
over the full range of loads to which that asset might be exposed. The shape of a fragility curve 
describes uncertainty in the capacity of the asset to withstand a load or, alternatively, uncertainty 
in what load will cause the asset to fail. Fragility curve development methodologies span the 
gamut of judgmental, empirical and analytical techniques. Each approach has its strengths and 
weaknesses. Oftentimes, the solution is to take a hybridized approach driven by the availability 
of data, the reliability of the expertise of subject matter experts, and the availability and 
capabilities of analytic tools to generate the curves. Our work has led to a better understanding of 
these methods, models, and tools. Our straightforward five-step approach begins with a 
determination of which loadings (winds, waves, flooding depths, etc.) threaten each asset 
category. We then identify the most likely failure load (i.e., bending, shearing, etc), and calculate 
both the capacity of the asset to resist that failure and the load acting (i.e., the demand) that 
produces the mode of failure. As a last step, we generate the probability of damage (i.e., the 
fragility curve) based on the capacity and demand. This 5-step approach could be easily applied 
to other locations both in the Hampton Roads area, as well as other locals worldwide. 

As a proof of concept, we developed a catalogue of fragility curves for 22 separate types of 
assets on the NSN under the prescribed storm and SLR scenarios. The capacity of each asset to 
resist failure, and the measure of loads acting on these assets that generate these modes of failure, 
was captured in damage state tables. In general, these damage states corresponded to those 
described in HAZUS-MH MR-4. Two to four damage states were defined for the assessment 
ranging from None to Severe. Where possible, parametric analysis (supplemented by empirical 
data and professional judgment) were used to develop the individual damage functions in 
fragility curves. Predicted wind speeds, water depths and wave velocities generated by the storm 
analyses (described in the previous sections) were fed into the HAZUS curves, and damages 
were then generated for the varying water heights under the five prescribed SLR scenarios. 
Predictions of the extent of structural damages to buildings were then estimated. SAP2000 was 
used to estimate the response of the piers under a combination of the various SLR scenarios. We 
included frame models for low resolution structures where little information was available and 
developed detailed finite element models for structures when the information was available. 
Parameter studies were performed with the models to develop damage envelopes, and actual 
predicted wind and flood scenarios were used to develop damage estimates. These fragility 
curves have been offered to the NSN for future master planning and assessment purposes. 

5.1.5 Risk Modeling 

Rising sea levels threaten to increase risks to coastal military installations. A risk is a potential 
loss of uncertain severity. The task of risk assessment is to quantify the probability of potential 
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losses. Risks to mission performance are assessed using a Bayesian network approach. The 
Bayesian network is a model of the joint probability distribution of a set of random variables that 
determine mission performance. The functional interdependence among infrastructure assets is 
represented in the network diagram (Figure 53 in Section 3.9.1.1 of Chapter 3), which describes 
the dependence and conditional independence relationships within the infrastructure system. The 
random variables in the network characterize storm loads, levels of damage to assets (damage 
states), levels of functional performance, mission capabilities, and an index characterizing 
overall performance with respect to the mission of interest. The probabilities of potential losses 
in mission performance are estimated for a set of coastal storms in combination with a variety of 
SLR scenarios. Our efforts have led to advancements in the application of inference-based 
probabilistic models to characterize the uncertainty of the systems threatened by SLR and coastal 
storm hazards. Our approach can be used to conduct both diagnostic and predictive inference of 
the infrastructure damage resulting from storm forcings, allowing managers and planners to 
incorporate proactive risk-reducing strategies into their long-term adaptive management 
strategies, addressing residual risks, and managing regrets. This approach could be easily applied 
to other locations both in the Hampton Roads area, as well as other locals worldwide. 

As a proof of concept, we developed a Bayesian network model for the NSN case study. Our 
model was comprised of five types of nodes, including two risk drivers, 95 asset damage nodes, 
97 asset function nodes, 19 capability nodes, and three mission performance nodes. The NSN 
Risk Model now holds more than 13,000 conditional probabilities characterizing the fragility of 
the assets with regards to their location, condition, and structural composition, and the relational 
network quantifies impacts to capabilities and the risks to mission performance due to exposure 
to storm hazards and SLR. In deploying the model, we clearly demonstrated that SLR is a 
significant and pervasive threat multiplier to mission sustainability, significantly increasing 
loadings on built infrastructure, and dramatically increasing risks to system capabilities and 
service provisioning. In particular, we found that the Oily Waste and Waste Water Removal 
systems were acutely vulnerable and likely to be incapacitated once sea levels rose above 1.0 
meter. The analysis also showed that Pier 11 was more vulnerable than Piers 12 and 14 due to 
the positioning of critical assets on its lower deck. Furthermore, the results showed that the 
probabilities of damage to infrastructure and losses in mission performance began to increase 
dramatically between 0.5 m and 1.0 m of sea level rise indicating a threshold or “tipping point.” 
Armed with this information, installation planners can now justify the formulation of new 
designs or the retrofit of existing assets to meet these loadings thresholds ensuring mission 
sustainability in the face of climate change and rising sea levels. In other words, the analytical 
framework communicated an actionable construct that suggested that operations and 
policymakers should consider altering the status quo to incorporate proactive design and 
management strategies to prevent or anticipate impairments based on the risks. The case study 
application also demonstrated how the benefits of potential modifications in the reliability of 
physical assets and network topology could be investigated. Several hypothetical modifications 
to physical assets and changes in network topology were explored including: 1) the benefit of 
redundancy in steam generation; 2) the benefit of having system-wide backup electric power 
generation capacity; 3) the potential benefit of flood-proofing system-wide backup electric 
power generation capacity; and 4) the potential benefit of flood-proofing wastewater 
infrastructure on the waterfront. We also compared the inclusion of groundwater modeling into 
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the risk assessment, and determined that the probability of damage to assets tended to increase as 
the SLR state was increased from 0.0 m to 1.0 m and then tended to decrease as the SLR state 
was increased from 1.0 m to 2.0 m. Varying groundwater levels across the installation, and 
varying flood responses under the different SLR states installation-wide, yielded non-uniform 
responses across the various assets, and the effects to mission performance (MPI scores) was 
negligible. 

5.2. Our Risk-Based Approach: Strengths and Limitations 

Vulnerability and risk assessments can be conducted with varying degrees of rigor and 
complexity. The choice of what kind of assessment to conduct is dependent on the goals and 
objectives of the study and the study’s problem context. Of particular concern is the desired 
granularity of the answers, the quality of the data available for assessment purposes, and the 
amount of resources available to fund the assessment at one or more installations. The risk-based 
framework presented here is a relatively detailed evaluation of vulnerabilities and risks, 
developed with the intent of characterizing these threats and risks at a high resolution to ensure 
the answers will be delivered at an actionable scale (at the asset level). It is important to note that 
this approach can be ported to other sites or communities. Moreover, the models utilized herein 
are modular, and can be modified or tailored to meet the needs of the decision-makers at various 
scales and/or granularities. That said, the approach has both strengths and limitations (Table 49). 
The key to successfully utilizing the risk-based approach is to establish clear goals and objectives 
early-on, strategically deploy the various models, and modify the structure of the risk assessment 
to meet the needs of the decision makers. 
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Table 49. Comparison of the study framework’s strengths and limitations. 

Strengths Limitations 
• Can be scaled in approach to document and 

inform decision makers and stakeholders on risks 
and residual risks of loss to objectives, and 
especially during facilitation to show which 
objectives compete and those that don't during 
tradeoff and scenario-based parametric sensitivity 
analyses. 

 
• Can be used to inform objective-based tradeoffs 

for aptly understanding and managing potentially 
deep regrets, especially those considered 
irreversible from the spatiotemporal, unique and 
scarce resource and imperative-objective (i.e., 
failure equals fatal outcome) perspectives. 

 
• Can be used strategically to identify 

knowledge/information gaps and both inform and 
justify sequential resource investment decisions 
for focused/applicable scientific and technical 
discovery that enrich phases of analysis as they 
progress. 

 
• Can be used to inform lifecycle decisions for 

adaptation in sustaining objectives toward 
responsible management of investments made.  

 
• Lends itself well to effective/impactful 

visualization at all levels of required resolution in 
communications and understanding.  

 
• Can be expanded to describe systems 

performance on second and third-order effects of 
interest, thereby enhancing the potential to 
cultivate multi- organization partnership 
investment portfolios, in which synergies derived 
have economies-of-scale effects/efficiencies for 
those investing in and benefiting from its use. 

• Requires significant knowledge, expertise, 
information, tools, time, and finances to perform, 
however, that can improve with continual 
application and learning.  

 
• Requires an engaged relatively educated decision 

maker and stakeholders, but in this context, can 
serve as a mechanism to stimulate engagement, 
educate, and transform culture/societal behaviors 
about relevant issues and concerns.  

 
• There is the potential for the framework to be 

misapplied and/or biased if not properly quality 
controlled, as well as if there are attempts by 
participants during elicitation to "game" the system 
toward swaying the outcomes of analysis.  

 

5.3. Knowledge Gaps and Remaining Research Questions 

As we have shown herein, the assessment of vulnerabilities and risks to mission performance in 
the face of climate change and SLR can be complex, and the application of the these techniques 
presents its own unique challenges. Much work remains on how to improve upon our approach, 
how to capture the system’s response to these threats, and how best to manage and adapt to these 
threats. We have identified here a few key knowledge gaps encountered in the study:  
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• High resolution topographic-bathymetric data are limiting in many locations. Moreover, 
the accuracy, timing of data collection, and ownership of these data sets are often in 
question; 

•  Installation data, specifically location and design/specifications of critical infrastructure 
assets and systems, have not been standardized across installations, and are in some cases 
limited in content, outdated, and/or distributed across numerous databases that limits the 
data’s utility;  

• Groundwater well data are limiting, and oftentimes held by offsite contractors; 
• Uncertainty has not been adequately quantified with respect to coupled modeling results, 

and could significantly affect the quantification of risks; 
• Observed data (particularly gauge data) are limited and restricts the degree to which the 

surface hydrodynamic models can be verified and validated; and 
• More advanced sediment modeling is needed to better capture erosion and accretion both 

onsite and in the channels surrounding installations. 

Several significant research questions still remain. Below we offer a few avenues of study that 
could be pursued to move the state of the science and state of the practice forward. 

5.3.1 Improving Ecological Modeling 

Notably, the majority of the NSN case study site is characterized as “built” infrastructure, and 
less than five percent remains in marsh or inland open water at the time of this study. As such, 
the risk of SLR impacting these habitats had virtually no bearing on mission sustainability and 
the application of the risk assessment illustrated as much. However, should this risk-based 
analytical approach be ported to other installations (e.g., Langley Air Force Base, Dam Neck 
Naval Combat Training Center, Naval Amphibious Base Little Creek, and numerous others in 
the Hampton Roads area and beyond), particularly those whose natural resources (air, water, and 
land) are considered assets that must be managed and sustained in order for the military to 
achieve a particular mission (e.g., training), it will become imperative that these natural 
infrastructure impacts be characterized and their response to climate change be quantified to 
support risk-informed decision making. We foresee a future need to capture changes to 
vegetative community structure and function driven by changing climate and rising sea levels 
through the development and application of spatially-explicit ecosystem-scale community 
models. Through the combination of abiotic components (e.g., magnitude, frequency, and timing 
of precipitation, storm and runoff events, the amount of SLR, the location and placement of 
accreting or subsiding sediments, etc.) generated by the framework’s climatic, geomorphic, and 
hydrologic (including sediment transport) models and the biotic components (e.g., diversity, 
structure, composition, distribution, patch dynamics, etc.) of the system’s setting, the risk 
assessment can be better attuned to these situations. The intent would be to develop tools that 
could predict ecosystem response to climate change, and test their efficacy by assessing a series 
of climate change/anthropogenic stressor scenarios allowing the military to characterize 
exposure, sensitivity and adaptive capacity of the natural infrastructure on (and around) the 
installations. These vulnerabilities and the inherent threats to the ecosystem services they provide 
sustaining military activities on the installation would then be incorporated into the risk analysis 
to quantify the holistic probability of mission failure. The results in turn could then be used to 
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establish the foundations for monitoring and adaptive management (i.e., pinpointing “tipping 
points” and/or thresholds). 

5.3.2 Enhancing Coastal Storm Modeling 

In Section 3.1.1 of this report, we discussed the operational constraints under which we 
developed and demonstrated the risk-based analytical framework. As the study progressed, we 
compiled a series of “lessons learned” and future research initiatives that could be implemented 
to enhance the framework’s analytic capabilities. For example, the coastal storm modeling in this 
study was limited by both resources and time constraints. As such, we limited their analysis to 
only a handful of storms, and specifically focused on two “representative” storms to quantify 
potential coastal forcings. In future applications, a more robust storm dataset could provide more 
insight into probabilistic forcing conditions. Furthermore, for purposes of simplification and 
clarity we held storm frequencies constant, and did not inject climate change drivers into the 
parameterization of storms. In future analyses, a sensitivity analysis could be conducted that 
incorporated changes in storm parameters (central pressure, radius of maximum winds, 
tracks/heading, forward speed, landfall decay, etc.) driven by increases in sea surface 
temperatures and alterations in ocean currents arising from global climate change to re-asses 
storm forcings and frequencies. Along those same lines, changes in winds due to changes in sea 
surface temperatures, ocean currents, salinity, etc. could be incorporated into a reassessment of 
forcings under the SLR scenarios.  

5.3.3 Refining the Risk Model’s Architecture 

There are many opportunities to refine the architecture and formulation of the Bayesian model 
constructed for the NSN study. In the current construct, the relationships between asset damage 
states and function states are deterministic. However, in general, the damage state definitions 
used in this study were not specific enough to make any more than probabilistic conclusions 
about functionality given information about the damage state. More elaborate studies of changes 
in infrastructure network topology and asset reliability are certainly possible. For example, these 
studies might include modifications to the configuration of assets, the relocation of assets on the 
installation, and imperfect retrofits of physical assets to improve their reliability. The approach 
could be improved by developing a method to assess the uncertainty in function states given 
information about the damage states. In this first version, capability scores were defined as the 
probability that a service was not interrupted at least once a year because of damages to physical 
assets caused by coastal storms. The capability score relayed no information about the duration 
of service interruptions and gave equal weight to service interruptions that required hours, days, 
weeks, or months to restore. Service interruptions lasting weeks or months should be 
distinguished from service interruptions lasting hours or days in future potential applications. If it 
were possible to obtain information about the cost and duration of repairs needed to restore an 
asset given its damage state, capability nodes could be re-formulated to incorporate this 
information. Finally, there are potential improvements in the MPI used in this study. The MPI 
was calculated from a set of capability scores and reached a minimum when the probability of 
each capability being interrupted at least once during the course of a year was equal to one. 
However, as sea-level rises, the frequencies of service interruption are likely to increase above 
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once per year. The MPI could be re-formulated to account for higher frequencies of service 
interruption.  

5.3.4 Additional Risk Analyses to Consider 

Aside from issues related to the architecture of the NSN Risk Model, there are a number of 
practical issues that might be addressed to refine the model’s risk assessment. An obvious 
potential for improvement would be to include nor’easters among the coastal storms that are 
considered in the risk model. Another potential improvement would be to refine the fragility 
curves used to predict the probability of asset damage states. With several notable exceptions, 
fragility curves used in this study were based on information from FEMA’s HAZUS model. 
Although site-specific information was used in selecting fragility curves for this analysis, these 
curves might be further refined by considering even more specific information about the assets. 
The NSN Risk Model can be easily updated to incorporate refined fragility curves, although this 
will require a re-calculation of CPTs. Another potential improvement to the NSN Risk Model 
might be to increase the resolution of the assets. The NSN Risk Model presently includes 
information about 95 physical assets, including several that were either lumped into a single 
node for the purpose of analysis or disregarded because fragility analysis suggested that the risks 
of physical damage to that asset from a 100-year return interval storm were minimal. Rather than 
representing a single physical asset with one node, each asset might be represented by multiple 
nodes, each representing a component of that physical asset. This increase in resolution comes at 
a cost, and those costs as well as the need for additional resolution, should be evaluated before 
pursuing this potential improvement. 

5.3.5 Expanding the Risk Model’s Domain 

The assessment of risks to mission impairment in the case study focused almost exclusively on 
the state of assets inside the installation’s fence line. Should a coastal storm impact the area, with 
or without rising sea levels to multiply the threat, there is significant potential for the 
surrounding municipalities to be similarly affected by the storm’s hazards. Moreover, the 
installation itself does not normally operate without electric power supplied from the grid and 
water piped in from the upstream reservoir. Finally, the vast majority of the installation’s civilian 
workforce resides in the surrounding municipality and will be required to use the region’s 
transportation network to commute in and off the post in the storm’s aftermath. For these 
reasons, an obvious enhancement to the Bayesian model’s construct would include an expansion 
of the system accountings to include these more regional influences.  

5.4. Potential for Direct Implementation by DoD and Others 

There is potential for our framework to be utilized by DoD in general, by city and district 
managers outside the DoD, by base managers and planners on NSN, and by local and regional 
decision makers across the Hampton Roads area. These entities could use the framework to 
assess critical vulnerabilities and characterize risks to system performance arising from sea level 
rise and coastal storm hazards. Master planners could use the approach to assess future response 
and mitigation strategies. Moreover, the framework could be used to assess adaptive 
management solutions informing future investment opportunities.  
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Although the risk assessment framework was not specifically designed to support asset 
management, there are several instances where the risk-based network could be used to: 1) assess 
minimum levels of operational service requirements, 2) identify increases in fragility as 
infrastructure ages, 3) monitor critical infrastructure performance and help determine 
maintenance priorities, 4) expose maintenance backlogs, and 5) inform decisions regarding 
periodic major rehabilitation/replacement/re-capitalization. The conditional analysis performed 
by the Bayesian network could be used to identify these concerns and assess proposed solutions, 
placing emphasis on prioritizing and managing assets under expected and extreme plausible 
scenario-based stressors to service production from a systems perspective. In effect, the 
capabilities developed under the project now afford installations the opportunity to re-evaluate 
relative performance of existing conditions, future no-action conditions, as well as structural and 
non-structural risk mitigating alternatives to sustain military installation assets and mission 
capabilities at multiple scales. This final product provides a robust, scientifically defensible 
approach that transparently communicates risks to the end-user and can help policymakers 
develop guidance to promote sustainability in the face of climate change and SLR.  
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7. Glossary 

ACCRETION The accumulation of a sedimentary deposit that increases the 
size of a land area; this increase may be either lateral or vertical 
(Titus 2009). 

Net change in the relative elevation of the marsh surface in the 
tidal frame. Individual studies have distinguished between 
specific measures of elevation change (documented against a 
fixed datum) or surface accretion where methods focus on 
accumulation of material on or near the marsh surface (Reed et 
al. 2008). 

ADVECTION–
DIFFUSION 
METHOD 

Advection-diffusion method solves the advection–diffusion 
equation of material transport in a fluid due to two processes: 
advection and diffusion. 

AGGREGATION Process in which the structural system is reduce to individual 
units of analysis. 

AREA ASSET An abstract node plus an area represented by an ordered set of 
points forming a polygon. 

ASSET A distinguishable entity that provides a service or capability. 
Assets are people, physical entities, or information located 
either within or outside the United States and employed, owned, 
or operated by domestic, foreign, public, or private sector 
organizations (DoD 2010b). 

ASSET CAPABILITY 
NETWORK (ACN) 

A network made up of missions, supporting capabilities, and 
the infrastructure assets that support them. 

ASSET 
DECOMPOSITION 

The process of identifying critical infrastructure (both built and 
natural) assets on an installation which (together) generate 
capabilities contributing to mission performance. Mapping the 
relationships between assets in an asset capability network 
(ACN) offers an opportunity to consider individual assets with 
respect to the entire system, exposing dependencies that could 
be significant in altering mission performance. 

ASSET NODES Considered to be concrete (as opposed to abstract) entities that 
support. 
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BANK The rising ground bordering a lake, river, or sea; or of a river or 
channel, for which it is designated as right or left as the 
observer is facing downstream (USACE 2005). 

BATHYMETRY Measured water depths in an ocean or bay referenced to vertical 
and horizontal datums. 

BAYESIAN 
NETWORK (Bn) 

A probabilistic graphical model (i.e., a type of statistical model) 
that represents a set of random variables and their conditional 
dependencies via a Directed Acyclic Graph (DAG). In other 
words, a Bayesian network consists of two parts:  

1) a DAG that depicts dependence and conditional 
independence among nodes representing elements of a 
system, and  

2) a set of conditional probability tables that quantify the 
relationships among elements of that system 

Nodes represent random variables in the Bayesian sense - they 
may be observable quantities, latent variables, unknown 
parameters or hypotheses. Edges represent conditional 
dependencies; nodes which are not connected represent 
variables which are conditionally independent of each other. 
Each node is associated with a probability function that takes as 
input a particular set of values for the node's parent variables 
and gives the probability of the variable represented by the node 
(http://en.wikipedia.org/wiki/Bayesian Network).  

Bayesian networks provide a means of parsimoniously 
expressing joint probability distributions over many interrelated 
hypotheses. A Bayesian network consists of a DAG and a set of 
local distributions. Each node in the graph represents a random 
variable. A random variable denotes an attribute, feature, or 
hypothesis about which we may be uncertain. Each random 
variable has a set of mutually exclusive and collectively 
exhaustive possible values. That is, exactly one of the possible 
values is or will be the actual value, and we are uncertain about 
which one it is. The graph represents direct qualitative 
dependence relationships; the local distributions represent 
quantitative information about the strength of those 
dependencies. The graph and the local distributions together 
represent a joint distribution over the random variables denoted 
by the nodes of the graph (http://www.pr-
owl.org/basics/bn.php).  
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BEACH The zone of unconsolidated material that extends landward 
from the low water line to the place where there is marked 
change in material or physiographic form, or to the line of 
permanent vegetation (usually the effective limit of storm 
waves). The seaward limit of a beach--unless otherwise 
specified--is the mean low water line. A beach includes 
foreshore and backshore (USACE 2005). 

BEACH FILL Material placed on a beach to renourish eroding shores, usually 
pumped by dredge but sometimes delivered by trucks (USACE 
2005). 

BLUFF A high, steep bank or cliff (USACE 2005). 

CAPABILITIES (aka abstract nodes) - They support Missions. 

CASCADE EFFECTS A phenomenon in which failure in one asset sweeps through a 
network to cause failure of other parts of a network (Lewis 
2008). 

CHILD NODE A node in a Bayesian network may contain a value or condition. 
Each node in a network has zero or more child nodes, which 
are below it in the diagram (by convention, these diagrams are 
drawn growing downwards). A node that has a child is called 
the child's parent node (or ancestor node, or superior). A node 
has at most one parent. 

CLIMATE CHANGE A change in the state of the climate that can be identified (e.g., 
by using statistical tests) by changes in the mean and/or the 
variability of its properties, and that persists for an extended 
period, typically decades or longer. Climate change may be due 
to natural internal processes or external forcings, or to persistent 
anthropogenic changes in the composition of the atmosphere or 
in land use (IPCC 2007 Glossary).  

A change of climate which is attributed directly or indirectly to 
human activity that alters the composition of the global 
atmosphere and which is in addition to natural climate 
variability observed over comparable time periods [United 
Nations Framework Convention on Climate Change 
(UNFCCC)]. 

COASTAL PLAIN Any lowland area bordering a sea or ocean, extending inland to 
the nearest elevated land, and sloping very gently seaward 
(Titus 2009). 
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COASTAL ZONE The area extending from the ocean inland across the region 
directly influenced by marine processes (Titus 2009). 

COASTLINE The line that forms the boundary between the coast and the 
shore or the line that forms the boundary between the land and 
the water (Titus 2009). 

COLLECTIVELY 
EXHAUSTIVE 

The set of potential states for a random variable represents the 
universe of potential states for that random variable. 

CONDITIONAL 
PROBABILITY 
TABLE (CPT) 

For nodes in the Bayesian network that had at least one parent, 
the CPT gave the probability of each node state conditional on 
the state(s) of the parent node(s). 

CONCEPUTUAL 
MODELS 

Conceptual models are descriptions of the general functional 
relationships among essential components of an ecosystem. 
They tell the story of “how the system works” and, in the case 
of ecosystem restoration, how restoration actions aim to alter 
those processes or attributes for the betterment of the system 
(Fischenich et al. 2008). 

CONDITIONAL 
INDEPENDENCE 

A term that describes the independence of two events given 
knowledge of a third event. In probabilistic graphical models, 
the lack of an arc connecting nodes that represent random 
variables represents a conditional independence assumption 
(conditional independence). 

CROSS SECTION Intersection of a body in 3Dimensional space with a plane 
(cross section). 

DAMAGE CRITERIA In a 0% damage there is no appreciable damage; the component 
is reusable without repair. In a 30% damage there is a moderate 
damage; the component is probably repairable. In a 60% 
damage there is severe damage; the component is not worth 
repairing, but it has not failed. In a 100% of damage the 
component is definitely beyond repair, but it has not necessarily 
collapsed. 

DAMAGE 
FUNCTION 

Prediction function based on a statistical fit of the damage 
results from a parameter study. 

DAMAGE STATES Levels of classification for a qualitative and quantitative 
description of damage. 



 

318 

 

DATUM A datum is a reference point or surface against which position 
measurements are made, and an associated model of the shape 
of the earth for computing positions [see North American 
Datum of 1983 (NAD83) and North American Vertical Datum 
of 1988 (NAVD88)]. 

DEFENSE CRITICAL 
INFRASTRUCTURE 
(DCI) 

The composite of DoD and non-DoD assets essential to project, 
support, and sustain military forces and operations worldwide. 
(DoD 2010b). 

DEFENSE CRITICAL 
INFRASTRUCTURE 
PROGRAM (DCIP) 

A DoD risk management program that seeks to ensure the 
availability of DCI (DoD 2010b). 

DEPTH-
INTEGRATED 
CONTINUITY 
EQUATION 

Three-dimensional variables in the equation are depth-averaged 
by vertical integration and the equation becomes two-
dimensional. 

DIGITAL 
ELEVATION 
MODEL (DEM) 

The digital representation of the ground surface or terrain using 
a set of elevation data (Titus 2009). 

DIRECTED 
ACYCLIC GRAPH 

A directed graph with no directed cycles (i.e., feedback loops). 
A graph (object-based flow diagram) formed by a collection of 
vertices (i.e., nodes) and directed edges, each edge connecting 
one node to another, such that there is no way to start at some 
vertex v and follow a sequence of edges that eventually loops 
back to v again 

DIRECTED EDGE In a Bayesian network, a set of ordered pairs of nodes are 
connected by arrows or directed edges, and their presence 
indicates dependence between the connected nodes. An edge a 
= (x, y) is considered to be directed from x to y; y is called the 
head and x is called the tail of the arc; y is said to be a direct 
successor of x, and x is said to be a direct predecessor of y. 
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DISCRETE 
RANDOM 
VARIABLE 

A random variable that may take on only a countable number of 
distinct values such as 0,1,2,3,4, etc. Discrete random variables 
are usually (but not necessarily) counts. If a random variable 
can take only a finite number of distinct values, then it must be 
discrete. Examples of discrete random variables include the 
number of children in a family, the Friday night attendance at a 
cinema, the number of patients in a doctor's surgery, the 
number of defective light bulbs in a box of ten.  

The probability distribution of a discrete random variable is a 
list of probabilities associated with each of its possible values. 
It is also sometimes called the probability function or the 
probability mass function 

DISCRETIZATION The process of converting continuous features or variables to 
discretized or nominal features. 

DRIVERS Changes in natural systems are the result of forces on a 
system’s structure and function - these forces are called drivers 
(Henderson and O’Neil 2004, 2007). Drivers are the natural and 
anthropogenic structures, processes, or regimes that control or 
cause (‘force’) changes in environmental conditions, i.e., 
drivers identify the source or cause of the stressors in 
conceptual models (Henderson and O’Neil 2007). Drivers are 
an organizational device to allow a team to start a model with 
the “big picture” in mind. Sources of drivers may be natural or 
anthropogenic. The identification of drivers entails a 
comprehensive description of the system, identifying the 
structures, processes, and regimes that define the system and 
cause changes in system conditions. 

DYNAMIC 
COUPLING 

A dynamic coupling is a mechanism for connecting two 
numerical models that feed the updated results between the 
models as a model computation is conducted. 

EDGES Lines or arrows in a Bayesian network connecting nodes that 
signify causal influences between linked variables.  

EFFECTS A direct change, result or consequence caused by an action or 
phenomenon. 
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EQUILIBRIUM AND 
NON-EQUILIBRIUM 
SEDIMENT 
TRANSPORT 

Equilibrium sediment transport is reached when there are no 
bed changes (erosion and deposition rates are balanced) in a 
system. The opposite of an equilibrium system is a non-
equilibrium system in which erosion and deposition rates are 
instantaneously off balance. 

EROSION The wearing away of land by the action of natural forces. On a 
beach, the carrying away of beach material by wave action, 
tidal currents, littoral currents, or by deflation (USACE 2005). 

The mechanical removal of sedimentary material by gravity, 
running water, moving ice, or wind; in the context of coastal 
settings erosion refers to the landward retreat of a shoreline 
indicator such as the water line, the berm crest, or the 
vegetation line; the loss occurs when sediments are entrained 
into the water column and transported from the source (Titus 
2009). 

ESSENTIAL 
SYSTEM 
COMPONENTS 

An organizing device in conceptual modeling, showing the 
major components acted on or through which the stressors act 
to cause or result in endpoints in the system (Henderson and 
O’Neil 2004, 2007). The organizing categories reflect or 
respond to the model domain, the process being used for 
development or construction of the model, and the resources of 
interest. Some examples include: individuals, populations, 
communities, ecosystems, processes (physical, chemical, and 
biological), and/or landscape patterns. 

ESTUARY (1) The part of a river that is affected by tides. (2) The region 
near a river mouth in which the fresh water of the river mixes 
with the salt water of the sea and which received both fluvial 
and littoral sediment influx (USACE 2005). 

EXTRA-TROPICAL 
STORM  

(i.e., nor’easters 
occurring in the Mid-
Atlantic U.S.) 

A cyclonic weather system, occurring in the middle or high 
latitudes (e.g., poleward of the tropics) that is generated by 
colliding airmasses; such weather systems often spawn large 
storms that occur between late fall and early spring (Titus 
2009). 

FACTORIZATION The decomposition of an object into a product or other objects, 
or factors, which when multiplied back together yields the 
original value. 
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FETCH The area in which seas are generated by a wind having a fairly 
constant direction and speed. Sometimes used synonymously 
with fetch length (USACE 2005). 

(Titus 2009). 

FINITE-VOLUME 
MODEL 

The governing equations are solved over discrete control 
volumes. Finite volume methods recast the governing partial 
differential equations (typically the Navier-Stokes equations) in 
a conservative form, and then discretize the new equation. This 
guarantees the conservation of fluxes through a particular 
control volume (sediment transport). 

FLOODING The temporary submergence of land that is normally dry, often 
due to periodic events such as storms (Titus 2009). 

FORCINGS Structural loadings applied to a component of a structure or to 
the structure as a unit (forcings). 

Factors that alter a particular physical, chemical, or biological 
system (Titus 2009). 

FRAGILITY CURVE A curve that describes the probability that a system will fail as a 
function of the load on that system. 

FREEBOARD The distance between the water surface and the top of the pier 
deck. 

FULL-PLANE WAVE 
MODEL 

The numerical program to calculate the wave propagation in 
any direction at sea. 

GEOGRAPHICAL 
INFORMATION 
SYSTEM (GIS) 

Database of information which is geographically referenced, 
usually with an associated visualization system (USACE 2005). 

GEOLOGIC 
FRAMEWORK 

The underlying geological setting, structure, and lithology 
(rock/sediment type) in a given area (Titus 2009). 
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GEOMORPHOLOGY That branch of physical geography which deals with the form of 
the Earth, the general configuration of its surface, the 
distribution of the land, water, etc. The investigation of the 
history of geologic changes through the interpretation of 
topographic forms (USACE 2005). 

The external structure, form, and arrangement of rocks or 
sediments in relation to the development of the surface of the 
Earth (Titus 2009). 

GLOBAL SEA 
LEVEL RISE 
(EUSTATIC) 

The average increase in the level of the world’s oceans that 
occurs due to a variety of factors, the most significant being 
thermal expansion of the oceans and the addition of water by 
melting land-based ice sheets, ice caps, and glaciers (Anderson 
et al. 2009). 

A change in sea level caused by change in the relative volumes 
of the world's ocean basins and the total amount of ocean water 
(Sahagian and Holland 1991). 

The worldwide average rise in mean sea level; may be due to a 
number of different causes, such as the thermal expansion of 
sea water and the addition of water to the oceans from the 
melting of glaciers, ice caps, and ice sheets; contrast with 
relative SLR (Titus 2009). 

GRAPH A representation of a set of objects where some pairs of the 
objects are connected by links. The interconnected objects are 
represented by mathematical abstractions called nodes, and the 
links that connect some pairs of nodes are called edges. 
Typically, a graph in a Bayesian Network is depicted in 
diagrammatic form as a set of boxes for the nodes, joined by 
lines or curves for the edges. 

GRID NESTING The numerical model technique to interlock several grids of 
different resolution and size for the wave propagation from 
coarser to finer grids. 

HABITAT 
SWITCHING 

Shifts in vegetative community type given long-term shifts in 
salinity, freshwater input, sea level, or other drivers (habitat 
switching). 

HALF-PLANE 
WAVE MODEL 

The numerical program to calculate the wave propagation only 
from the sea towards shore in a 180-deg sector. 
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HAZARD A situation that poses a level of threat to life, health, property, 
or environment. Most hazards are dormant or potential, with 
only a theoretical risk of harm; however, once a hazard 
becomes "active", it can create an emergency situation. A 
hazard does not exist when it is happening. A hazardous 
situation that has come to pass is called an incident. Hazard and 
vulnerability interact together to create risk (hazard). 

HIGH WATER 
MARK  

(i.e., ordinary water 
mark or mean high 
water mark) 

A demarcation between the publicly owned land along the 
water and privately owned land which has legal implications 
regarding public access to the shore; generally based on mean 
high water, the definition varies by state; along beaches with 
significant waves, it may be based on the line of vegetation, the 
water mark caused by wave runup, surveys of the elevation of 
mean high water, or other procedures (Titus 2009). 

HORIZONTAL 
DATUM 

Horizontal datums are used for describing a point on the earth's 
surface, in latitude and longitude or another coordinate system 
[see North American Datum of 1983 (NAD83) and North 
American Vertical Datum of 1988 (NAVD88)].  

HYDRODYNAMIC 
MODEL 

A suite of mathematical models that solve continuity and 
momentum equations to study fluid mechanics.  

INFRASTRUCTURE The framework of interdependent physical and cyber-based 
systems comprising identifiable industries, institutions 
(including people and procedures), and distribution capabilities 
that provide a reliable flow of products and services essential to 
the defense and economic security of the United States, to the 
smooth functioning of government at all levels, and to society 
as a whole (DoD 2010b). 

INSTANTIATE In computer programming, an individual object of a certain 
class is defined as a “type” while an actual usage of a class is 
called an "instance". Each instance of a class can have different 
values for its instance variables (i.e., its “state”). 

For the Bayesian network application presented herein, 
instantiation referred to the application of hard evidence to 
indicate that a discrete random variable was in one of its 
potential states. 

INTER-
DEPENDENCY 

Relationships or connections between entities of different DoD 
Components and defense infrastructure sectors (DoD 2010b). 
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INTRA-
DEPENDENCY 

Relationships or connections between entities of a DoD 
Component and a defense infrastructure sector (DoD 2010b). 

JOINT 
PROBABILITY 
DISTRIBUTION 

In the study of probability (i.e., the study of the measure of the 
expectation that an event will occur or a statement is true), 
given two random variables X and Y that are defined on the 
same probability space, the joint distribution for X and Y, 
defines the probability of events defined in terms of both X and 
Y.  

INUNDATION The submergence of land by water, particularly in a coastal 
setting (Titus 2009). 

  LIGHT DETECTION 
AND RANGING 
(LiDAR) 

a remote sensing instrument that uses laser light pulses to 
measure the elevation of the land surface with a high degree of 
accuracy and precision (Titus 2009). 

LINEAR ASSET An abstract node plus a linear feature represented by an ordered 
set of points. For example, a steam line would be represented 
by a Linear Asset. 

LOADING 
ENVIRONMENT 

Time and space variation of the loadings. 

LOADINGS Forces applied to a component of a structure or to the structure 
as a unit (structural loading). 

MARGINAL 
PROBABILITY 
DISTRIBUTIONS 

The marginal distribution of a subset of a collection of random 
variables is the probability distribution of the variables 
contained in the subset. The term “marginal variable” is used to 
refer to those variables in the subset of variables being retained. 
These terms are dubbed "marginal" because they used to be 
found by summing values in a table along rows or columns, and 
writing the sum in the margins of the table. The distribution of 
the marginal variables (the marginal distribution) is obtained by 
marginalizing over the distribution of the variables being 
discarded, and the discarded variables are said to have been 
marginalized out. 

MARGINAL 
PROBABILITY 
TABLE (MPT) 

For nodes in the Bayesian network that lacked parents, the MPT 
contains the unconditional probability of each potential node 
state. 
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MATERIAL 
PROPERTIES 

Quantitative property of a material, usually with a unit that may 
be used as a metric of value to compare the benefits of one 
material versus another. Material properties include Yield 
Stress, Ultimate Stress and Young Modulus of Elasticity 
(material properties). 

MEAN HIGH 
WATER 

a tidal datum; the average height of high water levels observed 
over a 19-year period (Titus 2009). 

MEAN HIGHER 
HIGH WATER 

The average of the higher high water height of each tidal day 
observed over the national tidal datum epoch (Titus 2009). 

MEAN SEA LEVEL 
(MSL) 

The “still water level” (i.e., the level of the sea with high 
frequency motions such as wind waves averaged out); averaged 
over a period of time such as a month or a year, such that 
periodic changes in sea level (e.g., due to the tides) are also 
averaged out; the values of MSL are measured with respect to 
the level of marks on land (called benchmarks) (Titus 2009). 

MISSION 
ASSURANCE 

A process to ensure that assigned tasks or duties can be 
performed in accordance with the intended purpose or plan. It is 
a summation of the activities and measures taken to ensure that 
required capabilities and all supporting infrastructures are 
available to the Department of Defense to carry out the National 
Military Strategy. It links numerous risk management program 
activities and security-related functions, such as force 
protection; antiterrorism; critical infrastructure protection; IA; 
continuity of operations; chemical, biological, radiological, 
nuclear, and high explosive defense; readiness; and installation 
preparedness to create the synergy required for the Department 
of Defense to mobilize, deploy, support, and sustain military 
operations throughout the continuum of operations (DoD 
2010b). 

MISSION NODE A type of abstract node the represents the mission being 
supported. It is intended to support a concept, rather than a 
physical entity. Mission nodes are normally instantiated at the 
root of an ACN tree. 

MITIGATION Actions taken in response to a warning or after an incident 
occurs that are intended to lessen the potentially adverse effects 
on a given military operation or infrastructure (DoD 2010b). 

MUTUALLY 
EXCLUSIVE 

If the state of a random variable is observed in nature, it can be 
associated with exactly one of the potential states in the model. 
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NATIONAL TIDAL 
DATUM EPOCH 
(NTDE) 

The latest 19-year time period over which NOAA has computed 
and published official tidal datums and local mean sea level 
elevations from tide station records; currently, the latest NTDE 
is 1983-2001 (Titus 2009). 

NEARSHORE The zone extending from the shoreline seaward to a short, but 
indefinite distance offshore (Titus 2009). For this study, we 
assumed nearshore modeling would be employed within 5-10 
miles of the coastline. 

NETWORK A group or system of interconnected or cooperating entities, 
normally characterized as being nodes (assets), and the 
connections that link them (DoD 2010b). 

NODE A point in a network topology where lines intersect. In 
Bayesian network DAGs, nodes represent random variables 
(i.e., observable quantities, latent variables, unknown 
parameters or hypotheses). 

NODE STATE One of the potential values of a random variable (i.e., node) in a 
Bayesian network (i.e., Functional (F) or Nonfunctional (NF). 

For purposes of this study, nodes with parents are defined by 
conditional probability tables that give, for every possible state 
of the variable, a probability of being in that state given the 
state of all parent node variables. Nodes without any parents are 
called roots and are defined by marginal probability 
distributions. 

NON-UNIFORM 
CARTESIAN GRID 

A rectangular numerical model grid consisting of variable cell 
sizes. 

NOR’EASTER  

(i.e., extra-tropical 
storms occurring in the 
Mid-Atlantic U.S.) 

The name given to the strong northeasterly winds associated 
with extra-tropical cyclones that occur along the East Coast of 
the United States and Canada; these storms often cause beach 
erosion and structural damage; wind gusts associated with these 
storms can approach and sometimes exceed hurricane force in 
intensity (Titus 2009) (nor’easter). 

NORTH AMERICAN 
DATUM OF 1983 
(NAD83) 

The official horizontal datum used for the primary geodetic 
network in North America (see Datum and Horizontal Datum).  
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NORTH AMERICAN 
VERTICAL DATUM 
OF 1988 (NAVD88) 

A fixed reference for elevations determined by geodetic 
leveling, derived from a general adjustment of the first-order 
terrestrial leveling networks of the United States, Canada, and 
Mexico (see Datum and Vertical Datum). 

OPEN BOUNDARY The water boundary of a numerical model computational 
domain. 

OPERATIONALIZE To define a concept or variable so that it can be measured or 
expressed quantitatively. 

OVERWASH The sediment that is transported from the beach across a barrier 
and is deposited in an apron-like accumulation along the 
backside of the barrier; overwash usually occurs during storms 
when waves break through the frontal dune ridge and flow 
landward toward the marsh or lagoon (Titus 2009). 

PARENT NODE A node in a Bayesian network may contain a value or condition. 
Each node in a network has zero or more child nodes, which are 
below it in the diagram (by convention, these diagrams are 
drawn growing downwards). A node that has a child is called 
the child's parent node (or ancestor node, or superior). A node 
has at most one parent.  

In a Bayesian network, nodes with parents are defined by 
conditional probability tables that give, for every possible state 
of the variable, a probability of being in that state given the 
state of all parent node variables 

POINT ASSET An Asset plus a 3D georeferenced location (latitude, longitude, 
elevation. Global Coordinate System (GCS) WGS 1984). For 
example, an electrical substation would most likely be 
represented as a point node. 

POSTERIOR 
PROBABILITIES 

The posterior probability of Y given the state of one or more 
random variables, X, is simply the probability that Y is in a 
particular state given the observations or evidence about other 
nodes, X. 

PRIOR 
PROBABILITY 

As represented in the Bayes’ theorem, ( )ijYP =   

is called the prior probability - the probability that Y is in the ith 
state before the evidence becomes available.  
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PROBABILITY A number expressing the frequency of the occurrence of an 
event or the degree of belief that an event will occur. 
Probabilities are given a value between 0 (will not occur) and 1 
(will occur). The higher the probability of an event, the more 
certain we are that the event will occur. 

RELATIVE SEA 
LEVEL 

Sea level measured by a tide gauge with respect to the land 
upon which it is situated. Mean sea level is normally defined as 
the average relative sea level over a period, such as a month or 
a year, long enough to average out transients such as waves and 
tides (IPCC 2007 Glossary). 

RELATIVE SEA 
LEVEL RISE 

The change in sea level relative to the elevation of the adjacent 
land, which can also subside or rise due to natural and human-
induced factors. Relative sea level chances include both global 
SLR and changes in the vertical elevation of the land surface 
(Anderson et al. 2009). 

A change in the elevation of the sea surface compared with 
some local land surface (Sahagian and Holland 1991). 

The rise in sea level measured with respect to a specified 
vertical datum relative to the land, which may also be changing 
elevation over time; typically measured using a tide gauge; 
compare with global SLR (Titus 2009). 

REMEDIATION Actions taken to correct known deficiencies and weaknesses 
once a vulnerability has been identified. 

RISK Combination of the magnitude of the potential consequence(s) 
of climate change impact(s) and the likelihood that the 
consequence(s) will occur (NRC 2010). Probability and severity 
of loss linked to threats or hazards and vulnerabilities (DoD 
2010b). 

ROOTS Nodes without parents. In a Bayesian network, roots are defined 
by marginal probability distributions. 

SCALE FREE 
NETWORK 

A network that shows degree distribution (i.e., the distribution 
of number of edges connected to nodes) that follows a power 
law (Barabási 2004).  
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SEDIMENT Solid materials or fragments that originate from the breakup of 
rock and are transported by air, water or ice, or that accumulate 
by other natural agents such as chemical precipitation or 
biological secretions; solid materials that have settled from 
being suspended, as in moving water or air (Titus 2009). 

SEDIMENT MASS 
BALANCE 

The overall balance between sediment in transport and sediment 
being deposited on the bed (sediment). 

SEDIMENT 
TRANSPORT 

Sediment transport is the movement of solid particles 
(sediment), typically due to a combination of the force of 
gravity acting on the sediment, and/or the movement of the 
fluid in which the sediment is entrained (sediment transport). 

SENSITIVITY The change in an output value given the unit change in an input 
value. 

SHORE The narrow strip of land in immediate contact with the sea, 
including the zone between high and low water lines. A shore 
of unconsolidated material is usually called a beach. Also used 
in a general sense to mean the coastal area (e.g., to live at the 
shore). Also sometimes known as the littoral (USACE 2005). 

SHORELINE The intersection of a specified plane of water with the shore or 
beach (e.g., the high water shoreline would be the intersection 
of the plane of mean high water with the shore or beach). The 
line delineating the shoreline on National Ocean Service 
nautical charts and surveys approximates the mean high water 
line (USACE 2005). 

SHORELINE 
ARMORING 

A method of shore protection that prevents shore erosion 
through the use of hardened structures such as seawalls, 
bulkheads, and revetments (Titus 2009). 

SIGNIFICANT 
WAVE HEIGHTS 

The average of the highest one-third wave heights in a random 
wave field, where the wave height of an individual wave is the 
vertical distance from the wave crest to the wave trough. 

SPECTRAL WAVE 
TRANSFORMATION 
MODEL 

The numerical program computes spatial and temporal changes 
of wave energy in the ocean. 
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STATIONARITY The concept that while climate may exhibit variability, the 
underlying statistics that describe the climate (such as its mean 
and variance) do not change over time. Rather, these 
characteristics are stationary. This leads to an assumption that 
the past represents a reasonable proxy for the future (). 

STEERING MODULE The operation of running two numerical models alternately and 
feeding updated model results to each others. 

STORM SURGE A rise above normal water level on the open coast due to the 
action of wind stress on the water surface. Storm surge resulting 
from a hurricane also includes the rise in level due to 
atmospheric pressure reduction as well as that due to wind 
stress. 

STRESSORS Stressors are the physical, chemical, biological, and human-
influenced changes that result from the drivers. These changes 
can be natural and modest in effect (e.g., plant production), or 
anthropogenic and severe (e.g., induced erosion, water quality 
changes, and habitat loss (Henderson and O’Neil 2007). A 
change may not be a stressor until a threshold is met, causing a 
substantive transformation or effect on a significant resource or 
category of resources. The term stressor is used to describe 
these changes because the stressor changes (i.e., stresses, 
configures, or transforms) the system. Stressor is presented as a 
neutral term because some changes are intended to be positive, 
e.g., increase in dissolved oxygen, and some are negative, e.g., 
an increase in invasive species. 

STRUCTURAL 
ANALYSIS 

Comprises the set of physical laws and mathematics required to 
study and predict the behavior of structures. The primary 
objective is the computation of deformations, internal forces, 
and stresses (structural analysis). 

STRUCTURE SOIL 
INTERACTION 

The process in which the response of the soil influences the 
motion of the structure and the motion of the structure 
influences the response of the soil (structural soil interaction). 

 

SUBSIDENCE The downward settling of the Earth’s crust relative to its 
surroundings (Titus 2009). 
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SURGE (1) The name applied to wave motion with a period 
intermediate between that of the ordinary wind wave and that of 
the tide, say from ½ to 60 min. It is low height, usually less than 
0.9 m (3 ft). See also SEICHE. (2) In fluid flow, long interval 
variations in velocity and pressure, not necessarily periodic, 
perhaps even transient in nature (USACE 2005). 

SYSTEMS 
APPROACH 

A systems approach is a set practices within a framework that 
are based on the belief that the component parts of a system can 
best be understood in the context of relationships with each 
other and with other systems, rather than in isolation. 

SYSTEM ASSET A special class of Asset that contains other assets and “rolls up” 
their behavior. For instance, a Steam System would contain the 
boiler building, boilers, and different types of steam lines. 

THERMAL 
EXPANSION 

In connection with sea level, this refers to the increase in 
volume (and decrease in density) that results from warming 
water. A warming of the ocean leads to an expansion of the 
ocean volume and hence an increase in sea level (IPCC 2007 
Glossary). 

TIDAL DATUM A baseline elevation used as a vertical point of reference from 
which heights or depths can be reckoned; called a tidal datum 
when defined in terms of a certain phase of the tide (Titus 
2009). 

TIPPING POINT A critical point in the evolution of a system that leads to new 
and potentially irreversible effects at a rate that can either be 
much faster or much slower than forcing (Titus 2009). In terms 
of infrastructure operation and maintenance, this is considered 
the point in which a minor annoyance becomes a catastrophic 
impairment affecting mission performance. 

TOPOGRAPHY Measured land elevation referenced to vertical and horizontal 
datums. 
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TROPICAL 
CYCLONE 

A storm system characterized by a large low-pressure center 
and numerous thunderstorms that produce strong winds and 
heavy rain. Tropical cyclones strengthen when water 
evaporated from the ocean is released as the saturated air rises, 
resulting in condensation of water vapor contained in the moist 
air. The term "tropical" refers both to the geographical origin of 
these systems, which usually form in tropical regions of the 
globe, and to their formation in maritime tropical air masses. 
The term "cyclone" refers to such storms' cyclonic nature, with 
counterclockwise wind flow in the Northern Hemisphere and 
clockwise wind flow in the Southern Hemisphere. The opposite 
direction of the wind flow is a result of the Coriolis force. 
Depending on its location and strength, a tropical cyclone is 
referred to by names such as hurricane, typhoon, tropical storm, 
cyclonic storm, tropical depression, and simply cyclone. 

UNCERTAINTY Lack of knowledge about the value of a quantity. 

UNSTRUCTURED 
MESH (or GRID) 

An unstructured (or irregular) grid is a tessellation of a part of 
the Euclidean plane or Euclidean space by simple shapes, such 
as triangles or tetrahedra, in an irregular pattern. Grids of this 
type may be used in finite element analysis when the input to be 
analyzed has an irregular shape (unstructured grid). 

VERTICAL DATUM Vertical datums are used to measure elevations or underwater 
depths [see North American Datum of 1983 (NAD83) and 
North American Vertical Datum of 1988 (NAVD88)]. 

VULNERABLE 
STRUCTURAL 
COMPONENTS 

Components in a structural system which are likely to have a 
permanent damage after the loads are removed. A susceptibility 
to loss. 

WAVE 
DIFFRACTION AND 
REFLECTION 

The change in wave propagation into the shadow and along the 
face of obstacles. 

WAVE PERIOD The time between the passage of two successive wave crests 
pass a fixed point. The peak period is the period associated with 
the most energetic waves in a random wave field. 

WAVE RADIATION 
STRESS 

The flux of momentum carried by the water surface gravity 
waves. 

WAVE 
REFRACTION 

The change in wave propagation as affected by the presence of 
bathymetry. 
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WAVE RUN-UP The maximum elevation the gravity waves reach on the beach 
relative to the still water level. 

WAVE SETUP Superevelvation of the water surface elevation due to the 
onshore momentum flux of breaking waves. 

WAVE-ACTION 
BALANCE AND 
DIFFRACTION 
EQUATION 

The mathematical description of the total wave energy and 
momentum changes as the net of energy gain and loss in 
addition to the wave diffraction mechanism. 

WETLAND 
CONVERSION 

See habitat switching. 

WETLANDS Lands whose saturation with water is the dominant factor 
determining the nature of soil development and the types of 
plant and animal communities that live in the soil and on its 
surface (e.g. Mangrove forests) (USACE 2005). 

WHARF A structure built on the shore of a harbor, river, or canal, so that 
vessels may lie alongside to receive and discharge cargo and 
passengers (USACE 2005). 

 



Appendix A: GIS Data Management 

GIS Database Design 

The ERDC Geospatial Data Analysis Facility was responsible for providing and managing 
geospatial data associated with the SERDP 1701 proj ect. A standard GIS data design was needed 
in order to take full advantage of the available geospatial data and new data being generated. GIS 
database design was a "living" activity, which involves continual effort during the scientific 
discovery, infonnation building, and intellectual product f01mation processes of the research. To 
accomplish these tasks the Spatial Data Standards for Facilities, Infrastmcture and Environment 
(SDSFIE) was selected as the data schema. The SDSFIE was recognized as the geospatial 
ente1prise standard across the entire DoD business mission area. The pmpose of this standard 
was to establish the content requirements for the collection and interchange of features and to 
facilitate the maintenance and use ofthat inf01mation by all users of GIS. 

NSN had developed a comprehensive geospatial database of utilities and environmental features. 
The data was conve1ied to the SDSFIE standard. Figure A-1 shows a p01iion of the Norfolk 
geodatabase. 
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Figure A-1. Norfolk geodatabase architecture. 

Additional data (i.e. , Atlantic stonn parameters, regional st01m surge/wave modeling, 
groundwater characterization effects, and regional geom01phic evolution), were inc01porated 
into the geospatial database as they were derived. The study initially used ArcGIS 9.3, and 
upgraded to ArcGIS 10 later in the study. 
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In addition, we developed a data p01ial, which is a website that acted as a gateway providing a 
single access point to multiple data sources. The web environment allowed the community of 
infonnation users and providers to share project content. The web p01ial consisted of five main 
sections: Home, Geospatial Layers, Maps and Videos, Interactive Map, and Databases and 
Software (Figure A-2). 

Ris k Q u a u ti£icalio n for S ustaining Costul M ilita r y l u s h t llalio n 
Ao;lfo:.-1"' ::. nd Mh:odn n C ::.(u • l,ilifi.-.." 

News and Announcements 

Pl'lo to::; of to<~m >At;lt to Nortolk " ' 0 now .,....,u.,bto NO)o1o<:~ t• to 
tva on nt(rnll;ltH:l OltUOIOriUllO l O YI OW phOt O. 

74::l/!l010 
t.'IOfllll i'J $ER0P $fo1 70 I P IOIIQ TV:It fl tJieVUflgiTVIVCOfl 
Roorn 120, Ouilding 3200. 0.30- t 2.00 

7112J2010 
UOAR data Is now avail abl e l or the lnsltllation and !luno\ll"'dino 
~re<~ "Th e r • &o tu t ton o r 11'1 $ etw~tiOI'l Cl~t3 t t. 1 meter 

Report Ele"'ents 

Abstracts, Presentations, and Notes 

Btpgr»J Ccqmpm!Ms ..... ~ 
Dr. MOC'V\,1 

1)r R n np't JfK 

ProJect Teaon 

H y dro;od,..•ouonoic: :Vrc><~el i .. c 
• Ql'j .Ja nt S wWa 

• nr •ex '""'" 
• lb;..,A19u&Jial,L,f 
• D e; C a p T a lbot 

G"on•orpbolot,tit' ~'fod"hna 
• D e; A aubrn )Joran¥ 

F.n,·i m nmt>nr-:.1 ~rod.-l ine; 
• ~ai~:Li.3 c:.h ull_dl 
• *"'i t.:x•s :us& y 

CoHit~et Sc:otl 6 o.,.r,.,. 
.,.._..401--$~-~ 
~tL8ourno0et'do;.u•oco onny,,.. 

lout,. l.hotiouo ~lowl•l.in • 
+ Qr 1\Ukc (:•u 
• :ur $ t n •c rran• sr 

A 5.set l>;uu:~~ae ~lodeliaa 
• n c rut ·)ll• k.,. 
• Mr; .StruLI(tJtg 

r):ot:.b:. ., .. 1) .. -..• .. lopon.,nt :.•d Sr:.J.i:. l .An:.l:.-·~"'" 

· ~9t~ 

Rid' A 'lo{U''iSmt'nt .:\IOdt'lia& 
+ Q&: ~lartin.S-dudl4 
• n..:....J:d.-··~ • :\h Ji•lly brka C,ppg tpn 

ll~mt O•P•R*U*' P•• • M.IR.l 'OS'OKm.' s Map paubau• ... e ipQ:·Yfl 

Figure A-2. Team network portal. 

We accessed these sections via the Home Page shown here. The Geospatial Layers page 
provided all the data that was acquired from NSN. Each geospatial feature class was downloaded 
as a shapefile. The data was organized to conf01m to the SDSFIE standard. The Maps and 
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Videos page provided a location where maps and videos of model output were posted for 
viewing and downloading. 

The Interactive Map was an ArcGIS Server web application. ArcGIS Server provided the ability 
to publish GIS web services. It was a platf01m for building ente1prise GIS applications that were 
centrally managed, supp01i multiple users, and included advanced GIS ftmctionality. Developing 
this web GIS environment greatly expanded the use of location based data and allowed 
researchers to distribute their data to the other researchers. At the time of this study, the ArcGIS 
Server technology provided organizations with the ability to manage and deploy web services for 
mapping, data management, and geospatial analytics, organizations can more easily leverage 
their intemal GIS resources, as well as services hosted on other GIS servers, and put them to 
work. The SERDP web application is shown in Figure A-3. 

Figure A-3. Interactive map of the study site. 

The database and software pages offered a location where all database inf01mation could be 
accessed. Also on the page was a link to ArcGIS Explorer. ArcGIS Explorer was a free, 
downloadable GIS viewer that offered the users a more powerftll tool than the ArcGIS web 
application to explore and visualize geospatial data. 
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GIS Database Assembly 

At the begilllling of the project, we decided that geospatial data were needed for the installation. 
These data included Digital Elevation Models (DEM), utilities data (ex. elecu·ical, steam, st01m 
water, water, and transportation), and image1y (satellite and aerial) . Assembling these data was a 
highly interactive exercise that required several geoprocessing steps, including mosaicking, 
clipping, re-projectioning, and f01m at conversions. These data combined with data from the 
hydrodynamic modeling and the operationalization of the ACN conu·ibuted directly to the 
population of the project's geodatabase. 

Using a GIS for data assembly expedited the procedure of combining output and data from these 
tasks. To assemble all the data types we decided to build an environmental loading 1O-m2 grid 
that covered the entire installation and navigation channel. Figure A-4 shows prui of the 
installation and the 1O-m2 grid. 

The 1 0-meter environmental loading grid was a polygon layer and each grid cell had a unique 
ID. The lmique cell IDs were assigned to the geospatial assets used in the ACN. We used an 
identity analysis geoprocessing step to assign unique cell IDs to each asset. The process 
computed a geomeu·ic intersection of the assets and grid layer. The assets or p01iions thereof that 
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overlapped the grid layer were assigned the Cell ID of those grid features. Figure A-5 shows a 
section of the primruy underground conductor asset that fell within one of the cells. 
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Figure A-5. Electrical asset located iu a siugle cell. 
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Extraction of the environmental loading data and assigning it to the cell required a series of 
geoprocessing steps. First raster layers of the environmental loadings were generated. Next the 
cell midpoints were used to extract the environmental loading inf01mation. Extract Values to 
Points was the command to accomplish this step. This cornmand extracted the cell values of the 
environmental loading data based on the set of midpoints. These midpoints also had the same 
cell IDs as the 1O-m2 grid layer. The midpoints and the 1O-m2 grid layer were spatially joined 
based on the unique ID value, thus, assigning the loading data to the 10-m2 grid layer. Figure A-6 
shows an example of the inf01mation for a single cell. 
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Figure A-6. Assets and envirorunentalloadings of a single cell for the project. 
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Appendix B: List of Scientific/Technical Publications 

Honghai Li, Lihwa Lin, and Kelly A. Burks-Copes (2013) Modeling of Coastal Inundation, 
Storm Surge, and Relative SLR at Naval Station Norfolk, Norfolk, Virginia, U.S.A.. 
Journal of Coastal Research 29(1):18-30. (Available online at: 
http://dx.doi.org/10.2112/JCOASTRES-D-12-00056.1, Accessed May 2014). 
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Appendix C: Other Supporting Materials 

In 2011, we received one of the highest awards in the ERDC – the ERDC Research and 
Development Award for leveraging its prior experiences, world-class interdisciplinary technical 
expertise, body of knowledge, and computing bases, to innovate at the frontier of research to 
deliver advanced science and technology to the field by demonstrating an integrated our coastal 
hazard risk assessment framework that was designed to manage sea level rise uncertainties and 
communicate the risks of mission impairment to end-users and policymakers in a meaningful 
manner thereby supporting mission sustainability into the long-term.  

In addition, we regularly coordinated and conducted onsite briefings to NAVFAC and the 
Navy’s Task Force Climate Change providing regular status updates on details regarding the 
study’s ongoing context and vision in order to garner insight into the inner-workings of the NSN. 
In particular, the following personnel were considered critical collaborators and provided key 
input into the analyses presented here: 

• CAPT Tim Galluadet and Ms. Courtney St. John (Navy’s Task Force Climate 
Change) 

• CAPT Mark R. Libonate, Commanding Officer Naval Facilities Engineering 
Command (NAVFAC) Mid-Atlantic, Civil Engineer Corps, United States Navy  

• CDR Frederick A. Hintermister, Office of the Deputy Assistant Secretary of the 
Navy, Infrastructure Strategy and Analysis, Critical Infrastructure Protection 
(ODASN IS& A CIP) 

• Mr. Anthony L. Farmer, Structural Engineering TDC Capital Improvements 
Business Line, NAVFAC Mid-Atlantic  

• Mr. Robert Baldwin, Regional Community Plans and Liaison Officer, Asset 
Management Branch, NAVFAC Mid Atlantic 

• Dr. Richard A. Gardner, Environmental Department Head, Engineering Services 
Center (ESC), NAVFAC 

• Dr. Shun Ling, Environmental Office Head, ESC, NAVFAC 
• Mr. Timothy J. McHale, ESC, NAVFAC 
• Ms. Jennie Dummer ESC, NAVFAC 
• Mr. Robert L. Butters, P.E., Facilities Planner, NAVFAC 
• Mr. John H. Salley, R.A., Deputy Public Works Officer, NAVFAC.  

We will continue to collaborate with these partners into the future.  
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DEPARTMENT OF THE NAVY 
NAVAL FACILITIES ENGINEERING SERVICE CENTER 

1100 23RD AVE 
PORT HUENEME, CA 93043-4370 

IN REPLY REFER TO 

5090 
4 Jan 2011 

From: Commanding Officer, Naval Facilities Engineering Service Center, Port Hueneme, 
CA 

To: Commander, Engineer Research and Development Center, U.S. Army Corps of 
Engineers, Vicksburg, MS 

Subj: LETTER OF SUPPORT, SERDP PROJECT 1701 

Ref: (a) SERDP Project 1701, Risk Quantification for Sustaining Coastal 
Military Installation Assets and Mission Capabilities 

1. I am sending this letter to express support for your work on Project 1701 (reference (a)), 
being performed under the sponsorship of the Strategic Environmental Research and 
Development Program (SERDP). Your team at the Engineer Research and Development Center 
(ERDC), under the leadership of Dr. Edmund Russo and Ms. Kelly Burks-Copes, is developing a 
methodology to assess risks to military coastal infrastructure caused by future storm events 
exacerbated by projected sea level rise. To aid in development of this methodology, the ERDC 
project team has reviewed candidate sites in the Hampton Roads area and has selected Naval 
Base Norfolk as the subject for the study. 

2. This project is of special interest to the Naval Facilities Engineering Service Center 
(NAVFAC ESC) since we are tasked with providing specialty engineering services to the Naval 
shore community including the risks associated with climate change such as sea level rise. We 
too view Naval Base Norfolk as the single best site for this project because it is the Navy's 
largest shore installation and because it is in a vulnerable location from the perspective of sea 
level rise and storm events. 

3. The ERDC project team has established technical goals and objectives that are appropriate to 
this work including the development of robust and scientifically defensible methods, tools, and 
technologies that can be transferred to the military community of practice. We are closely 
following the team's progress in the development of multiple scientific and engineering models 
that can be integrated into a climate change risk assessment, eventually leading to effective ways 
to manage the risk. We hope to employ the products of this work at more than 70 Navy 
installations world-wide that may be imperiled by sea level rise. 

4. I wish to express my personal gratitude to Ms. Burks-Copes for her hospitality in hosting four 
representatives of NA VFAC ESC at your facility in September. Ms. Burks-Copes assembled the 
ERDC project team from multiple laboratories for an enlightening series of presentations and 
discussions. In November, we participated in the ERDC briefing to representatives of Naval 
Facilities Engineering Command, Mid Atlantic (NA VFAC MIDLANT) at Naval Base 
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Subj: LEITER OF SUPPORT, SERDP PROJECf RC-170 I 

Norfolk. In December, we witnessed the importance accorded your work by the SERDP Program 
Manager, Dr. John Hall, during a dedicated sea level rise meeting at the SERDP conference in 
Washington D.C. 

5. We at NA VFAC ESC regard your work on this project as world-class, being performed by a 
team of multi-disciplined experts carefully selected from throughout the ERDC laboratories. We 
eagerly anticipate the products of your work so that we can begin applying them to our global 
shore infrastructure. 

RICHARD A. GARDNER 
By direction 
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