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Executive Summary  

 

Since many risks realized are not identified, this paper examines the barriers to comprehensive risk 
identification, recommends methods for overcoming these barriers, and provides other best-practices 
for improved risk identification. These recommendations target the unidentified technical risks to 
program and mission success that can and should be identified at program inception (concept 
definition and proposal development through the preliminary design). The recommendations may also 
improve risk identification throughout the program lifecycle.  

  

“....as we know, there are known knowns; there are things that we know that we 
know. We also know there are known unknowns; that is to say we know there are 
some things we do not know. But there are also unknown unknowns, the ones we 

don't know we don't know.” 
—Donald Rumsfeld, United States Secretary of Defense 
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1. Purpose  

 

Risk management is a robust and well documented process applied in commercial industries and 
government programs and risk identification is an important first step in the process. Problems were 
frequently not previously identified as risks and therefore the methods and tools available to manage 
those risks were not implemented. The purpose of this document is to help the space community 
recognize barriers that inhibit effective baseline risk identification, and provide methods to help 
customers and contractors more effectively address these barriers. Specifically this document is 
targeted at prime and subcontracting agents, risk process owners, and risk management practitioners.  

Total risk identification for any program is neither practical, nor is it absolutely measurable.  
Approaches to provide an indication of the completeness of risk identification are described in this 
document. Utilizing the recommended methods can provide a good indication of the unidentified risk 
exposure at program inception and throughout the lifecycle (see Figure 1). 

Once identified, each risk can be assessed, and the program can either consciously accept it or plan to 
mitigate, track, and report status using established tools and methods. The Risk Management 
activities after identification are unique to each organization, customer, product line, or program, and 
are not within the scope of this document. 

 
Figure 1. Typical program phases. 

  

“Total Risk is the sum of identified and unidentified risk.  Some unidentified risks are 
subsequently identified when a mishap occurs. Some risk is never known.” 

- FAA Risk Management Handbook, FAA-H-8083-2 

* 

*Integrated Baseline 
Review 
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2. Current State of Risk Identification in the Space Industry 

 

Over time modern space systems’ technical practices have evolved to improve the predictability of 
achieving the target outcomes. The disciplines of engineering, quality, reliability, contamination 
control, parts, materials, and processes, safety, and others have improved their design standards and 
processes to mitigate commonly realized risks. The improvement in these disciplines does not make 
continual risk identification obsolete – especially for development and new technology programs.   

There are many barriers to effective risk identification. By working to overcome these barriers, a 
program can improve the identification of risks and efficiently implement risk mitigation strategies.   

The space industry already has risk identification methods (see Table 1). These are grouped into 
methods based on personal experience and knowledge (experiential) and methods based on analysis 
of data (analytical). Each method has advantages and disadvantages. Effective risk identification 
usually requires a combination of two or more methods to overcome the disadvantages. 

Table 1. Risk Identification Methods 

Risk ID Method Description Strengths Weaknesses 
Experiential Methods 

Review previous 
program risks, 
issues, and 
lessons learned 

Review of risks and issues identified on 
prior programs of similar scope, 
complexity, and use of technologies to 
see if any are applicable to the current 
program 

Leverages relevant knowledge 
from similar programs. 

May not include risks 
outside of prior programs’ 
experiences. Differences 
between programs may not 
be understood. 

Checklists and 
questionnaires 

Structured method to identify known 
potential risk areas based on past 
experience, and to have responders 
assess the applicability of those 
potential risks to the current program. 

Leverages institutional and 
organizational lessons learned. 

May not identify risks 
outside of the group’s prior 
experiences. Requires 
organization repository and 
maintenance. 

Brainstorming  Utilizes social interaction to enhance 
the risk identification process. It 
requires a competent and unbiased 
facilitator to help keep the discussion 
on topic.  

Provides a structured method to 
leverage the knowledge breadth 
of a diverse group of experts. 

Dominating individuals may 
attempt to push their ideas 
onto the rest of the group, 
and weaker personalities 
might not get a chance to 
air their views. 
Only as good as the 
experience breadth of the 
group. 

Personal 
knowledge/ 
experience of risks 

Collect risks based on one or more 
individual’s personal knowledge and 
expertise. Example questions “What 
are you worried about? What keeps 
you up at night?” 

Beneficial within each 
individual’s experience range. 

Limited team experience or 
knowledge. Individuals can 
inject biases into process. 
May not capture institutional 
experience lost with 
attrition. May not translate 
experience, design 
weakness, etc. into a risk 
framework. 

 

“The major difference between a thing that might go wrong and a thing that cannot 
possibly go wrong is that when a thing that cannot possibly go wrong goes wrong it 

usually turns out to be impossible to get at or repair.” 
- The Hitchhiker’s Guide to the Galaxy, Douglas Adams 

http://www.crhp.net/article1.html
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Risk ID Method Description Strengths Weaknesses 
Analytical Methods 

Key Performance 
Parameters 
(KPPs) – 
technical, 
programmatic 

Review of the KPPs to identify the 
specific risks to achieving the key 
program objectives. Monitor trends in 
KPPs and margins/reserves. 

Provides risk identification that 
is targeted on the design’s 
ability to meet the program’s 
KPPs. 

Assumes the program’s 
identified KPPs fully 
represent the parameters 
that best represent the 
required system 
performance. 

Review Project 
Work Breakdown 
Structure (WBS) 

A critical review of the WBS can 
expose risks inherent in the 
interdependency of the project work. 

Provides a structured approach 
for risk identification in the 
context of how the program’s 
work is structured, including 
entities external to the program 
(suppliers, teammates, 
governmental entities, etc.). 

Risk identification using the 
WBS is only as good as the 
WBS itself, and the 
expertise of the risk 
identifiers reviewing the 
WBS. 

Risk Breakdown 
Structure 

Risks are stated and assessed at each 
level of architectural assembly: system, 
subsystem, unit, component and part. 
Higher level risk assessments are 
informed largely by historical data. 
Middle level risks also include the risk 
of interface and interaction.  
Component and part level risks are only 
assessed for very high unit-level risks. 

Comprehensive, structured, and 
intuitive for the reviewer. 
Aggregate risks include the 
probabilistic sum of all of the 
constituent elements. 

Aggregation is subjective, 
and typically not statistical 
or mathematical – resulting 
in decreased confidence. 
Low aggregate risks may 
mask high concentrations of 
risk in certain components 
or parts. 
Effective mitigation is 
sometimes best performed 
at a different level than the 
level being reviewed. 

Inception Risk 
Standardization 

Each program assesses and 
dispositions a list of pre-defined 
standard risks based on the experience 
and data collected from historical 
programs and missions. 

This method requires programs 
to assess likely risks which may 
be overlooked. 

Pre-defined standardized 
risk lists are not likely to be 
insightful to mission and 
program specific risks. 

Review 
Requirements, 
Design 
Documents, and 
Drawings 

Review of these documents can reveal 
perceived gaps in the design, or over-
constraints that could adversely affect 
design development. 

Provides a structured approach 
for risk identification in the 
context of the program’s 
requirements and design 
documentation. 

Risk identification using the 
requirements and design 
documentation is only as 
good as the documentation 
itself, and the expertise of 
the risk identifiers reviewing 
the documentation. 

Utilization of 
Models and 
Simulations 

Early models and simulations can help 
identify weak  points in the 
requirements or the design, and help 
direct programmatic attention to 
address concerns before they manifest 
as design issues. 

Models and simulations provide 
early insight into the design and 
its performance, from which 
risks (and issues) can be 
identified and documented. 

Risk identification using 
models and simulations 
depends on how well they 
correlate to the actual 
design, level of realism, and 
the expertise of the risk 
identifiers analyzing and 
interpreting the results. 

Fault Tree 
Analysis (FTA) 
and/or Root 
Cause Analysis 
(RCA) 

FTA provides insight into design 
weaknesses and helps the engineering 
team identify added mitigations that 
may prevent faults or minimize impact 
of faults. 
RCA provides insight into process 
weaknesses and helps organizations 
add mitigations that may prevent fault 
recurrence. 

FTA and RCA provide a 
rigorous methodology to 
understand potential 
contributors to a given fault.  
The process could help inform 
the analyst as to where a design 
is exposed to otherwise 
unidentified risks. 

Risk identification during 
the FTA or RCA process 
depends on the depth and 
breadth of the analysis, and 
the expertise of the analyst.   
RCA responds to the 
presence of a failure and 
can be useful in predicting 
recurrence, but are not 
useful in predicting first 
occurrence. 
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Risk ID Method Description Strengths Weaknesses 
Analytical Methods 

Failure Modes and 
Effects Analysis 
(FMEA) 

FMEAs help identify where design is 
exposed to failure modes, and inform 
the program on technical risks, 
consequences, and need for added 
mitigation. 

FMEA provides a rigorous 
methodology to identify and 
understand the failure modes of 
a given design. This better 
informs the program’s risk 
identification process both at the 
unit/subassembly level, as well 
as at the system level. 

Risk identification during 
the FMEA process depends 
on both the rigor applied to 
the FMEA, and the 
systemic understanding of 
how a unit’s failure 
modes/effects will impact 
performance of the larger 
system.  

Review of Test 
Plans or Test 
Results 

Test plan reviews (for breadth and 
depth of testing) help to identify where 
a system test plan may be inadequate 
in ensuring requirements are 
addressed and properly verified. Test 
results reviews help to identify if risk 
has been realized, and may also inform 
the engineer of unexpected 
performance attributes that pose 
potential risk to system performance. 

Reviewing test plans in the 
context of risk identification can 
provide the reviewer insight into 
verification risks.  
Reviewing test data in the 
context of risk identification can 
provide the reviewer the first 
opportunity to assess any 
unexpected actual performance 
of the element under test, and 
evaluate its potential risk to the 
larger system. 

Risk identification derived 
from Test Plan reviews tend 
to focus only on what is 
tested (as opposed to what 
is not tested).  
For test data reviews, a 
reviewer may 
unintentionally mask a 
discovered issue as a risk. 

Assessing 
exceptions to 
mission assurance 
standards and 
processes 

An evaluation of tailorings, waivers, or 
deviations from customer or enterprise 
required mission assurance standards 
and processes to assess risk potentially 
introduced by these exceptions. 

Establishes risks relative to an 
accepted baseline. Performing 
to modified standards may have 
inherent risks, unidentified. 

None 
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Many program managers, especially those facing more problems than they can handle, 
unconsciously signal to their teams that they do not want to hear about any new risks, 

even if they explicitly support good risk management processes. Their teams thus 
become reluctant to identify and report risks even though they could significantly affect 

the project. 
Overcoming Cultural Obstacles to Managing Risk, by Daniel Galorath 

 

3. Barriers to Risk Identification  

There are many barriers to risk identification commonly encountered within the space community.  
Some of these barriers are intrinsic to an organization’s processes, some are the result of contractual 
relationships between customer and contractor, and others are inherent in human psychology. These 
barriers impact the ability of customers, contractors, and risk practitioners to effectively identify risks. 
Recommended actions to mitigate the risk barriers described below are provided in Section 5. 

3.1 Barrier 1: Over-Reliance on a Single Method  

 

Most programs typically rely on personal experience as the primary or even the sole risk 
identification method. This experience is a rich source of knowledge of potential adverse 
consequences. However history also shows that many risks realized were not part of the experience 
set of those personnel, and were therefore neither identified nor mitigated. Other risk identification 
techniques such as brainstorming can improve collective recall, but they still rely primarily on the 
collective experience of the team members polled. Consequently, human psychology results in the 
incorporation of Normalcy Bias (i.e., “it’s been OK before”), bounded rationality (limited 
information/cognitive abilities), and epistemic failures (bad decisions). 

The program should use a diversity of experiential and analytical techniques and should assess risk 
identification completeness, and management/customer should periodically review this measure. 

3.2 Barrier 2: Artificial Constraints and Biases 

Management frequently establishes artificial constraints that act as barriers to the program team’s 
ability to effectively identify risks at program inception.  Examples of such constraints are: 

• Limiting the total number of risks identified. Program investment in risk identification is not 
unlimited, and an inevitable constraint occurs when the volume of risks identified strain the 
ability to manage them. 

• Bias towards identifying a large aggregated risk can mask its constituents. Aggregated risks 
which combine multiple causes or effects attract significant program attention, and smaller 
risks that may be more effectively mitigated may go unidentified.   

Experts in the psychology of human error have long been aware that even highly 
trained experts are easily misled when they rely on personal experience and informal 

decision rules to infer the causes of complex events.  
-Barry Beyerstein, Professor of Psychology 

http://www.crhp.net/article1.html
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• Bias towards identifying many small individual risks or failure to look across those individual 
risks may mask their relationships and interdependencies.   

• Self-censoring risks with no apparent available mitigation. Risk identifiers are frequently 
reluctant to identify, track, and report risks that they assume to be implicitly accepted (e.g., 
use of heritage designs, risk of damage during launch environment). 

• Establishing a quota of high, medium, and low risks (e.g., “As a low risk program there 
should only be low risks identified.”). 

• Establishing program areas where risk identification is not welcome (e.g., recurring designs, 
customer specified interfaces, or areas of corporate reputation). 

• Misidentifying issues as risks may limit the robustness of risk identification. 

Risk practitioners should assess the constraints and biases facing the program and implement 
mitigations against them. 

3.3 Barrier 3: Dismissing a Risk as a Normal Program Challenge 

 

In all development programs there are challenges. Design development and verification are part of the 
program, and there are usually varying degrees of confidence in meeting the technical challenges. The 
yet undiscovered hurdles may be viewed as normal program activity, or they may be seen as technical 
risk. Differentiating technical risk from routine technical activity at program inception is a matter of 
perception. 

The overconfident program manager may fail to recognize the technical risks in their normal 
development, and may therefore be insufficiently prepared to mitigate them. The program that over-
identifies uncertainty as risk is likely to overwhelm the risk management process. 

The balanced program approach carefully reviews the program’s planned activities, anticipates the 
unintended results, and discriminates the risks from planned activities. The most significant risks are 
those that can persist beyond their retirement deadline. Programs should carefully review their 
technical challenges in light of the program commitments and constraints (cost, schedule, resource, 
etc.) and extract the technical risks that may be inherited by the next phase – especially delivery to 
orbit.  

3.4 Barrier 4: Compliance Reliance 

 
Space industry and proprietary standards, processes, and procedures have been developed to ensure 
that program deliverable products and services will meet an array of requirements – that they are fit 

“We implemented our approved, standard processes.  I did not expect this problem.”  
 -Anonymous Mission Assurance Executive 

 

 

 

 

 

“You want to know what my IPT’s risk is in executing our design development plan? I 
have a great team, and I know we can figure out how to make this work, I don’t see any 

risk.”  
-Anonymous IPT Lead 
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for their purpose, are safe, reliable, and of good quality, and have characteristics or meet certain 
requirements for performance, commonality, interoperability and compatibility with other systems, 
and similar objectives. Standards provide requirements, specifications, guidelines, or characteristics 
that result from technical considerations, and include, but are not limited to, definitions and 
terminology, methods and criteria for measurement and test; ratings structures; application guides; 
recommended practices; design margins; and specific materials, processes, and procedure 
requirements.  

Adhering to the definitive set of engineering practices for the program would seem to ensure that the 
products developed will perform as required. Social scientists describe this phenomenon as 
“compliance reliance”. 

However, space programs are inherently complex, and merely adhering to a set of engineering 
documents does not ensure that the system as a whole will meet requirements. Complex engineering 
projects may differ greatly from the “sum of the parts” properties – with behaviors and interactions 
among system components that are quite different than expected. Additionally, despite rigorous 
methods, part procurement problems, process inconsistencies, workmanship errors, and other issues at 
lower levels still occur. The failure to appreciate the sensitivity of system level to lower level 
performance is a barrier. 

Therefore, regular risk ID check-ups should include use of standardized checklists, and assessment of 
overall systems engineering rigor. 

3.5 Barrier 5: Program Acquisition Attributes 

 
The acquisition process can create barriers to the identification of risk. The language within the 
Request for Proposal (RFP) can significantly shape the bidder’s proposal. If the RFP requires that 
certain key risk areas be addressed, the proposal will focus on those risks, potentially to the exclusion 
of others. Likewise, since the source selection process often rewards a low risk offering, a proposal 
will tend to project low risk. This low risk posture becomes the baseline for the program, inhibiting 
expansion of or reassessment of the risk landscape.  

The contractor and customer should instead establish a cooperative and collective interest in 
understanding the complete risk profile. Risk identification workshops (using selected methods from 
Table 1) conducted within each organization, and as integrated teams, should provide thorough, 
meaningful risk identification.   

3.6 Barrier 6: Scope Boundaries 

 
Some risks are not identified because they are perceived to be outside of identifiers’ scope; the 
potential problems are “not in my backyard”. Examples of these scope boundary barriers include 

“Risk is a Borderless Phenomenon.”  
 -Denis Smith and Moira Fischbacher, Editors, Risk Management Journal 

 

 

 

“The government will evaluate proposals deemed acceptable to ascertain both the 
degree of Technical Risk and the reasonableness of the proposed price.”  

 -U.S. Government Request for Proposal 
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system interfaces within a contractor scope or crossing customer and contractor boundaries (e.g., 
spacecraft-to-LV, spacecraft-to-ground segment, or payload-to-spacecraft), program funding, 
potential for obsolescence to affect follow-on production, and product dependencies (e.g., GFE, 
Operations Center availability). 

The risk identification process should consider all system interfaces and assumptions, both internal 
and external to the system. It should also consider investigating the “fringes” of the system, even if 
marginally out of scope. Programs should utilize inter-element forums to solicit risks from outside of 
assigned scopes. 

3.7 Barrier 7: Normalization of Deviance 

 
Normalization of deviance occurs when a one-time deviation from initial thresholds does not result in 
a negative consequence (e.g., use of cell phones while driving). Participants rationalize the deviation 
with accepted practice and they generate a new set of expectations or new normal (normalization of 
the deviation); acceptance of the deviation continues until it becomes considered a (new) normal 
behavior. Eventually the team grows desensitized to the risk likelihood simply because it hasn’t been 
realized yet. The process repeats until a failure occurs, either due to aggregation of the deviances, or 
simple statistics catches up. 

In cases of long-term programs or hardware or software reuse, risks may not be identified for events 
familiar or common to the executing organization. From that organization’s perspective, these new 
behaviors have been manageable under prior conditions, and any formal risk identification is deemed 
as unnecessary. In this syndrome, the accepted “norm” keeps getting adjusted (to higher risk) but 
there is never an aggregation of the adjusted risk. 

To avoid this problem, analytical risk identification should be performed at program inception. Risk 
identification should consider the specific mission requirements, as well as prior problems, near-
misses and work-arounds. Most importantly, the risk exposure must be periodically and 
independently reviewed. 

“Social normalization of deviance means that people within the organization become 
so much accustomed to deviant behavior that they don’t consider it as deviant despite 

the fact that they far exceed their own rules for elementary safety.”  
Diane Vaughan, author of The Challenger Launch Decision: Risky Technology, 

Culture, and Deviance at NASA 
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4. Measure of Risk Identification Completeness 

 

Several distinct risk identification completeness measures exist, each with benefits and difficulties.  
Risk count is a high-level indicator that risk identification has been attempted. The Barrier Scorecard 
(Table 2) provides a means to assess the thoroughness of the risk ID process in presence of the likely 
barriers.  

Table 2. Barrier Scorecard 

Risk ID 
Area Barrier Assessment Criteria Assessment 

Barrier 1: 
Over-
Reliance on 
a Single 
Method 

1 The program uses only personal experience to identify risk. 
3 The program has access to many of the risk ID methods, but choice 

of method is at individual discretion. 
6 The program has access to many of the risk ID methods, and 

provides guidance on the appropriate usage. 
9 The program requires application of multiple risk ID methods. 

 

Barrier 2: 
Artificial 
Constraints 
and Biases 

1 The program has explicitly established an artificial constraint or bias 
against complete risk identification.  

3 The program has implicit constraints and biases that limit, delay, or 
impede risk identification. 

6. There are minor constraints or biases which limit identification of 
minor risks, but significant risks are effectively identified. 

9 Risk identification process does not have constraints or biases to 
risk identification.  The program actively challenges assumptions that 
may constrain risk identification. 

 

Barrier 3: 
Dismissing 
a Risk as a 
Normal 
Program 
Challenge 

1 The program suppresses identification of risk for technical 
uncertainty. 

3 The program neither suppresses or encourages identification of risk 
for technical uncertainty. 

6 The program encourages risk identification of technical uncertainty. 
9 The program systematically and methodically reviews technical 

uncertainty and identifies associated risks. 

 

Barrier 4: 
Compliance 
Reliance 

1 Program explicitly and formally assumes acceptable risk for 
compliant designs and processes. 

3 Compliant designs and processes are assumed to have no risk 
unless demonstrated otherwise. 

6 Program risk identifiers are encouraged to review design and process 
requirements and identify residual risks. 

9 Program employs systems engineering rigor including 
documentation of residual risks, rollup risks, and effects of lower 
level system performance to mission objectives. 

 

“We ignore the risks that are hardest to measure, even when they pose the greatest 
threats”  

-The Signal and the Noise: Why So Many Predictions Fail – But Some Don’t 
By Nate Silver 

http://www.crhp.net/article1.html
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Risk ID 
Area Barrier Assessment Criteria Assessment 

Barrier 5: 
Program 
Acquisition 
Attributes  

1 Contract and program incentives actively constrain or bias effective 
risk identification. 

3 Program is encouraged to identify and mitigate contract incentives 
against effective risk identification. 

6 Contract type supports desired level of involvement in contractor’s 
risk management process. 

9 Incentives in place for contractor to identify risks. 

 

Barrier 6: 
Scope 
Boundaries 

1 Risk identification is explicitly restricted to within the boundaries of 
technical and/or contract scope. 

3 No prohibition against, or encouragement for identification of risk 
outside of technical and/or contract scope. 

6 Program elements are encouraged to identify risk at interfaces and at 
the integrated level. 

9 Programs implement specific processes for inter-element  risk 
identification. 

 

Barrier 7: 
Normalizati
on of 
Deviance 

1 Program rejects or discourages identification of long-standing risks. 
3 Longstanding risks are identified if there is a change in assumption 

or criteria. 
6 Long standing risks are carried over to current programs. 
9 Program actively and systematically seeks to identify residual risks 

from heritage designs, processes, or assumptions. 

 

Candidate 
Risks 

1 No formal repository for candidate risks; risks are captured in a risk 
list only after review and acceptance. 

3 Candidate risks are formally captured and reviewed.  Unapproved 
candidate risks are closed. 

6 Streamlined process for formal capture of candidate risks to minimize 
investment until acceptance. 

9 Streamlined process for candidate risk ID, with periodic monitoring of 
unapproved risks until retired. 
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5. Recommendations 

 
The risk exposure of a program changes over time. Formalized risk identification employing multiple 
methods and forums should be repeated periodically, at program milestones, or when triggered by 
other indicators or changes.  

Each recommendation is targeted at a particular function (customer, process, program, or industry 
forum), but the actual implementation of these recommendations may be tailored based on unique 
conditions. A combination of the recommended methods is needed to address the barriers identified. 
Table 3 summarizes the recommended actions for organizations to implement improved technical risk 
identification at program inception. 

Table 3. Recommendations 

ID Recommendation Barrier Mitigated Function 1 2 3 4 5 6 7 

1 Review list of risk identification methods and provide processes, tools, 
templates, and training to program risk managers. X       Process  

2 Plan to use several methods of risk identification at each program 
milestone and document it in the risk management plan (or equivalent). X       Program 

3 
Require at least two risk identification methods for each program 
milestone or event, using at least one experiential method and one 
analytical method. 

X       
Program and 
Process 

4 Risk ID template should include classification/grouping to aid in 
development of future guidance and checklists. X X     X Process 

5 Maintain a library of historical program risks, grouped by classification. X X X X    Process 

6 
Add risk identification as a discrete activity throughout the life cycle 
program milestones, design/readiness/peer reviews, of technical 
products (code reviews, modeling and simulation, rehearsals, and 
technical analyses), and phases (test and integration, launch). 

X X X X    

Process and 
Program 

7 Use change control forum, configuration management to evaluate and 
assumptions for potential changes to risk. X  X X    Program 

8 

Establish design review checklists that include identification of residual 
risks, assessment of modeling and simulation fidelity, and assessment 
of overall systems engineering quality. Use standard risk checklists to 
help ensure thoroughness. Programs with significant design heritage 
should carefully review the risks and anomalies identified by the legacy 
program. Inheritance reviews should be used to identify risks. 

X   X X  X 

Process or 
Program 

11 
Implement risk identification as part of dispositioning nonconformances 
and anomalies. Specifically focus on unverified failures, ‘accept as is’ 
disposition, and failures in system integration and test. 

X      X 
Process 

9 
Monitor risk identification process for barriers and implementation of 
recommended solutions.  This independent review should focus on the 
process and be separate from the review of risks. 

X X X X X X X 
Process and 
Customer 

10 
Develop a risk management community of practice to share common 
risks and best practices. This working group should include 
government and commercial customers, prime contractors, commercial 
space insurance brokers, and key technology suppliers. 

X X X X X X X 

Industry 
Forum 

11 Normalize risks to a consistent level (e.g. unit and interface).   X      Program  

12 Implement a metric or measure of risk identification completeness. 
Track progress, identify goals, and actively manage.  X      Process 

13 
Establish guidelines for filtering risks from issues. Create and maintain 
an issue tracking system that is effective in managing, planning, and 
mitigating the uncertain outcome of issues. 

 X      
Process and 
Program 

14 
Encourage Risk ID by independent groups associated with the project 
such as customer and contractor functional organizations.  X X   X X 

Process 

“When the facts change, I change my mind.” 
-John Maynard Keynes, Economist 
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ID Recommendation Barrier Mitigated Function 1 2 3 4 5 6 7 

15 

Candidate risks should be processed prior to Risk Management 
review. Filtering may include screening, combining, interpreting, 
equalizing, and re-framing original ideas. This initial risk list has 
substantial value-added and is much more useful/actionable than raw 
list of candidate issues. 

 X  X   X 

Program 

16 
Avoid focus on ‘top N risks’. Plan periodic deep dive risk reviews to 
assess the entire list of identified risks including candidates and 
monitor risks. Pay special attention to TRL and heritage claims, NRE, 
areas with low margin, and other warning flags. 

 X   X   

Customer 

17 
After ATP, revisit risk identification in collaborative forum.  Avoid 
punitive response to risks not identified in RFP. Include inter-segment 
boundaries on contract scope margins. 

 X   X X X 
Customer 

18 
Streamline process for candidate risks to minimize the investment in 
initial capture and review. If not accepted, candidate risks should be 
revisited periodically to assure that their state has not changed. 

 X     X 
Process and 
Program 

19 
Streamline process for risk monitoring. Do not reject or close risks that 
have not been realized or completely mitigated, but require only 
periodic review.  

 X     X 
Process 

20 
Link management reserve to risk and issue identification. Risks should 
be used to request MR and MR should be allocated to risks and 
issues. 

   X    
Process 

21 
Analyze the sensitivities of system level performance to lower level 
performance and identify associated risks.     X   

Program 

22 
Review RFP to encourage open review of risks.  Encourage honest 
and open review of risks, and avoid penalizing identification of 
unanticipated risks.  

    X   
Customer 

23 Implement a supply chain technical risk identification program.       X X Process 
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Appendix A. Industry Review Results 

The working group reviewed other industries to determine if there were significant differences in risk 
identification, and if these differences could be exploited in the government space industry.  The 
industry research reinforced common risk identification practices and impacted some of the 
recommendations of this document.  Specifically, the lessons for the space industry are: 

• Classifying or grouping risk areas help in future risk identification efforts 

• Checklists and databases are commonly accepted tools for risk identification 

• Risk identification events should include multi-function representation 

• Cognitive barriers exist and need recognition and time to overcome 

• Industry working groups and communities of practice are valuable resources for risk 
identification 

These lessons from other industries are included as appropriate in the Section 5 recommendations.  
The following paragraphs further elaborate the findings of this survey: 

Auto Insurance Risk Identification 

Auto insurance risk selection is the process by which vehicle insurers determine whom to insure and 
how much to charge.  The system creates groupings of vehicles and driver actuarial classes based on 
the following classifications: 

• Vehicle: Age; manufacturer, model; and value. 

• Driver: Age; sex; marital status; driving record, violations; at fault accidents; and residence. 

• Coverage type. 

• Classifications, such as age, are further broken into actuarial classes, e.g., 21 to 24 year olds. 

Supply Chain Risk Identification 

There have been several attempts by supply chain managers to standardize risk identification.  The 
team reviewed nine publications and found that there were several common themes: 

• All recommended a structured approach to risk identification. 

• Most recommended involving an independent perspective (audit, review, etc.). 

• Most identified between five to nine risk categories. 

• The more advanced solutions involved multi-stage risk identification (triage → detailed). 

• Two studies focused on the interactive or compound risks; risks that depend on or are 
triggered by other risks. 
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Highway Transportation Risk Identification 

Through internet search of reference documents, two documents stood out as significant: 

1. National Cooperative Highway Research Program (NCHRP) Report 658: Guidebook on Risk 
Analysis Tools and Management Practices to Control Transportation Project Costs.   
Transportation Research Board of the National Academies; 2010 

2. Transportation Risk Management: International Practices for Program Development and 
Project Delivery. 
Sponsored by: US Department of Transportation Federal Highway Administration; August 
2012 

These documents highlight several risk identification methods, their benefits, and their recommended 
application. They tended to divide the risks into recurring (common to many programs) and project 
specific.   

Medical Industry Risk Identification 

The medical industry focuses risk identification on patient health (conditions, detection, diagnoses, 
and treatments), patient rights, care/service delivery, and management. Generally they rely on 
standard risks (top 10), categories, and key metrics and indices. 

Nuclear Reactor Safety Risk Identification 

The Nuclear Regulatory Commission recommends a ‘risk informed, performance based approach to 
regulating reactor safety’. This approach is focused primarily on three primary risk categories; core 
damage, radioactivity release, and injury to public and damage to environment. 

Oil and Gas Industry Risk Identification 

Oil and gas industry risk management relies heavily on independent expert assessment, and sorting by 
risk categories (financial, strategic, compliance, operations, and safety). They use event occurrence 
trending, process analysis, and use cross functional risk identification events. 

Commercial Launch and Space Insurance Risk Identification 

Commercial space insurance brokers and underwriters rely almost exclusively on comprehensive risk 
baselines and independent expert assessment. Total risk is monetized based on industry performance, 
prevailing market investment forces, and available capital. Mission specific technical risks identified 
by programs and independent reviewers are used to increment or decrement the premium. Reviewers 
use databases of historical failure rates for specific technologies, vendors, and contractors to identify 
risks. Only the top few risks have significant bearing on the premium, the remainder tends to be 
absorbed in the noise of other considerations. This approach is very useful to accurately predict 
returns on investments, but is not well suited to plan and execute specific technical mitigation. 
Adjustments to risk are typically achieved by changes in scope, liability, deductable values, criteria, 
and exclusions and not by mitigating specific risks. 
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US Government Intelligence Analysis Structured Analytic Techniques 

This particular reference was recommended by one of the commercial space insurance brokers, and 
focuses on the cognitive barriers to identifying and correctly assessing diplomatic risks. It 
recommends several procedural methods to overcome cognitive barriers including diagnostic 
techniques, contrarian techniques, and imaginative thinking techniques. Most of this document is 
focused on the correct evaluation of risk, and not in risk identification. The few observations relating 
to risk identification are either specific to ‘intelligence tradecraft’ or are otherwise addressed in the 
methods described in Section 3. 
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Appendix B. Definition of Terms 

There are many specific definitions for risk management terminology. We have established simple 
definitions as listed below to facilitate understanding of this document. 

Term Definition 
Candidate Risk An identified risk that has not been reviewed and accepted, rejected, identified to 

monitor, or retired. 
Issue A condition that exists or has already happened and has a negative consequence. 
Monitor Risk An active but acceptable risk not requiring active mitigation. 
Program Inception The preliminary phases of a program beginning at concept development, and 

proceeding through program baseline review. 
Rejected Risk A risk that has been reviewed and determined to be redundant to another risk, not 

credible, or does not result in a negative consequence. 
Residual Risk The level of risk after completion of all mitigation activities. 
Retired Risk A risk that no longer has any likelihood or consequence. 
Risk A future probable event that has a negative consequence. 
Risk Analysis The process of evaluating and measuring the likelihood and consequence of an 

identified risk, and the effect of planned and completed mitigation steps. 
Risk Identification The process of reviewing a program, product, or service for undesired potential 

results. 
Risk List A summary of managed risks. 
Risk Management A coordinated set of activities and methods used to assess, track, mitigate and 

measure risks on a program. 
Risk Mitigation Action(s) taken to reduce and/or eliminate the likelihood or consequence of a risk. 
Risk Statement A condition-consequence (if-then) statement that articulates a specific risk.  
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