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I. EXECUTIVE SUMMARY

A research program has been executed to develop next-generation mathematics for sensing,
exploitation and execution (MSEE). The methods considered account for stochasticity at their
core, thereby being perfectly matched to defining the utility of data as a function of objective. An
important focus of the research has been on a new class of nonparametric Bayesian architectures that
constitute a rich modeling framework while still yielding parsimonious representations. Such models
are attractive from multiple perspectives: (z) they flexibly adjust model complexity and sophistication
to match the observed data, while (i2) explicitly defining model uncertainty manifested by missing
data, and thereby (7:2) linking utility of data to the objectives and associated models; additionally,
(7v) these models are ideal for joint modeling of heterogeneous and possibly contradictory data, by
sharing an inferred and typically low-dimensional latent space.

In the MSEE construct, the utility of data is linked to the sensing objective, which in turn moti-
vates and refines the associated models. To assess the utility of data one must specify the objective,
and from such the associated model(s). We will consider unsupervised, semi-supervised and
supervised models, for such objectives as detection, classification, tracking and anomaly detection.
The balance of exploration and exploitation is explicitly matched to the objective, available
data, and previous experience (“life-long” learning) such that the models are not constituted anew
for each sensing mission and objective (manifesting appropriate transfer learning from previous
experiences). Since the models considered are explicitly statistical in nature, they are well suited
to adaptivity, defining the utility of new data to the sensing objective (via design of experiments,
and new non-myopic extensions, that exploit submodular characteristics of the mutual-information
operator).

The focus in Phase II has been in extending the Phase I research into deep learning (Duke), and
to perform a detailed test evaluation (BAE Systems). This report summarizes both of these areas

of focus.

II. BAYESIAN DEEP LEARNING
A. Introduction

Considerable research effort has been devoted to developing probabilistic models for documents.
In the context of topic modeling, a popular approach is latent Dirichlet allocation (LDA) [1], a
directed graphical model that aims to discover latent topics (word distributions) in collections of
documents that are represented in bag-of-words form. Recent work focuses on linking observed

word counts in a document to latent nonnegative matrix factorization, via a Poisson distribution,
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termed Poisson factor analysis (PFA) [2]. Different choices of priors on the latent nonnegative
matrix factorization can lead to equivalent marginal distributions to LDA, as well as to the Focused
Topic Model (FTM) of [3].

Additionally, hierarchical (“‘deep”) tree-structured topic models have been developed by using
structured Bayesian nonparametric priors, including the nested Chinese restaurant process (nCRP)
[4], and the recently proposed nested hierarchical Dirichlet process (nHDP) [S]. The nCRP is limited
because it requires that each document select topics from a single path in a tree, while the nHDP
allows each document to access the entire tree by defining priors over a base tree. However, the
relationship between two paths in these models is only explicitly given on shared parent nodes.

Another alternative for topic modeling is to develop undirected graphical models, such as the
Replicated Softmax Model (RSM) [6], based on a generalization of the restricted Boltzmann
machine (RBM) [7]. Also closely related to the RBM is the neural autoregressive density estimator
(DocNADE) [8], a neural-network-based method, that has been shown to outperform the RSM.

Deep models, such as the Deep Belief Network (DBN) [9], the Deep Boltzmann Machine (DBM)
[10], and layered Bayesian networks [11], [12], [13], [14] are becoming popular, as they consistently
obtain state-of-the-art performances on a variety of machine learning tasks. A popular theme in
this direction of work is to extend shallow topic models to deep counterparts. In such setting,
documents arise from a cascade of layers of latent variables. For instance, DBNs and DBMs have
been generalized to model documents by utilizing the RBM as building block [15], [16].

Combining ideas from traditional Bayesian topic modeling and deep models, we propose a new
deep generative model for topic modeling, in which the Bayesian PFA is employed to interact with
the data at the bottom layer, while the Sigmoid Belief Network (SBN) [17], a directed graphical
model closely related to the RBM, is utilized to buildup binary hierarchies. Furthermore, our model
is not necessarily restricted to SBN modules, and it is shown how an undirected model such as the
RBM can be incorporated into the framework as well.

Compared with the original DBN and DBM, our proposed model: (i) tends to infer a more
compact representation of the data, due to the “explaining away” effect described by [9]; (ii) allows
for more direct exploration of the effect of a single deep hidden node through ancestral sampling;
and (iii) can be easily incorporated into larger probabilistic models in a modular fashion. Compared
with the nCRP and nHDP, our proposed model only infers topics at the bottom layer, but defines
a flexible prior to capture high-order relationships between topics via a deep binary hierarchical
structure.

Another important contribution we present is to develop two scalable Bayesian learning algo-

2
Approved for public release; distribution unlimited.



DARPA-BAA-11-28 MSEE Duke and BAE Systems

rithms for our model: one of them based on the recently proposed Bayesian conditional density
filtering (BCDF) algorithm [18], and the other based on the stochastic gradient Nose-Hoover
thermostats (SGNHT) algorithm [19]. We extend the SGNHT by introducing additional thermostat
variables into the system, increasing the stability and convergence when compared to the original

SGNHT algorithm.

B. Model Formulation

Our framework contains two parts, a Poisson factor analysis model and a deep structure based

on the SBN (or RBM), detailed in the following.

C. Poisson Factor Analysis

Given a discrete matrix X € ZiXN containing counts from /N documents and P words, Poisson
factor analysis [2] assumes the entries of X are summations of K < oo latent counts, each produced
by a latent factor (in the case of topic modeling, a hidden topic). We represent X using the following

factor model
X = Pois(®(© o HY)), (1)

where & ¢ RiXK is the factor loading matrix. Each column of ®, ¢,, encodes the relative
importance of each word in topic k. ® € Rf *N'is the factor score matrix. Each column, 8,
contains relative topic intensities specific to document n. HY ¢ {0,1}%**" is a latent binary
feature matrix. Each column, hf}), defines a sparse set of topics associated with each document.
For the single-layer PFA, the use of the superscript (1) on hg) is unnecessary; we introduce this
notation here in preparation for the subsequent deep model, for which hg) will correspond to the
associated first-layer latent binary units. The symbol o represents the Hadamard, or element-wise
multiplication of two matrices. The factor scores for document n are 6,, o hg).

A wide variety of algorithms have been developed by constructing PFAs with different prior
specifications [20]. If H(" is an all-ones matrix, LDA is recovered from (1) by employing Dirichlet
priors on ¢, and 0, for k = 1,..., K and n = 1,..., N, respectively. This version of LDA is
referred to as Dir-PFA by [2]. For our proposed model, we construct PFAs by placing Dirichlet

priors on ¢, and gamma priors on 6,,. This is summarized as,

T = K ks Ty ~ Pois(Gpefinhlt)) | )

with priors specified as ¢, ~ Dir(ay, . . ., ay), Ok, ~ Gamma(ry, p,/(1—py)), ri ~ Gamma(yo, 1/co),
and o ~ Gammal(eg, 1/ fo).

3
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The novelty in our model comes from the prior for the binary feature matrix H("). Previously,
[20] proposed a Beta-Bernoulli process prior on the columns {h;” N_ with p,, = 0.5. This model

was called NB-FTM, tightly related with the focused topic model (FTM) [3]. In the work presented

here, we construct H®") from a deep structure based on the SBN (or RBM) with binary latent units.

D. Structured Priors on the Latent Binary Matrix

The second part of our model consists of a deep structure for a binary hierarchy. To this end,
we employ the SBN (or RBM). In the following we start by describing a single-layer model with
SBN (or RBM), and then we generalize it to a deep model.

a) Modeling with the SBN: We assume the latent vector for document n, h{" € {0,1}%, is
binary. This matches most of the RBM and SBN literature, for which typically the observed data
are binary. In our model, however, these binary variables are not observed; they are hidden and
related to the data through the PFA in (2).

To construct a structured prior, we define another hidden set of units h®) e {0, 1}%2 placed

n

at a layer “above” hgl). They layers are related through a set of weights defined by the matrix

wl = [wgl) wgz]T € RE1xK2 - An SBN model has the generative process,
plhiy, = 1) = o(ciy). (3)
plhiy, = 1R = o ((w)ThY +¢f) | @)

where h,(:l)n and h,(c?n are elements of A" and hv(f), respectively. The function o(z) = 1/(1 +e™%)
is the logistic function, and ¢}, and ¢} are bias terms. The global parameters W) are used to
characterize the mapping from hf) to hle) for all documents.

b) Modeling with the RBM: The SBN is closely related to the RBM, which is a Markov
random field with the same bipartite structure as the SBN. The RBM defines a distribution over a
binary vector that is proportional to the exponential of its energy, which is defined (using the same

notation as in SBN) as E(h') h(?) =

n

_(h(l))Tc(l) — (h 1))Tw(1)h(2) —(h 2))TC(2) ) (5)

n n n n

In the experiments we consider both the deep SBN and deep RBM for representation of the latent
binary units, which are connected to topic usage in a given document.

c¢) Discussion: An important benefit of SBNs over RBMs is that in the former sparsity
or shrinkage priors on W) can be readily imposed on the global parameters of the model,
and fully Bayesian inference can be implemented as shown in [14]. The RBM relies on an
approximation technique known as contrastive divergence [7], for which prior specification for

the model parameters is limited.
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Fig. 1. Graphical model for the Deep Poisson Factor Analysis with three layers of hidden binary hierarchies. The

directed binary hierarchy may be replaced by a deep Boltzmann machine.

E. Deep Architecture for Topic Modeling

Specifying a prior distribution on hff) as in (3) might be too restrictive in some cases. Alter-
natively, we can use another SBN prior for hf), in fact, we can add multiple layers as in [14] to

obtain a deep architecture,

p(htY, . . AP = p(R) [T, p(RYEV R, (6)

where L is the number of layers, p(h{") is the prior for the top layer defined as in (3), p(h"V|h{)
is defined in (4), and the weights W) ¢ RXexKer1 and biases c¢l® € R5¢ are omitted from the
conditional distributions to keep notation uncluttered. A similar deep architecture may be designed
for the RBM [10].

Instead of employing the beta-Bernoulli specification for hg) as in the NB-FTM, which assumes

independent topic usage probabilities, we propose using (6) instead as the prior for hg), thus

p(xn, hy) = p(z,|R)p(hY, ... AP (7)

n

where h, 2 {hV ... AV} and p(zx,|hV) as in (2). The prior p(h(V|R® ... h{")) can be
seen as a flexible prior distribution over binary vectors that encodes high-order interactions across
elements of hg). The graphical model for our model, Deep Poisson Factor Analysis (DPFA) is

shown in Figure 1.

E. Scalable Posterior Inference

We focus on learning our model with fully Bayesian algorithms, however, emerging large-scale
corpora prohibit standard MCMC inference algorithms to be applied directly. For example, in the
experiments, we consider the RCVI-v2 and the Wikipedia corpora, which contain about 800K and

5
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10M documents, respectively. Therefore, fast algorithms for big Bayesian learning are essential.
While parallel algorithms based on distributed architectures such as the parameter server [21],
[22] are popular choices, in the work presented here, we focus on another direction for scaling
up inference by stochastic algorithms, where mini-batches instead of the whole dataset are utilized
in each iteration of the algorithms. Specifically, we develop two stochastic Bayesian inference
algorithms based on Bayesian conditional density filtering [18] and stochastic gradient thermostats
[19], both of which have theoretical guarantees in the sense of asymptotical convergence to the true

posterior distribution.

G. Bayesian conditional density filtering

Bayesian conditional density filtering (BCDF) is a recently proposed stochastic algorithm for
Bayesian online learning [18], that extends Markov chain Monte Carlo (MCMC) sampling to
streaming data. Sampling in BCDF proceeds by drawing from the conditional posterior distributions
of model parameters, obtained by propagating surrogate conditional sufficient statistics (SCSS). In
practice, we repeatedly update the SCSS using the current mini-batch and draw S samples from
the conditional densities using, for example, a Gibbs sampler. This eliminates the need to load the
entire dataset into memory, and provides computationally cheaper Gibbs updates. More importantly,
it can be proved that BCDF leads to an approximation of the conditional distributions that produce

samples from the correct target posterior asymptotically, once the entire dataset is seen [18].

Algorithm 1 BCDF algorithm for DPFA.

Input: text documents, i.e., a count matrix X.

Initialize ‘I,go) randomly and set S_E,O) all to zero.
for t =1 to oo do
Get one mini-batch X®).
Initialize ¥ = ¥~V and s§) = s~ Y.
Initialize \I’l(t) randomly.
for s=1to S do
Gibbs sampling for DPFA on X®).
Collect samples W}, W} and S1:5.
end for
Set \Il;t) = mean(¥,”), and si) = mean(S;).

end for

In the learning phase, we are interested in learning the global parameters ¥, = ({¢,.}, {7}, 70, {W©, c¥}).
Denote local variables as ¥; = (©, H®), and let S, represent the SCSS for ¥, the BCDF algorithm

6
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can be summarized in Algorithm 1. Specifically, we need to obtain the conditional densities, which
can be readily derived granted the full local conjugacy of the proposed model. Using dot notation

to represent marginal sums, e.g., .,k = Zp Tpnk, WE can write the key conditional densities for (2)

s [20]

Tpnk|— ~ Multi(@p; Conis - - - Conk ) 5
¢k|— ~ Dir(a¢, + T1g, .-, + l’p.k) ,

an|_ ~ Gamma(?”kh + . nkapn) ’

+(1=7gn)

Bl |~ ~ 6(a.i = 0)Ber (—) + (@ > 0),
where 7 = i (1 — pp)™ and 7, = o((w!))Th® + ¢

1)). Additional details are provided in
the Supplementary Material. For the conditional distributions of W) and H), we use the same
data augmentation technique as in [14], where P6lya-Gamma (PG) random variables vlii)n [23] are
introduced for hidden unit &, in layer ¢ corresponding to observation v,,. Specifically, each 7,(6621 has

conditional posterior PG(1, (w,(f;))Th(”l) —|—c(€)) If we place a Gaussian prior N(0,0%T) on w,i ), the

posterior will still be Gaussian with covariance matrix E =D, szn D (REINT 4 o2
and mean y,( ) = E,(w >, (h,(:;n 1/2— c,w y,g[)n)h(eﬂ)] Furthermore, for any ¢ > 1, the conditional
posterior distribution of h ' can be obtained as'
¢ .
h;e)n ~ Bernoulli (o(dg,,)) , (8)
where
dkm = (w', ) A + (wi)) TR + )
-5 Z ( k/_; 1k,_; + 7/(5 11n(2¢;feln1ﬂkg ll)i?[ + (wlgij/)w)ZD )
kﬁ 1
and w;ff n Zk/#l ey 1,1, h,(C,) —|—c,(C . Y Note that w(k) and w,(:;) represents the &y ;th column

and the transpose of the ksth row of W(Z) respectively. As can be seen, the conditional posterior

distribution of h ., 1s both related to h(‘e D and h(”l)

H. Stochastic gradient thermostats

Our second algorithm adopts the recently proposed SGNHT for large scale Bayesian sampling
[19], which is more scalable and accurate than the previous BCDF algorithm. SGNHT generalizes
the stochastic gradient Langevin dynamics (SGLD) [24] and the stochastic gradient Hamiltonian
Monte Carlo (SGHMC) [25] by introducing momentum variables into the system, which is adap-

tively damped using a thermostat. The thermostat exchanges energy with the target system (e.g.,

"Here and in the rest of the paper, whenever ¢ > L, h{ is defined as a zero vector, for conciseness.
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a Bayesian model) to maintain a constant temperature; this has the potential advantage of making
the system jump out of local modes easier and reach the equilibrium state faster [19].
Specifically, let ¥, € R be model parameters® which corresponds to the location of particles
in a physical system, v € RM be the momentum of these particles, which are driven by stochastic
forces f defined as the negative stochastic gradient (evaluated on a subset of data) of a Bayesian
posterior, e.g., f(¥,) £ ~Vg,U(¥,), where U(W,) is the negative log-posterior of a Bayesian
model. The motion of the particles in the system are then defined by the following stochastic

different equations:
AW, = vdt, dv = f(¥,)dt — vdt +VDAW,
T

d¢ = (LoTv — 1) dt ©)

where ¢ indexes time, VV is the standard Wiener process, ¢ is called the thermostat variable which
ensures the system temperature to be constant, and D is the variance of the total noise injected into
the system and is assumed to be constant.

It can be shown that under certain assumptions, the equilibrium distribution of system (9)
corresponds to the model posterior [19]. As a result, the SDE (9) can be solved by using the Euler-
Maruyama scheme [26], where a mini-batch of the whole data is used to evaluate the stochastic gra-
dient f . Note only one thermostat variable ¢ is used in the SDE system (9), this is not robust enough
to control the system temperature well because of the high dimensionality of ¥,. Based on the
techniques in [19], we extend the SGNHT by introducing multiple thermostat variables (£, -+, &ar)
into the system such that each & controls one degree of the particle momentum. Intuitively, this
allows energy to be exchanged between particles and thermostats more efficiently, thus driving
the system to equilibrium states more rapidly. Empirically we have also verified the superiority
of the proposed modification over the original SGNHT. Formally, let & = diag(&;,&, -+ ,&m)s
q = diag(v?,--- ,v%,), we define our proposed SGNHT using the following SDEs

A®, = vdt, dv = f(¥,)dt — Bvdt + VDAW,
d=2 = (q —I)dt, (10)
where I is the identity matrix. Interestingly, we are still able to prove that the equilibrium distribution

of the above system corresponds to the model posterior.

Theorem 1: The equilibrium distribution of the SDE system in (10) is p(¥,, v, E)

2With a little abuse of notation but for conciseness, we use W, to denote the reparameterized version of the parameters (such

that ¥, € R™ ) if any, required in SGNHT.

8
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X exp —%’UT’U —-U(¥,) — %tr {(E -D)Y'(E- D)}

The proof of the theorem is provided in the Supplementary Material. By Theorem 1, it is
straightforward to see that the marginal distribution p(¥,) of p(¥,, v, E) is exactly the posterior
of our Bayesian model. As a result, again we can generate approximate samples from p(¥,, v, E)
using the Euler-Maruyama scheme and discard the auxiliary variables v and =E.

d) Learning for the SBN based model: Our SBN based model is illustrated in Figure 1. In the
learning phase we are interested in learning the global parameters W, the same as in BCDF. The
constraints inside the parameters {¢,}, i.e., Zp ¢pr = 1, prevent the SGNHT from being applied
directly. Although we can overcome this problem by using some re-parameterization methods as
those used in [27], we find it converges better when considering information geometry for these
parameters. As a result, we use stochastic gradient Riemannian Langevin dynamics (SGRLD) [27] to
sample the topic-word distributions {¢, }, and use the SGNHT to sample the remaining parameters.
Based on the data augmentation for x,, above, Section II-G shows that the posteriors of {¢,}’s
are Dirichlet distributions. This enables us to apply the same scheme as the SGRLD for LDA [27]
to sample {¢, }’s. More details are provided in the Supplementary Material.

The rest of the parameters can be straightforwardly sampled using the SGNHT algorithm.
Specifically we need to calculate the stochastic gradients of W) and ¢(¥) evaluated on a mini-batch
of data (denote D as the index set of a mini-batch). Based on the model definition in (6), these can

be calculated as

ou 0) %) (0+1)
W = ’D| ZEh(@ h(/z+1) [(Ukpn hkm) hn i| y

owy,
ou (0
— = E @ [U . —h n} ,
oi! i3] 2y i 7
where &,E:?n = a(( ) R cé )) and the expectation is taken over posteriors. As in the case of

LDA [27], no closed-form integrations can be obtained for the above gradients, we thus use Monte
Carlo integration to approximate the quantity. Specially, given {w,(:;), c,(f;)}, we are able to collect
samples of the local binary variables (h,(?)nep by running a few Gibbs steps and then using these
samples to approximate the intractable integrations. A direct variable cancelation approach results
in exact conditional distributions for h,(f), however, we found that this approach does not mix well
due to the highly correlated structure of hidden variables. Instead, we sample h ,, based on the
same augmentation used in BCDF, given in (8).

e) Learning for the RBM based model: As mentioned above, our RBM based model is

recovered when replacing the SBN with the RBM in Figure 1. Despite minor changes in the

9
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construction, the unnormalized distribution of the RBM prohibits exact MCMC sampling from
being applied. As a result, we develop an approximate learning algorithm that alternates between
sampling ({@,}, {7 },70}) and ({W©® ). Specifically, we use the same conditional posteriors
as the SBN based model to sample the former, but use the contrastive divergence algorithm (CD-1)
[7] for the latter. One main difference of our CD-1 algorithm w.r¢ the original one is that the
inputs (i.e., hg)) are actually latent variables. To make the CD-1 work, conditioned on other model
parameters, we first sample hf}) using the posterior given in Section II-G, then conditioned on hg),
we apply the original CD-1 algorithm to calculate the approximate gradients for ({W(®) c¥}),
which are then used for a gradient descent step. In fact, the CD-1 also makes part of to the

stochastic approximate algorithms in [28], making it naturally fit into our SGNHT framework.

1. Discussion

Both the BCDF and SGNHT are stochastic inference algorithms, allowing the models be applied
to large-scale data. In terms of ease of implementation, BCDF beats SGNHT in most cases,
especially when the model is conjugate and the domain of parameters is constrained (e.g., variables
on a simplex). However, in general terms BCDF is more restrictive than SGNHT. For example,
BCDF requires the conditional densities for all the parameters, which is unavailable in some cases.
Furthermore, BCDF has the limitation of being unable to deal with some big models where the
number of model parameters is large, for instance, when the dimension of the hidden variables
from the SBN in our model is huge. Finally, the conditions for the BCDF to converge to the true
posterior are more restricted. Altogether, these reasons make the SGNHT more robust than the

BCDFE

J. Related Work

In traditional Bayesian topic models, topic correlations are typically modeled with shallow
structures, e.g., the correlated topic model [29] with correlation between topic proportions imposed
via the logistic normal distribution. There exist also some work on hierarchical (“deep”) correlation
modeling, e.g., the hierarchical Dirichlet process [30], which models topic proportions hierarchically
via a stack of DPs. The nested Chinese restaurant process [4] (nCRP) models topic hierarchies by
defining a tree structure prior based on the Chinese restaurant process, and the nested hierarchical
Dirichlet process [5] extends the nCRP by allowing each document to be able to access all the paths
in the tree. One major difference between these models and ours is that they focus on discovering

topic hierarchies instead of modeling general topic correlations.
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In the deep learning community, topic models are mostly built using the RBM as building block.
For example, [15] and [31] extended the DBN for topic modeling, while a deep version of the RSM
was proposed by [16]. More recent work focuses on employing deep directed generative models
for topic modeling, e.g., deep exponential families [32], a class of latent variable models extending
the DBN by defining the distribution of hidden variables in each layer using the exponential family,
instead of the restricted Bernoulli distribution.

In terms of learning and inference algorithms, most of existing Bayesian topic models rely on
MCMC methods or variational Bayes algorithms, which are impractical when dealing with large
scale data. Therefore, stochastic variational inference algorithms have been developed [33], [34],
[35], [36]. Although scalable and usually fast converging, one unfavorable shortcoming of stochastic
variational inference algorithms is the mean-field assumption on the approximate posterior.

Another direction for scalable Bayesian learning relies on the theory from stochastic differential
equations (SDE). Specifically, [24] proposed the first stochastic MCMC algorithm, called stochastic
gradient Langevin dynamics (SGLD), for large scale Bayesian learning. In order to make the learning
faster, [27] generalized SGLD by considering information geometry [37], [38] of model posteriors.
Furthermore, [25] generalized the SGLD by a second-order Langevin dynamic, called stochastic
gradient Hamiltonian Monte Carlo (SGHMC). This is the stochastic version of the well known
Hamiltonian MCMC sampler. One problem with SGHMC is that the unknown stochastic noise needs
to be estimated to make the sampler correct, which is impractical. Stochastic gradient thermostats
algorithms (SGNHT) overcome this problem by introducing the thermostat into the algorithm, such
that the unknown stochastic noise could be adaptively absorbed into the thermostat, making the
sampler asymptotically exact. Given the advantages of the SGNHT, in this paper we extend it to a
multiple thermostats setting, where each thermostat exchanges energy with a degree of freedom of

the system. Empirically we show thatour extension improves on the original algorithm.

K. Experiments

1) Datasets and Setups: We present experimental results on three publicly available corpora: a
relatively small, 20 Newsgroups, a moderately large, Reuters Corpus Volume I (RCVI-v2), and a
large one, Wikipedia. The first two corpora are the same as those used in [16]. Specifically, the 20
Newsgroups corpus contains 18,845 documents with a total of 0.7M words and a vocabulary size
of 2K. The data was partitioned chronologically into 11,314 training and 7,531 test documents.
The RCVI-v2 corpus contains 804,414 newswire articles. There are 103 topics that form a tree
hierarchy. After preprocessing, we are left with about 75M words, with a vocabulary size of 10K.

We randomly select 794,414 documents for training and 10,000 for testing. Finally, we downloaded
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Fig. 2. Predictive perplexities on a held-out test set as a function of training documents seen. The number of hidden unites in each

layer is 128,64,32, respectively. (Left) 20 Newsgroups. (Middle) RCVI-v2. (Right) Wikipedia.

10M random documents from Wikipedia using scripts provided in [33] and randomly selected 1K
documents for testing. As in [33], [27], a vocabulary size of 7,702 was taken from the top 10K
words in Project Gutenberg texts.

The DPFA model consisting of SBN is denoted as DPFA-SBN, while its RBM counterpart is
denoted DPFA-RBM. The performance of DPFA is compared to that of the following models: LDA
[1], NB-FTM [20], nHDP [5] and RSM [6].

For all the models considered, we calculate the predictive perplexities on the test set as follows:
holding the global model parameters fixed, for each test document we randomly partition the
words into a 80/20% split. We learn document-specific parameters using the 80% portion, and then
calculate the predictive perplexities on the remaining 20% subset. Evaluation details are provided
in the Supplementary Material.

For 20 Newsgroups and RCVI-v2 corpora, we use 2,000 mini-batches for burn-in followed by
1,500 collection samples to calculate test perplexities; while for the Wikipedia dataset, 3,500 mini-
batches are used for burn-in. The mini-batch size for all stochastic algorithms is set to 100. To
choose good parameters for SGNHT, e.g., the step size and the variance of the injected noise,
we randomly choose about 10% documents from the training data as validation set. For BCDF,
100 MCMC iterations are evaluated for each mini-batch, with the first 60 samples discarded. We
set the hyperparameters of DPFA as a, = 1.01,cp = e = 1, fo = 0.01. The RSM is trained
using convergence-divergence with step size 5 and a maximum of 10,000 iterations. For nHDP, we
use the publicly available code from [5], in which stochastic variational Bayes (sVB) inference is
implemented.

2) Quantitative Evaluation:

a) 20 Newsgroups: The results for the 20 Newsgroups corpus are shown in Table 1. Perplexities

are reported for our implementation of Gibbs sampling, BCDF and SGNHT, and the four considered
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TABLE I
TEST PERPLEXITIES FOR 20 Newsgroups. “DIM” REPRESENTS THE NUMBER OF HIDDEN UNITS IN EACH LAYER, STARTING
FROM THE BOTTOM. DPFA-SBN-/ REPRESENTS THE DPFA-SBN MODEL WITH STUDENT’S f PRIOR ON W ()| (¢) REPRESENTS

THE base tree SIZE IN NHDP.

MODEL METHOD DIiMm PERP.
DPFA-SBN-t GIBBS 128-64-32 827
DPFA-SBN GIBBS 128-64-32 846
DPFA-SBN SGNHT  128-64-32 846
DPFA-RBM  SGNHT  128-64-32 896
DPFA-SBN  BCDF 128-64-32 905

DPFA-SBN GIBBS 128-64 851
DPFA-SBN  SGNHT  128-64 850
DPFA-RBM  SGNHT  128-64 893
DPFA-SBN BCDF 128-64 896
LDA GIBBS 128 893
NB-FTM GIBBS 128 887
RSM CD5 128 877
NHDP SVB (10,10,5)° 889

competing methods. First, we examine the performance of different inference algorithms. As can
be seen, for the same size model, e.g., 128-64-32, SGNHT can achieve essentially the same
performance as Gibbs sampling, while BCDF is more likely to get trapped in a local mode. Next,
we explore the advantage of employing deep models. Using three layers instead of two gives
performance improvements in almost all the algorithms. In Gibbs sampling, there is an improvement
of 36 units for the DPFA-SBN model, when a second layer is learned (NB-FTM being the one-
hidden-layer DPFA). Adding the third hidden layer further improves the test perplexity.

Adding a sparsity-encouraging prior on W) acts as a more stringent regularization that prevents
overfitting, when compared with the commonly used L, norm (Gaussian prior). Furthermore,
shrinkage priors have the effect of being able to effectively switch off the elements of W), which
benefits interpretability and helps to infer the number of units needed to represent the data. In our
experiment, we observe that the DPFA-SBN model with the Student’s ¢ prior on W) achieves a
better test perplexity when compared with its counterpart without shrinkage.

b) RCVI-v2 & Wiki: We present results for the RCVI-v2 and Wikipedia corpora in Table III.
Gibbs sampling in such setting is prohibitive, thus not discussed. First, we explore the effect of
utilizing a larger deep network. For our DPFA-SBN model using the SGNHT algorithm, we can see
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T1 T3 T8 T9 T10 T14 T15 T19 T21 T24

year people group world evidence game israel software files team

hit real groups country claim games israeli modem file players

runs simply reading countries people win jews port ftp player

good world newsgroup  germany argument cup arab mac program play

season things pro nazi agree hockey jewish serial format teams

T25 T26 T29 T40 T41 T43 T50 T54 T55 To4

god fire people wrong image boston problem card windows turkish

existence fbi life doesn program toronto work video dos armenian

exist koresh death jim application  montreal problems memory file armenians

human children kill agree widget chicago system mhz win turks

atheism batf killing quote color pittsburgh  fine bit ms armenia

T65 T69 T78 T81 T91 T94 T112 T118 T120 T126

truth window drive makes question code children people men sex

true server disk power answer mit father make women sexual

point display scsi make means comp child person man cramer

fact manager hard doesn true unix mother things hand gay

body client drives part people source son feel world homosexual
TABLE II

TOP WORDS FROM THE 30 TOPICS CORRESPONDING TO THE GRAPH IN FIGURE 3, LEARNED BY DPFA-SBN FROM THE

20Newsgroup CORPUS.

that making the network 8 time larger decreases the test perplexities by 155 and 84 units on RCV1I-
v2 and Wikipedia, respectively. This demonstrates the ability of our stochastic inference algorithm

to scale up both in terms of model and corpus size.

TABLE III
TEST PERPLEXITIES ON RCVI-v2 AND Wikipedia. “DIM” REPRESENTS THE NUMBER OF HIDDEN UNITS IN EACH LAYER,

STARTING FROM THE BOTTOM. (©) REPRESENTS THE base tree SIZE IN NHDP.

MODEL METHOD Dim RCV  WIKI
DPFA-SBN  SGNHT 1024-512-256 964 770
DPFA-SBN  SGNHT  512-256-128 1073 799

DPFA-SBN  SGNHT  128-64-32 1143 876
DPFA-RBM SGNHT  128-64-32 920 942
DPFA-SBN  BCDF 128-64-32 1152 986
LDA BCDF 128 1179 931
NB-FTM BCDF 128 1155 991
RSM CD5 128 1171 1001
NHDP SVB (10,5,5)° 1041 -

Both SBN and RBM can be utilized as the building block in our deep specification. For the

RCVI-v2 corpus, our best result is obtained by utilizing a three-layer deep Boltzmann machine.
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However, for the 20 Newsgroups and Wikipedia corpora, with the same size model, we found
empirically that the deep SBN achieves better performance.

Compared with nHDP, our DPFA models define a more flexible prior on topic interactions, and
therefore in practice we also consistently achieve better perplexity results. We further show test
perplexities as a function of documents processed during model learning in Figure 2. As can be
seen, performance smoothly improves as the amount of data processed increases.

c) Sensitivity analysis: We examined the sensitivity of the model performance with respect to
batch sizes in SGNHT on the three corpora considered. We found that overall performance, both
convergence speed and test perplexity, suffer considerably when the batch size is smaller than 10
documents. However, for batch sizes larger than 50 (100 for RCVI-v2) we can obtain performances
comparable to those shown in Tables II and III. Additional details including test perplexity traces
as a function of documents seen by the model are presented in the Supplementary Material.

3) Visualization: We can obtain a visual representation of the topic structure implied by the
deep component of our DPFA model by computing correlations between topics using the weight
matrices, W), learned by DPFA-SBN, i.e, we evaluate the covariance W(OW@(WOWE)T,
then scale it accordingly. Figure 3 shows a graph for a subset of 30 topics (nodes), where edge
thickness encodes correlation coefficients and we have chosen, to ease visualization, to show only
coefficients larger than 0.85. In addition, Table II shows the top words for each topic depicted in
Figure 3. We see three very interesting subgraphs representing different categories, namely, sports,

computers and politics/law.

Fig. 3. Graphs induced by the correlation structure learned by DPFA-SBN for the 20 Newsgroups. Each node represents a topic

with top words shown in Table II.

Complete tables of topics’ top words and graphs for the three corpora considered are presented

in the Supplementary Material.
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III. BAE SYSTEMS EVALUATION REPORT
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Evaluation Cycle 3 Report

1 Overview

In MSEE Evaluation Cycle 3, BAE Systems worked with the performers to evaluate their
performance on the Phase 3 Testing Data. The evaluation was performed entirely on-line, with
the EES hosted on BAE Systems servers and the MSEE performer SUTs accessing the EES over
the Internet. Based on the nature of the evaluation and implementation of the EES and client
interfaces, travel to performer sites for Evaluation Cycle 3 was deemed unnecessary by DARPA.

Only the UCLA performer team participated in Evaluation Cycle 3, and this report provides
details on their performance. MIT and Brown did not participate in Evaluation Cycle 3.

2 EES Architecture

The EES (Evaluation Execution System) is implemented as a web API (application programming
interface). Communication between the EES web server (located at BAE Systems ) and the SUT
clients (located at the performer sites) is conducted over the Internet using HTTP (hypertext
transfer protocol) to send and receive XML (extensible markup language) documents.

This web-based architecture provides two key benefits compared to traditional APIs that require
linking to a binary library:

1. The API is agnostic to operating system and programming language. Since the API is
built around two standards — HTTP and XML — with widespread support, the performers
are free to use whatever OS or programming language they wish.

2. The SUT and EES are not required to run on the same computer, which enables
performer evaluations over the Internet.

The expected interaction between the EES server and the SUT client during an evaluation is as
follows:

1. SUT performs POST request to EES server to create a new session
=>» EES responds with a session description document
2. SUT performs a GET request to EES server to get the next SOC (scene observation
collection)
=>» If EES responds that there are no more SOCs: exit (end of evaluation)
=>» Else if EES responds with an SOC description document: continue
3. SUT performs a GET request to EES server to get the next storyline
=>» If EES responds that there are no more storylines: goto 2.
=>» Else if EES responds with a storyline description document: continue
4. SUT performs a GET request to EES server to get the next query
=>» If EES responds that there are no more queries: goto 3.
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=>» Else if EES responds with a query document: continue

5. SUT performs a PUT request to EES server containing its answer to the query
=>» EES acknowledges receipt of answer.

6. SUT performs a GET request to EES server to get the assessor response
=>» EES responds with assessor response document.

7. Goto 4.

The evaluation session is complete when the SUT has responded to all queries for all SOCs. If
the SUT sends a request that the EES does not understand, the EES will respond with an HTTP
error code. If the SUT sends an XML document that is invalid according to the XML schema, the
EES will respond with an HTTP error code.

More details about the operation of the EES and the EES-SUT API may be found in the MSEE
Interface Control Document.
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3 Phase 3 Testing Data

The Phase 3 Testing Data consists of four scene observation collections (SOCs), described below.
These SOCs were designed to cover a variety of scenes, activities, and sensor types. By request
of UCLA, one SOC from the Phase 2.2 testing data (the SIG Office) was also included in the Phase
3 evaluation. New queries were written for the SIG Office SOC for use in the Phase 3 evaluation.

3.1 SIG Parking Lot #1 (4 January 2014)
This is the first of two Phase 3 SOCs staged in the SIG Parking Lot. Approximately 20 actors
participated in this SOC.

Activities in this SOC mostly center around sports and games, which created a variety of
interesting motions and relationships with a great deal of occlusion and dynamism. Examples of
scripted or quasi-scripted activities in this SOC include:

e Selection of teams by two captains

e Actors line up at a “concession stand” to buy various items.

e AlJeepis disassembled (roof, doors, etc. removed) and reassembled.

e An actor pushes a shopping cart around the parking lot, collecting items and trying to
sell them to people.

e The actors play a short game of dodgeball.

e The actors play a short game of kickball.

e The actors participate in a relay bicycle race.

More detail about the activities in this SOC may be found in the script document included in the
reference data that was distributed with the SOC data.

The duration of the first SIG Parking Lot SOC was 47 minutes. A total of ten EO cameras and one
IR camera were used to record the SOC events. Three stationary EO cameras were located on
the roof of the building looking down at the parking lot. Five stationary EO cameras and one
stationary IR camera were located at ground level. Two mobile EO cameras were also utilized,
both attached to handle bars of bicycles.

In addition to the video data, scene descriptive text (SDT) and Ground Moving Target Indicator
(GMTI) radar data were also provided for this SOC.

Distinguishing challenges of this dataset include:
e Lighting conditions: The time of year (winter) and day of the collection presented harsh
lighting conditions manifested as specularities, high contrast, and saturation.
e Sparse sensor coverage: the large collection area combined with a limited number of
sensors resulted in sparse sensor coverage of the AOR. Most activities are only visible
at reasonable resolution in one or two cameras.
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Figure 1 shows the area of interest and approximate camera placement of stationary cameras
for the first SIG Parking Lot SOC. The area outlined in red is the area of interest of the SOC.
Compared to the parking lot SOC from Phase 2.2, the area of interest for this SOC is greatly
compressed, covering about half the area used in the Phase 2.2 parking lot SOC.

Figure 1: Area of interest and camera placement for the first SIG Parking Lot SOC. “GR1”
denotes the position of the GMTI radar.

3.2 SIG Parking Lot #2 (18 October 2014)
This is the second of two Phase3 SOCs staged in the SIG Parking Lot. Approximately 18 actors
participated in this SOC.

Activities in this SOC include a mix of scripted activities with unscripted “background” activities.
Background activities consist of actors driving and parking their cars, walking and/or biking
through the parking lot, entering and exiting the building, walking a dog, etc. Examples of
scripted or quasi-scripted activities include:

e Two individuals rendezvous in the parking lot to exchange packages. At different times
packages are exchanged by passing them through car windows, by meeting outside the
cars and exchanging packages hand-to-hand, and by allowing person A to retrieve a
package from the trunk of person B’s unattended car.

e An automobile “breaks down” and actors help to perform maintenance on the
automobile.

e An actor “steals” an item from an unlocked car.

e Anactor is forcibly escorted from the building and into a car, which drives away.

e Anobjectis buried.
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e lLuggage is left unattended.
e An actor has a brief, non-physical, altercation with another actor.

More detail about the activities in this SOC may be found in the script document included in the
reference data that was distributed with the SOC data.

The duration of the second SIG Parking Lot SOC was 22 minutes. A total of ten EO cameras and
one IR camera were used to record the SOC events. Two stationary EO cameras were located on
the roof of the building looking down at the parking lot. Seven stationary EO cameras and one
stationary IR camera were located at ground level. One mobile EO camera was also utilized; the
mobile camera was hand-carried by an actor through the scene.

In addition to the video data, scene descriptive text (SDT) and GMTI radar data were also
provided for this SOC.

Distinguishing challenges of this dataset include:

e Sensor data time synchronization: Most objects come into the AOR already
moving, and they keep moving while they appear on the cameras. Object definitions
use a single pixel point. If the time syncing used by SUT is different than that of the
SIG system, the SUT may miss identifying objects, causing all the subsequent queries
dependent on those objects to fail.

Figure 2 shows the area of interest, approximate placement of stationary cameras, and
approximate placement of GMTI radar for the second SIG Parking Lot SOC. The area outlined in
red is the area of interest of the SOC. Compared to the first parking lot SOC from Phase 3, the
area of interest for this SOC is somewhat smaller.
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Figure 2: Area of interest and camera and GMTI radar placement for the second SIG Parking Lot
SOC.

3.3 Duke Pratt Garden (20 September 2014)
This SOC was collected in a small garden outside a building at Duke University. Approximately 17
actors participated in this SOC.

Activities in this SOC mostly involve three quasi-scripted vignettes:

e Exercise class: an actor leads the other actors in an “exercise class,” including stretching,
jogging, calisthenics, etc.

e Fashion show: actors show off various outfits while other actors look on.

e Sports activities: actors engage in various sports activities, including bike riding, disc
golf, baseball, and parkour.

More detail about the activities in this SOC may be found in the document
“MSEE_PrattGarden_20140920_Scripts.docx,” which is included in the reference data that was
distributed with the SOC data.

The duration of this SOC is 34 minutes. A total of seven EO and one IR cameras were used to
record the SOC events. One stationary EO camera was placed on the second story of a nearby
building, looking down at the area of interest. Five stationary EO cameras and one stationary IR
camera were positioned at ground level around the area of interest to capture the scene from
multiple angles. One mobile EO camera was carried through the scene by an actor.

In addition to the cameras, scene descriptive text was also provided for this SOC.

Distinguishing challenges of this dataset include:
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e Lighting conditions: There is poor lighting and shade in one corner of the AOR which
creates contrast issues for several sensors.

e Sparse sensor coverage: many occluding features combined with a limited number of
sensors resulted in sparse sensor coverage of the AOR. Many corners of the AOR and
activities are only visible at reasonable resolution in a single sensor.

e Single overhead sensor: There is a single overhead sensor, HC4, which provides context
for the overall AOR. Unfortunately because this camera was stationed indoors looking
outside, it suffers from slight glare and blurriness from the window.

e Dropped frames: Two IP cameras intermittently drop frames in the second temporal
half of the collection.

Figure 3 shows the area of interest and approximate placement of stationary cameras for the
Pratt Garden SOC. The area outlined in red is the area of interest of the SOC.

p—
7

Figure 3: Area of interest and camera placement for the Pratt Garden SOC.

3.4 Duke Schiciano Auditorium (22 February 2014)
This SOC was collected inside Duke’s Schiciano Auditorium, and the associated lobby area.
Approximately 21 actors participated in this SOC.

Activities in the SOC center around a simulated academic conference. Among the quasi-scripted
activities for this SOC are:
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e Registration: actors approach a registration desk in the lobby, check in, and proceed into
the auditorium.

e Presentation: two actors give a presentation, while the other actors listen and perform
various activities.

e Simulated fire alarm: during the presentation, a fire alarm is simulated. All actors leave
the auditorium, then return later.

e Simulated panic: everyone exits the building in a panicked manner.

More detail about the activities in this SOC may be found in the document
“MSEE_Schiciano20140222_Scripts.docx,” which is included in the reference data that was
distributed with the SOC data.

The duration of this SOC is 40 minutes. A total of eleven cameras (ten EO and one IR) were used
to record the SOC events. Four stationary EO cameras were placed in the lobby area. Three
stationary EO cameras were placed in the auditorium. A stationary IR camera was placed in a
hallway adjacent to the auditorium so that it had a view of the lobby. A stationary EO camera
was also placed in the hallway, with a view down the hallway. Two mobile EO cameras were
utilized. One EO camera was attached to a cart used at the registration table. Another mobile EO
camera was hand carried by an actor through the scene.

In addition to the cameras, scene descriptive text was also provided for this SOC.

Distinguishing challenges of this dataset include:
e Novelty: This AOR was not used for any Phase 2 collection and as such, may present
novel challenges to the SUT.

e Occlusions: The SOCs dense collection area and environment, including walls and
columns, creates more occlusions as compared to other SOCs. People and chairs in
the auditorium are partially occluded by tables.

e Segmented AOR: The multiple rooms within the AOR can make tracking and spatial
awareness more difficult for the SUT.

Figure 4 shows the area of interest and approximate camera placement for the SOC. The area of
interest for this SOC includes the “Fitzpatrick Center Lobby,” the “Schiciano Auditorium Side B,”
and the “Access Hallway.” “Auditorium Side A” was not included in the area of interest and was
not recorded.
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Figure 4: Area of interest and camera placement for Duke Schiciano Auditorium SOC.

]

3.5 SIG Office (4 September 2013)

The SIG Office SOC was created during Phase 2 and used in the Phase 2.2 evaluation. For the
Phase 3 evaluation, UCLA requested that this SOC be included again, as they claimed to have
done quite a bit of work to improve their performance on this SOC in particular. BAE Systems
developed a new set of queries for use with the SIG Office SOC for the Phase 3 evaluation.
Because all Phase 2 performers have previously “seen” the SIG Office SOC in the Phase 2
evaluation, the SIG Office SOC is evaluated separately from the Phase 3 SOCs in this report.

The SIG Office SOC consists of video collected inside SIG’s office suite in Durham, NC. The SOC
contains video from three main rooms in the office (the reception area, the break room, and the
conference room) as well as the hallways connecting these areas. A total of 23 actors
participated in this SOC.

Activities in the SOC include a mix of activity appropriate to an office environment, as well as
activities designed to be DoD-relevant. Some activities were scripted; others, such as the pizza
lunch, were not. Examples of the activities in the SIG Office SOC include:

e A pizza lunch in the conference room, where approximately 15 people eat pizza, mingle,
chat, and play games.

e An actor leaves a package in a room, which is later recovered by another actor.

e An actor surreptitiously “steals” another actor’s backpack.
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e Packages are carried throughout the three rooms, changing hands several times.

o A small meeting between three people takes place in the break room.

e A larger, more formal meeting takes place in the conference room, including a
presentation using a projector and several actors interacting at a whiteboard.

More detail about the activities in this SOC can be found in the document
“MSEE_SIG_Office_Scripts.docx,” which is included in the reference data that was distributed
with the SIG Office SOC.

The duration of the SIG Office SOC was 1 hour, 32 minutes, 40 seconds. Twelve EO cameras, all
stationary, were used to record the events. Figure 5 shows the layout of the rooms and
approximate locations of all cameras.
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Figure 5: Layout of rooms and cameras used in the SIG Office SOC
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4 Phase 3 Testing Queries

4.1 Query Strategy for Phase 3
Based on lessons learned during the Phase 2.2 evaluation, a number of changes were made to
the strategy used to develop queries for Phase 3.

New approach to defining objects used in queries. In Phase 2.2, the only approach for selecting
objects (people, vehicles, etc.) to be used in queries was to define a set of objects. This
frequently required stringing together multiple conditions to select an object or objects we
wanted to ask about. If even one condition was not understood correctly by the SUT, the SUT
might use a different object or set of objects in its response to the query, or even not be able to
respond to the query at all.

In Phase 3, we introduced the concept of an object definition. Phase 3 queries may specify
objects by giving the SUT the coordinates of a pixel where the object appears at a particular
time in a particular camera. The SUT can then specify whether or not it can detect an object of
the specified type at that time and place. If it can, then the queries can continue with
confidence that the SUT and EES are “discussing” the same object. If the SUT cannot identify the
object, the EES can skip all queries concerning that object.

Simpler queries. Phase 2.2 queries frequently involved a conjunction of many predicates. If the
SUT’s knowledge was incorrect about any one predicate, it could get the answer to the entire
query wrong. If the SUT was wrong on a query, it would be difficult for the evaluator to know
which of the multiple predicates it was wrong about. Conversely, it is difficult to understand why
an SUT may have correctly answered a complex, multi-predicate query.

In Phase 3, queries have been made much simpler to address these challenges of performance
interpretation. The use of defined objects (described above) has helped achieve the goal of
simpler queries. Most Phase 3 queries involve only a single predicate, operating on one or more
defined objects.

Larger number of queries. Because the Phase 3 queries are simpler, we can produce and test on
a greater number of queries. This should allow us to test the SUTs on each concept under a
greater range of operating conditions.

Reduced set of predicates emphasized in queries. There are 148 predicates in the MSEE Formal
Language Specification. It is not feasible to test SUT performance on all 148 predicates across
multiple operating conditions. For the Phase 3 evaluation, we chose to emphasize some
predicates and de-emphasize others (meaning the de-emphasized predicates were rarely used
or not used at all). Combined with a larger number of queries, this allows us to exercise most of
the emphasized predicates multiple times. Table 1 shows the emphasized predicates, broken
down by category.
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Table 1: Phase 3 emphasized predicates, by category

| Categories | Descripton |

Classification Predicates related to classes of objects: person, male, female, animal, vehicle, two-
wheeled-vehicle, automobile, small-object, luggage, package, ball, disc, clothing, hat,
top-wear, building, room, table, chair.

Part Of Predicates related to “part-of” hierarchies: part-of, building, door, room, wall, floor,
person, head, arm, hand, lower-body, vehicle, door, trunk, hood, wheel.

Spatial Predicates related to spatial reasoning: clear-line-of-sight, occluding, closer, father,
facing, facing-opposite.

Attributes Predicates related to attributes of single objects: open, closed, sitting, standing, pointing,

crawling, walking, running, talking.

Relationships | Predicates related to relationships between two or more objects: same-object, on,
together, touching, inside, outside, below, driving, entering, exiting, carrying, loading,
unloading, mounting, dismounting, donning, doffing, throwing, catching, putting-down,
picking-up, dropping.

Tracking Predicates related to tracking: starting, stopping, moving, stationary, turning, turning-
right, turning-left, u-turn, same-motion, opposite-motion, following, passing.

4.2 Phase 3 Query Summary

For the five SOCs used in the Phase 3 evaluation, BAE Systems developed a total of 1,060
queries. Natural language versions of all queries, the “correct” responses as determined by a
human assessor, and the responses given by UCLA’s SUT can be found in Appendix B: Phase 3
Testing Queries and Answers.

Table 2 shows the breakdown of number of queries by SOC:

Table 2: Number of queries by SOC

soc _# Queries |

SIG Office 108
SIG Parking Lot #1 247
SIG Parking Lot #2 236
Duke Pratt Garden 215
Duke Schiciano Auditorium 254
Total 1,060

Table 3 shows the number of queries that use predicates from each category. The “object
definition” category consists of queries that are used only to verify that the SUT was able to
identify a defined object that will be used in subsequent queries. Object definition queries are of
the general form “Is object x an object?” For example: “Is obj-person-1 a person?” or “Is obj-
vehicle-1 a vehicle?” If the SUT could not successfully identify the object, it should respond with
an “UnknownObject” flag, which will let the EES know to skip any future queries about that
object. The SUT will not be penalized for failing to answer these queries, as unanswered queries
are not counted in the results.
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(It is possible that the SUT could respond “true” to all object definition queries without even
trying to process the data, since the answer will always be true by definition. However, an SUT
that tries to “cheat” by answering “true” to an object definition query when it cannot actually
identify the object will then be faced with a sequences of queries about that object — which it
will likely perform poorly on.)

It is not possible to formulate a query without using at least one predicate from the
classification category — classification predicates are the only way to define the object or objects
involved in the query. Therefore, if a query uses only classification predicates, it is counted in
the classification category. If the query uses classification predicates, plus predicates from one
other category X, it is counted in category X. If the query uses classification predicates, plus
predicates from two or more additional categories, it is not assigned a category. With the
emphasis on simpler queries for Phase 3, there are only five such queries that use multiple
categories of predicates.

Table 3: Number of queries by category

Category

Object definition 243
Classification 71
Part Of 93
Spatial 58
Attributes 165
Relationships 291
Tracking 134
Multiple predicate categories 5

The number of predicates used in each query can serve as a proxy for complexity of the query.
Number of predicates is not a perfect measure of the complexity of a query because not all
predicates are equally complex, and other factors affect query complexity (such as the size of
the temporal and spatial windows that must be considered in answering the query).
Nevertheless, in a later section we will evaluate SUT performance relative to the number of
predicates in each query. Figure 6 is a histogram of the number of predicates used in queries;
Table 4 shows the same data in tabular form.

Most queries have either 1, 2, or 3 predicates. This is a natural result of the choice in Phase 3 to
simplify the queries. The queries with 1, 2, or 3 predicates can mostly be explained as follows:

e 1 predicate: These are queries that deal only with the predicates for the various types of
objects (people, automobiles, etc.). Most of these queries (243) are object definition
queries; the others deal with counting objects (e.g. “how many people are in the
scene?”).
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5 Evaluation Timeline

On April 3™, 2015 the Phase 3.0 Testing Data stored on an external hard disk drive was shipped
to UCLA, DARPA, and AFRL, with an expected arrival date no later than April 6th. UCLA was
allotted two weeks to perform data preprocessing required by their SUT. Table 6 provides
details on the preprocessing performed and the associated time durations, as reported by UCLA.
BAE Systems exposed the EES interface for Phase 3 Evaluation on 12:01 AM EDT April 20, 2015.

UCLA started its lone EES session at 5:30 PM EDT on April 21, and completed it at 8:55 PM EDT
on April 28. After processing the queries associated with the first SOC, “soc-sig-office-2013-09-
04-testing”, UCLA paused the evaluation at 11:52 PM EDT on 4/22/15 to address interfacing and
other SUT issues. Note that the “soc-sig-office-2013-09-04-testing” SOC is not part of the Phase
3 testing data sets. UCLA resumed the evaluation at 3:27 AM EDT 4/26/15 and completed the
evaluation at 8:55 AM EDT 4/28/15.

Table 5: Summary of UCLA SUT Data Preprocessing (as reported by UCLA)

Reported Data SIG Office SIG Parking Lot | SIG Parking Lot | Pratt Garden | Schiciano
Preprocessing Metric 2013-09-04 2014-01-04 2014-10-18 2014-09-20 Auditorium
2014-02-22
Video duration 17:35:36 8:14:42 4:27:44 4:15:56 8:53:24
Total # of frames 2,486,289 888,053 481,414 458,629 959,216
Human bounding boxes 1,341,704 1,885,106 487,808 2,718,738 2,433,349
Car bounding boxes N/A 204,238 1,212,573 N/A N/A
Bicycle bounding boxes N/A 4,801 13,192 43,291 N/A
Processing time unreported | ~16 hours ~19 hours ~13 hours ~15 hours
Generated human tracks 2227 17,547 3,061 16,964 11,860
Generated car tracks N/A 437 1,490 N/A N/A
Generated bicycle tracks N/A 92 186 321 N/A
Processing time unreported | ~34 hours ~9 hours ~33 hours ~22 hours
| Attributes ]
Processed human 1,340,395 1,236,245 486,879 2,270,448 2,429,963
bounding boxes
Generated attribute boxes | 4,057,955 4,442,954 1,574,064 8,194,540 7,667,580
Processing time ~18 hours ~34 hours ~6 hours ~32 hours ~22 hours
|Acion ]
Processed bounding boxes | 1,330,240 1,884,974 487,614 2,718,600 2,433,209
Processing time ~20 hours ~34 hours ~6.5 hours ~33 hours ~23 hours
Processed bounding boxes | 1,217,572 1,993,022 1,664,075 2,594,942 2,246,625
Processing time ~13 min. ~27 min. ~17 min. ~33 min. ~33 min.
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6 Evaluation Performance

Because the Phase 3 evaluation included not only the Phase 3 data (which had never been seen
by the performers before) but also one repurposed Phase 2.2 SOC (which had been seen by the
performers before), in presenting the results we will distinguish between performance on Phase
3 data only, performance on the Phase 2.2 SIG Office SOC only, and overall performance on all
data.

Table 6 summarizes the performance of UCLA’s SUT on Phase 3 data, Phase 2.2 data, and both
datasets combined. Note that object definition queries are excluded from the results in this
table (see section 6.5 for more on the SUT performance on object definition queries).

Table 6: UCLA SUT performance metrics for all queries (excluding object definition queries)

Phase 3 SOCs | Phase 2.2
SIG Office

Number of queries

Number of responses 459 (65%) 79 (73%) 538 (66%)
Error rate 0.370 0.215 0.348
(170/459) (27/79) (187/538)
Confidence error 0.089 0.087 0.089
Brier score 0.323 0.211 0.307

Considering the Phase 3 data only, 709 queries (not including object definition queries) were
available. The SUT responded to 459 of these queries (65%). Of the queries the SUT responded
to, 289 responses were correct (63%). An additional 243 object definition queries were
presented; the SUT was able to identify 197 of the objects (81%).

Considering the Phase 2.2 SIG Office SOC only, 108 queries were available. The SUT responded
to 79 of these queries (73%). Of the queries the SUT responded to, 62 responses were correct
(78%). There were no object definition queries for this SOC.

Considering all SOCs (both Phase 3 and Phase 2 together), 817 queries were available (not
including object definition queries). The SUT responded to 538 of these queries (66%). Of the
queries the SUT responded to, 351 responses were correct (65%). An additional 243 object
definition queries were presented; the SUT was able to identify 197 of the objects (81%).

The following sections go into more details about the performance of UCLA’s system on the
Phase 3 evaluation. The metrics examined in these sections are based on the document
“Evaluation Metrics for the MSEE Program” version 0.1 dated 14 February 2013, produced by
the AFRL COMPASE Center.
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6.1 SUT Confidence in Answers

It is important to evaluate not just the accuracy of the SUT answers, but also the accuracy of the
SUT confidences in their answers. In general, the SUT reported very high confidences in its
answers. For UCLA’s SUT, 46.0% of answers had a confidence above 0.9, and 78.6% of answers

had a confidence above 0.6.

Intuitively, SUT answers with higher confidences should be more likely to be correct. Figure 7
explores this concept for the UCLA SUT. The horizontal axis represents SUT answer confidence.
The vertical axis shows the error rate for answers having a confidence greater than or equal to
the specified level. Initially, error rate actually increases as confidence increases, but for the very
highest confidence values error rate does go down significantly.
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Figure 7: Answer confidence vs. error rate for the UCLA SUT

To help explore the relationship between confidence and accuracy more formally, “Evaluation
Metrics for the MSEE Program” introduces the concept of a “declaration,” which is defined as
follows:

e Given a confidence threshold C, the SUT declares an answer when both of the following

are true:
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0 The SUT responded to the query.
0 The SUT’s confidence is >=C.

For the metric results presented below, each metric is computed at three different confidence

levels, C=0.0, C=0.6, and C=0.9. For each confidence level, the metric is computed only for the

queries where the SUT declared a response at that confidence level. Intuitively, one expects the
metrics to improve as the confidence level rises.

6.2 Performance by SOC

Table 7 shows the performance of the UCLA SUT broken down by SOC.

“Object definition”

queries are excluded from the metrics reported in this table. Note that the “SIG-Office 2013-09-
04” SOC was used in the Phase 2.2 evaluation, though the queries presented in the Phase 3
evaluation are new. Note that object definition queries are not included in these results.

Metric

Number of queries

Table 7: Performance metrics by SOC

SIG Parking Lot
2014-01-04

184

SIG Parking Lot
2014-10-18

165

Pratt
Garden
2014-09-20
161

Schiciano
Auditorium
2014-02-22
199

SIG Office
2013-09-04

108

Number of responses
Confidence >= 0.0

96 (52.2%)

99 (60.0%)

128 (79.5%)

136 (68.3%)

79 (73.1%)

Number of declarations 96 99 128 136 79
Declaration rate 1 1 1 1 1
Error rate 0.385 0.374 0.414 0.316 0.215
Confidence error 0.121 0.076 0.051 0.112 0.087
Brier score 0.332 0.340 0.307 0.320 0.211
Number of declarations 67 81 114 99 59
Declaration rate 0.698 0.818 0.891 0.728 0.747
Error rate 0.433 0.395 0.421 0.364 0.203
Confidence error 0.016 0.009 0.026 0.009 0.008
Brier score 0.343 0.343 0.314 0.312 0.183

Confidence >= 0.9

Number of declarations | 28 63 24 96 50

Declaration rate 0.292 0.636 0.188 0.706 0.633
Error rate 0.429 0.381 0.333 0.365 0.200
Confidence error 0.010 0.004 0.002 0.006 0.003
Brier score 0.362 0.340 0.304 0.315 0.185

6.3 Performance by Number of Predicates

The following tables summarize performance metrics for sets of queries based on the number of

predicates used in the query. Intuitively, we expect queries with more predicates to be more

complex and therefore to have higher error rates. Separate tables are presented for results
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using Phase 3 data only (Table 8), Phase 2.2 SIG Office SOC data only (Table 9), and all data
(Table 10). Once again, object definition queries are excluded from these results.

Table 8: Performance by number of predicates (Phase 3 datasets only)

Number of queries 31 255 373 45 5
Number of responses

Confidence >= 0.0

Number of declarations

Declaration rate 1 1 1 1 1
Error rate 0.387 0.298 0.408 0.478 0.750
Confidence error 0.129 0.113 0.064 0.061 0.077
Brier score 0.255 0.298 0.348 0.391 0.464
Confidence >= 0.6

Number of declarations

Declaration rate 0.677 0.728 0.849 0.867 0.750
Error rate 0.333 0.345 0.438 0.538 0.667
Confidence error 0.016 0.016 0.016 0.017 0.018
Brier score 0.249 0.278 0.359 0.425 0.538
~ Confidence>=09

Number of declarations

Declaration rate 0.452 0.419 0.500 0.467 0.250
Error rate 0.286 0.312 0.413 0.571 1
Confidence error 0.003 0.006 0.006 0.004 0.007
Brier score 0.251 0.270 0.363 0.500 0.836

Table 9: Performance by number of predicates (Phase 2.2 SIG Office SOC only)

Metric

Number of queries 15 32 37 7
Number of responses

Confidence >= 0.0

Number of declarations

Declaration rate 1 1 1 1 1
Error rate 0.067 0.167 0.280 0.250 0.429
Confidence error 0.036 0.142 0.085 0.010 0.103
Brier score 0.100 0.179 0.220 0.239 0.492
~ Confidence>=06

Number of declarations

Declaration rate 0.867 0.542 0.800 1 0.714
Error rate 0.077 0.077 0.250 0.250 0.600
Confidence error 0.002 0.002 0.017 0.010 0.002
Brier score 0.076 0.072 0.211 0.239 0.547
Confidence >= 0.9

Number of declarations 13 13 13 6 5
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Declaration rate 0.867 0.542 0.520 0.750 0.714
Error rate 0.077 0.077 0.231 0.333 0.600
Confidence error 0.002 0.002 0.002 0.006 0.002
Brier score 0.076 0.072 0.211 0.304 0.547
Table 10: Performance by number of predicates (all data)

Number of queries 46 287 410 62 12
Number of responses 46 215 243 23 11
Number of declarations 46 215 243 23 11
Declaration rate 1 1 1 1 1
Error rate 0.283 0.284 0.395 0.478 0.545
Confidence error 0.099 0.116 0.066 0.043 0.094
Brier score 0.205 0.284 0.335 0.338 0.482

Confidence >= 0.6

Number of declarations | 34 152 205 21 8

Declaration rate 0.739 0.707 0.844 0.913 0.727
Error rate 0.235 0.322 0.42 0.429 0.625
Confidence error 0.01 0.014 0.016 0.014 0.008
Brier score 0.183 0.261 0.344 0.355 0.543
Number of declarations | 27 93 122 13 6

Declaration rate 0.587 0.433 0.502 0.565 0.545
Error rate 0.185 0.28 0.393 0.462 0.667
Confidence error 0.003 0.005 0.006 0.005 0.003
Brier score 0.167 0.243 0.347 0.41 0.595

6.4 Performance by Predicate Category
SUT performance may be evaluated based on the predicates used within the queries, which may
indicate an SUT’s general capability strengths and weaknesses. The predicate categories
evaluated in the Phase 3 evaluation are described in Table 1.

Separate tables are presented for results using Phase 3 data only (Table 11), Phase 2.2 SIG Office
SOC data only (Table 12), and all data (Table 13).

Table 11: Performance by predicate category (Phase 3 datasets only)

classification \ part of | spatial @ attributes | relationships | tracking
Number of queries 56 93 50 146 246 114
Number of responses 53 65 25 93 119 101

Confidence >= 0.0 \

Number of declarations | 53 65 25 93 119 101
Declaration rate 1 1 1 1 1 1
Error rate 0.283 0.292 0.560 0.290 0.471 0.366
Confidence error 0.150 0.102 0.039 0.082 0.058 0.102
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Brier score

0.264

0.292

0.463

0.265

0.367

0.341

Confidence >= 0.6

Number of declarations | 34 48 23 76 103 75

Declaration rate 0.642 0.738 0.920 0.817 0.866 0.743
Error rate 0.294 0.333 0.609 0.316 0.476 0.413
Confidence error 0.015 0.011 0.023 0.016 0.017 0.015
Brier score 0.223 0.291 0.474 0.252 0.384 0.341

Confidence >= 0.9

Number of declarations | 22 35 14 42 47 51

Declaration rate 0.415 0.538 0.560 0.452 0.395 0.505
Error rate 0.227 0.286 0.500 0.286 0.532 0.392
Confidence error 0.004 0.003 0.007 0.006 0.007 0.008
Brier score 0.200 0.269 0.426 0.249 0.457 0.340

Table 12: Performance by predicate category (Phase 2.2 SIG Office SOC only)

Metric ‘ classification ‘ part of | spatial @ attributes | relationships | tracking
Number of queries 8 19 45 20 0 0
Number of responses 4 16 35 8 N/A N/A
‘ Confidence >= 0.0
Number of declarations | 4 16 35 8 N/A N/A
Declaration rate 1 1 1 1 N/A N/A
Error rate 0 0.250 0.314 0 N/A N/A
Confidence error 0.012 0.113 0.082 0.201 N/A N/A
Brier score 0.023 0.168 0.282 0.201 N/A N/A
Number of declarations | 4 9 23 4 N/A N/A
Declaration rate 1 0.562 0.800 0.500 N/A N/A
Error rate 0 0.111 0.321 0 N/A N/A
Confidence error 0.012 0.002 0.013 0.002 N/A N/A
Brier score 0.023 0.103 0.281 0.002 N/A N/A
Confidence >= 0.9

Number of declarations | 2 9 21 4 N/A N/A
Declaration rate 0.500 0.562 0.600 0.500 N/A N/A
Error rate 0 0.111 0.333 0 N/A N/A
Confidence error 0.002 0.002 0.003 0.002 N/A N/A
Brier score 0.002 0.103 0.305 0.002 N/A N/A
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Table 13: Performance by predicate category (all data)

MIMI spat-al attr-butes relat-onsh-ps m
Number of queries
Number of responses 68 65 29 109 154 109
Number of declarations | 68 65 29 109 154 109
Declaration rate 1 1 1 1 1 1
Error rate 0.235 0.292 0.483 0.284 0.435 0.339
Confidence error 0.124 0.102 0.036 0.087 0.063 0.109
Brier score 0.228 0.292 0.403 0.251 0.348 0.331
Confidence >= 0.6
Number of declarations | 47 48 27 85 131 79
Declaration rate 0.691 0.738 0.931 0.78 0.851 0.725
Error rate 0.234 0.333 0.519 0.294 0.443 0.392
Confidence error 0.012 0.011 0.021 0.015 0.016 0.014
Brier score 0.182 0.291 0.407 0.236 0.362 0.324
Confidence >= 0.9
Number of declarations | 35 35 16 51 68 55
Declaration rate 0.515 0.538 0.552 0.468 0.442 0.505
Error rate 0.171 0.286 0.438 0.255 0.471 0.364
Confidence error 0.004 0.003 0.006 0.005 0.006 0.007
Brier score 0.154 0.269 0.373 0.224 0.41 0.315

6.5 Performance on Object Definition Queries

Object definition queries constitute a special class of queries. As described in section 4.1, object
definitions were added for Phase 3 as an approach to simplify queries and allow for more
precision in specifying which object is being asked about.

Objects are defined by specifying an object type and a single pixel that is part of the object. The
SUT then determines if it knows of an object of the given type containing the given pixel.
Objects are first introduced with a very simple query that we term an “object definition” query.
The query itself is a tautology. (Specifically, it is of the form “is the object, which is defined to be
of type X, of type X?”) Therefore, if the SUT can identify the object at all it should always return
“true” in answer to an object definition query. The EES may then proceed to ask additional
questions about the object. If the SUT cannot identify the object, it should return the “unknown
object” response. In that case, the EES will skip all queries related to that object.

UCLA has stated that their Phase 3 SUT will respond with “unknown object” when either:
e no object is found to match the queries (most cases); or
e multiple objects are found and the system cannot resolve which is the best match.

UCLA also reported that the following objects are not supported by their Phase 3 SUT:
e clothing-footwear (Note: this predicate was not used in the Phase 3 evaluation)
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e building — wall — door (Note: this predicate was used in only five queries in the Phase 3
evaluation)

e room —wall — switch (Note: this predicate was not used in the Phase 3 evaluation)

e vehicle — fender (Note: this predicate was not used in the Phase 3 evaluation)

e room —wall — art (Note: this predicate was not used in the Phase 3 evaluation)

Though not explicitly listed as unsupported by UCLA, UCLA implied that the “ball” and “disc”
object types were “too small and move too fast to detect”.

The Phase 3 testing queries included 243 object definition queries. Of these 243, UCLA’s SUT
gave a “true” response (indicating a confidence that it could correctly identify the described
object) in 197 cases (81%). UCLA’s SUT responded with “unknown object” in 45 cases (19%).

Curiously, UCLA’s SUT responded with “false” in one case. Since a “false” response is never
appropriate for an object definition query, we suspect this might have been the result of a
software logic error in the SUT. Figure 8 shows the object (in this case a person) in question.

Figure 8: UCLA's SUT responded "false" to an object definition query involving this woman.

Table 14 shows SUT performance on object definition queries by the type of object. AlImost half
of all objects used were people, and the SUT had a high success rate at detecting people
(87.5%). About one-eighth of all objects were automobiles, which the SUT detected at a rate of
77.4%.

Table 14: Summary of performance on object definitions queries, by object type.

Object type it definitions | # detected | Detection rate
120 105

Person 0.875
Automobile 31 24 0.774
Head 17 16 0.941
Arm 12 6 0.500
Lower-body 12 11 0.917
Luggage 10 7 0.700
Door 7 4 0.571
Hand 5 3 0.600
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Object type # definitions | # detected Detection rate
Trunk 5 5 1.000
Small-object 4 4 1.000
Wheel 4 2 0.500
Hat 3 2 0.667
Hood 3 1 0.333
Disc 2 0 0.000
Two-wheeled-vehicle | 2 2 1.000
Animal 1 1 1.000
Ball 1 0 0.000
Room 1 1 1.000
Table 1 1 1.000
Tool 1 1 1.000
Wall 1 1 1.000
Total 243 197 0.811

Examples of undetected object definitions follow,
location of the object definition.

where the green circle denotes the pixel

Figure 9: Object definition of obj-jeep in storyline-Tracking-Automobiles, SIG Parking Lot 2014-
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Figure 10: Object definition of obj-person3 in storyline-Person-Attributes, SIG Parking Lot 2014-
01-04. obj-person3 is in the center if the image.

Figure 12: Object definition of obj-balll in storyline-sports, Pratt Garden 2014-09-20. obj-balll1
is held by the individual in the center of the FOV.
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Figure 13: Object definition of obj-presenterl in storyline-presentation2, Schiciano Auditorium
2014-02-22.

6.6 Unanswered Queries

In the Phase 3 evaluation, the UCLA SUT was unable to respond to a total of 279 queries — 29 for
the “SIG Office 2013-09-04" SOC and 250 for the Phase 3 SOCs. All of these queries are omitted
from the computation of overall SUT performance metrics.

An SUT may fail to respond to a query in one of two ways:

e The SUT received the query and sent one of the “unable to respond” codes described
below. This happened 107 times in the Phase 3 evaluation (38% of non-responses).

e The SUT indicated it could not identify an object involved in the query (by responding
“unknown object” to an object definition query), and the EES did not send the query. Of
the 279 non-responses, 172 (62%) were queries skipped because a prerequisite object
definition was not detected by the SUT.

The format of the answer documents that the SUT sends to the EES contains a provision for the
SUT to indicate that it was unable to respond to the query, and why. The options for the reason
the SUT could not respond, as defined in the ICD, are:

e Unknown Predicate: could not respond because the query used predicates the SUT
doesn't understand. The list of offending predicates may be given in an optional
“unknown predicates” string.

e Cannot Identify Single Frame: could not respond because the SUT only works on single
frames and it could not figure out which frame to use.

e UnsupportedDataType: could not respond because the query involves a data type (e.g.
mobile cameras) which the SUT does not support.

e SoftwareError: could not respond due to an unexpected software error (e.g. SUT code
throws an exception).

e Other: could not respond for some other reason. Details may be given in an optional
comment string.
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Post-evaluation, UCLA provided a list of unsupported predicates and predicate combinations by
their Phase 3 SUT:

color: color predicates are only supported with respect to the following object types:
automobile, top-wear, bottom-wear, table, chair. Note that the Phase 3 SOCs’
evaluation queries did not use color predicates.
action/behavior: the following predicates are not supported “due to the lack of reliable
visual clues or training samples, or high ambiguity in definition”:
o0 talking - [the UCLA SUT] “needs subtle cues, e.g. gesture, facial motion to
recognize who is really talking at a certain time instance.”
0 touching - [the UCLA SUT] “needs accurate 3D hand position which is not
available”
0 catching — “Disc and balls are too small and move too fast to detect”
0 swinging — [the UCLA SUT] “needs accurate 3D arm motion, also [the predicate
is] ambiguous.”
0 occluding — “Ambiguous definition and [the UCLA SUT] needs reliable 3D
information.”
0 donning, doffing — due to unreliable results, these predicates were not
supported.
indoor scenes: the following predicates are not supported in indoor scenes because
“the objects involved are too small in loading/unloading; the 3D projected human
positions are not accurate in indoor; or the predicates are not well-defined in indoor”:
driving, crossing, mounting, dismounting, loading, unloading, same_motion,
opposite_motion, following, passing, turning, turning_left, turning_right, u-turn.
open/closed attributes: the “open” and “closed” attributes are only supported for the
following objects: vehicle — door, vehicle — hood, and vehicle — trunk.
predicate combinations: the following predicates were supported only when applied to
the “person” or “vehicle” object types (or sub-classes): clear_line_of sight, driving,
together, loading, unloading, passing, following, same_motion, opposite_motion, closer,
further, mounting, dismounting.

There were 107 total SUT “unable to respond” responses reported by the UCLA SUT during the

Phase 3 evaluation, all of which utilized the “Other” option. UCLA’s SUT provided an explanation

for the non-response in the comment string. In 105 of the 107 cases, the comment indicates

that the SUT was unable to respond because the combination of predicate and argument used

in the query was not supported by the SUT. Table 15 details the predicate-argument

combinations the SUT did not support.
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Table 15: Reasons for Unable to Answer Responses with an “Other” code

passing INDOOR

014-0S

014-0

09-04

opposite-motion INDOOR

same-motion INDOOR

following INDOOR

NIN RN

turning INDOOR

turning-right INDOOR

turning-left INDOOR

u-turn INDOOR

pointing

clear-line-of-sight(person,person)
clear-line-of-sight(person,package)
clear-line-of-sight(wheel)

ARrlRriRrlRrINNMIN RN

NO R R R NN

together(person,small-object)
together(person,package)

taking-down(person,small-object)

loading(person,small-object)
loading(person,package)
loading(person,trunk)
loading(person,luggage)

unloading(person,package)
unloading(person,luggage)
unloading(person,small-object)
unloading(person,trunk)

putting-up(person,small-object)

crawling

dropping

talking

touching

catching

NININ U

swinging

occluding

N

donning

3*

doffing

4%

facing(automobile)

mounting(person,two-wheeled-
vehicle)

WikRLR NOOWR ,~PS

dismounting(person,two-wheeled-
vehicle)

exiting(person,room)

entering(person,room)

TOTALS

18

15

21

22

29

105
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During post-evaluation analysis, we discovered errors in the formal language specification of
two queries (denoted by a * in Table 15 above):

e Query ID 640 - doffing(topwear,obj-person3) — the order of operands is wrong

e QueryID 641 - donning(hat,female) —the order of operands is wrong

These queries do not follow the Formal Language Specification for the donning and doffing
predicates.

Two queries were answered by the SUT with “Unable_to_respond”-“Other” responses in a

manner different from the responses reported in the above table:
e Query ID 200: the UCLA SUT responded with a “Service Error”.
natural language version of query ID 200 is: “Is person3 closer to personl than to

For reference, the

person2?”

e Query ID 1025: the UCLA SUT claimed the “identifier is not defined” in the comments
and references the “pointing” predicate. The natural language version of query ID 1025
is “Is obj-student3 pointing?”.
temporal window were defined and understood by the SUT in previously answered
queries.

Curiously, the defined object (obj-student-3) and

The following objects were not detected by the SUT leading to a number of skipped queries that
depended on these objects:

Table 16: Queries skipped due to unidentified objects.

storyline # skipped
querles

obj-jeep SIG Parking Lot 2014-01-04 storyline-Tracking-Automobiles
obj-person3 SIG Parking Lot 2014-01-04 storyline-Person-Attributes 8
obj-person4 SIG Parking Lot 2014-01-04 storyline-Person-Attributes 7
obj-jeep SIG Parking Lot 2014-01-04 storyline-Vehicle-Attributes 4
obj-door2 SIG Parking Lot 2014-01-04 storyline-Vehicle-Attributes 4
obj-pitcher SIG Parking Lot 2014-01-04 storyline-Geometry 5
obj-head SIG Parking Lot 2014-01-04 storyline-People-Parts 3
obj-hand SIG Parking Lot 2014-01-04 storyline-People-Parts 3
obj-arm1 SIG Parking Lot 2014-01-04 storyline-People-Parts 3
abj-arm2 SIG Parking Lot 2014-01-04 storyline-People-Parts 3
obj-personl SIG Parking Lot 2014-01-04 storyline-People-Car-Interactions-1 | 5
obj-jeep SIG Parking Lot 2014-01-04 storyline-People-Car-Interactions-1 | 9
obj-jeep SIG Parking Lot 2014-01-04 storyline-People-Car-Interactions-2 | 10
obj-personl SIG Parking Lot 2014-01-04 storyline-People-Car-Interactions-2 | 5
obj-person2 SIG Parking Lot 2014-01-04 storyline-People-Car-Interactions-2 | 4
obj-person2 SIG Parking Lot 2014-01-04 storylinc.e-PeopIe-Object- 10
Interactions-1-Dodgeball
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storyline # skipped
querles

obj-person2

SIG Parklng Lot 2014-01-04

storylme People-Object-
Interactions-2-Kickball

obj-arm1 SIG Parking Lot 2014-10-18 storyline-part-of-relationships
obj-arm2 SIG Parking Lot 2014-10-18 storyline-part-of-relationships
obj-lowerbody2 | SIG Parking Lot 2014-10-18 storyline-part-of-relationships
obj-hood1 SIG Parking Lot 2014-10-18 storyline-part-of-relationships
obj-wheell SIG Parking Lot 2014-10-18 storyline-part-of-relationships
obj-wheel4 SIG Parking Lot 2014-10-18 storyline-part-of-relationships
obj-hood4 SIG Parking Lot 2014-10-18 storyline-part-of-relationships

obj-person3

SIG Parking Lot 2014-10-18

storyline-attributes

obj-person4

SIG Parking Lot 2014-10-18

storyline-attributes

obj-doorl SIG Parking Lot 2014-10-18 storyline-attributes

obj-car3 SIG Parking Lot 2014-10-18 storyline-spatial-relationships
obj-car4d SIG Parking Lot 2014-10-18 storyline-spatial-relationships
obj-car6 SIG Parking Lot 2014-10-18 storyline-spatial-relationships
obj-person3 SIG Parking Lot 2014-10-18 storyline-relationships
obj-discl SIG Parking Lot 2014-10-18 storyline-relationships
obj-disc2 SIG Parking Lot 2014-10-18 storyline-relationships

obj-person7

SIG Parking Lot 2014-10-18

storyline-relationships

obj-person2

Pratt Garden 2014-09-20

storyline-fashion-show

O W N DO WU OO W W W P O UKW WINNINDN

obj-arm2 Pratt Garden 2014-09-20 storyline-fashion-show

obj-balll Pratt Garden 2014-09-20 storyline-sports

obj-arm1 Pratt Garden 2014-09-20 storyline-sports

obj-hand2 Schiciano Auditorium 2014-02-22 | storyline-part-of-relationships
obj-backpack Schiciano Auditorium 2014-02-22 | storyline-registration

obj-bag Schiciano Auditorium 2014-02-22 | storyline-presentation

obj-hat Schiciano Auditorium 2014-02-22 | storyline-presentation2 10
obj-presenterl Schiciano Auditorium 2014-02-22 | storyline-presentation2 10
obj-door2 Schiciano Auditorium 2014-02-22 | storyline-panic 2
obj-bag Schiciano Auditorium 2014-02-22 | storyline-panic 6

Note that some skipped queries in the above table were skipped for multiple undetected
objects, so the overall query total in the above table is higher than the actual skipped query

total.
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6.7 Response Time
Two metrics related to response time were evaluated:

e SOC startup time, measured as the time between when the EES sends the SOC
description to the SUT and when the EES receives the request for the first query from
the SUT. This is the time required by the system to prepare to answer queries in the
SOC. Since the pre-processing of video data was done before the evaluation process
with the EES started, SOC startup times are expected to be relatively low.

e Query response time, measured as the time between when the EES sends the query to
the SUT and when the EES receives the answer to the query from the SUT.

All times include a certain amount of overhead due to time required to transmit data over the
Internet. This overhead cannot be measured directly and will vary depending on a variety of
factors. However, the overhead should be a small percentage of the total time.

Table 17 shows the SOC startup times and mean/min/max response times for UCLA’s SUT. We
know that UCLA paused processing for several days between the first and second SOCs. We
believe that processing was also suspended before the start of the third through fifth SOCs.
Therefore, the SOC startup times (aside from the first) are not informative.

Table 17: Response time data for UCLA. All times are reported in seconds

Startup Time Mean Query Min. Query Max. Query
Response Time Response Response
Time Time

SIG Office 2013-09-04 5.619 26.911 1.941 206.629
SIG Parking Lot 2014-01-04 272130.567 27.437 7.104 204.483
SIG Parking Lot 2014-10-18 31603.248 29.629 0.375 622.537
Pratt Garden 2014-09-20 26752.901 84.098 2.973 2965.791
Schiciano Auditorium 2014-02-22 | 42324.831 12.825 3.304 201.038
Entire Session N/A 39.381 0.375 2965.791

Figure 14 shows a histogram of UCLA’s query response times (excluding response times above
1000 seconds for better scaling). The minimum response time was 0.375 seconds.
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Figure 14: Histogram of UCLA query response times (excluding times greater than 1000 seconds)

Figure 15 shows a plot of the Query response times for each query. A total of 18 queries had a
response time greater than 1000 seconds.
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Figure 15: SUT Response Time (seconds) by Phase3 query number.

Table 18 provides further details on the 18 queries with response times greater than 1000
seconds. Of the 18 queries, 13 are object definition queries. Query ID 109 is the first query of
the “SIG Parking Lot 2014-01-04” SOC and the response time is attributable to the pause
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between SOCs taken by UCLA to address SUT issues and the SOC startup time. The other 5
queries use one of the following predicates: clear-line-of-sight, same-motion, following,
entering, and pointing.

Table 18: Queries with response times greater than 1000 seconds.

SOC

Storyline

Name

Description

Query
Response
Time

20 SIG Office 2013- | storyline- query-p-so- | Is the person clear-line-of-sight | 1431.8
09-04 additional- relationship | the small-object?
reception s-person-
clear-line-of-
sight-small-
object
109 SIG Parking Lot | storyline- query-1 Is obj-jeep detected? 81966.6
2014-01-04 Tracking-
Automobiles
193 SIG Parking Lot | storyline- query-1 Is personl detected? 1667.9
2014-01-04 Geometry
398 SIG Parking Lot | storyline-part- query-1 Is there a person <personl>at | 1900.4
2014-10-18 of-relationships pixel(1078,410) in the FOV of
sensor GL4?
406 SIG Parking Lot | storyline-part- query-9 Is there an arm <arm3> at pixel | 2143.2
2014-10-18 of-relationships (1444,370) in the FOV of sensor
GL4?
493 SIG Parking Lot | storyline- query-33 Is there a door <doorl> at 1147.5
2014-10-18 attributes pixel(234,541) in the FOV of
GL1?
504 | SIG Parking Lot | storyline- query-7 Is there an automobile <car7> 3720.7
2014-10-18 spatial- at pixel (1671,504) in the FOV
relationships of sensor RT1?
526 SIG Parking Lot | storyline- query-12 Is there a tool <tool1> at pixel 1931.6
2014-10-18 relationships (337,378) in the FOV of sensor
GL1?
607 Pratt Garden storyline- query-16 Is there a head <head1>inthe | 8900.7
2014-09-20 exercise-class FOV of HC2 at pixel (634,363)?
620 Pratt Garden storyline- query-29 Are there two-people moving 2965.8
2014-09-20 exercise-class in the same direction (same-
motion)?
621 Pratt Garden storyline- query-30 Is there a person following 2788.7
2014-09-20 exercise-class another person?
658 Pratt Garden storyline- query-67 Is there a lower-body <lb1> in 1844.8
2014-09-20 exercise-class the FOV of HC3 at pixel
(150,532)?
744 Pratt Garden storyline-sports | query-10 Is there a ball <ball1> in the 3260.6
2014-09-20 FOV of HC2 at pixel (933,414)?
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Storyline ' Description Query

Response
Time
797 Pratt Garden storyline-sports | query-63 Is there a head <head2>inthe | 1947.9
2014-09-20 FOV of IP5 at pixel (288,250)?
818 Schiciano storyline-part- query-4 Identify obj-head 1367.6
Auditorium of-relationships
2014-02-22
942 Schiciano storyline- query-2 Are there at least 5 people who | 1749.1
Auditorium presentation enter the auditorium during
2014-02-22 time-enter?
1000 | Schiciano storyline- query-16 Identify person as obj- 1325.2
Auditorium presentation2 student2.
2014-02-22
1025 | Schiciano storyline- query-41 Is obj-student3 pointing? 1068.7
Auditorium presentation2
2014-02-22

6.8 Utilization of Assessor Responses

Performers were given the option in Phase 3 to use assessor responses to adapt their SUT
between queries. UCLA has stated that their system did not use the assessor responses to adapt
their SUT.
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7 Conclusions

The Phase 3 evaluation included five SOCs: four new SOCs developed for Phase 3, and one SOC —
the SIG Office SOC — that was reused from Phase 2.2. For the SIG Office SOC, new queries were
developed for use in the Phase 3 evaluation.

Based on lessons learned during the Phase 2.2 evaluation, a number of changes were made to
the strategy used to develop queries for Phase 3. Phase 3 queries were greatly simplified, with
most using only one to three predicates. Although queries were simpler, there were far more
gueries in Phase 3 (1,060 compared to 276 in Phase 2.2). The set of predicates used was pruned
back to those judged most important. In addition, adding object definitions allowed query
developers to more precisely specify the objects involved in the queries.

Considering the Phase 3 data only, 709 queries (not including object definition queries) were
available. The UCLA SUT responded to 459 of these queries (65%). Of the queries the SUT
responded to, 289 responses were correct (63%). An additional 243 object definition queries
were presented; the SUT was able to identify 197 of the objects (81%).

Considering the Phase 2.2 SIG Office SOC only, 108 queries were available. The SUT responded
to 79 of these queries (73%). Of the queries the SUT responded to, 62 responses were correct
(78%). There were no object definition queries for this SOC.

Considering all SOCs (both Phase 3 and Phase 2 together), 817 queries were available (not
including object definition queries). The SUT responded to 538 of these queries (66%). Of the
queries the SUT responded to, 351 responses were correct (65%). An additional 243 object
definition queries were presented; the SUT was able to identify 197 of the objects (81%).

Query response accuracy degrades as the number of query predicates increases (increasing
complexity): 28.3% error rate for a 1-predicate query to 58.5% error rate for a query with 5 or
more predicates.

The UCLA SUT was most accurate when answering queries in the “object definition”,
“classification”, “part of”, and “attributes” categories (error rates less than 30% at a declaration
confidence >= 0). The UCLA SUT performed relatively poorly when answering queries in the
“spatial” (48.3% error rate at a declaration confidence >= 0) and “relationships” (43.5% error

rate at a declaration confidence >= 0) query categories.
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Appendix A: SUT Hardware and Software Configuration
The UCLA performer team provided the following information about their Phase 3 SUT hardware
and software configuration.

A.1 Hardware
UCLA’s SUT ran on the following set of computers:
e 1 deployment machine:
O Processor: Intel i7-3770, x64, 4 cores, 3.40GHz
0O RAM:32GB
0 Hard Disk: 3TB (for both software and data storage)
e 12 cluster nodes:
0 Processor: Intel i7-3820, x64, 4 cores, 3.60GHz
0 RAM:32GB
O Hard Disk: 2TB
e 1 query engine node:
O Processor: Intel i7-3770, x64, 4 cores, 3.40GHz
O RAM: 16 GB
O Hard Disk: 1TB

Network connection between all machines was 1 gbps Ethernet.

A.2 Software

Operating systems:
e Windows 7 (x64) on the query engine node
e Ubuntu 14.04 (x64) on all other machines

The following software packages are needed for building the code from source and deploying
the system.

e Python 2.7 o Libfftw-dev

e Thrift 0.9.2 e Libeigen3-dev

e Django 1.7 e Libmatio 1.5.2

e Python Pillow 2.3 e MPICH2

e numpy e FFMPEG

e Boost1.55.0 e Java7

e Cmake 2.8 e Apache Jena

e G++4.8 e Eclipse IDE 3.8

e OpenMP e MATLAB 2014b with Parallel

e (QOpenCV24.10 Computing Toolbox
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Appendix B: Phase 3 Testing Queries and Answers

The following is a complete list of all 1025 queries used in the Phase 3 evaluation. Queries are

divided into sections by SOC and storyline. The two columns under “Assessor” give, respectively,

the human assessor’s (i.e. correct) answer to the query and the human assessor’s confidence in

his or her answer (as ‘H’ for high, ‘M’ for medium, or ‘L’ for low).

Under the headings for “ucla” performer, the three columns are, respectively:
e The SUT’s answer
e The SUT’s confidence

e The SUT’s query response time in seconds

SUT answers that match the assessor’s response are shaded green; those that do not match are
shaded red. If an SUT did not respond to a query, the two SUT answer and confidence columns
are instead used to display the reason for the non-response. “UnknownObject” means that the
SUT responded that it was not able to identify an object used in the query. “Skipped” means
that the EES did not present the query because it depended on an object that the SUT had
previously indicated it could not identify. In all other cases where UCLA’s SUT was unable to

respond to a query, UCLA sent the “Other” response code.

| soc-sig-office-2013-09-04-testing

|storyline-additional-reception

| | ucla

| | Query Category  |Assessor | | Time
Do two people enter . .

query-1 the reception? relationships T | H 66.55

uery-2 Do two people enter relationships F | H 74.37

query the reception? p '

query-3 Do twp people exit the relationships F | H . - 2.26
reception?
Do two people enter . . [ ' ' '

query-4 the reception? relationships F | H 1.94
Do two people exit the . . [ ' ' '

query-5 reception? relationships F | H 24.41

query-relationships- .

person-facing-opposite- Is the person facing spatial F | H 100.86
opposite the person?

person

query-relatlgnshlps- Is the person passing tracking T H Other 96.24

person-passing-person the person?

query-relationships- o

person-opposite-motion- Is thp person opposite tracking F | H |Other 83.26
motion the person?

person

query-relationships- Is the person following |tracking ’T| H |Other 20.42
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person-following-person

the person?
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query—relatlopsh1ps— Is the person touching relationships 16.75
person-touching-person the person?
query-relat'lonshlps- Is the person facing spatial 20.23
person-facing-person the person?
query-relationships- Is the person clear-
person-clear-line-of-sight- |line-of-sight the spatial 15.73
person person?
query-relationships- Is the person together relationships 206.63
person-together-person the person?
query-relationships- )
person-same-motion- Is th.e DEISOn same tracking H |Other 197.50
motion the person?
person
Is there a person
query-6 carrying luggage in the |relationships H 52.38
reception?
query-p-so-relationships- L
person-swinging-small- Is the PEIson swinging relationships H 26.10
. the small-object?
object
query-p-so-relationships- .
person-catching-small- Is the person catching relationships H 20.93
. the small-object?
object
query-p-so-relationships- .
. Is the person dropping . .
pefson—droppmg—small— the small-object? relationships H 13.42
object
query-p-so-relationships- .
person-touching-small- Is the person touching relationships H 36.04
. the small-object?
object
query-p-so-relationships- |Is the person clear-
person-clear-line-of-sight- |line-of-sight the small- |spatial H |Other 1431.82
small-object object?
query-p-so-relationships-
person-together-small- Is the person together relationships H |Other 105.50
. the small-object?
object
query-p-so-relationships- e
person-picking-up-small- Is the person plgkmg relationships H 17.19
. up the small-object?
object
query-p-so-relationships- .
. Is the person carrying . .
per'son-carrymg-small- the small-object? relationships H 17.84
object
query-p-so-relationships- .
person-throwing-small- Is the person throwing relationships H 79.93
. the small-object?
object
query-p-so-relationships-  |Is the person taking-
person-taking-down- down the small- relationships H |Other 203.27
small-object object?
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query-p-so-relationships- |Is the person putting- -
person-putting-down- down the small- relationships T | H 58.93
small-object object?
query-p-so-relationships- .
person-loading-small- Is the person loading relationships F | H |Other 46.94
. the small-object?
object
query-p-so-relationships- L
person-putting-up-small- Is the person pqttlng relationships F | H |Other 29.51
. up the small-object?
object
Do more than 5 people . . [
query-7 enter the room? relationships T | H .- 24.88
Do less than 6 people . . N
query-8 enter the room? relationships F | H .- 46.35
|storyline-additional-package-exchange
| | ucla
| | Query Category | Assessor | | Time
Is there at least one . .
query-1 person in the AOR? classification T  H .- 68.87
Is there at least one
query-2 person in the reception |classification T | H 30.55
room?
Is there at least one
query-3 person in the classification
breakroom?
Is there at least one
query-4 person in the classification
conference room?
Is there at least one
query-5 female in the long classification
hallway?
Is there at least one
query-6 person in the long classification
hallway?
Is there at least one
query-7 female in the reception |classification
room?
Is there at least one
query-8 female in the classification
breakroom?
Is there at least one
query-9 female in the classification
conference room?
quqy-confroom-person- Is the person tracking
stationary stationary?
query-confroom-person-  |Is the person reading? |attributes
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reading ’7|
g:g;}:g—confroom—person— Is the person eating?  |attributes F
(S];;rgi-lcl:;mfroom-person- Is the person stopping? |tracking T
query-confroom-person-  |Is the person . [
crawling crawling? attributes F 22.09
xfgl-gconfroom-person- Is the person writing? attributes F 16.45
?r;e\l;iyligonfroom—person— Is the person moving? |tracking T 16.97
?lllllfgrlzonfroom—person— Is the person running? attributes F 16.56
?alilili'l};;;confroom-person- Is the person talking? attributes F 10.01
?fril‘iillgonfroom—person— Is the person turning? | tracking T 17.14
query-confroom-person-  |Is the person turning- . [
turning-right right? tracking T 9.65
query-confroom-person-  |Is the person turning- . [
turning-left left? tracking T o1
?Jlrer:lry-confroom-person-u- Is the person u-turn?  |tracking T 12.92
(Sltlallitriyn—gonfroom—person— Is the person starting? |tracking T 9.49
giliteilr‘lyg—confroom—person— Is the person sitting? attributes T 15.80
query-confroom-person- Is the person pointing? |attributes F 10.47
pointing
gvlzﬁlr(}i/r—lcgonfroom—person— Is the person walking? |attributes T 9.18
(S]tl:rzlrgfi-lfgnfroom-person- Is the person standing? attributes T 9.08
Does the same person [
query-10 :E?{;:igg:ggggn relationships T 22.51
room?
Does the same female
query-11 Zﬁgeiﬁgig;?:ggggl relationships F 17.59
room?
query-12 Eglgreealir%zﬁgge M classification T 11.54
query-relationships- Is the person touching . . [
person-touching-package |the package? relationships T 15.89
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query—relatlgnshlps— Is the person loading relationships F | H Other 2740
person-loading-package  |the package?
uery-relationships- Is the person
query Sp unloading the relationships F | H |Other 12.74
person-unloading-package
package?
query-relaFloI}shlps- Is the person swinging relationships F | H Other 764
person-swinging-package |the package?
query—relatlopsh1ps— Is the person catching relationships F | H Other 6.43
person-catching-package |the package?
query-relatlol}shlps- Is the person dropping relationships F | H Other 9.75
person-dropping-package |the package?
query—relat'lonshlps— Is the person facing spatial T 1 13.75
person-facing-package the package?
query-relationships- Is the person clear-
person-clear-line-of-sight- |line-of-sight the spatial T | H |Other 8.43
package package?
query-relationships- Is the person together . .
person-together-package  |the package? relationships T 9.99
query-relationships- L
person-picking-up- Is the person picking relationships T 13.74
up the package?
package
query—relatlopshlps— Is the person carrying relationships T 18.30
person-carrying-package |the package?
query-relatlor}shlps- Is the person throwing relationships F 963
person-throwing-package |the package?
query-relationships- L
person-putting-down- Is the person putting relationships T 19.30
down the package?
package
query-relationships- Is the person on the relationships F 14.44
person-on-package package?
Does a person touch a
query-13 package in the relationships F 20.53
conference room?
Does a person touch a
query-14 table in the conference |relationships T 10.75
room?
Does a person's foot
query-15 touch a table in the T 13.78
conference room?
|storyline-additional-bag—switch
| | ucla
| | Query | Category |Assessor | Time
Is there at least one . .
query-1 person in the AOR? classification F . - 118.75
|query-2 |Is there at least one |classiﬁcati0n ’_| H - - ’T
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person in the reception
room?

Is there at least one

query-3 person in the classification 7.67
breakroom?
Is there at least one
query-4 person in the classification 14.16
conference room?
Is there at least one
query-5 person in the long classification 14.44
hallway?
Do two different
query-6 people enter the relationships 36.61
breakroom?
Do two people enter
query-7 the breakroom relationships 115.86
together?
query-interpersonal- i
person-same-motion- iégzgi;?neizgf? tracking Other 15.48
person P ’
query-interpersonal- Is the person passing .
person-passing-person the person? tracking Other 27.64
query-interpersonal- Is the person following .
person-following-person  |the person? tracking Other 21.69
query-interpersonal- Is the person touching . .
person-touching-person  |the person? relationships 2643
query-interpersonal- Is the person facing .
person-facing-person the person? spatial 11.68
query-interpersonal- Is the person clear-
person-clear-line-of-sight- |line-of-sight the spatial Other 56.44
person person?
query-interpersonal- Is the person together . .
person-together-person the person? relationships 76.06
query—mterp(?rsonal— Is the person carrying relationships 1574
person-carrying-person the person?
query-unary-person- Is the person .
stationary stationary? tracking 16.68
?::C{i}lrl—;nary—person— Is the person reading? attributes 12.23
gtlz)eprgi—rlll;lary—person— Is the person stopping? |tracking 11.52
auery-unary-person- I the peson atibutes Other 17.00
?Illoe\ll'iyr;lgmary—person— Is the person moving? tracking 6.08
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query-tunaty-person- Is the person running? attributes F | H . - 15.09
running
query-unary-person- Is the person talking? |attributes T H . - 13.44
talking
query-unary-person- Is the person writing? attributes F H . - 10.97
writing
query-unary-person- Is the person starting? |tracking T | H . - 11.80
starting
query-unary-person-sitting |Is the person sitting?  |attributes F| H - - 7.37
query-unaty-person- Is the person pointing? |attributes T | H |Other 12.02
pointing
query-unary-person- Is the person turning? tracking T | H |Other 10.00
turning
query-unary-person- Is the person walking? |attributes T H 13.74
walking
query-unary-person- Is the person standing? |attributes T | H . - 9.38
standing
Does the same person
enter the reception . .
query-8 room and exit the relationships T | H 14.56
hallway?
Do more than 2 people
enter the reception . .
query-9 room and exit the relationships F | H 14.85
hallway?
|soc-SIGParkingLot-ZO14-01-04-Testing
|storyline-Tracking—Automobiles
| | ucla
| | Query | Category |Assessor | | Time
|query—1 |Is obj-jeep detected? |object_deﬁnition ’T| H |Unknown0bj ect |81966.65
query-jeep1-obj-jeep- . o . .
moving Is obj-jeep moving? tracking T | H |Skipped 0.01
query-jeepl-obj-jeep- . . o . .
stationary Is obj-jeep stationary? |tracking T | H |Skipped 0.01
query-jeepl-obj-jeep- iy o . .
starting Is obj-jeep starting? tracking F | H |Skipped 0.01
|query-2 |Is obj-suv detected? |object_deﬁnition ’T| H - - 65.14
query-suv-obj-suv- Is obj-suv stationary? |tracking T | H . - 25.35
stationary
|query-suv-obj-suv-moving |Is obj-suv moving? |tracking F | H - -
query-jeep2-obj-jeep- - o . .
moving Is obj-jeep moving? tracking T | H ‘Sklpped 0.02
|query-jeep2—0bj -jeep- |Is obj-jeep starting? |tracking ’T| H |Skipped | 0.03
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starting ’7| |
query-jeep2-obj-jeep- Is obj-jeep turning- . .
turning-right right? tracking F | H |Skipped 0.01
query-jeep3-person- Is person driving obj- . . .
driving-obj-jeep ieep? relationships T | H |Skipped 0.01
|storyline-Tracking-People
| | ucla
| Query | Category |Assessor | | Time
|query—1 |Is personl detected? |ob]ect definition ’7| H - - 54. 92
query-person1-obj- Is obj-personl u-turn? |tracking T H . - 30.49
personl-u-turn
query-person1-obj- Is obj-person] turning- .
personl-turning-left left? tracking FlH 204.48
query-2 Is person2 detected?  |object_definition F| H - - 36.17
query-person2-obj- Is obj-person2 .
person2-turning turning? tracking T|H 46.24
query-person2-obj- Is obj-person2 turning- .
person2-turning-right right? tracking FlH 13.32
query-3 Is person3 detected?  |object_definition ’T| H - - 38.94
query-person3-obj- Is obj-person2
person2-opposite-motion- |opposite-motion obj- |tracking F | H 27.78
obj-person3 person3?
query-person3-obj- Is obj-person2
person2-following-obj- following obj- tracking T | H 23.79
person3 person3?
query-4 Is person4 detected?  |object_definition | T | H - - 33.64
query-person4-obj- Is obj-person4 .
person4-turning turning? tracking T|H 13.81
query-person4-obj- Is obj-person4 turning- .
person4-turning-left left? tracking T|H 3730
query—person4.—obj— Is obJ-—person4 tracking T 1 2530
person4-stopping stopping?
|query-5 |Is person5 detected? |object_deﬁnition ’T| H - - 19.07
query-person5-obj- Is obj-person5 .
person5-starting starting? tracking T|H 15.22
|query—6 |Is person6 detected? |object_deﬁnition T | H - - 38.19
query-person6.-obj- Is obJ'-person6 tracking F H 2027
person6-stopping stopping?
query-person6-obj- Is obj-person6 .
person6-starting starting? tracking T|H 47.87
query-person56-obj- . )
personS-same-motion-obj- Is Obj persan same tracking T | H 14.57

motion obj-person6?
person6
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query-person56-obj- Is obj-person5

person5-following-obj- following obj- tracking

person6 person6?

|storyline-Person-Attributes

| | ucla

| | Query | Category |Assessor | | Time

|query-1 |Is personl detected? |object_deﬁnition F| H -- 29.25
|query-person1-ma1e |Is personl male? |c1assiﬁcation ’T| H -- 9.13
query-person1-obj- Is obj-personl attributes Flu 17.88
personl-crawling crawling? )
query-person1-obj- Is obj-personl attributes F H 16.16
personl-walking walking? '
query-person1-obj- Is obj-personl atiributes Flu 2040
personl-running running? )
query-person1-obj- Is obj-person] talking? attributes F | H Other 25.73
personl-talking

query-person1-obj- Is obj-personl atiributes T 16.17
personl-standing standing? '
query-personl-obj- Is obj-personl attributes Flu 13.01
personl-pointing pointing? )
|query-2 |Is person2 detected? |object_deﬁnition ’T| H -- 26.68
|query—person2—male |Is person2 male? |classiﬁcation ’T | H -- 13.37
query-person2-obj- Is obj-person2 attributes Flu 2730
person2-crawling crawling? ’
query-person2-obj- Is obj-person2 atiributes Flu 2826
person2-walking walking? ’
query-person2-obj- Is obj-person2 attributes T |1 2903
person2-running running? )
query-person2-obj- Is obj-person?2 talking? attributes F | H Other 2231
person2-talking

query-person2-obj- Is obj-person2 atiributes T 1 5431
person2-standing standing? )
query-person2-obj- Is obj-person2 attributes F H 22 44
person2-pointing pointing? )
|query-3 |Is person3 detected? |object_deﬁnition ’T| H |Unknown0bj ect | 45.07
|query—person3—male |Is person3 male? |classiﬁcation ’T| H |Skipped | 0.00
query-person3-obj- Is obj-person3 attributes F | H |Skipped 0.00
person3-crawling crawling? )
query-person3-obj- Is obj-person3 . .

person3-walking walking? attributes T | H |Skipped 0.00
query-person3-obj- Is obj-person3 attributes T | H Skipped 0.00
person3-running running?

query-person3-obj- Is obj-person3 talking? attributes ’T| H |Skipped 0.00
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person3-talking ’7 | |

query-person3-obj- Is obj-person3 . .
person3-standing standing? attributes T | H |Skipped 0.00
query-person3-obj- Is obj-person3 atiributes T | H |Skipped 0.01
person3-pointing pointing? ’
|query—4 |Is person4 detected? |object_deﬁniti0n ’T| H |Unknown0bj ect | 32.75
|query-person4-male |Is person4 male? |classiﬁcation ’T| H |Skipped | 0.01
query-person4-obj- Is obj-persond atiributes F | H Skipped 0.00
person4-crawling crawling? )
query-person4-obj- Is obj-person4 . .
persond-walking walking? attributes F | H |Skipped 0.00
query-person4-obj- Is obj-person4 atiributes F | H Skipped 001
person4-running running? )
query-person4-obj- Is obj-person4 . .
person4-standing standing? attributes T | H Skipped 0.00
query-persond-obj- Is obj-person4 attributes T | H |Skipped 0.01
person4-pointing pointing? ’
|query—5 |Is person5 detected? |object_deﬁnition ’T| H - - 42.39
|query—person5—ma1e |Is person5 male? |classiﬁcation ’T| H - - 22. 9
query-personS5-obj- Is obj-personS attributes F H 12.73
person5-crawling crawling? )
query-person5-obj- Is obj-person5 atiributes Flu 1422
person5-walking walking? ’
query-person5-obj- Is obj-personS attributes F H 1118
personS-running running? '
query-person3-obj- Is obj-personS sitting? |attributes T H . - 11.80
person5-sitting
query-person5-obj- Is obj-person5 attributes Flu 13.17
personS-pointing pointing? )
|storyline-Vehicle-Attributes
| | ucla
| | Query | Category |Assessor | | Time
|query-1 |Is obj-suv detected? |object_deﬁnition ’T| H - - 35. 63
|query—2 |Is the door detected? |object_deﬁnition ’T| H - - 17. 8
Is the door part of the
query-3 SUV? part_of F ‘ H . - 10.48
|query-4 |Is the door open? |attributes ’T | H - - 18.79
|query—5 |Is the jeep detected? |object_deﬁnition ’T| H |Unknown0bject | 21.48
|query-6 |Is door2 detected? |object_deﬁnition F| H |Unknown0bject | 20.15
Is door2 part of the .
query-7 SUV? part_of ’?‘ H ‘Sklpped ‘ 0.01
|query—8 |Is door2 part of the |part_of ’T| H |Skipped | 0.01
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| leep? | ] |

|query—9 |Is door2 open? |attributes ’T| H |Skipped | 0.01

|query-10 |Is the wheel detected? |object_deﬁnition F| H - - 24.88

query-11 15 thf; wheel part of the part_of F | H |Skipped 0.01
jeep?
Is the wheel part of the

query-12 SUV? part_of T | H . - 16.53
Is there a clear line-of-

query-13 sight from RT3 to the |spatial F | H |Other 15.70
wheel?

|query—14 Is the hood detected? |object_definition W | H - - 47.89

query-15 ?S ths hood part of the part_of T | H |Skipped 0.01
jeep?

|st0ryline-Ge0metry

| | ucla

| | Query | Category |Assessor | | Time

|query—1 |Is personl detected? |object_deﬁnition ’T| H - - 1667.95
Is personl occluding
at least one other .

query-2 person from view of spatial T | H |Other 19.31
camera GL5?

query-3 Is person2 detected?  |object_definition ’T| H - - 25.65
Is person2 occluding
at least one other .

query-4 person from view of spatial F | H |Other 8.32
camera GL5?
Is there a clear-line-of-

query-5 sight from personl to |spatial T M 13.49
person2?

query-6 Is person3 detected?  |object_definition | T | H - - 22.09
Is person3 facing- . [ ' ' '

query-7 opposite person1? spatial T | H . - 16.89
Is person3 closer to

query-8 personl than to spatial F | H |Other 254.29
person2?

query-9 Is person4 detected?  |object_definition ’T| H - - 43.34
Is there a clear line-of-

query-10 sight from RT1 to spatial T | H 12.26
person4?

|query-1 1 |Is the pitcher detected? |object_deﬁnition F| H |Unknown0bject | 86.92
Is the pitcher facing . [ .

query-12 persond? spatial T | H |Skipped 0.01

|query—13 |Is there a clear line-of- |spatia1 F| H |Skipped | 0.01
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sight from the pitcher -
to person4?

query-14 Is person5 detected?  |object_definition |T| H -- 916.68
Is person5 farther from

query-15 person4 than the spatial F | H Skipped 0.00
pitcher?
Is person5 occluding

query-16 the pitcher from spatial F | H |Skipped 0.00
persond's perspective?

|st0ryline-Pe0ple-Parts

| | ucla

| | Query | Category |Assessor | | Time

|query-1 |Is personl detected? |object_deﬁnition |T| H -- 31.38

|query—2 |Is person2 detected? |object_deﬁniti0n |T| H -- 874.04

|query-3 |Is the head detected? |object_deﬁnition I?| H |Unknown0bject | 75.96
Is head part of N .

query-4 person2? part_of F | H |Skipped 0.01
Is head part of [ .

query-5 person]? part_of T | H |Skipped 0.01

query-6 Is the hand detected? |object definition I?| H |Unknown0bject 78.43
Is the hand part of N .

query-7 person2? part_of F Skipped 0.01
Is the hand part of .

query-8 person]? part_of T | H |Skipped 0.01

|query-9 |Is person3 detected? |object_deﬁnition |T| H -- 60.55

|query—10 |Is person4 detected? |0bject_deﬁnition IT | H -- 21.91

|query-1 1 |Is head2 detected? |object_deﬁnition |T| H -- 17.87

|query-12 |Is head3 detected? |object_deﬁnition |T| H -- 22.35

|query—13 |Is arm] detected? |object_deﬁnition |T| H |Unknown0bject | 21.85

|query-14 |Is arm?2 detected? |object_deﬁnition |T| H |Unknown0bject | 18.73
Is lowerbody1 . [

query-15 detected? object_definition| T | H 22.13
Is lowerbody2 . o

query-16 detected? object definition| T | H 28.69
Is head2 part of

query-17 persond? part_of F | H 15.79
Is head?2 part of .

query-18 person3? part_of T | H 15.92
Is head3 part of N

query-19 person3? part_of F | H 16.27
Is head3 part of N

query-20 persond? part_of T | H 8.08
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query-21 Lif;r:ll?,g art of part_of ? H |Skipped 0.01
query-22 ;Zf;‘:lz,?a” of part_of B Skipped 0.01
query-23 ;1?52?123‘? art of part_of T H |Skipped 0.01
query-24 Lsefﬁr_?a” of part_of F|H Skipped 0.01
query-25 Lii:xg‘? odyl part of part_of ? H 18.19
query-26 Lii(s)xz‘? odyl part of part_of T H 7.42
query-27 Lii:gg,? ody2 part of part_of T H 15.27
query-28 Lii‘s’(:‘l’:s’ ody2 partof | .+ of F|H 11.24

|query—29 |Is person5 detected? |object_deﬁnition F| H -- 20.68
|query-30 |Is person6 detected? |object_deﬁnition ’T| H -- 21.11
|query—31 |Is head4 detected? |0bject_deﬁnition ’T| H -- 23.40
|query—32 |Is head5 detected? |object_deﬁnition F| H -- 21.16

query-33 ;Sefs"'oajs“?pa“ of part_of F|H .- 16.58
query-34 Lseilseoarflgl?part of part_of T H . - 15.77
query-36 Li?se;:lg?paﬂ of part_of ? H .- 20.64

|storyline-People-Car-Interactions-l

| | ucla

| | Query | Category |Assessor | | Time

|query—1 |Is personl detected? |object_deﬁnition F| H |Unknown0bj ect | 345.59

|query-2 |Is jeep detected? |object_deﬁnition ’T| H |Unknown0bject | 26.77

query-3 }:ep;e?rsonl inside the relationships F | H Skipped 0.01
Is personl together . . [ .

query-4 with the jeep? relationships T | H |Skipped 0.01
Is personl . . .

query-5 dismounting the jeep? relationships T | H |Skipped 0.01

query-6 }Ze%e?rsonl driving the relationships F | H |Skipped 0.01

query-7 Is person2 detected?  |object_definition ’T| H -- 340.98

65
Approved for public release; distribution unlimited.




query-8 ;:e;;e?rsonz inside the relationships F | H Skipped 0.01
Is person2 together . . [ .

query-9 with the jeep? relationships T | H |Skipped 0.01
Is person2 . . .

query-10 dismounting the jeep? relationships T | H |Skipped 0.01

query-11 ;:e%e?rsoﬂ driving the relationships T | H |Skipped 0.03

|query-12 |Is person3 detected? |object_deﬁnition ’T| H | 508.88

|query—13 |Is the SUV detected? |object_deﬁnition ’T| H - - 42.70
Is person3 together . .

query-14 with the suv? relationships T H . - 24.91

query-15 {;5;%2?3 touching relationships T | H ‘Other 20.94

query-16 Eepgrgé? mounting relationships F | H 39.76

query-17 ISSI})\%SOﬁ outside the relationships T | H 28.32

query-18 {}slepgré({?s unloading relationships T | H 21.78

query-19 SJ\I;;) rson3 loading the relationships F | H . - 35.24

query-20 Issg\c}gsonf& driving the relationships F | H . - 36.01

|storyline-People-Car-Interactions-Z

| | ucla

| | Query | Category |Assessor | | Time

|query—1 |Is personl detected? |object_deﬁnition F| H |Unknown0bj ect | 267.88

|query-2 |Is the jeep detected? |object_deﬁnition ’T| H |Unknown0bject | 28.72

query-3 }:ep;e?rsonl inside the relationships T | H |Skipped 0.01
Is personl . . [ .

query-4 dismounting the jeep? relationships F | H |Skipped 0.01
Is personl mounting . . [ .

query-5 the jeep? relationships T | H |Skipped 0.01

query-6 }:e%e?rsonl driving the relationships F | H |Skipped 0.01

query-7 Is person2 detected?  |object definition ’T H |Unknown0bj ect| 185.06

query-8 ;Ze;;e?rsonZ outside the relationships T | H |Skipped 0.01
Is person2 . . [ .

query-9 dismounting the jeep? relationships T | H |Skipped 0.01

query-10 Is person2 driving the |relationships ’T| H |Skipped 0.01
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Ijeep?

|query—11 |Is person3 detected? |object_deﬁnition |T H - -| 460.17

query-12 }:er;e;rsoﬁ inside the relationships ’? H |Skipped 0.00
Is person3 mounting . . [ .

query-13 the jeep? relationships ‘ F | H |Skipped 0.01

|storyline-People-Object—Interactions-l-Dodgeball

| | ucla

| | Query | Category |Assessor | | Time

query-1

|Is personl detected?

|object_deﬁnition

RN UG
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g?(fg,;ﬁg_igif ersonl- éigs;;ﬁzrizrﬁ‘l) relationships ? H |Other 16.67
query-2 {)Sa ﬁgrsonl's footon a T H .- m
ggzzhz:gggﬁsgonl- ili)gz{;lljgezslg?llling? relationships i H |Other 530.49
oo T apyeon! 4O retationships | F | H.(Other 91.45
query-3 Is person2 detected?  |object_definition E| H |Unkn0wn0bject 429.23
guery:Crobj person2- S OPEPON clatonships | T | H Skipped 001
Bt donmbal oyt P relationships F | Skipped 0.01
g}iﬁ;‘;}ﬁapﬁ“"‘ﬁ' ;Sl:kblln gf;;"gﬁl? relationships | F | H |Skipped 0.01
Gt Lobipnl st 1|1 Skt | oo
S:tirlﬁfg-_%gipemz' ii;?ifgf;?f? relationships T H |Skipped 0.01
g;lgg)—ig;)]gif)ersoﬂ— fii‘(?}?f);ﬁzrlizﬁ% relationships ? H |Skipped 0.01
query-4 {)saﬁgrsonZ’s footona : H |Skipped 0.01
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query-D-obj-person2- Is obj-person2 . . [ .

donning-clothing donning clothing? relationships F | H |Skipped 0.00
uery-D-obj-person2- Is obj-person2 doffin . . ' .

go ff{l}tllg-clotjh?ng clo thJinpg? & relationships F | H |Skipped 0.00

query-5 Is person3 detected?  |object_definition ’T| H - - 121.81

query-E-obj-person3- Is obj-person3 . .

throwing-ball throwing ball? relationships | F | H 2370

query-E-obj-person3- Is obj-person3 . .

dropping-ball dropping ball? relationships F | H |Other 17.93

query-E-obj-person3- Is obj-person3 . .

catching-ball catching ball? relationships F | H |Other 19.43

query-E-obj-person3- Is obj-person3 putting- . .

putting-down-ball down ball? relationships FlH 3145

query-F-obJ -person3- Is obJ.-person3 relationships T H 2514

carrying-luggage carrying luggage?

query-F-obj-person3- Is obj-person3 . .

dropping-luggage dropping luggage? relationships T | H |Other 20.35

query-F-obj-person3- ls obj-person3 relationships | F | H Other 19.33

unloading-luggage unloading luggage?

|storyline-People-Object-Interactions-Z-Kickball

| | ucla

| | Query | Category |Assessor | | Time

|query—1 |Is personl detected? |object_deﬁnition ’T| H - - 22.23

|query-2 |Is personl female? |classiﬁcation ’?| H - - 28.92

query-3 {ngge;;l;l cartymng relationships F | H . - 26.70

query-4 ]I:)saﬁgrsonl carrymg a relationships T | H . - 28.16

query-5 {lslgg;;f;l picking up relationships F | H . - 2491

query-6 ispersonl AN relationships | T | H . - 31.03

|query-7 |Is person2 detected? |object_deﬁnition F| H |Unknown0bj ect | 37.53

|query-8 |Is person2 female? |classiﬁcation ’?| H |Skipped | 0.01

query-9 {lslgpge;;gﬁ cartying relationships T | H |Skipped 0.01

query-10 {)saﬁgrsoﬂ carrymg a relationships F | H |Skipped 0.01

query-11 {Zgg;:e)gz picking up relationships T | H |Skipped 0.01

query-12 zisol‘j:;s;gz]%l ting relationships F | H |Skipped 0.01

query-13 Are personl and relationships ’?| H |Skipped 0.01
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|person2 together?

[

|query—14 |Is person3 detected? |object_deﬁnition ’T| H - - 30.04
|query-15 |Is person3 female? |classiﬁcation ’T| H - - 7.10
Is person3 on the . . [ ' ' '
query-15b ground? relationships T H . - 22.40
Is person3 together
query-16 with at least one other |relationships F | H 20.03
person?
Is person3 doffing an . . [
query-17 article of clothing? relationships T | H |Other 24.10
Is person3 dropping . . '
query-18 clothing? relationships T | H |Other 10.46
|query-19 |Is person4 detected? |object_deﬁnition ’T| H - - 39.07
|query—20 |Is person4 female? |c1assiﬁcation ’T| H - - 29.15
Does person4 pick up . . ' ' ' '
query-21 a ball? relationships T | H 36.87
query-22 tl));i;s persond carry a relationships T | H 30.69
query-23 E;i;s persond throw a relationships T H 31.63
query-24 Does persont drop a relationships F | H 3.88
ball?
|storyline-People-Object-Interactions-3
| | ucla
| | Query | Category |Assessor | | Time
|query—1 |Is personl detected? |object_deﬁnition ’T| H
|query-2 |Is personl female? |classiﬁcation ’?| H
|query-3 |Is person2 detected? |object_deﬁnition ’T| H
|query—4 |Is person2 female? |classiﬁcation ’T| H
|query-5 |Is person3 detected? |object_deﬁnition F| H
|query-6 |Is person3 female? |classiﬁcation ’T| H
Are personl and . .
query-7 person? together? relationships T | H
Are personl and . . [
query-8 person3 together? relationships F | H
Are personl and . . [
query-9 person?2 touching? relationships F | H
|st0ryline-Bike-Cam
| | ucla
| | Query | Category |Assessor | | Time

query-1

|Is personl detected?

|object_deﬁnition F| H -- 803.11
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|query—2 |Is personl male? |classiﬁcation ’T| H - - 11.28
|query—3 |Is personl sitting? |attributes ’T| H - - 39.57
|query-4 |Is personl standing? |attributes F| H -- 3533
|query—5 |Is person2 detected? |object_deﬁnition ’T| H - - 38.87
|query—6 |Is person2 male? |classiﬁcation ’?| H - - 34.06
|query-7 |Is person?2 sitting? |attributes ’T| H - - 37.28
|query—8 |Is person2 standing? |attributes ’T| H - - 41.94
|query—9 |Is person3 detected? |object_deﬁnition F| H - - 576.87
|query-10 |Is person3 male? |classiﬁcation F| H - - 42.79
|query—11 |Is person3 moving? |tracking ’T| H -- 12.23
|query—12 |Is person3 walking? |attributes ’;| H - - 61.52
Is person3 together I - '
query-13 with at least one other |relationships 41.93
person?

|st0ryline-Georeferencing

ucla

| | Query | Category |Assessor | | Time
Are there more than

query-1 two automobiles in classification F 7.67
[geo bounding box]?

uery-2 Is there exactly one classification T 13.16

quety person in right field? '
Is there at least one

query-3 person in the middle  |classification F | H 77.61
of the parking lot?

|soc—SIGParkingLot-2014-10-18-Testing

|storyline-tracking-vehicles

| ucla

| | Query | Category Assessor | Time
Is there is an
automobile <carl> at . .

query-1 pixel (1094,325) in the object definition | T 212.03
FOV of sensor RT1?

|query-2 |Is obj-car]l moving? |tracking ’T| H -- 8.78

|query-3 |Is obj-carl stationary? |tracking ’T | H - - 21.30
Is there is an
automobile<car2> at . o

query-4 pixel (246,692) in the object definition| T | H 17.87
FOV of sensor RT1?

|query-5 |Is obj-car2 stopping? |tracking ’?| H - - 13.39

|query—6 |Is obj-car2 moving? |tracking ’T | H -- 42.34
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|query—7

|Is obj-car2 turning?

|tracking

query-8

Is obj-car2 turning-
right?

tracking

|query-9

|Is obj-car2 starting?

|tracking

query-10

Is there is an
automobile<car3> at
pixel (1554,623) in the
FOV of sensor RT2?

object definition

|query-1 1

|Is obj-car3 stopping?

|tracking

|query— 12

|Is obj-car3 starting?

|tracking

query-13

Is obj-car3 turning-
right?

tracking

query-14

Is there is an
automobile<car4> at
pixel (785,621) in the
FOV of sensor C1?

object_definition

query-15

Is there is an
automobile<car5> at
pixel (941,425) in the
FOV of sensor GL1?

object_definition

query-16

Is there is an
automobile<car6> at
pixel (496,705) in the
FOV of sensor GL6?

object_definition

query-17

Is there is an
automobile<car7> at
pixel (1070,364) in the
FOV of sensor GL4?

object_definition

query-18

Is there is an
automobile<car8> at
pixel (143,485) in the
FOV of sensor RT1?

object_definition

query-19

Is obj-car4 passing
obj-car7?

tracking

query-20

Is obj-car4 same-
motion obj-car7?

tracking

query-21

Is obj-car5 following
obj-car7?

tracking

query-22

Is obj-car5 opposite-
motion obj-car7?

tracking

query-23

Is obj-car5 same-
motion obj-car7?

tracking

query-24

Is obj-car7 following
obj-car5?

tracking

query-25

Is obj-car7 passing

tracking
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obj-car5? li |

Is obj-car7 same- . N
query-26 motion obj-car8? tracking T|H
Is obj-car6 passing . [
query-27 obj-car7? tracking F | H
query-28 Is obj-car6 passing tracking Flu
obj-car8?
|query-29 |Is obj-car8 turning? |tracking |T| H
Is obj-car8 turning- . .
query-30 lefi? tracking T | H
|query—31 |Does obj-car8 u-turn? |tracking |T| H
|query-32 |Is obj-car8 starting? |tracking |T| H
Is obj-car8 turning- .
query-33 right? tracking ’T‘ H
|query-34 |Is obj-car8 moving? |tracking |T| H
|query-35 |Is obj-car8 stopping? |tracking |T| H
|query—36 |Is obj-car8 stationary? |tracking |T| H
|query-37 |Is obj-car6 stopping? |tracking |T| H
|query-38 |Is obj-car6 u-turn? |tracking IT| H
|query—39 |Is obj-car6 moving? |tracking |T| H
Is obj-car6 following .
query-40 obj-car4? tracking F | H
Is obj-car6 opposite- . N
query-41 motion obj-car4? tracking FlH
Is obj-car6 passing .
query-42 obj-card? tracking F | H
|storyline-part-of-relationships
| | ucla
| | Query | Category  |Assessor | | Time

Is there a person |
<person1> at . .\

query-1 pixel(1078.410) in the object definition| T | H 1900.39
FOV of sensor GL4?
Is there a person
<person2> at . .

query-2 pixel(1200,456) in the object definition| T | H 30.48
FOV of sensor GL4?

Is there a person
query-3 (<1p3e9rzo;1 734>) ?;I:L);ellz oV object definition| T | H 29.23
sensor GL4?
g | |

Is there a head

query-4 <head1> at pixel 7.69

object definition | T
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(1098, 346) in the
FOV of sensor GL4

query-5

Is there a head
<head2> at pixel
(1204,360) in the FOV
of sensor GL4?

object_definition

query-6

Is there a head
<head3> at pixel
(1386,308) in the FOV
of sensor GL4?

object_definition

117.02

145.62

query-7

Is there an arm
<arm1> at pixel
(1052,402) in the FOV
of sensor GL4?

object_definition

UnknownObject

117.98

query-8

Is there an arm
<arm2> at pixel
(1256,454) in the FOV
of sensor GL4?

object_definition

query-9

Is there an arm
<arm3> at pixel
(1444,370) in the FOV
of sensor GL4?

object_definition

query-10

Is there a lower-body
<lowerbody1> at pixel
(1080,494) in the FOV
of sensor GL4?

object definition

UnknownObject

118.65

2143.22

47.72

query-11

Is there a lower-body
<lowerbody2> at pixel
(1184,580) in the FOV
of sensor GL4?

object_definition

query-12

Is there a lower-body
<lowerbody3> at pixel
(1408,454) in the FOV
of sensor GL4?

object_definition

query-13

Is obj-head2 part-of
obj-personl?

part_of

query-14

Is obj-headl part-of
obj-person3?

part_of

UnknownObject

145.86

116.61

18.64

15.81

query-15

Is obj-arm2 part-of
obj-person2?

part_of

‘ Skipped

query-16

Is obj-lowerbody3
part-of obj-person1?

part_of

0.01

12.10

query-17

Is obj-lowerbody2
part-of obj-person3?

part_of

H

Skipped

0.01

query-18

Is obj-arm1 part-of

obj-personl?

part_of

H

Skipped

query-19

0.01

Is there an automobile |object definition |_| H -- 18.17
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<carl> at pixel
(1200,654) in the FOV
of sensor C1?

query-20

Is there a trunk
<trunk1> at
pixel(1140,676) in the
FOV of sensor C1?

object_definition

123.54

query-21

Is there a hood
<hood1> at
pixel(878,354) in the
FOV of sensor GL3?

object_definition

UnknownObject

123.18

query-22

Is there a wheel
<wheel1> at pixel
(810,382) in the FOV
of sensor GL3?

object_definition

query-23

Is there an automobile
<car2> at pixel
(570,578) in the FOV
of sensor GL2?

object_definition

query-24

Is there a door
<door1> at pixel
(758,632) in the FOV
of sensor GL2?

object_definition

query-25

Is there a trunk
<trunk2> at pixel
(1612, 466) in the
FOV of sensor GL1?

object_definition

UnknownObject

310.81

22.80

8.54

4.61

query-26

Is obj-hood1 part-of
obj-carl?

part_of

query-27

Is obj-trunk1 part-of
obj-car2?

part_of

query-28

Is obj-doorl part-of
obj-carl?

part_of

query-29

Is obj-trunk?2 part-of
obj-car2?

part_of

‘ Skipped

0.01

16.97

131.65

20.05

query-30

Is obj-wheell part-of
obj-car2?

part_of

Skipped

0.01

query-31

Is obj-wheell part-of
obj-carl?

part_of

query-32

Is obj-doorl part-of
obj-car2?

part_of

query-33

Is there an automobile
<car3> at pixel (856,
372) in the FOV of
sensor RT1?

object_definition

query-34

Is there an automobile
<car4> at pixel

object_definition

Skipped

0.01

323.33

22.76

14.78
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(800,476) in the FOV
of sensor RT1?

query-35

Is there an automobile
<car5> at pixel
(1030,566) in the FOV
of sensor RT1?

object_definition

query-36

Is there a wheel
<wheel3> at pixel
(290,712) in the FOV
of sensor GL5?

object_definition

query-37

Is there a door
<door4> at pixel
(618,426) in the FOV
of sensor GL4?

object_definition

10.09

48.48

11.66

query-38

Is there a wheel
<wheel4> at pixel
(1274,486) in the FOV
of sensor GL2?

object definition

UnknownObject

113.74

query-39

Is there a hood
<hood4> at pixel (440,
678) in the FOV of
sensor GL5?

object_definition

query-40

Is there a trunk
<trunk5> at pixel
(1120, 730) in the
FOV of sensor GL6?

object definition

query-41

Is obj-wheel3 part-of
obj-car3?

part_of

query-42

Is obj-wheel3 part-of
obj-car4?

part_of

UnknownObject

117.60

18.42

12.23

29.92

query-43

Is obj-hood4 part-of
obj-car3?

part_of

Skipped

0.01

query-44

Is obj-hood4 part-of
obj-car4?

part_of

query-45

Is obj-door4 part-of
obj-car3?

part_of

query-46

Is obj-door4 part-of
obj-car4?

part_of

query-47

Is obj-door4 part-of
obj-car5?

part_of

Skipped

0.01

14.30

15.95

10.21

query-48

Is obj-wheel4 part-of
obj-car3?

part_of

Skipped

0.01

query-49

Is obj-wheel4 part-of
obj-car4?

part_of

Skipped

0.01

query-50

Is obj-wheel4 part-of
obj-car5?

part_of

Skipped

0.01

Approved for public release; distribution unlimited.

75




query-51

Is obj-trunk5 part-of
obj-car3?

part_of

query-52

Is obj-trunkS5 part-of
obj-car4?

part_of

query-53

Is obj-trunk$5 part-of
obj-car5?

part_of

14.82

+ EEE
+ [
3 |

10.66

30.56

|st0ryline-classiﬁcati0n

| ucla

| Query

Category

Assessor |

query-1

Are there less than 4
people in the AOR
during time <time-
151000-151200>?

classification

query-2

Are there at least 4
animals in the AOR
during time <time-
151000-151200>?

classification

query-3

Are there less than 3
cars in the AOR
during time <time-
151000-151200>?

classification

query-4

Are there at least 5
cars in the AOR

during time <time-
151000-151200>7

classification

query-5

Are there at least 2
males in the AOR
during time <time-
151000-151200>?

classification

query-6

Is there at least one
disc in the the AOR
during time <time-
151330-151500>?

classification

query-7

Is there at least one hat
in the AOR during
time <time-151330-
151500>?

classification

query-8

Are there at least 4
items of luggage in the
AOR during time
<time-151330-
151500>?

classification

query-9

Are there at least 3
females in the AOR
during time <time-
151330-151500>7

classification

query-10

Are there at least three |classification

| Time

26.99
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Vbicycles in the AOR |
during time <time-
151500-151510>?

|st0ryline-attributes

| | ucla
| | Query | Category | Assessor | Time
Is there a person
uery-1 <personl> at object_definition | T | H 24.48
query pixel(302,520) in the |©P- :
FOV of GL1?
uery-2 Is obj-personl attributes T | H
quety standing?
uery-3 Is obj-personl attributes F | H
quety walking?
uery-4 Is obj-personl attributes F | H
quety pointing?
|query—5 |Is obj-personl sitting? |attributes |T| H
|query-6 |Is obj-person] talking? |attributes IT| H
Is obj-personl . [
query-7 ing? attributes F | H
uery-8 Is obj-personl attributes F | H
query crawling?
Is there a person
<person2> at . .\
query-9 pixel(917,349) in the object_definition| T | H
FOV of GL4
uery-10 Is obj-person? attributes T H 5.44
query standing? ’
uery-11 Is obj-person2 attributes T H 3.03
quety walking? '
uery-12 Is obj-person2 attributes T H 13.46
query pointing? | ’
|query-13 |Is obj-person2 sitting? |attributes IT| H -- 9.50
|query—14 |Is obj-person?2 talking? |attributes |T| H |Other | 8.10
query-15 Is obj -pf:)rsonZ attributes F | H .- 12.93
running?
query-16 Is obj-person2 attributes F H 10.22
crawling? ’
Is there a person
<person3> at pixel . . .
query-17 (295.414) in the FOV object definition| T | H |UnknownObject| 124.42
of sensor RT1?
Is obj-person3 . [ .
query-18 standing? attributes T | H |Skipped 0.01
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Is obj-person3 . [ .
query-19 walking? attributes T | H |Skipped 0.00
Is obj-person3 . ' .
query-20 bointing? attributes F | H |Skipped 0.00
query-21 Is obj-person3 sitting? |attributes ’T| H |Skipped 0.01
Is obj-person3
query-22 swinging a small- relationships T | H |Skipped 0.01
object?
Is obj-person3 . [ .
query-23 running? attributes T | H |Skipped 0.00
Is obj-person3 . [ .
query-24 crawling? attributes F | H |Skipped 0.01
Is there a person
<person4> at . .. .
query-25 pixel(279,388) in the object definition| T | H |UnknownObject| 246.44
FOV of GL3
query-26 Is obj-person4 attributes F | H [Skipped 0.01
standing? ’
uery-27 Is obj-person4 attributes F | H Skipped 0.03
quety walking? pp ’
query-28 Is obj-person4 attributes F | H [Skipped 0.01
pointing? )
|query—29 |Is obj-person4 sitting? |attributes F| H |Skipped | 0.01
|query-30 |Is obj-person4 talking? |attributes ’T| H |Skipped | 0.01
Is obj-person4 . .
query-31 ing? attributes F | H |Skipped 0.01
query-32 Is obj-person4 attributes F | H [Skipped 0.01
crawling? ’
Is there a door
33 <doorl> at biect_definition| T | H |UnknownObject | 1147.50
query pixel(234,541) in the |*JEC-CCHnIHO ownibjec '
FOV of GL1
|query-34 |Is obj-door1 open? |attributes ’T| H |Skipped | 0.01
|query-35 |Is obj-door1 closed? |attributes ’T| H |Skipped | 0.01
|query—36 |Is obj-doorl open? |attributes ’T| H |Skipped | 0.01
|query-37 |Is obj-door] closed? |attributes ’T| H |Skipped | 0.01
|storyline-spatial—relationships
| | ucla
| | Query | Category |Assessor | | Time

query-1

Is there a automobile
<carl> at

pixel(131,486) in the
FOV of sensor RT1?

object_definition| T | H ii 11.13
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query-2

Is there an automobile
<car2> at
pixel(722,565) in the
FOV of sensor RT1?

object_definition

539.96

query-3

Is there an automobile
<car3> at pixel
(1008,691) in the FOV
of sensor RT1?

object_definition

UnknownObject

132.46

query-4

Is there an automobile
<car4> at pixel
(1089,373) in the FOV
of sensor RT1?

object definition

query-5

Is there an automobile
<car5> at pixel
(1099,322) in the FOV
of sensor RT1?

object_definition

UnknownObject

147.08

15.41

query-6

Is there an automobile
<car6> at pixel
(1653,392) in the FOV
of sensor RT1?

object_definition

query-7

Is there an automobile
<car7> at pixel
(1671,504) in the FOV
of sensor RT1?

object_definition

UnknownObject

117.69

3720.65

query-8

Is obj-car6 facing obj-
car7?

spatial

Skipped

0.01

query-9

Is obj-car6 facing-
opposite obj-car7?

spatial

Skipped

0.01

query-10

Is obj-car5 facing obj-
car7?

spatial

query-11

Is obj-car5 facing-
opposite obj-car7?

spatial

Other

18.49

39.06

query-12

Is obj-car3 clear-line-
of-sight obj-car4?

spatial

Skipped

0.01

query-13

Is physical distance
between car2 and carl
less than the physical
distance between car3
and carl?

spatial

Skipped

0.01

query-14

Is physical distance
between car2 and car?
less than the physical
distance between car2
and car3?

spatial

Skipped

0.01

query-15

Is physical distance
between carl and car4
greater than the

spatial

Skipped

0.01

Approved for public release; distribution unlimited.

79




physical distance
between car5 and
car4?

query-16

Is car2 blocking the
view from car3 to
car5?

spatial

Skipped

0.01

query-17

Is car4 blocking the
view from car3 to
car5?

spatial

Skipped

0.01

|st0ryline-relati0nships

|

| ucla

|

Query

Category

Assessor |

query-1

Is there a person
<personl> at
pixel(1013,678) in the
FOV of sensor GL5

object_definition

T

query-2

Is there a two-
wheeled-
vehicle<bikel> at
pixel(1026,773) in the
FOV of sensor GL5

object_definition

Time

22.05

42.29

query-3

Is obj-personl
dismounting obj-
bikel?

relationships

Other

query-4

Is obj-personl on obj-
bikel?

relationships

query-5

Is obj-personl
touching obj-bike1?

relationships

query-6

Is there a person
<person2> at pixel
(1248,312) in the FOV
of sensor GL3

object_definition

16.69

11.12

622.54

90.17

query-7

Is there a person
<person3> at pixel
(1209,309) in the FOV
of sensor GL3

object_definition

UnknownObject

96.34

query-8

Is obj-person2
touching obj-person3?

relationships

Skipped

0.01

query-9

Is obj-person2
together obj-person3?

relationships

Skipped

query-10

Is there a person
<person4> at pixel
(398,447) in the FOV
of sensor GL1?

object definition

query-11

Is there a person
<person5> at pixel

object_definition

0.01

6.65

19.84
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(291,440) in the FOV
of sensor GL1?

query-12

Is there a tool <tool1>
at pixel (337,378) in
the FOV of sensor
GL1?

object_definition

query-13

Is there a luggage
<backpack1> at pixel
(1280,479) in the FOV
of sensor GL1?

object_definition

query-14

Is there luggage
<backpack2> at pixel
(128,573) in the FOV
of sensor GL1?

object_definition

query-15

Is there a hat <hatl> at
pixel (320,340) in the
FOV of sensor GL1?

object_definition

query-16

Is obj-person4
carrying obj-tool1?

relationships

query-17

Is obj-person5
carrying obj-tool1?

relationships

query-18

Is obj-personS wearing
obj-hat1?

relationships

1931.56

11.59

18.45

4.29

31.41

9.53

19.92

query-19

Is obj-person4
donning obj-hat1?

relationships

12.83

query-20

Is obj-person4 doffing
obj-hat1?

relationships

query-21

Is obj-person5
carrying obj-
backpack1?

relationships

query-22

Is obj-person4
carrying obj-
backpack1?

relationships

14.17

13.74

13.92

query-23

Is obj-person5
donning obj-hat1?

relationships

F | H |Other

query-24

Is there a small-
object<small-object]>
at pixel (84,592) in the
FOV of sensor GL1?

object_definition

7.58

7.62

query-25

Is obj-person5
touching obj-
smallobject1?

relationships

T | H |Other

query-26

Is obj-person5
carrying obj-
smallobject1?

relationships

47.47

11.64

query-27

Is obj-person5

relationships

|T| H |Other

10.23
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dropping obj-
smallobject1?

query-28

Is obj-person5
unloading obj-
backpack2?

relationships

query-29

Is obj-persond
picking-up obj-
smallobject1?

relationships

query-30

Is obj-smallobjectl
outside obj-
backpack1?

relationships

query-31

Is obj-smallobjectl
inside obj-backpack1?

relationships

query-32

Is there a person
<person6> at pixel
(1741,756) in the FOV
of sensor C1?

object_definition

s

Other

10.31

11.73

13.13

13.76

21.15

query-33

Is there a disc <disc1>
at pixel (1436,1041) in
the FOV of sensor C1?

object_definition

UnknownObject

99.47

query-34

Is there a disc <disc2>
at pixel (1655,846) in
the FOV of sensor C1?

object_definition

query-35

Is there luggage
<shoulderbagl> at
pixel (1508,948) in the
FOV of sensor C1?

object_definition

UnknownObject

96.14

106.84

query-36

Is obj-person6
throwing obj-disc2?

relationships

Skipped

0.01

query-37

Is obj-person6
dropping obj-disc2?

relationships

Skipped

0.01

query-38

Is obj-person6
catching obj-disc2?

relationships

Skipped

0.01

query-39

Is obj-person6 putting-
down obj-disc2?

relationships

Skipped

0.01

query-40

Is obj-person6
picking-up obj-disc2?

relationships

Skipped

0.01

query-41

Is obj-person6
throwing obj-disc1?

relationships

Skipped

0.01

query-42

Is obj-person6
picking-up obj-disc1?

relationships

query-43

Is obj-person6

carrying obj-
shoulderbag1?

relationships

Skipped

0.01

8.50

query-44

Is obj-person6
dropping obj-

relationships

Other

17.77
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shoulderbag1?

query-45

Is obj-person6 putting-
down obj-
shoulderbag1?

relationships

query-46

Is obj-person6
picking-up obj-
shoulderbag1?

relationships

query-47

Is there a car <carl> at
pixel (168,485) in the
FOV of sensor RT1?

object definition

13.64

12.06

23.91

query-48

Is there a person
<person7> at pixel
(570,526) in the FOV
of sensor RT1?

object_definition

86.73

query-49

Is obj-person7 inside
obj-carl?

relationships

Skipped

0.01

query-50

Is obj-person7 outside
obj-carl?

relationships

Skipped

0.01

query-51

Is obj-person7
mounting obj-carl?

relationships

Skipped

0.01

query-52

Is obj-person7
dismounting obj-car1?

relationships

Skipped

0.01

query-53

Is obj-person7 driving
obj-car1?

relationships

query-54

Is there a car <car2> at
pixel (1463,413) in the
FOV of sensor GL4?

object_definition

query-55

Is there a person
<person8> at pixel
(1153,491) in the FOV
of sensor GL4?

object definition

query-56

Is obj-person6 same-
object obj-person8?

relationships

query-57

Is obj-person§ inside
obj-car2?

relationships

query-58

Is obj-person§ outside
obj-car2?

relationships

query-59

Is obj-person8
mounting obj-car2?

relationships

query-60

Is obj-person8
dismounting obj-car2?

relationships

query-61

Is obj-person8 driving
obj-car2?

relationships

query-62

Is there a person
<person9> at pixel

object definition

Skipped

0.02

8.63

7.29

11.35
8.72
7.90

44.28

37.02

38.04

18.14
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(1543,515) in the FOV
of sensor RT1?

query-63

Is there a trunk
<trunk 1> at pixel
(1590,525) in the FOV
of sensor RT1?

object_definition

query-64

Is there a trunk
<trunk2> at pixel
(1590,397) in the FOV
of sensor RT1?

object_definition

query-65

Is there an automobile
<car3> at pixel
(1674,507) in the FOV
of sensor RT1?

object_definition

query-66

Is there an automobile
<car4> at pixel
(1664,392) in the FOV
of sensor RT1?

object definition

query-67

Is obj-person9
mounting obj-car3?

relationships

query-68

Is obj-person9
dismounting obj-car3?

relationships

query-69

Is obj-person9 driving
obj-car3?

relationships

7.49

81.22

14.78

7.63

47.49

46.79

43.30

query-70

Is obj-person9 loading
obj-trunk1?

relationships

5.51

query-71

Is obj-person9
unloading obj-trunk1?

relationships

57.57

query-72

Is obj-person9 loading
obj-trunk2?

relationships

Other

7.00

query-73

Is obj-person9
unloading obj-trunk2?

relationships

Other

query-74

Is obj-person9 inside
obj-car4?

relationships

query-75

Is obj-person9
mounting obj-car4?

relationships

query-76

Is obj-person9
dismounting obj-car4?

relationships

query-77

Is obj-person9 driving
obj-car4?

relationships

13.23

9.69

18.70

41.98

23.98

|soc—PrattGarden-ZO14-09-20-Testing

|storyline-exercise-class

|

| ucla

Query

| Category

|Assessor |

|query- 1

|Is there a person

| Time

|object_deﬁnition ’T| H -- 159.20
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<personl> in the FOV
of HC1 at pixel
(1113,475)?

query-2

Is <personl> on
ground?

relationships

query-3

Is there a person
<person2> in the FOV
of HC2 at pixel
(814,717)?

object_definition

16.82

24.33

query-4

Is <person2> touching
ground?

relationships

query-5

Is obj-personl same-
object obj-person2?

relationships

query-6

Is obj-personl facing
obj-person2?

spatial

query-7

Is obj-personl
touching obj-person2?

relationships

query-8

Is obj-personl
together obj-person2?

relationships

query-9

Is obj-personl clear-
line-of-sight obj-
person2?

spatial

query-10

Does <personl1> throw
a small-object?

relationships

23.31

19.45

372.75

13.50

13.01

14.80

168.42

query-11

Does <person2> drop
a small-object?

relationships

query-12

Is there an animal in
the AOR?

classification

query-13

Is there a person
together with an
animal?

relationships

query-14

Is there a hand
<hand1> in the FOV
of HC2 at pixel
(681,201)?

object_definition

query-15

Is <hand1> part-of
<person2>?

part_of

query-16

Is there a head
<head1> in the FOV
of HC2 at pixel
(634,363)?

object_definition

query-17

Is <head1> part-of
<person2>?

part_of

query-18

Is <hand1> below
<head1>?

relationships

10.37

3.73

568.13

22.46

25.04

8900.67

14.77

14.23
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Is <hand1> touching

query-19 another person (not relationships F 15.28
<person2>)?
Is there a person in the

query-20 FOV of IP1 with F 98.53
hands below head?
Is there a person

query-21 touching another relationships F 71.04
person?

query-22 Is <person1> walking? |attributes F | H
Is there a person . [

query-23 walking? attributes T | H

query-24 Is th;re ;1 person attributes T | H
running?

|query-25 |Is <personl> running? |attributes ’T| H

|query—26 |Is <person2> running? |attributes ’T| H
Is <personl> . '

query-27 crawling? attributes F | H
Is <personl> . [

query-28 pointing? attributes T | H
Are there two-people

) moving in the same .

query-29 direction (same- tracking T | H 2965.79
motion)?
Is there a person

query-30 following another tracking T | H 2788.71
person?
Is there a person

query-31 running and turning F | H 205.66
right?
Are there at least 10 . [

query-32 people moving? tracking T | H 28.68
Is there a stationary . [

query-33 berson? tracking T | H 17.33
Is there a clear line of

) sight between .

query-34 <personl> and spatial T | H 49.96
<person2>?
Is there a person . [

query-35 sitting? attributes T | H 9.07

|query-36 |Is there a chair? |classiﬁcation

|query—37 |Is there a table? |c1assiﬁcation ’7| H -- 14.60
Is there a person on a . .

query-38 chair? relationships F ‘ H .- 70.10

|query-39 |Is there a person |object_deﬁnition ’T | H -- 17.13
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7<person3> in the FOV
of HCI at pixel

(298,499)?
|query-40 |Is <personl> female? |classiﬁcation
|query-41 |Is <person2> female? |classiﬁcation
|query—42 |Is <person3> female? |classiﬁcation
Is there a moving .
query-43 vehicle? tracking
Is there a person .
query-44 facing <person3>? spatial
Is there a luggage
<luggagel> in the . o
query-45 FOV of IP at pixel object_definition
(254,412)?
Does <person3> pick . .
query-46 up <luggage]>? relationships
Does <person3> put . .
query-47 down <luggage]>? relationships
Does <person3> load . .
query-48 <Juggagel>? relationships
Does <person3> doff . .
query-49 top-wear? relationships Other 8.23
query-50 Ea('zgs <person3> don a relationships 6.45
Does <person3> carry . .
query-51 <Juggagel>? relationships 21.88
Is there a person
<person4> in the FOV | .. o
query-52 of IP1 at pixel object_definition 2.53
(876,534)?
Is there a small-object
<small-object]1> in the | . .
query-53 FOV of IP1 at pixel object definition 6.35
(965,523)?
Does <person4> pick . .
query-54 up <small-object]>? relationships 22.61
Does <person4> carry . .
query-55 <small-object]>? relationships 3.98
Does <person4> drop . .
query-56 <small-object1>? relationships Other 9.44
Is <small-object1> the
query-57 same object as relationships 11.85
<luggagel>?
Is <person4> .
query-58 stationary? tracking 4.88
87
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Is there a person
<person5> in the FOV
of IP1 at pixel
(172,573)?

Is <person5>
stationary?

query-59 object_definition | T 5.01

query-60 tracking T 3.31

Is <person5> the
query-61 same-object as relationships F
<personl>?

13.79

Does <person5> touch

<small-object1>? 524.68

query-62 relationships F

Does <person5> touch
small-object?

Are there at least 2
query-64 people in the geodetic |classification T
polygon?

query-63 relationships F 17.32

13.31

Is there a person
<person6> in the FOV
of HC3 at pixel
(214,368)?

Is there a person
<person7> in the FOV
of HC3 at pixel
(920,354)?

Is there a lower-body
<Ib1> in the FOV of
HC3 at pixel
(150,532)?

Is there a lower-body
<Ib2> in the FOV of
HC3 at pixel
(902,392)?

Is there a lower-body
<Ib3> in the FOV of
HC2 at pixel
(1156,614)?

Is <Ib1> part of
<person6>?

Is <Ib2> part of
<person7>?

Is <Ib3> part of
<person7>?

query-65 object definition | T 20.29

query-66 object definition | T 27.40

query-67 object definition | T 1844.82

query-68 object_definition | T 17.20

query-69 object definition | T 15.29

query-70 part_of T 67.30

query-71 part_of T 17.36

31.84

query-72 part_of T

|st0ryline-fashion-show

| | ucla

| | Query | Category |Assessor | | Time

|query—1 |Is there a person |0bject_deﬁnition |T| H -- 56.22
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7<person1> in the FOV
of MC1 at pixel
(934,597)?
|query-2 |Is <personl> turning? |tracking | H -- 14.48
|query-3 |Is <personl> moving? |tracking I_ | H -- 16.55
|query—4 |Is <person1> sitting? |attributes |T| H -- 15.13
|query-5 |Is <personl> female? |classiﬁcation |T| H -- 15.68
Is there a person
<person2> in the FOV | .. o .
query-6 of Contour? at pixel object definition| T | H |UnknownObject| 942.07
(716,472)?
Is there an animal
<animall> in the FOV | . o
query-7 of Contour2 at pixel object definition| T | H 21.74
(586,687)?
Are <personl> and . . N
query-8 <animall> together? relationships F | H 13.26
Is <person1> closer to
query-9 <animal1> than spatial F | H |Skipped 0.01
<person2>?
Is <animal1> farther
query-10 from <person1>than |spatial T | H |Skipped 0.01
<person2>?
Are <person2> and . . . .
query-11 <animal > together? relationships T | H |Skipped 0.01
Are <person2> and . . [ .
query-12 <animall> touching? relationships F | H |Skipped 0.01
query-13 Is <animall> moving? |tracking |T| H -- 21.24
Is there at least one . [ |
query-14 person moving? tracking T | H 9.35
Is there at least one .
query-15 animal moving? tracking F | H 15.27
Is there a person
<person3> in the FOV | .. o
query-16 of IP1 at pixel object definition | T
(727,547)?
Is <person3> .
query-17 standing? attributes
|query-18 |Is <person3> moving? |tracking |T|
|query- 19 |Is<person3> turning? |tracking IT |
Is <person3> doing a .
query-20 u-turn? tracking F
Is <person3> turning- . .
query-21 right? tracking F
89
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|query—22 |Is <person3> running? |attributes
|query—23 |Is <person3> walking? |attributes
Is <person3> .
query-24 stopping? tracking
Is <person3> .
query-25 stationary? tracking
Is there a small-object
<small-objectl> in the | ., . o
query-26 FOV of IP1 at pixel object_definition
(65,807)?
Is there a person
<person4> in the FOV | .. o
query-27 of IP1 at pixel object definition
(1290,501)?
query-28 |Is <person4> talking? |attributes
Is <person4> .
query-29 crawling? attributes
uery-30 Is <persond> picking relationships
query up <small-object]1>? p
Is <person4> putting
query-31 down <small- relationships
object1>?
Is <person4> carrying . .
query-32 <small-object]>? relationships
Does <person3> have
query-33 a CLOS to spatial
<person4>?
Is there a person
<person5>in the FOV | .. o
query-34 of HC?2 at pixel object_definition
(373,433)?
Is <person5> doffing . .
query-35 top-wear? relationships F | H |Other 5.81
query-36 ;Shzlt)‘f rson3> donning relationships F | H |Other 6.04
|query-37 |Is <person5> female? |classiﬁcation ’T| H -- 11.79
|query—38 |Is <person5> starting? |tracking ’T | H -- 13.35
|query-39 |Is <person5> walking? |attributes ’T | H -- 14.34
|query-40 |Is <person5> turning? |tracking ’T | H -- 12.82
query-41 Is <person5> attributes F H ‘Other 21.48
pointing?
Is <person5> .
query-42 crawling? attributes F H .- 13.14
query-43 Is there a person object_definition ’T| H -- 19.30
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<person6> in the FOV
of HC3 at pixel
(985,245)?

query-44

Is <person6> doffing
top-wear?

relationships

Other

4.34

query-45

Is <person6> donning
a hat?

relationships

query-46

Is there a person
<person7> in the FOV
of MC1 at pixel
(801,485)?

object_definition

query-47

Is there a hat <hat1>
in the FOV of MC1 at
pixel 770,568)?

object_definition

query-48

Is <person7> picking
up <hat1>?

relationships

Other

2.17

27.26

205.13

19.80

query-49

Is <person7> donning
<hat1>?

relationships

query-50

Is there a person
<person8> in the FOV
of IP1 at pixel
(1259,550)?

object_definition

query-51

Are <person8> and
<person6> the same-
object?

relationships

query-52

Are <person8> and
<person7> the same-
object?

relationships

query-53

Is there a person
<person9> in the FOV
of IP1 at pixel
(1474,607)?

object_definition

query-54

Are <person9> and
<person6> the same-
object?

relationships

query-55

Are <person9> and
<person5> the same-
object?

relationships

query-56

Is there an arm
<arml1> in the FOV of
IP1 at pixel
(1319,612)?

object_definition

query-57

Is <arm1> part of
<person9>?

part_of

query-58

Are there at least 2
people in the geodetic
polygon?

classification

7.10

5.37

11.82

15.85

39.73

14.23

15.29

6.87

12.38

3.81
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query-59

Is there a person
<person10> in the
FOV of HC3 at pixel
(76,428)?

object_definition

query-60

Is there a person
<personl1> in the
FOV of HC3 at pixel
(166,410)?

object_definition

query-61

Is there a person
<personl2> in the
FOV of HC3 at pixel
(272,4806)?

object_definition

query-62

Is there a head
<headl> in the FOV
of HC3 at pixel
(196,338)?

object_definition

query-63

Is <head1> part of
<person10>?

part_of

query-64

Is <head1> part of
<personl1>?

part_of

query-65

Is there a head
<head2> in the FOV
of HC2 at pixel
(126,838)?

object_definition

18.63

15.21

11.65

16.13

12.61

4.13

172.30

query-66

Is there an arm
<arm2> in the FOV of
HC?2 at pixel
(1266,836)?

object_definition

query-67

Is <head2> part of
<person12>?

part_of

query-68

Is <head2> part of
<personl1>?

part_of

query-69

Is <head2> part of
<person10>?

part_of

UnknownObject

239.68

14.93

13.75

11.77

query-70

Is <arm2> part of
<personl0>?

part_of

Skipped

0.01

query-71

Is <arm2> part of

<personl 1>?

part_of

Skipped

0.01

|st0ryline-sports

| ucla

| Query

Category

query-1

Assessor |

Time

Is there a person

<person1> in the FOV . ..

of HC1 at pixel object_definition | T | H 131.04
(719,522)?

object_definition| T | H [0 057  8.06

query-2 |Is there a two-
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wheeled-vehicle
<bicyclel> in the
FOV of HC1 at pixel
(868,807)?

query-3

Are <personl> and
<bicyclel> together?

relationships

15.93

query-4

Is <person1>
mounting <bicycle1>?

relationships

Other

32.50

query-5

Is <personl>
dismounting
<bicycle1>?

relationships

query-6

Is <person1> driving
<bicycle1>?

relationships

query-7

Is there a person
<person2> in the FOV
of HC2 at pixel
(621,421)?

object_definition

query-8

Is there a person
<person3> in the FOV
of HC2 at pixel
(950,386)?

object_definition

query-9

Is there a person
<person4> in the FOV
of HC2 at pixel
(1492,460)?

object_definition

Other

6.25

24.92

16.35

19.20

13.78

query-10

Is there a ball <ball1>
in the FOV of HC2 at
pixel (933,414)?

object_definition

UnknownObject

3260.55

query-11

Is <person3> throwing
<ball1>?

relationships

Skipped

0.01

query-12

Is <person4> throwing
<ball1>?

relationships

Skipped

0.01

query-13

Is <person2> catching
<balll>?

relationships

query-14

Is <person4> running?

attributes

query-15

Is <person2> passing
<person3>?

tracking

query-16

Is <person2>
crawling?

attributes

query-17

Does <person4> have
a clear-line-of-sight to
<person3>?

spatial

query-18

Is there a person
<person5> in the FOV
of HC1 at pixel
(711,564)?

object_definition

Skipped

0.01
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Is there a person [ . .
<person6> in the FOV | . . ..

query-19 of HC1 at pixel object definition| T | H 9.46
(506,564)?

query-20 |Is <person5> walking? |attributes ’T | H - - 17.05
Is <person6> .

query-21 stationary? tracking F | H . - 5.50
Is <person5> .

query-22 following <person6>? tracking F | H . - 13.26
Is <person6> .

query-23 following <persons>? tracking T | H . - 15.72
Is <person5> touching . . [ .

query-24 <ball]>? relationships F | H |Skipped 0.01
Is <person5> touching . . [ .

query-25 <ball1>? relationships T | H |Skipped 0.01
Is <person5> . [ ' ' '

query-26 crawling? attributes T | H . - 12.80
Is <person6> . ' ' ' '

query-27 crawling? attributes T | H . - 12.82
Do <person5> and
<person6> have the .

query-28 same motion tracking T | H 11.89
(direction)?
Is there a person
<person7> in the FOV | .. o

query-29 of HC at pixel object definition| T | H 10.78
(1477,495)?
Are <person7> and

query-30 <personl>the same |relationships T | H 13.00
object?

|query-31 |Is <person7> running? |attributes F | H --
Is <person7> .

query-32 stationary? tracking F | H . - .

|query—33 |Is <person7> male? |classiﬁcation T | H - - .
Is there a luggage
<luggagel> in the . .

query-34 FOV of HC1 at pixel object definition| T | H 236.55
(876,700)?
Does <person7> load . .

query-35 <luggage]>? relationships T | H |Other 6.91
Does <person7> carry . .

query-36 <Juggagel>? relationships T | H . - 14.71
Does <person7> . .

query-37 mount a bicycle? relationships F | H |Other 6.12

query-38 Does <person7> relationships ’T | H |Other | 3.84
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mount a bicycle?

query-39

Is there a person
<person8> in the FOV
of HC3 at pixel
(610,231)?

object_definition

query-40

Is <person8> throwing
a small-object?

relationships

—
an)

query-41

|Is <person8> female?

classification

&

query-42

Is there a person
<person9> in the FOV
of HC3 at pixel
(644,446)?

object_definition

query-43

Is there a person
<person10> in the
FOV of HC3 at pixel
(519,392)?

object_definition

query-44

Is there a person
<personl 1> in the
FOV of HC3 at pixel
(1246,381)?

object_definition

query-45

Is there a head
<headl> in the FOV
of HC3 at pixel
(638,239)?

object_definition

query-46

Is there a hand
<hand1> in the FOV
of HC3 at pixel
(737,522)?

object_definition

query-47

Is there a lower-body
<lower-body1> in the
FOV of HC3 at pixel
(1232,540)?

object_definition

query-48

Is <hand1> part-of
<person10>?

part_of

query-49

Is <hand1> part-of
<person9>?

part_of

query-50

Is <lower-body1>
part-of <person9>?

part_of

query-51

Is <head1> part-of
<person9>?

part_of

query-52

Is <head1> below
<hand1>?

relationships

F | H

query-53

Is <hand1> touching
<person10>?

relationships

F | H

|query-54

|Is <person9> talking? |attributes

|T| H |Other

5.62

|query—55

|Is <personl 1> talking? |attributes

|T| H |Other

14.76
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Is <lower-body 1> [
query-56 part-of <person| 1>7 part_of T | H .- 9.80

Is <person9>
query-57 occluding <person10> |spatial T | H |Other 2.69
in the FOV of HC3?

Is <person9> farther [
query-58 from <person10> than |spatial F | H 512.56
<personl1>?

Is <'person1 > tracking F | H 17.81
stationary?

Is there a person [

query-60 ;%ir/sglfl};; ;Itlft)li])fel object_definition| T | H 8.73
(309,280)?
Is there a luggage

query-61 ;g%ﬁ?%?g; :tllt)}il:el object definition| T | H 7.71
(279,326)?

Is there an arm
query-62 <arm1> in the FOV of |object definition | T | H |UnknownObject| 238.27
IP5 at pixel (332,304)?

Is there a head [
<head2> in the FOV . o

query-63 of IP5 at pixel object definition| T | H 1947.92
(288,250)?
Are <personl2> and

query-64 <personl 1> the same |relationships F | H 19.23
object?
Are <person12> and

query-65 <person7>the same |relationships T | H 11.84
object?

query-59

iia;%?;?g?)n12> attributes F | H >.88

|query-67 |Is <person12> talking? |attributes ’T| H -- 13.77
|query-68 |Is <person12> sitting? |attributes ’T| H -- 15.35

Is <head2> part-of [
query-69 <person]2>? part_of T | H . - 13.40

isp:?;?lllzf‘? ol partof T H ‘Skipped 0.01

Is <person12>

query-71 unloading relationships F | H 15.22
<luggage2>?
Are there at least 2

query-72 people in the geodetic |classification F | H 5.49
polygon?

soc-Schiciano-2014-02-22-Testing

query-66

query-70
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|st0ryline-classiﬁcati0n

| | ucla
| | Query Category Assessor | Time
Is there at least one
query-1 table in the loc-aud-  |classification T | H 125.35
entrance?
Are there more than
10 people in the FOV . .
query-2 of obs-HC3 at time- classification F 8.28
registration-start?
Are there at least 5
items of luggage in the . .
query-3 FOV of obs-HC?2 at classification T 17.67
time 19:28:59?
Are there at least 7
query-4 people in loc- classification T 30.38
auditorium-left?
Are there at least 2
query-5 people standing in loc- |attributes F 10.71
auditorium-left?
Are there at least 2
query-6 hats in loc-aud- classification T 7.88
entrance?
Are there any vehicles . .
query-7 in loc-aud-entrance? classification F 11.24
Are there any chairs in . . [
query-8 loc-aud-entrance? classification T 7.79
|storyline-part-of-relationships
| | Query | Category
query-1 %ﬁ:;ﬂgogfrson 0bj- object_definition | T
|query-2 |Identify arm. |object_deﬁnition IT
Is obj-arm part of obj- [
query-3 instrljlctorl’l; " part_of T
\query-4 Identify obj-head lobject_definition | T 1367.62
Is obj-head part of obj- [ |
query-5 inst r1J1 c torl?p ) part_of F 23.37
|query—6 |Identify obj-studentl. |object_deﬁniti0n T 31.01
query-7 lI)dentlfy obj-lower- object_definition | T 15.81
ody.
Is obj-lower-body part [
query-8 of obj-student1? part_of F 16.62
query-9 Identify obj-hand at [object definition| T | H [V [INN026  16.68
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Is obj-hand part of
query-10 obj-student1? part_of
Is there at least one . .
query-11 room in obs-IP2? classification
query-12 |Identify Wall. object definition
query-13 S) srl;f;wall part of a part_of
Are there at least 3
query-14 doors that are part of |part of
obj-wall?
query-15 :tiirll‘gg}; o;ai—zs)tu dent2 object_definition
query-16 S??g% %‘t;]éitudenﬁ object_definition
query-17 i(ligr(;tzlf% 10}3 -head2 at object_definition
query-18 icllz?l;y7o7b7jiann2 at object_definition
Is obj-arm2 part of
query-19 obj-student3? part_of
Is obj-head2 part of
query-20 obj-student2? part_of
Is obj-head2 part of
query-21 obj-student3? part_of
Are obj-head2 and
query-22 obj-arm2 part of the  |part of
same person?
query-23 Ifz;ZJl-eimdentZ a classification
query-24 izgzjl—e%tudentl a classification
query-25 E;Z{;mdem}' a classification
query-26 %ﬁzﬁ;t};&bystudenﬂ object_definition
query-27 {)(Iia?-l;gz obj-head3 in object_definition
Identify obj- . .
query-28 instructor2 in obs-IP5. object_definition
query-29 f,(}i)?_l;gg obj-head4 in object_definition
Is obj-head4 part of
query-30 obj-student4? part_of
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query-31 isb;)_?i _S};:jitg;ﬁ of part_of T H 6.90
query-32 f)sbjo-?tj:liil(ﬁ‘? art of part_of T H 6.92
query-33 {)Sb;)_l:fl -slzﬁilfor%%?ﬂ of part_of ? H 9.80
query-34 f)(:)esr_licg;obj—personl in object_definition T H 7.65
query-35 {)(liazlj;gg.obj-persoﬂ in object_definition ? H 7.52
query-36 g,:;l_l;gg obj-arm3 in object_definition T H 10.36
query-37 ﬁ:_l;gz . obj-arm4 in object_definition 7 H 104.73
query-38 isb;)_tg;sr;nni‘? art of part_of : H 6.91
query-39 ii?_?;gg:éf art of part_of T H 5.66
query-40 {)Sb;)_?é?;?ﬁ ,I; art of part_of T H 7.80
query-41 f)‘lifsnﬁ,fg . obj-person3 in | .ot definition | 9.04
query-42 i(liazlj;gg.obj-persom in object_definition 7 H 30.86
query-43 g,:;l_l;gg obj-hand? in object_definition T H |UnknownObject| 485.30
query-44 f)sb;)_ll))je-il:g;(%part of part_of : H Skipped 0.01
query-45 ii?_?é?;lﬁf?part of part_of T H |[Skipped 0.01
query-46 ;i%‘;isznol’g'slf’gg; object_definition T H 949.01
query-47 i(}i;ljg%l;)bj-personS in object_definition ? H 37.77
query-48 ;ifll;;ffn":é'sl_"gg object_definition 1| 4821
query-49 Lsa Stbg flgge;elizgzg? part_of : H 12.81
auery-50 Isobjloverbods2 o 1w 1066
|st0ryline-registration
| | ucla
| Query Category | Assessor | | Time
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query-1 igzllltlfy person obj- object_definition ’T ‘ H .- 17.00

|query—2 |Is obj-regl stationary? |tracking |T| H -- 8.95

|query-3 |Is obj-regl moving? |tracking |T| H -- 9.20

|query—4 |Is obj-regl standing? |attributes |T| H -- 14.47

query-5 Is obj-reg] walking? |attributes T [ u PSS 1025

|query-6 |Is obj-regl pointing? |attributes IT| H |Other | 7.33

|query—7 |Is obj-regl sitting? |attributes |T| H -- 10.55

|query—8 |Is obj-regl talking? |attributes |T| H |Other | 5.41

|query-9 |Is obj-regl running? |attributes |T| H -- 10.50

|query—10 |Is obj-regl crawling? |attributes |T| H -- 7.58
Identify person obj- . o

query-11 student]. object definition| T | H 77.30
Is obj-studentl . [

query-12 stationary? tracking T | H 9.02
Is obj-student1 . .

query-13 moving? tracking T | H 7.23
Is obj-student1 . [

query-14 standing? attributes T | H 10.57
Is obj-studentl .

query-15 walking? attributes T | H 8.65
Is obj-student1 . [

query-16 pointing? attributes F | H 4.35

query-17 Is obj-student] sitting? |attributes IT| H -- 14.55
Is obj-student1 .

query-18 talking? attributes T  H 5.89

query-19 Is obj -st{;ldentl attributes F H 7.92
running?
Is obj-studentl . [

query-20 crawling? attributes F | H 6.84

query-21 {dentlfy bag obj- object_definition| T | H 14.09
uggage.
Is obj-studentl . . [

query-22 touching obj-luggage? relationships T | H 7.26
Is obj-studentl

query-23 putting-down obj- relationships F | H 8.28
luggage? .
Is obj-studentl . .

query-24 throwing obj-luggage? relationships F | H 35.38
Is obj-student1 . .

query-25 carrying obj-luggage? relationships T | H 11.97
Is obj-studentl . . [

query-26 picking-up obj- relationships F | H 19.82
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luggage? ’:| - -

Is obj-student1

dropping obj-luggage? "Slationships | F | H Other 18.19

query-27

Is obj-student1

catching obj-luggage? 7.38

query-28 relationships F

Identify person obj-

student2. 18.47

query-29 object definition | T

Is obj-student1 same-

object obj-student2? 777

query-30 relationships F

Is obj-student] same-

motion obj-student2? 8.83

query-31 tracking T

Is obj-student1

together obj-student2? 12.62

query-32 relationships T

Is obj-student1 below

obj-student2? 9-82

query-33 relationships F

Is obj-student1

touching obj-student2? 8.20

query-34 relationships F

Is obj-studentl
query-35 following obj- tracking F
student2?

9.63

Is obj-studentl
query-36 opposite-motion obj- |tracking F
student2?

8.74

Is obj-student1 passing

obj-student2? 10.57

query-37 tracking F

Identify person obj-

student3. 16.66

query-38 object definition | T

Identify backpack,

obj-backpack object definition| T | H |UnknownObject| 416.48

query-39

Is obj-student3
query-40 touching obj- relationships T | H |Skipped 0.01
backpack?

Is obj-student3 on obj-

backpack? relationships F | H |Skipped 0.04

query-41

Is obj-student3
query-42 putting-down obj- relationships T | H |Skipped 0.01
backpack?

Is obj-student3
query-43 throwing obj- relationships F | H |Skipped 0.01
backpack?

Is obj-student3
query-44 dropping obj- relationships F | H |Skipped 0.04
backpack?

Is obj-student3
picking-up obj-

query-45 relationships T | H |Skipped 0.01

101
Approved for public release; distribution unlimited.




backpack? |7| |

Is obj-student3 B

query-46 carrying obj- relationships T | H |Skipped 0.05
backpack?

query-47 i?:(r;;ft};person obj- object_definition| T | H 17.10

query-48 i:&;;udenﬂ tracking T H 7.46

query-49 iia?gl;sat:y%enm tracking T H 9.71

query-50 iia(:lkgiﬁg’l)denm attributes T H 7.93

query-51 Sa(illzjh-lsgtgdenm attributes T H 11.45

query-52 Lso‘i’féj;‘;dem“ attributes T | H ‘Other 5.64

query-53 Is obj-student4 sitting? |attributes IT| H -- 9.02

query-54 iia(l)rgjr; Es%‘t)udent4 tracking T | H .- 7.09

query-55 Elgﬂ —gs‘;cudent4 attributes T | H ‘Other 10.35

query-56 il?sijrgt;ldenm attributes F H 8.15
Is obj-student4 . [

query-57 crawling? attributes F | H .- 7.68

query-58 iioop?i_rig‘l?denm tracking T 6.53
Is obj-student3 same- . . .

query-59 object obj-student4? relationships F 8.65
Is obj-student3 . . .

query-60 together obj-student4? relationships T 8.89
Is obj-student3 clear-

query-61 line-of-sight obj- spatial T 10.12
student4?

query-62 f)ij‘.’_g{fggﬂff? facing | o tial F 13.96
Is obj-student3 . . [

query-63 touching obj-student4? relationships F 12.96
Is obj-student3 facing- . N

query-64 opposite obj-studentd? *P atial F 7.46

query-65 {ggg[ ify table as obj- object_definition | T 18.08

query-66 i%?{l‘:;g]e:ifélzome as object_definition | T 42.12
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query-67

Identify person as obj-
student5.

object_definition

query-68

Is obj-water-bottle
below obj-table?

relationships

query-69

Is obj-water-bottle
touching obj-table?

relationships

query-70

Is obj-water-bottle on
obj-table?

relationships

query-71

Is obj-student5
putting-down obj-
water-bottle?

relationships

query-72

Is obj-student5
throwing obj-water-
bottle?

relationships

g @
3 |
| o

97.02
8.68
12.51

7.79

8.21

8.98

query-73

Is obj-student5
dropping obj-water-
bottle?

relationships

H |Other

query-74

Is obj-student5
touching obj-water-
bottle?

relationships

query-75

Is obj-student5
picking-up obj-water-
bottle?

relationships

query-76

Is obj-student5
carrying obj-water-
bottle?

relationships

14.35

9.38

8.44

14.46

|st0ryline-presentati0n

|

| ucla

| Query

| Category

Assessor |

query-1

Identify
auditorium(room) as
obj-auditorium.

object_definition

T

Time

11.55

query-2

Are there at least 5
people who enter the
auditorium during
time-enter?

relationships

H |Other

1749.09

query-3

Are there at least 5
people who exit the
auditorium during
time-enter?

relationships

H |Other

query-4

Identify person as obj-
student3.

object_definition

query-5

Is obj-student3 outside
obj-auditorium?

relationships

query-6

Is obj-student3

tracking

+
+ B

7.07

41.87

9.31
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stationary? N |

query-7 E:E;;udenﬁ tracking T H 8.15
query-8 isa(igl-lsgtgdenﬁ attributes ? H 5.24
query-9 Lso(i)riji_nsg‘;denﬁ attributes ? H ‘Other 3.99
query-10 iggr;;t;ldenﬁ attributes : H 5.96
query-11 i:o(;kg;tgl;dem?’ tracking ? H 23.32
query-12 i?fg;ftyl ?erson as obj- object_definition T H 70.35
query-13 iii?&g?gﬁﬁ;; nside relationships T H 6.59
query-14 E:E;;udeml tracking T H 9.49
query-15 iia?gl;izuy(}?entl tracking ? H 8.41
query-16 Sacilk;{;lzgdentl attributes T H 7.26
query-17 gr?ll:ﬂl- gs_tﬁi,ter? t tracking T H 7.50
query-18 Lso(i)fgi;ls;u?dentl attributes ? H ‘Other 49.08
query-19 Is obj-student1 sitting? |attributes E| H 8.35
query-20 iia(;zjr; ;;udentl tracking F 7.62
query-21 1lsl.r(r)1tljjn_ ;Ecglilgl tracking ? H 26.41
query-22 iﬁfr;;t‘;ldeml attributes : H 7.36
query-23 isr:‘S{i—;gdentl attributes ? H 7.43
query-24 IID(;egr'ltify bag as obj- object_definition 7 H |UnknownObject| 396.67
query-25 gﬁf}iﬁ?ﬂiﬁk}ag? relationships T H |Skipped 0.01
query-26 ii:rl;;i:;uodbeﬁ&g? relationships T H |Skipped 0.01
query-27 ;Su(t)ttljljl g_t;g:;: lobj “bag? relationships T H |Skipped 0.01
query-28 gﬂ%ﬁ;ﬁgiﬁiag? relationships ? H |Skipped 0.01
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query-29

Is obj-studentl
picking-up obj-bag?

relationships

0.01

query-30

Is obj-student1
dropping obj-bag?

relationships

0.01

query-31

Is obj-student1
catching obj-bag?

relationships

query-32

Identify person as obj-
presenterl.

object definition

query-33

Identify person as obj-
presenter2.

object_definition

query-34

Identify person as obj-
student2.

object_definition

query-35

Does obj-student2
have a clear line of
sight to obj-
presenter1?

spatial

query-36

Does obj-student2
have a clear line of
sight to obj-
presenter2?

spatial

query-37

Is obj-presenterl
closer to obj-student2
than obj-presenter2?

spatial

query-38

Is obj-presenterl
same-object obj-
student2?

relationships

0.01

919.70

7.79

8.26

541

5.29

7.04

12.66

query-39

Is obj-presenterl
same-motion obj-
student2?

tracking

query-40

Is obj-presenterl
facing-opposite obj-
student2?

spatial

query-41

Is obj-presenterl
facing obj-student2?

spatial

query-42

Is obj-presenterl
touching obj-student2?

relationships

46.90

9.93

9.64

7.52

query-43

Is obj-presenterl
following obj-
student2?

tracking

Other

74.56

query-44

Is obj-presenterl
passing obj-student2?

tracking

Other

11.64

|st0ryline-presentati0n2

|

| ucla

|

| Query

| Category

|Assessor |

query-1

| Time

|Identify person as obj- |object_deﬁnition F| H -- 27.66

105

Approved for public release; distribution unlimited.




student]. N | |
query-2 ﬁa?llgi—;gdentl attributes F H . - 8.21
query-3 ga‘ﬁl:{:gt},‘de““ attributes F | H . - 18.07
query-4 Lso(i)riji_nsgdeml attributes F | H ‘Other 5.33
query-5 Is obj-student]l sitting? |attributes ’T| H -- 6.47
Is obj-student1 . [ ' ' '
query-6 stationary? tracking T | H . - 6.84
query-7 L(izrslélnftyefzerson as obj- object_definition | T | H . - 11.40
query-8 Identify hat as obj-hat. jobject definition ’T| H |Unknown0bject | 233.72
query-9 giﬁﬂgiﬁltgé relationships F | H Skipped 0.01
Is obj-presenter2 . . [ .
query-10 do fﬁil g obj-hat? relationships F | H |Skipped 0.01
Is obj-presenter2 . . [ .
query-11 wearjinrg); obj-hat? relationships F | H Skipped 0.01
Is obj-presenter2 . . [ .
query-12 putting-down obj-hat? relationships F | H |Skipped 0.01
Is obj-presenter2 . . [ .
query-13 thro Vi iﬁg obj-hat? relationships F | H |Skipped 0.01
Is obj-presenter2 . . [ .
query-14 toucljlirrl,g obj-hat? relationships T | H |Skipped 0.01
Is obj-presenter2 . . [ .
query-15 picking-up obj-hat? relationships F | H |Skipped 0.01
query-16 i‘fgggﬁ’zpem‘m as 0bj- | piect definition| T | H . - 1325.21
Is there a clear line of [ ' ' '
query-17 sight from student2 to |spatial T | H 9.27
presenter2?
Is there a clear line of
query-18 sight from obs-MC1 to |spatial F | H 10.74
obj-student1?
Is there a clear line of
query-19 sight from obs-MCl1 to |spatial F | H |Skipped 0.01
obj-hat?
From the point of view
query-20 of MCl, is presenter2 |spatial T | H |Skipped 0.01
occluding obj-hat?
query-21 iiacr)llgl-r?grg senter2 attributes T | H . - 9.34
query-22 Is obj-presenter2 tracking ’T| H -- 7.29
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moving?

query-23

Is obj-presenter2
walking?

attributes

query-24

Is obj-presenter2
running?

attributes

query-25

Is obj-presenter2
sitting?

attributes

query-26

Is obj-student] closer
to obj-presenter2 than
obj-student2?

spatial

query-27

Is obj-studentl farther
from obj-student2 than
obj-presenter2?

spatial

query-28

Are there at least 4
people in the location
loc-front-auditorium?

classification

query-29

Identify person as obj-
presenterl.

object_definition

‘UnknownObj ect

query-30

Identify person as obj-
student3.

object_definition

query-31

Identify person as obj-
student4.

object_definition

364.94

8.44

801.39

query-32

Is obj-presenterl
touching obj-student3?

relationships

Skipped

0.01

query-33

Is obj-presenterl
together with obj-
student3?

relationships

Skipped

0.02

query-34

Is obj-presenterl
facing-opposite obj-
student3?

spatial

query-35

Is obj-student4
touching obj-student3?

relationships

query-36

Is obj-student4
together with obj-
student3?

relationships

query-37

Is obj-student4 facing-
opposite obj-student3?

spatial

query-38

Is obj-student3
stationary?

tracking

query-39

Is obj-student3
standing?

attributes

query-40

Is obj-student3
talking?

attributes

0.01

201.04

7.36

6.34

6.71

3.30

7.02

query-41

Is obj-student3
pointing?

attributes

1068.71
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query-42 Is obj-student3 sitting? |attributes ’T| H - - 73.26
Does obj-presenterl

query-43 have a clear line of spatial T | H |Skipped 0.01
sight to obj-student3?
Does obj-presenterl

query-44 have a clear line of spatial F | H Skipped 0.01
sight to obj-student4?
Is obj-presenterl . .

query-45 standing? attributes T | H |Skipped 0.01
Is obj-presenterl . [ .

query-46 talking? attributes F | H |Skipped 0.01
Is obj-presenterl . [ .

query-47 walking? attributes F | H |Skipped 0.01
Is obj-presenterl . [ .

query-48 sitting? attributes F | H |Skipped 0.01
Is obj-student4 . [ ' ' '

query-49 standing? attributes F | H . - 6.92
Is obj-student4 . [

query-50 talking? attributes F | H ‘Other 298.78
Is obj-student4 . [ ' ' '

query-51 walking? attributes T | H . - 14.94

|query—52 |Is obj-student4 sitting? |attributes ’T| H - - 8.39

|st0ryline-panic

| | ucla

| | Query | Category |Assessor | | Time
Identify interior door . .

query-1 as obj-door]. object definition F H . - 12.34
Identify second

query-2 interior door as obj-  |object_definition| T | H |UnknownObject| 141.88
door2.

|query-3 |Is obj-door1 open? |attributes ’T| H - - 11.74

|query-4 |Is obj-door2 open? |attributes ’T| H |Skipped | 0.01

query-5 Identify person as obj- object definition| T | H . - 70.86
personl.

query-6 Identify person as obj- object definition| T | H . - 25.67
person2.
Is obj-personl same- . .

query-7 object obj-person2? relationships F | H . - 9.12
Is obj-personl same- . [

query-8 motion obj-person2? tracking T | H ‘Other 13.43
Is obj-personl . . [ ' ' '

query-9 together obj-person2? relationships T | H . - 10.81

query-10 Is obj-person1 facing- |spatial ’T | H - - 5.21
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opposite obj-person2? ’7| - - |

Is obj-personl . . [
query-11 touching obj-person2? relationships F | H . - 7.46

Is obj-personl
query-12 following obj- tracking F | H |Other 11.77
person2?

Is obj-personl
query-13 opposite-motion obj- |tracking F | H |Other 9.13
person2?

Is obj-personl passing | 1;no F | H Other 9.51
obj-person2?

query-15 Identify person as obj- | .o definition | T | H .- 68.88
person3.

Identify luggage as
obj-bag.

query-14

query-16 object definition| T | H |UnknownObject| 316.39

Is obj-person3

touching obj-bag? relationships T | H |Skipped 0.01

query-17

Is obj-person3

carrying obj-bag? relationships T | H |Skipped 0.01

query-18

Is obj-person3

dropping obj-bag? relationships F | H |Skipped 0.01

query-19

Is obj-person3 putting-

query-20 down obj-bag?

relationships F | H |Skipped 0.01

Is obj-person3

picking-up obj-bag? relationships F | H |Skipped 0.01

query-21

|storyline-scene-locations

| | Query Category Assessor

ucla

Time

Is there at least one
person in the cartesian
polygon loc-lobby at
time-1?

classification F | H 8.24

query-1

Is there at least one
person in the cartesian
polygon loc-hallway at
time-1?

classification T H 23.17

query-2

Is there at least one
person in the cartesian
polygon loc-entry at
time-1?

classification F | H 12.37

query-3
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DARPA-BAA-11-28 MSEE Duke and BAE Systems

IV. PUBLICATIONS FUNDED UNDER THIS PROGRAM

» Jake Bouvrie, Mauro Maggioni, “Multiscale Markov Decision Problems: Compression, Solu-
tion, and Transfer Learning”, submitted (arXiv 1212.1143 [cs.Al]).

o William K. Allard, Guangliang Chen, Mauro Maggioni, “Multiscale Geometric Methods for
Data Sets II: Geometric Multi-Resolution Analysis”, Appl. Comp. Harm. Anal., Vol. 32(3),
May 2012, 435-462.

« J. Bouvrie and M. Maggioni, “Geometric Multiscale Reduction for Autonomous and Controlled
Nonlinear Systems”, IEEE Conference on Decision and Control (CDC), 2012.

o M. Iwen, M. Maggioni, “Approximation of Points on Low-Dimensional Manifolds Via Random
Linear Projections”, Information & Inference, Feb. 2013.

o G. Chen and M. Iwen and S. Chin and M. Maggioni, “A Fast Multiscale Framework for Data in
High Dimensions: Measure Estimation, Anomaly Detection, and Compressive Measurements”,
Visual Communications and Image Processing (VCIP), Nov. 2012 IEEE.

o E. Hall and R. Willett. “Foreground and background reconstruction in Poisson video, ICIP
2013.

o A. K. Oh, Z. T. Harmany, and R. Willett. “Logarithmic total variation regularization for cross-
validation in photon-limited imaging, ICIP 2013.

« E. Hall and R. Willett. “Dynamical Models and Tracking Regret in Online Convex Program-
ming, ICML 2013, arXiv:1301.1254, 2013.

o Y. Xie, J. Huang, and R. Willett. “Changepoint detection for high-dimensional time series with
missing data. arXiv:1208:5062, 2012.

« Banerjee A, Murray J & Dunson D (2013). Bayesian learning of joint distributions of objects.
International Conference on Artificial Intelligence & Statistics

« Bhattacharya A, Pati D & Dunson D (2013). Adaptive dimension reduction with a Gaussian
process prior. Annals of Statistics, to appear.

« Bhattacharya A, Pati D & Dunson D (2013). Posterior convergence rates in non-linear latent
variable models. Electronic Journal of Statistics, to appear.

« Bhattacharya A, Pati D, Pillai N & Dunson, D (2013). Bayesian shrinkage. arXiv:1212.6088.

o Guhaniyogi R & Dunson D (2013). Bayesian compressed regression. arXiv:1303.0642.

« Pati D, Bhattacharya A, Pillai N & Dunson D (2013). Posterior contraction in sparse Bayesian
factor models for massive covariance matrices. Annals of Statistics, under revision.

o Strawn N, Armagan A, Saab R, Carin L & Dunson D (2013). Finite sample posterior concen-

tration in high-dimensional regression. arXiv:1207.4854.
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e Yang Y & Dunson D (2013). Bayesian manifold regression. arXiv:1305.0617.

o Zhou J, Bhattacharya A, Herring H & Dunson D (2013). Bayesian factorizations of big sparse
tensors. arXiv:1306.1598.

o L. Ren, Y. Wang, D. Dunson and L. Carin, “The kernel beta process, Neural Information
Processing Systems (NIPS), 2011.
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