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Abstract: Work on this project resulted in a system which: (a) identifies in real-time a schema definition of a 
scenario from an incomplete sample of a situation (the cue) plus a corpus of real-time unstructured and sparse 
time series data (such as social media or log records); (b) uses this schema to identify additional implicitly 
relevant data records to provide much greater recall of the scenario data, and quantifies the presence of schema 
elements in each data record; (c) identifies multiple different scenarios emerging from the data in response to a 
query; (d) quantifies the strength and stability of the time series of data records which contribute to each unfolding 
scenario; (e) generates a user interface which enhances situation awareness and minimizes the user’s need for 
accurate prior knowledge, by enhancing the user’s search terms and collating results; and (f) employs sound data 
science to construct data stories from statistically valid information, so non-analysts can make good decisions. 
 
Introduction: The motivation for this research is that the information age has generated large quantities of certain 
sorts of weakly-structured time series data: 
  
• Transactions: customer admin, sales, trading systems. 
• Event logs: security monitors, systems monitors, web servers. 
• Clinical monitoring: intensive care, long term therapy. 
• Media: twitter, email, newswire.  
 
Further, this sort of data poses real analytical challenges: 
  
• A large set of possible data terms. 
• The meaning of any term depends on the context at that time. 
• Each record is sparse in that it only contains a small number of terms and a partial explanation of the situation, 

e.g. a tweet embedded in a Twitter thread. 
• Simultaneous conversations can be interleaved - unreliable correlation between records at similar times. 
• Noisy, e.g. spam. 
• Non-stationary – changing statistical distributions of terms and term correlations. 
• ‘Stop words’ (such as the and is in English) vary from source to source, time to time, language to language, 

and context to context. 
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One could summarise the problems with this sort of data in terms of the difficulty of acquiring an accurate 
situational awareness whenever one is attempting to interpret any given data record, in isolation. It is difficult to 
gain awareness of the relevant context for a specific datum, when there are so many contexts operating, and they 
change so quickly. 
 
Most situational awareness technologies rely on forensic techniques and static models to identify emerging issues 
and trends; that is, “known” historical scenarios are used as the basis for modelling “unknown” emerging trends. 
The problem with forensic approaches is that they fail to capture new and emerging (previously undefined) 
scenarios: the “unknown unknowns”. This research is exploring methods for ad hoc induction of a framework, or 
schema, to interpret a given data record. 
 
Prior approaches to the problem of schema induction fall into three categories: (1) Computationally expensive 
techniques to extract general concept models, such as Latent Semantic Indexing. This technique generally extracts 
a single topic model, and does not extract a schema which is specifically relevant to each real-time query. It is 
generally expensive to rebuild the model to adapt to real-time data feeds. (2) Process Mining techniques to induce 
Petri Net models. This class of algorithms requires data records which must be pre-classified into scenario threads, 
and assumes stationary model statistics over the course of the time series. (3) Document clustering, which is 
computationally expensive as the number of records increases, and which does not generally allow a record to 
contribute to more than one cluster in a given model. Neither does document clustering work particularly well 
when used to cluster short fragments of text, such as tweets. Unless some other sematic model is applied, the 
feature vector for each document can only be constructed from the small number of terms present in the fragment. 
Such a sparse representation drawn from a much larger vocabulary severely restricts generalisation of the cluster 
model. 
 
Analysis Method: Key features of the approach developed in this project include: 
1. Extraction of an ad hoc concept schema in real time from small text units (e.g. sentences, tweets), using 

correlation analysis methods.  
2. Allow multiple simultaneous state models to emerge. The need is to track multiple situations or events at the 

same time. 
3. Creation of scenario charts based on mapping the time series of records matching the schema.  
4. Early identification/prediction of emerging issues across multiple scenarios (stories) and data feeds.  
 
Stage 1 of this work, completed in 2012-2013, was required to identify the meta-stable schemas of variables for 
situations present at that time in the data. The intention was to identify any emerging patterns much more deeply 
and accurately than simple term frequency and keyword search, because sparse records and highly contextual and 
correlated language render such approaches coarse and inaccurate. The system that emerged from the work during 
the first year followed the paradigm of Schema Theory [Bartlett, F.C. (1932). Remembering: A Study in 
Experimental and Social Psychology. Cambridge University Press]. Thus, a background schema was generated 
from the data in response to any user query, such as a word, a name, a time period, or a meta-data item. 
 
Stage 2, completed in 2013-2014: It became clear from using the single schema system, developed in the first year, 
that this schema would often be composed of multiple scenarios within the one graph. This was particularly 
apparent when searching using a date range, as multiple situations are usually unfolding. So the first task for stage 
2 was to find a fast method to decompose the background schema into clusters. The Newman-Girvan clusterer 
was found to be suitable [Newman, M. E. (2004). Analysis of weighted networks. Physical Review E, 70(5), 
056131]. A major advantage of this algorithm is that it is non-parametric – it attempts to find the optimal 
partitioning of a network without the need to specify a threshold. This algorithm is also well suited to weighted 
networks. However, Newman-Girvan exclusively groups nodes, i.e. a node can only be in one cluster. This is not 
desirable for term networks, as it is often the case that a term is important evidence for multiple scenarios. Hence, 
we added a further algorithm to enlarge the resulting clusters to include terms non-exclusively. 
 
This enlargement algorithm operates by finding for each node in the schema: 

• A - the number of links from each node into any target cluster of nodes; 
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• B - the total number of nodes in the target cluster; 
• C - the total number of links from each node. 

Then, if A/sqrt(B x C) > 0.35, the node is added (non-exclusively) to the target cluster. The intent of this 
algorithm is to add nodes into clusters if they have a number of links into the node which are significant 
proportion of both the node’s total link set, and the number of possible links into the cluster. 
 
A further modification was found to be necessary in the last year of work. The search terms, because they 
conditionalise the whole schema, are too highly connected for satisfactory clustering. The issue is that major hubs 
in the schema, which are fairly uniformly connected to every other node, make it difficult for clustering 
algorithms to differentiate neighborhoods. As a result, leaving out the initial search terms from the schema passed 
to the Newman-Girvan clusterer produced a significant improvement in cluster discrimination.  
 
These clusters were then used to extract weighted sub-graphs from the background schema. Each sub-graph acts 
as a second order classifier, and defines a scenario. The classifier is used to measure how relevant any text 
fragment is to the scenario. Hence we get a weighted thread or time-line of texts for each scenario. We also know 
which terms from the subgraph are activated by each text fragment, and this reveals the characteristic vocabulary 
of the scenario at any time. This will be useful for tracking changes in term-to-term relationships in a scenario. 
 
We also explored measures of critical instability which could be applied to this time series (which is still quite 
sparse). The measure of fluctuation from Schiepek and Strunk was found to be reasonable [Schiepek, G., & 
Strunk, G. (2010). The identification of critical fluctuations and phase transitions in short term and coarse-grained 
time series—a method for the real-time monitoring of human change processes. Biological cybernetics, 102(3), 
197-207.] This measure uses the gradient of the time series between consecutive return points. 
 
Various methods were tried to score the data records that matched each weighted sub-graph. It was found that the 
requirements differed between a metric used for ranking records by relevancy, and a metric used for time series 
quantification. The relevancy metric we employed sums the score for each pair of subgraph terms present in each 
record, multiplies by the number of pairs found to boost items which match more of the context, and then divides 
by the minimum of the number of terms in the data item or the number of terms in the subgraph, to reduce a bias 
towards long data items. This metric works well for thresholding and then ranking items for relevancy, but the 
value distribution tends towards being scale-free, with many very low values interspersed with steep spikes. For 
time series calculation, such as summing over time buckets and calculating the fluctuation score, it was found that 
a combination of Boolean scoring and relevancy scoring (as described above) produced a distribution with a 
tractable dynamic range. This was achieved by assigning a value of 0.5 to each data item found to be over 
threshold, and then adding the item’s relevancy score, which is normalized to lie in the range of 0 to 0.5. The 
resulting score ranges between 0 and 1, and, when these scores are summed within time buckets, the time series 
fluctuations are much more tractable. More work is needed to characterize this combined distribution – it seems 
possible that the application of a suitable sigmoid weighting function would have a similar effect. 
 
We judged the utility of this measure by working with text data sets with known points of crisis, such as the Iraq 
war news data and the Australian politics social media data. 
 
Stage 3, completed in 2014-2015: Given the models and outputs generated in the earlier stages, the goal was then 
to select the best data presentations to support human cognitive strengths and weaknesses in order to enhance 
situation awareness. 
 
The first human factor we address is the conundrum of how a user is to search for something in the data, when 
they don’t know how it is optimally expressed in the data. Our situation tracking technology means that users do 
not have to struggle overly with guessing the appropriate search terms to find a situation which matches an 
information need. So long as their best guess is in the basin of the desired attractor in the data, the correlation 
engine will take them closer to the locally optimum result set. 
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The second human factor relates to the cognitive bias towards a compelling story, regardless of the quality of the 
data: “The confidence that individuals have in their beliefs depends mostly on the quality of the story they can tell 
about what they see, even if they see little.” (Kahneman, D. 2011, pp87-88).  
This leads us to believe that narrative is vital for understanding and acting, and that it is the job of the data 
scientist to not only account for data quality, base rates, and measurement of statistical correlation, but also to go 
further and present the conclusions as compelling stories. This will foster good decision making based on sound 
evidence. We synthesize statistically reliable narratives from the data and display these to the user - to maximize 
their engagement, understanding, and their ability to act on the information. 
 
 
 
Applications: The system has been tested with multiple data corpora and live feeds: 
 
1. A corpus of 100,000 sentences from 8 weeks of articles from The Australia newspaper containing the term 

Iraq over from12 Feb–28 April 2003 (before/after the invasion of Iraq).  
2. A corpus of 35,000 tweets from July 2012 to October 2012 on the topic of the band The Foo Fighters. 
3. Wikipedia snapshot (May 2014), containing around 200 million sentences. 
4. A corpus of 846,000 tweets from 2011 on tech corporations. 
5. The Enron email corpus, containing around 11 million sentences. 
6. A live news feed of around 3 million sentences. 
7. A feed of SEC filings. 
8. Twitter live feeds: 10% and 1% feeds. 
 
 
The system operates in this manner: 
 
Query: the user enters a search query, which could be any data or meta-data fragment, including dates. Note that 
the cue can also be a data record itself. In that case, the system could identify the context activated by any 
encountered event record. 
A (Schema): the system generates in real time a static term correlation matrix and from that can derive a concept 
tree – the graphical schema. Note that this schema contains any relevant terms or meta-data tags. 
B (Clusters): our extended Newman-Girvan clusterer partitions the schema network into sub-graphs, one per 
scenario. Our intent here is to find collections of terms which travel together in order to describe a situation – 
these are our basic units of analysis, not individual words. This is essential given the correlated and non-linear 
nature of language usage. A single word is almost always ambiguous and rather devoid of meaning. 
C (Story Cards): given the contextualised and narrative nature of language, we sought to communicate these 
aspects of a scenario to the user via a summary card for each scenario. These are created as follows: the text 
fragments that match each scenario are ranked by relevancy; the top ranked fragments which ‘explain’ the various 
term pairs in the sub-graph are assembled as summary points; we highlight the terms from the sub-graph in each 
summary point; the most frequently appearing terms from the sub-graph are displayed above the text examples. 
D (Scenario Thread): This display, designed for providing access to the full story, uses the full list of terms from 
the sub-graph as filter control buttons (at top). Below, the matching text fragments are listed in either time order 
or relevancy order. 
E (Time Series Export): Once all text fragments which match the scenario have been scored, the scores are 
bucketed into time intervals, along with the frequency of occurrence of active sub-graph terms in each interval. 
The Fluctuation measure of instability is also calculated. 
 
An Example: 
 
Consider the query: “Hornet” on Corpus 1 (the Iraq war newspaper articles). 
 
Here is the sequence of results: 
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Figure 1: Background schema found from the query "Hornet" (with links simplified using a spanning tree) 
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Figure 2: Schema clustered into distinct scenarios using non-exclusive Newman-Girvan (all links shown 
within each cluster) from the query “Hornet” 
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Figure 3: Summary cards for scenarios (clusters) found from the query “Hornet”. Please note that the 
UI/tool used to visualise this data is owned and copyright by Hypermancer SIA, 2014 
  
 
Summary Cards: We generate summary cards (see Figure 3) that are designed to quickly communicate the 
meaning of each scenario to a user. The goal is to present a data narrative, which is grounded in representative 
statistics but nevertheless communicates the central story to the user in a compelling manner. The “headlines” of 
keywords display those key terms from the cluster that appear in the top ranked matching text records. The text 
shown below the headline on the card is the top ranked text record matching the scenario, with the schema terms 
highlighted. 
On the “flip-side” of each card, the user can inspect full list of terms in the cluster, and all the matching text 
records above a selected relevancy threshold (see Figure 4). 
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Figure 4: Text records that match a “pilot” scenario. Please note that the UI/tool used to visualise this data 
is owned and copyright by Hypermancer SIA, 2014 
  
 
The weights of the text records which match each scenario can also produce a time series, and the stability of this 
can be estimated using the fluctuation metric derived from (Schiepek, G., & Strunk, G. 2010). See Figure 5. 
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Figure 5: Time series of text record cluster terms, relevancy scores, and instability scores for a selected 
scenario – in this case the “pilot” scenario found from the query “Hornet”. For reference, the invasion of 
Iraq lasted from 19 March 2003 to 1 May 2003. 
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