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ABSTRACT

The U.S. Navy anticipates moving to a shipboard high-energy laser program of record in
the fiscal year 2018 and achieving an initial operational capability by 2020. The design of
a distance support capability within the high-energy laser system was expected to assist
the Navy in reaching this goal. This capstone project explored the current Navy
architecture for distance support and applied system engineering methodologies to
develop a conceptual distance support framework with application to the high-energy
laser system. A model and simulation of distance support functions were developed and
used to analyze the feasibility in terms of performance, cost, and risk. Results of this
capstone study showed that the implementation of distance support for the high-energy
laser system is feasible and would reduce the total ownership cost over the life of the
program. Furthermore, the capstone shows that moving toward the team’s recommended
distance support framework will address current gaps in the Navy distance support

architecture and will provide a methodology tailored to modern enterprise naval systems.



THIS PAGE INTENTIONALLY LEFT BLANK

Vi



TABLE OF CONTENTS

INTRODUCTION AND PROJECT OVERVIEW .....cccoooiiiiiiiiieiece e 1
A. BACKGROUND ..ottt ettt 1
1. DIStANCE SUPPOIT. ...ttt 1

2. High Energy Laser Weapons SYSteM.........cccccevvevieveenenieseesie e 2

B. PROBLEM STATEMENT ...ttt 3
C. PROJECT OBJECTIVES AND RESEARCH QUESTIONS..........ceoveee. 3
1. PrOJECt GOAIS ..ot s 3

2. ReSearch QUESLIONS ........ccviiiieeiie et nree 4

D. PROJECT ASSUMPTIONS AND CONSTRAINTS ..o 4
E. ANALYSIS APPROACH ..o 5
1. DesSigN Team STIUCTUNE........coviiieeee e 5

2. Stakeholder and Project SPONSOrS ........cccccveveiiieiieeresie e sie e 7

3. System ENgINEEring PrOCESS........ccoiiiiiiieieeie e 8

F. SUMMARY bbbt 9
STAKEHOLDER NEEDS ANALYSIS ..ottt 11
A. LITERATURE REVIEW .....cccioiiiiiiiieeee e 11
1. EXPHCIT AFBAS ... 12

a. Distance Support Beginnings.........ccocveveeiieneeresieeseenieseenens 12

b. Modern Distance SUPPOIt........cooveierrierieiie e 19

C. USN DiStance SUPPOIt........ccovveieiieeiieriecieseesee e e see e 20

d. Distance Support Frameworks..........ccoceveveeieniinneeneseenee 29

e. Platform of Interest—High Energy Laser.........c.ccccceeveenee. 41

2. IMPIICIE AFBAS ... e 43

a. CYDEISECUNILY ..o 44

b. Open Systems ArchiteCture..........cccoevveienieneeseee e 53

C. INFraStrUCTUNE ..o 55

d Big Data and Data SCIENCE.........ccccceerieieiieiieiesee e 57

3. SUMIMAEY ...ttt e e nnn e e 59

B. DISTANCE SUPPORT FRAMEWORK ......ccccoveiiiiiieienese e 59
1. ProdUCT VS. SEIVICE.....cc.iiiiiiiieieieee e 59

2. Legacy and Future Platforms ... 60

3. Distance SUPPOrt EIementsS.........ccccoovieiiieiicie e 62

4, DSX TOr the PO ... 81

C. STAKEHOLDER ANALYSIS ..ot 98
1. AAMINISTFALIVE ... 98

2. Platform Service Provider........ciiiiiiinieeieee e 98

3. Enabling/Supporting Infrastructure...........cccoccooeveniiiie e 102

4. Platform of INTEreSt.........coovviiiiiiec s 104

D. CONCEPT OF OPERATIONS .....c.ooiieie sttt 104
E. DESIGN REFERENCE MISSION ..ottt 106
F. SUMMARY ..ttt ettt sttt neareanes 108



V.

REQUIREMENTS ANALYSIS ..o 109

A. PRIME DIRECTIVE......cocoi it 109
B. SYSTEM DEFINITION ..ottt 109
1. Platform Service Provider ... 110

2. Enabling/Supporting Infrastructure...........cccccoovveiinie e 112

3. Platform of INTEreSt.........coovviiiiiiec s 113

a. HOSE Platform ......ccooiiiiiceeee e 114

b. GUESE PIatfOrm .......cciiiiiiieee e 116

4. DSX 10 DSHEL.....oiiiiiiiiiicieeeees e 123

C. REQUIREMENTS SYNOPSIS ...ttt 126
1. SEFUCTULE ... 126

2. CharaCteriStiCS. ......cviiirieiisieriee e 127

3. SOUFCES ..ttt etttk b et e et e et e e bt et e et e e eneeenbeesnnas 128

a. International Council on System Engineering................... 128

b. DOTMLPEF-P oot 129

C. Integrated Logistics Support Elements .........ccccocvvveivenenee. 130

d. PESTO ittt 130

D. FUNCTIONAL REQUIREMENTS. ......c.coitiiiiiinieieee s 131
E. PERFORMANCE REQUIREMENTS ...t 137
F. SUMMARY ..t ettt bbb 138
CONCEPT DEFINITION AND DESIGN......cccocciiiiiiiiieieieie e 141
A ARCHITECTURAL DESIGN APPROACH ......cccoiiiiieie e 141
1. Functional ArchiteCture ... 141

a. Functional Architecture Terminology .........ccccccevvvierivennene 141

b. Functional Architecture Development.........ccccccevcvvieiinennene 142

2. Physical ArchiteCtUre..........cccooveieiiiiiee e 143

3. Allocated ArchiteCture.........cccooviii i 143

B. ARCHITECTURAL DESIGN......ccoiiiiie it 144
1. Integrated Definition for Functional Modeling (IDEFO0) ............. 145

2. Proposed DSHEL System/Subsystem ...........ccccooviveeviviieiiienieennn, 154

3. Notional DSHEL to HEL Interface.........cccocovvniiiinininienee 157

4. Notional DSHEL to Shipboard Network Interface....................... 159

C. TEST AND EVALUATION. ...ttt 161
1. Test and Evaluation Methodology..........cccccvevvviiieeie i 161

2. Shore Based TeStING......cccooveiirieiieieie e 162

3. Transport Layer TeStING ....cccveeieereeie s 163

4, Shipboard TeSHING.......ccoiiieiie e 163

D. VERIFICATION AND VALIDATION .....occiiiiiiiiirieeee s 164
1. Verification and Validation Methodology .........cccccevviiiiiiinnnnne. 164

2. Verification and Validation AnalysiS.........ccccccevevvivevieiienivececee, 165

E. SUMMARY ..ttt sttt ettt besbenraanes 167
MODELING AND SIMULATION .....ooiiiiiiieieee e 169
A MODELING AND SIMULATION METHODOLOGY .......cccocvvvevarenne 169
1. Frequency Modeling ..........cocovveiiiiiiene e 169

2. TIME MOEIING ..o s 170



B. MODELING AND SIMULATION TOOLS ... 170

C. MODEL DESCRIPTION. ..ottt 170
1. Status QUO DiStance SUPPOIt.......cccvvveiieererie e 170
a. Organizational Level Repair.........c.ccccoocvvieieecesieeseese e 177
b. Intermediate Level Repair ... 177
C. ISEA LeVel REPAIN ......ccccv e 178
d. Flyaway RePaIr .......cccviiiiieiieeniee e 179
2. Integrated Distance SUPPOIT.........cccveveiieieerecie e se e 180
a. Distance Support Level Repair..........cccooeveieneeneiinieenn 185
b. Flyaway REPAIr .......cccvevieiierie e 186
3. NO DiStanCe SUPPOIT......ccuiiieriieierie et 187
a. Organizational Level Repair.........c.ccccoocvvievveiesieese e 192
b. Contractor REPAIT ........cccveiieriiiieseere s 192
D. MODEL INPUT ..ottt 193
1. MOAEI SETUPD ...t 193
2. Data Validation and Parameter Restriction Due to
ClaSSITICALION ..o 194
3. Model Parameters and ASSUMPLIONS ........cccocvvvevieeresiieseene e 194
a. TIME SCAIE . 195
b. General ASSUMPLIONS .......ccveiieeieiiese e 195
C. Mean Time between Maintenance ..........cccocevvereieniieennenn 195
d. Mean Time between Failure..........ccocceoeveneiiniienins 196
e. Status Quo Distance Support Values ..........ccoccoveiieieinnne. 196
f. Integrated Distance Support Values............cccocvevvriverecnenn. 197
g. No Distance Support Values.........cccooevienenieneenesiee e 198
h. Integrated Distance Support Evolution from Status Quo
DiStanCe SUPPOIT.....ccuviiiiierieiie it 198
I. No Distance Support Evolution from Status Quo Distance
SUPPOIT et nee s 201
E. SUMMARY ..ttt 201
1. Frequency MOdEIS.........ocoiiiiiiie e 201
2. TIME MOUEIS ... 202
a. Time Model—Status Quo Distance Support Results........... 202
b. Time Model—Integrated Distance Support Results............ 203
C. Time Model—No Distance Support Results.............cccce..... 204
d. Time Model—Summary Distance Support Results............. 205
VI.  COST AND RISK ANALYSIS ...ttt 207
A. COST ANALYSIS APPROACH........coiiitieieseeee e 207
1. SyStemS ENQGINEEIING ......coiiiiiiiiiieiiieie et 207
2. Software ENGINEEIING ......ccveviiieiieii e 207
3. Hardware ENGINEEIING .......coiieiiiiiiieieeee e e 208
4. SustainMment ENQINEEIING ...c..ocvviieiecic e 208
5. Life-Cycle Cost Benefit ANalysis .......cccoviiiniiiniieieieneece e 209
B. COST ANALYSIS AND RESULTS ...oooiiiiiieiereeee e 209
1. SyStemS ENQGINEEIING ......coiiiiiiieiieiieie e 209

iX



2. Software ENGINEEIING ......coooiiiiiieiicie e 218

3. Hardware ENGINEEIING .......cccoveieiiieieeie e e 229

4, SustainMment ENQINEEIING ...c..ooveiieiiiie e 232

5. Life-Cycle Cost Benefit ANalysis .......cccevvvvvevviiiiinene e 235

C. RISK ANALYSIS APPROACH. ... 240
1. DOD Risk Management GUIE.........ccccveveveereeiicseese e 241

2. DOD Risk Management Framework ...........ccccooevveniniiniennnnnnn 245

3. Tailored Risk Management Methodology ..........cccceevieiieveceenne. 249

D. RISK ANALYSIS AND RESULTS......ooiiiiiiiecisieeiee e 251
1. Risk 1—Maturity of RMA Data..........ccccocevveveeeiiese e 251

2. Risk 2— Common USN Data Format...........ccccoocevveerininnienninnnnnnn 252

3. Risk 3—Classification of HEL Data...........c.ccooeveiinincieniiennn 253

4, Risk 4—Hardware Processing Drives Software Licensing Costs254

5. I o I U] o S 255

6. RiSK 6—1INtegration ..........cccoveeiiiiiiiee e 255

E. SUMMARY ..ttt b bbb 256
VII.  CAPSTONE SUMMARY ...oooiiiiiiiiii ettt sttt sneens 259
A. TECHNICAL OUTCOMES.......coiiiiiieie et 259
1. Distance Support DeCiSION PrOCESS..........ccevverierienienienie e 259

2. Modeling DiStance SUPPOIT.........cccviveieiieiieie e 260

3. COSE ANAIYSIS ...t e 260

4. Research Question FINAINGS..........ccocvveriiieiieieeeseese e 262

B. CONTRIBUTION TO BODY OF KNOWLEDGE..........cccccooviviiiaiinnnn. 262
1. Distance SUppOrt Framework...........cccccvevevveiesiesieese e 263

2. Distance Support Functional AnalysiS.........cccccoovenieniininiinnennnn 264

3. Distance Support System DeSigN ........ccccevevvereeriesieeseeie e 265

C. RECOMMENDATIONS. ..ottt 265
1. Design-In Distance SUPPOIT ........ccceiververierieenesieseese e 265

2. Establish Service and Operational Level Agreements ................. 266

3. Redefine Distance Support for the U.S. Navy .......cccccceeevveinennnnn 266

D. FUTURE EXPLORATIONS ......cooiiiie e 267
1. ePrognostics, and Self Repair and Healing.............ccccccevvvieiiennne 267

2 Vetted Parameters as Inputs to Modeling and Cost Analysis......268

3. DS Framework EXPanSiON ........cccccviverveeseeie e seese e 268

4 U.S. Navy’s Big Data Problem ..........cccccoviiiniiiiiie e 269
APPENDIX A. KPP, KSA, MOP, AND MOKE .......cccooiiiiiiiiiiinesee s 271
A KPP AND KSA ... ottt st ane s enes 271
1. Mandatory KPP—Force Protection...........cccccevvviveveiiesnecceee 272

2. Mandatory KPP—Survivability.........ccccciviniiiiiie 272

3. Mandatory KPP—Net-Ready ..........cccceevvviveiiiii i 272

4, Mandatory KPP—SUStainment...........ccoccovveviiinieenesieneeceee e 273

5. Mandatory KPP—Availability ..........ccccoooeviviviiiiieececee 273

a. Mandatory KPP Subset—Materiel Availability................... 273

b. Mandatory KPP Subset—Operational Availability ............. 274

6. Selectively Applied KPP—System Training...........cccocevenieniennne 274

X



7. Selectively Applied KPP—Energy EffiCiency ........cccccveviieiiennne 274

8. Mandatory KSA—Reliability ..........ccccceviiiiiiiiic e 275

0. Mandatory KSA—Operations and Support Cost...........ccccceeeenee. 275

B. MOP AND MOKE .....cooiiiiiiiieit et 275
APPENDIX B. MODEL PARAMETERS. ........cotiiiieeee et 279
A. STATUS QUO DISTANCE SUPPORT ....cooiiiiiiiiininieienie e 280

B. INTEGRATED DISTANCE SUPPORT ......ooi it 320

C. NO DISTANCE SUPPORT ......coiiiiiiieie et 343

LIST OF REFERENCES........c.ccot ittt sttt st ane e 367
INITIAL DISTRIBUTION LIST .ot 375

Xi



THIS PAGE INTENTIONALLY LEFT BLANK

xii



Figure 1.
Figure 2.
Figure 3.
Figure 4.
Figure 5.
Figure 6.
Figure 7.

Figure 8.

Figure 9.

Figure 10.
Figure 11.
Figure 12.
Figure 13.

Figure 14.
Figure 15.
Figure 16.

Figure 17.
Figure 18.

Figure 109.

Figure 20.
Figure 21.
Figure 22.
Figure 23.
Figure 24.
Figure 25.

Figure 26.

Figure 27.
Figure 28.
Figure 29.
Figure 30.
Figure 31.

Figure 32.

LIST OF FIGURES

Team Organizational STFUCTUIE .........ccoiiiiiiiiie e 7
System Engineering VV Model (from Eclipse Foundation 2014) ....................... 9
Literature Review Methodology .........cccooviieiiiiinii e 11
Phone Menu with Nested Menu Example (Icons from Flaticon 2014) ........... 13
Linear vs. Nested (Tree) Phone Menu Wait TIMES .......cccceeveririenieiinnieene 14
Multi-Tiered Technical Support Hierarchy Example .........ccccooevveivievnennnn, 16
Multi-Level Technical Support Information Flow (Icons from Flaticon

2004 ettt bbb 16
Standard Bathtub Curve (after National Institute of Standards and

TeChNOIOQY 2012) .....vecieiiei et ns 18
Bathtub Curve with Planned ODbSOIESCENCE .........ccveiviiiiiieee e 19
Distance Support Functional Capabilities..........cccccevvviierieeiesiieieee e 23
ITIL Service Life cycle (from AXELOS Ltd. 2011, 7) c.cocevviviieiieieniecieene 30

Integration Across the Service Life Cycle (from AXELOS Ltd. 2011, 9) ......31
Scope of Change and Release Management for Services (from ITIL 2011,

B bRttt bbb 34
The Continual Service Improvement Approach (from ITIL 2011, 51) ........... 35
Seven-Step Improvement Process (from ITIL 2011, 52).......cccccevvvviveiveiivennns 36

Service Management System (from International Organization for
Standardization (ISO) and the International Electrotechnical Commission

(TEC) 2004) .ottt ettt sttt reaneeneas 38
Structure of MOF 4.0 (from Alexander 2008)..........ccccevviiiereeresieesesiesieeniens 39
Alignment of RMF and DOD Acquisition System Activities (from

Department 0f Defense 2014) ........ocvevieiiee e 47
Exponential Increase of Data Generated as USN Acquires New Sensors

(from Porche et al. 2011, 5) ..cvcouviieiiecece e 58
DS Product and Service COMPAriSON.........cueverirreerieeeesieeie e siee e sree e 60
Legacy Platform Service INteraction ..........cccceovevvereiieeneece e 61
Future Platform Service INteraction...........cccocereeiiiiiiinniee e 62
DS Application Context DIiagram...........cccocvereiiierieeresieeseene e e see e 63

The Three Basic Elements of Distance Support (Icons from Flaticon 2014)..65
Service Level Agreements between the Three Elements of Distance

Support (Icons from Flaticon 2014)........ccceeeiiiiiiieieee e 66
Operational Level Agreements internal to Platform Service Provider

(Icons from FIAtICON 2014) ......cviiiiieeieeeee e 68
Platform Service Provider DS Walkthrough (Icons from Flaticon 2014) ....... 69
Waiting Line Examples (Icons from Flaticon 2014) .........ccccoveviiiiiiniennnnn 73
Waiting Line Examples Continued (Icons from Flaticon 2014)...................... 74
Waiting Line Examples Continued (Icons from Flaticon 2014)...................... 75
Enabling/Supporting Infrastructure DS Walkthrough (Icons from Flaticon

2004 ettt ettt et b benre e enes 76
Platform of Interest DS Walkthrough (Icons from Flaticon 2014).................. 79

Xiil



Figure 33.
Figure 34.

Figure 35.
Figure 36.
Figure 37.
Figure 38.
Figure 39.
Figure 40.
Figure 41.
Figure 42.
Figure 43.
Figure 44.
Figure 45.
Figure 46.
Figure 47.
Figure 48.

Figure 49.
Figure 50.

Figure 51.
Figure 52.
Figure 53.
Figure 54.
Figure 55.
Figure 56.
Figure 57.
Figure 58.
Figure 59.
Figure 60.
Figure 61.
Figure 62.
Figure 63.
Figure 64.
Figure 65.
Figure 66.
Figure 67.
Figure 68.
Figure 69.
Figure 70.
Figure 71.
Figure 72.
Figure 73.

Platform of Interest Guest and Host Interaction DS Walkthrough (Icons

from FIAticon 2014) ...ocvveieee et 80
DSX Configurations in terms of Cost, Capability, Scalability, and

(000 0] 0] =3 q 1 2SRRI 81
Types of Sensor Collection Networks ..........ccoovvieiiiniiieie e 82
Sensor Materials (Meijer 2008, 6) ........ccoiveirriereiiereere e e 84
Sensor Parameters (from Meijer 2008, 7)......cccevvrirrieerienieenieie e 85
Generic DS Functional Allocation Example (Icons from Flaticon 2014) ....... 88
DSX Sensor Network Decision FIOW .........cccoeiiiiiiiiiinieeeneee e 90
DSX Collect Data DeciSion FIOW ... 91
DSX Verify Data DeCiSiON FIOW ..........ccocovieiiiiiiiiiic e 92
DSX Record Data DeciSion FIOW ... 93
DSX Validate Data DeciSion FIOW ..........cccoeviiiiiiiiiiieeeeee e 93
DSX Process Data Decision FIOW ... 94
DSX Filter Data DecCiSIOn FIOW.........ccccoiiieiiiiiiiiec e 95
DSX Log Data DeCiSION FIOW .........ccccviiiiieiecicsiee e 96
DSX Compress Data DecCiSion FIOW...........ccooiiiiiiiiiiiiieeeeee e 97
Distance Support Shipboard Server Concept (from Air Dominance

Department 2013, 9) ...oouiiiiiieieeieree s 100

Future Vision of Readiness (from Air Dominance Department 2013, 11)....101
NSWC PHD Next Generation Readiness (from Naval Surface Warfare

Center, Port Hueneme DiVvision 2003)........cccccvueiieienieeneeieseeseesee e 102
Naval “Data Space” (from Office of Naval Research 2014, 9) ..................... 103
Future Security Domains (from Porsche, et al. 2014, 21) ....c.ccccoevvevveenenee. 103
DSHEL OV-1 DIAQIaM......cciiiiiiiieiiieniieiesee et ssessressae e sseeseessesses 107
DSHEL Application Context DIagram ..........ccceceeveereeresieesieereseeseese e 110
USN Platform Service Provider Flow (lcons from Flaticon 2014) ............... 112
USN Enabling/Supporting Infrastructure Flow (Icons from Flaticon 2014).113
Host Platform and Guest Platform Interaction............ccccoovvieveiieniiicienee. 115
Basic Laser Cross Section (from Harney 2013, 85) ......cccccvvveveiieeieeriesnenne 116

Diode Laser Pumping Characteristics and Geometries (from Harney 2012) 117
Flashlamp Pumping Characteristics and Geometries (after Harney 2012)....118

Free Electron Laser Diagram (from Harney 2012, 216).......ccccccoeevveiennnne. 119
HEL BaSIiC EIBMENTS .......ooviiiiiiiicieee e 121
HEL - SSL Laser Element Interactions and Makeup...........cccoeevverieiennnne. 121
HEL - FEL Laser Element Interactions and Makeup ..........ccccccvevververesnnnne. 122
HEL Beam Control Element Interactions and Makeup .........ccccoeeevveivinnnne. 122
HEL ATP Element Interactions and MaKeup ..........ccccevvvvveiveiesiieneese s 123
DSHEL Sensor Collection Network ..o 124
INCOSE Requirements Elicitation Areas (from INCOSE 2012, 75)............ 129
ILS Elements (from Defense Acquisition University 2010).........ccccccveveennene 130
“Pipe Size,” Data Size, and Their Effect on Data Transfer Time.................. 133
Sample Functional FIOW for Data............ccceveiieiiiiiiie e 134
Sample Functional Flow for HEL MONItOring........ccccccvvvereiieneerc e 137
IDEFO SYNAX... .0ttt sttt st snesne e enes 143



Figure 74.
Figure 75.
Figure 76.
Figure 77.
Figure 78.
Figure 79.
Figure 80.
Figure 81.
Figure 82.
Figure 83.
Figure 84.
Figure 85.

Figure 86.
Figure 87.
Figure 88.
Figure 89.
Figure 90.
Figure 91.
Figure 92.
Figure 93.
Figure 94.
Figure 95.
Figure 96.
Figure 97.
Figure 98.
Figure 99.

Figure 100.
Figure 101.
Figure 102.
Figure 103.
Figure 104.
Figure 105.

Figure 106.

Figure 107.
Figure 108.
Figure 109.
Figure 110.
Figure 111.

(000 01 (o) (DT o | - USRS 146
Provide Distance SUPPOIT SEIVICES........ccveriviieieeieseesieeiesee e see e sie e 149
Provide Remote Technical ASSIStANCE..........coeiiriiiiiiiiie e 150
Perform Remote DIagnOStICS .......cveueiieiieie e 151
Perform Remote Repair and Validation.............cccooeveiiiinninnene e 152
Perform Remote MONItOIING.......cooveueiieieeie e 153
Physical ArChItECIUIE .......oiviiiiie e 154
Notional DSHEL Hardware ArchiteCture.........c.ccoovvviviieieneneni s 155
Notional Software ArchiteCtUre ..........ccovviieiiiiiiee e 156
Notional DSHEL to HEL INterface..........ccooviniiiiiiieee s 157
DSHEL to Shipboard Network Interface.........ccccoveviiiiiniieieneeee e 160
Verification And Validation Feedback Loop (after Blanchard and

FabIYCKY 2012) ..o 165
Levels of Repair - Status QUO........ccueruveieiiesecie et 171
DSHEL - Status Quo Model Decisional FIOW...........ccccccveviiiieciiccic e, 172
DSHEL—Status QUO MOUEL..........ccceeiiiiiiiiie e 176
DSHEL - Integrated Distance Support Model Decisional Flow.................... 181
DSHEL - Integrated Distance Support Model ...........cccccoevevveieiieiiccecee 184
Levels of Repair—No0 Distance SUPPOIT .......cccovverirniniiiiie e 187
DSHEL—No Distance Support Model Decisional FlIow ............ccccceevenenee. 188
DSHEL—No Distance Support Model...........ccooeiiiiiiiiniiecieee e 191
Status Quo Distance SUPPOrt—DOWN TIME ........cccvviververieiieneere e 203
Integrated Distance SUpPOrt—DowWN TIME ......coovveiiiiiiieiicie e 204
No Distance SUPPOrt—DOWN TIME.......cccvvieeieeieiieseerie e e sre e s 205
COSYSMO Data INPUL .....ooeeiiiieiee e 217
COSYSMO ANalysiS RESUILS ......ccveveiieiieeiesiesie e 217
COCOMO 11 Data INPUL ...t 228
COCOMO 11 Data Analysis RESUILS.........cccviieiieieiie e 229
Annual Cost of Technical Assistance with Legacy Estimate ............c.c.c.c..... 237
Annual Cost of Technical Assistance with M&S Estimate...............ccccoevnens 238
DOD Risk Management Process (after Department of Defense 2006) ......... 242
EXample RiSK MatriX .......ccuviiiiiiieiieie e 245
DOD Information Technology Categorization for RMF (from Department

OF DEfENSE 2014)....ceeeeecee ettt re e 246
RMF for Information Systems and PIT Systems (from Department of

DETENSE 2014) ..oceeeieeeceeecie ettt ns 248
DSHEL RISK IMAETIX ..ottt e 256
Annual Cost of Technical ASSISTANCE ..........ccoceiiiiriiicieee s 261
DS Application Context DIagram...........cccoceieeiienieneeienee e 264
“CDD in the Acquisition/JCIDS Process” (from ACQNotes 2014).............. 271
Relationships between Requirements, KPPs, MOPs, and MOEs.................. 277

XV



THIS PAGE INTENTIONALLY LEFT BLANK

XVi



Table 1.
Table 2.
Table 3.
Table 4.
Table 5.
Table 6.
Table 7.
Table 8.
Table 9.

Table 10.
Table 11.
Table 12.
Table 13.
Table 14.
Table 15.
Table 16.
Table 17.
Table 18.
Table 19.
Table 20.
Table 21.
Table 22.
Table 23.
Table 24.
Table 25.
Table 26.
Table 27.
Table 28.
Table 29.
Table 30.
Table 31.

Table 32.

Table 33.

Table 34.

LIST OF TABLES

ASSUMPLIONS AN CONSLIAINTS........eoviiiiiiiiesie e 4
Team Member Roles and ResponSibIlities ..........cccevvereiieiiieiice e 6
Advisor Roles and ReSponSIDIIITIES .........ccc.eiiiiiiiiiiieiiee e 7
StakenOIder INPULS .....cvviieieecec e 8
FLEET Technical ASSISt DAta .........cccovreriiieiiiiieiieie e 22
Process Capability Model and Levels (from ISACA 2013)......c.ccccecvevveinennnne 41
SLA and OLA EIBMENTS ..o 67
Data and Service Contract Paths fOr PSP ..o 70
Data and Service Contract Paths for ESI ..o 77
Stakenolder CategOrieS ........veveiieiieie e e nae s 98
ICOM RETEIBNCES ..ottt 144
Time Bases Model Time Parameter..........cocoveiiiininieieienene s 194
Model Parameters—Status Quo Distance Support Values..........ccccceeereennee. 196
Model Parameters—Integrated Distance Support Values ...........ccccovevvrunnee. 197
Model Parameters—No Distance Support Values............cccooevenienveicnnnee. 198
Integrated Distance Support Evolution from Status Quo Distance Support.199
No Distance Support Evolution from Status Quo Distance Support............ 200
FrequenCy MOGEIS. .......cov o 201
Time Models Summary ReSUItS.........ccooiiiiiiiiiiee e 205
COSYSMO ToOl INPUE DALA.......cccieieiieiieeiecie e 215
UCC Analysis Output for Nagios Core V4.0.8 ........cccevevirienieninnieiesee e 219
UCC Analysis Output for Nagios Plugins v2.0.3 .........ccccccevveveiiieseece s 219
COCOMO 11 TOO! INPUL DAta......oovieeiiiieiieeiesiee et 226
DSHEL Hardware Parts Breakdown EStimate ............ccocevevinenininnnnnnne 231
DSHEL Total Estimate Based on Number of HEL Sites and Spares............ 232
DSHEL Sustainment Hardware EStIMAate ...........ccoovvvieienenenesi e 233
DSHEL Sustainment Software EStIMate ..........cccoceviiiininnieienee e 234
M&S Downtime Cost per Technical Assistance Estimate ...........cccccccveveenee. 235
DSHEL Life-Cycle Cost with Downtime EStimate.............cccoocvnvenieiennnne. 236
Annual Cost of Technical ASSISTANCE ..........ccoceiiiiiinicieee s 238
Risk Analysis for Levels of Likelihood (from Department of Defense

2006) ...ttt bbbt bbb 243
DOD Levels and Type of Consequence Criteria (Department of Defense

2006) ...ttt bbbttt ettt 244
DSHEL Tailored Risk Management Assessment Criteria (after

Department of Defense 2006).........ccueiveieiieieeieiieseee e e 250
“NR-KPP Development” (from Department of Defense 2012, B-F-1)......... 276

XVii



THIS PAGE INTENTIONALLY LEFT BLANK

xviii



LIST OF ACRONYMS AND ABBREVIATIONS

ACAT acquisition category

ACL access control list

ADNS Advanced Digital Networking System

AEL allowance equipment list

AFOM Applied Figure of Merit

Al artificial intelligence

ALIS AEGIS LAN Interconnect System

AMCM Advanced Mission Cost Model

A, Operational Availability

AOA analysis of alternatives

APL allowance parts list

ATO authority to operate

ATP atmospheric, tracking, and pointing

AWN automated work notification

AWS AEGIS Weapon Systems

BIT built-in test

BITE built-in test equipment

BoK body of knowledge

BMDO Ballistic Missile Defense Organization

C4ISR command, control, communications, computers, intelligence,
surveillance, and reconnaissance

CANES Consolidated AFLOAT Networks and Enterprise Services

CASREP casualty report

CBM Condition Based Maintenance

CBRN chemical, biological, radioactive, nuclear

CD compact disc

CDD Capability Development Document

CDRL contract data requirements list

CG guided missile cruiser

CIC combat information center

Xix



CL

CMMI
CNSSI

CO

COBIT
COCOMO I
CONOPS
COSYSMO
COTS

CPU

CSSE
CSWF
DARPA
DAS

DDG

DISA
DMSMS
DMZ

DOD
DODAF
DON
DOTMLPF-P

DS
DS3
DSX
DTE
ECP
EMD
ESI
FAM
FCC

chemical lasers

Capability Maturity Model Index

Committee of National Security Systems Instruction
commanding officer

Control Objectives for Information and Related Technology
Constructive Cost Model 11

concept of operations

Constructive Systems Engineering Model
commercial off-the-shelf

central processing unit

Center for Systems and Software Engineering
cybersecurity workforce

Defense Advanced Research Projects Agency
Defense Acquisition System

guided missile destroyer

Defense Information Systems Agency

diminishing manufacturing sources and material shortages
demilitarized zone

Department of Defense

Department of Defense architectural framework
Department of the Navy

doctrine, organization, training, materiel, leadership and education,
personnel, facilities, policy

distance support

distance support shipboard server

distance support X

detect to engage

engineering change proposal

engineering and manufacturing development
enabling / supporting infrastructure

fleet advisory message

fire controlman chief

XX



FEL free-electron lasers

FMECA failure mode, effects, and criticality analysis
FOSS free open source software

FOUO for official use only

FSR firewall service request

GAO Government Accountability Office

GIG Global Information Grid

GOTS government off-the-shelf

HEL high energy laser

HVAC heating, ventilation, and air conditioning
I12DF information integration and data fusion
IAAS infrastructure as a service

1AM information assurance manager

laaS infrastructure as a service

IATT interim authority to test

IAVA information assurance vulnerability alert
ICD interface control document

I12DF information integration and data fusion
ICMP Internet Control Messaging System

ICMS Integrated Combat Management System
ICOM input, control, output, and mechanism
IDEF integrated definition

IDS/IPS intrusion detection system/intrusion prevention system
IEC International Electrotechnical Commission
ILS integrated logistics support

INCOSE International Council on System Engineering
10C initial operational capability

loT Internet of Things

IOT&E initial operational test and evaluation

IP Internet protocol

IPR in-progress review

IPT integrated product team

XXi



IS information system

ISEA in-service engineering agent

ISNS Integrated Shipboard Networking System
ISO International Organization for Standardization
ISP Internet service provider

IT information technology

ITC information technology chief

ITIL Information Technology Infrastructure Library
JCA Joint Capability Areas

JCIDS Joint Capability Integration and Development System
JFFEM Joint Fleet Forces Maintenance Manual
JTO Joint Technology Office

KPP key performance parameters

KSA knowledge, skills, and abilities

KVM keyboard video mouse

LAN local area network

LawsS Laser Weapon System

LCS littoral combat ship

LIN Littoral Integrated Network

LORA level of repair analysis

LoS line of sight

LPD low probability of detection

LRU lowest replaceable unit

M&S modeling and simulation

MAdmMDT mean administrative delay time

Mopar mean active maintenance time

MDT mean down time

METOC meteorological and oceanographic
MFOM maintenance figure of merit

MFOP maintenance free operating period

MH man hours

MIL-STD military standard

XXii



MLDT
MOE
MOP
MOPA
MOSA
MPT&E
MRC
MTBF
MTBM
MTTR
MTU
NAS
NAVSEA

NAVSEAINST

NCT
NIPRNET
NIST
NMP-MOM
NOC

NPS
NSDSA
NSS

NSWC PHD
NTC

0&S

OEM

OET

OLA

ONR

ORTS
ORTSTARS
0S

mean logistics delay time

measure of effectiveness

measure of performance

master oscillator, power amplifier

modular open system architecture

manpower, personnel, training, and education
maintenance requirement card

mean time between failures

mean time between maintenance

mean time to repair

minimum transmit unit

network attached storage

Naval Sea System Command

Naval Sea Systems Command Instruction
Navy Core Test

Non-Secure Internet Protocol Router Network
National Institute of Standards and Technology
Navy Modernization Process - Maintenance Operations Manual
network operations center

Naval Postgraduate School

Naval Systems Data Support Activity

national security system

Naval Sea Warfare Center Port Hueneme Division
Naval Tactical Cloud

operation and support

original equipment manufacturer

Office of Engineering and Technology
Operational Level Agreement

Office of Naval Research

Operational Readiness Test System
Operational Readiness Test System Tech Assist Remote Support
operating system

xxiii



OSA
OT&E
oV

PEO IWS
PESTO
PIT

PM
PMBOK
PMS
POI
POM
PPBE
PPS

PSP
QRC
RAID
RHEL
RF
RMC
RMF
RMG
S2E
S&T
SATCOM
o)

SD

SE

SEI

SHF
SIPRNET
SLA
sLOC

open system architecture
operational test and evaluation
operational view

Program Executive Office Integrated Weapon Systems
personnel, equipment, supplies, training, ordnance

platform information technology
program manager

Project Management Book of Knowledge
planned maintenance systems

platform of interest

program objective memorandum

Planning, Programming, Budgeting, and Execution

ports, protocols and services
platform service provider

quick reaction capability

redundant array of independent disks
Red Hat Enterprise Linux

radio frequency

regional maintenance center

risk management framework

risk management guide

sailor to engineer

science and technology

satellite communications

ship change document

standard deviation

Systems Engineering

Software Engineering Institute
super-high frequency

Secure Internet Protocol Router Network
service level agreement

source lines of cod

XXV



SME
SNMP
SOVT
SPAWAR
SRA

SSA

SSL
STIG
SVN
SWAN
TCP/IP
Tech Assist
TEMP
TOC
TRL
TSCE
TSCEi
uUccC
UDP
usSB
uscC
USN

USS
VLAN
VolP
WAN
WSESRB
X0

subject matter expert

simple network management protocol

system operational verification test

Space and Naval Warfare System Command
ship restricted availability

software support activity

solid state laser

Security Technical Implementation Guides
subversion

shipboard wide area network

transmission control protocol/Internet protocol
technical assistance

test & evaluation master plan

total ownership cost

technology readiness level

Total Ship Computing Environment

Total Ship Computing Environment Infrastructure
Unified Code Count

universal datagram protocol

universal serial bus

University of Southern California

United States Navy

United States Ship

virtual local-area Network

voice over Internet protocol

wide-area network

Weapon System Explosive Safety Review Board
executive officer

XXV



THIS PAGE INTENTIONALLY LEFT BLANK

XXVi



EXECUTIVE SUMMARY

In an attempt to reduce mean down times (MDT) and total ownership costs (TOC), the
United States Navy (USN) is currently researching the concept of distance support (DS).
Distance Support is the process of providing a maintenance/support product or service

from an offsite location.

The team developed and analyzed the requirements for implementing a DS
system for the high energy laser (HEL). This included what was necessary from the
perspective of the DS system itself, as well as what is required of the HEL system to
provide a complete interface to a DS system. A generic DS framework was developed to
fit the USN’s unique requirements and policies. While the DS framework could be

applied to any system, the HEL was chosen as the platform of interest (POI).

The team performed functional analysis and allocation. During this step, the DS
pillars (primary supporting elements) and architecture were decomposed into the next
lower level functions. Additionally, the team started to develop and refine the functional
interfaces both internal to the DS system as well as external to the HEL system. It was
important to determine and define the DS system level boundaries as this would facilitate
the development of the physical requirements for the DS system in the next stage. The
system architecture diagrams were developed to describe the system. The team chose to
use the IDEFO as the basis for the conceptual model of the DS system that was tested.
IDEFO was chosen for DSHEL because it is well understood, adapted well for
information systems, and aligns to the DS framework and platform service architecture

developed.

Through the employment of modeling and simulation (M&S) tools, the effects of
three types of support alternatives were analyzed: The Status Quo Distance Support
Model based on level of repair analysis (LORA) currently implemented on most USN
platforms; the Integrated Distance Support Model representing the model that is proposed
in the CONOPS of this effort; and the No Distance Support Model consisting only of

sailor actions and contractor in-port support. The baseline status quo DS model (nhon-
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integrated DS) indicated a MDT of 149.0 hours, a standard deviation of 91.5 hours, with
a resulting operational availability (A,) of 0.770. Integrated DS showed significant
improvement with a MDT of 83.8 hours, a standard deviation of 44.9 hours, with a
resulting A, of 0.856, an increase of 8.5%. Conversely, elimination of DS was
detrimental to reliability with a MDT of 335.1 hours, a standard deviation of 210.5 hours,
and A, of 0.559, decreasing the A, by 21.1%.

Cost analysis, based on a 20-year life cycle of HEL installed on 30 shipboard
platforms, resulted in an estimate of $7M for the addition of a DSHEL component. Given
30 HEL platforms, the integrated results from M&S have shown that DSHEL would

begin to show a return on investment once 29 technical assistance requests have occurred.

The conceptual DS framework was developed using a holistic systems
engineering approach to provide the HEL with enterprise level support at a distance. This
expanded level of support reduces MDT and lowers TOC when compared to systems
without DS. Therefore, the capstone team recommends that the Navy adopt an integrated
DS framework approach for providing maintenance support to the future HEL system.
This would include using the team’s conceptual DS framework and incorporating real
world data into the capstone’s M&S models and cost analysis to obtain a more accurate

understanding of the framework and benefits of implementing DS.
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l. INTRODUCTION AND PROJECT OVERVIEW

This capstone report has been developed by a team of students at the Naval
Postgraduate School (NPS) in the distance learning cohort 331-1330 pursuing either a
Master’s of Science in Systems Engineering (MSSE) or Master’s of Science in
Engineering Systems (MSES). The team, all employees of Naval Surface Warfare Center,
Port Hueneme Division (NSWC PHD), executed sound system engineering (SE)
techniques with extreme prejudice and rigor. Over the course of nine months, the team
performed research, analyzed previous contributions to the body of knowledge (BoK),
developed a generic distance support (DS) framework, performed functional analysis and
architecture design, and executed modeling and simulation (M&S) of DS processes

which ultimately fed a cost and risk analysis.

A. BACKGROUND

This section provides an initial baseline of knowledge for the subject matter
presented and relates its importance to in-service engineering in the sustainment phase of
the HEL life cycle.

1. Distance Support

Currently, DS is performed by the United States Navy (USN) using the following
conduits (Naval Surface Warfare Center, Port Hueneme Division 2013):

e Non-Secure Internet Protocol Router Network (NIPRNET) chat
e Secure Internet Protocol Router Network (SIPRNET) chat

e Email

e Phone

e Regional maintenance center (RMC) site visit

e Engineer on-site technical assistance (Tech Assist)

e DS websites (Sailor 2 Engineer, Sailor 2.0)

When a system indicates a fault, sailors take action to correct the fault based on
their training, and consulting automated tools for fault diagnostics. In a mature system,

1



the automated systems may provide valid solutions. The next step in diagnostics and
troubleshooting is to consult technical manuals and drawings. As systems have become
more complex throughout the USN, the ability to effectively read, interpret, and take
action based on schematics has failed to keep up with demand. As onboard
troubleshooting efforts are exhausted, the ship must contact outside shore support. RMCs
provide the second tier of service and the in-service engineering agent (ISEA) the third.
These latter two entities provide only as much remote support and guidance as can be
gleaned from descriptions of problems from the ship or limited output from the system.
When troubleshooting time or problem information provided ashore has been depleted,
an engineer or technician must go aboard the ship to resolve the problem. The effort and

expense of onboard support may be, in some cases, cost prohibitive.

2. High Energy Laser Weapons System

An example of a fiber solid state laser (SSL) prototype demonstrator developed
by the USN is the Laser Weapon System (LaWsS). The USN plans to install a LaWS
system on the USS Ponce, a ship operating in the Persian Gulf as an interim afloat
forward staging base, to conduct continued evaluation of shipboard lasers in an
operational setting. The USN reportedly anticipates moving to a shipboard laser program
of record in “the FY2018 time frame” and achieving an initial operational capability
(10C) with a shipboard laser in FY2020 or FY2021 (United States Congressional
Research Service 2014).

Lasers are being used in the commercial sector for a wide range of projects from
eye corrective surgery to tattoo removal. As with any military product, the aspects of DS
and maintenance are much more difficult and require more scrutiny and planning. The

components of a basic laser must be considered for the purposes of DS planning.

For the purposes of DS, it is necessary to consider the basic lowest replaceable
unit (LRU) and parts of a laser that could potentially require attention or maintenance.
All portions of a laser must be carefully balanced and maintained to allow for optimum
efficiency and results. Under this assumption, it is important to distinguish the basic

LRUs or simplest components of a laser.



Since the HEL is still relatively new, the knowledge base and policies in place
need time to mature. Lack of past experience and knowledge increases risk in designing a
DS system, as there is less historical data to leverage. The LRUs of the laser need to be
monitored in order to prepare for and mitigate problems that may arise from operational

use and environmental factors.

B. PROBLEM STATEMENT

The USN has no current plan, component, service, or system that addresses all
aspects of DS. This capstone report will explore a methodology and design of a DS
framework for a HEL system. Additionally, a DS framework will be established for the

HEL to address feasibility in terms of cost and risk to the USN.

This effort affects multiple USN systems. When a system is produced and
deployed, it is expected that a certain number of parts will break or require maintenance
due to anticipated use and wear and tear, and unexpected casualties. This in turn will lead
to the need to replace or repair components of the system. The DSHEL capstone team has
developed a DS system that is applicable to the HEL, while still maintaining a generic
architecture that is relevant to many systems including possible future iterations of

different HEL weapon types.

C. PROJECT OBJECTIVES AND RESEARCH QUESTIONS

This section describes the project goals and research questions.

1. Project Goals

The goal of this capstone report was to develop a DS framework and architecture
for future shipboard HEL Systems. The team studied a “designed in” implementation of
DS rather than a “bolted on after the fact” implementation. Using the USN’s Six Pillars
of DS as a starting point, the team’s objectives were to explore, analyze, and propose
methodologies, architectures, and technologies to efficiently effectuate the first four
pillars of DS as applicable to surface USN HEL Systems. The Six Pillars are discussed in

subsequent chapters.



2. Research Questions

The following research questions were answered by this capstone report:

e How will DS affect the overall cost and risk i HEL shipboard
implementation?

e What type of infrastructure 1s required to adequately perform DS for HEL?
e Are there any existing DS frameworks that can be applied to DSHEL?

e Of the HEL components, which information is the most important to collect?
D. PROJECT ASSUMPTIONS AND CONSTRAINTS

This capstone report was executed under the following assumptions and

constraints as detailed 1in Table 1.

Table 1.  Assumptions and Constraints

Type Assumption or Constraint Description

Constraint This study 1s limited to the Solid State Fiber Laser as the HEL system
being analyzed. This laser has already been used and installed on a USN
ship.

Constraint This study 1s limited to the HEL system integrated onto afloat platforms.
Afloat platforms were chosen due to stakeholder needs and requirements
as detailed later.

Constraint Of the Six Pillars of DS, this capstone will cover the first four pillars:
Remote Technical Assistance, Remote Repair and Validation, Remote
Diagnostics, and Remote Monitoring. The last two pillars of DS are
outside the scope of this capstone report as the technology available is
not yet mature enough to support ePrognostics or Self Repair and
Healing.

Constraint | All data and information disclosed within this capstone report has been
generalized to conform with Distribution A requirements for release to
the public.

Assumption | Labor rates of support personnel are fully burdened at $60/hr. This value
was chosen to keep consistent with other previous studies performed by
PEO IWS.




Type Assumption or Constraint Description

Assumption | Travel costs: CONUS: $2,500 /wk., OCONUS: $5,000 /wk. This value
1s consistent with previous studies performed by PEO IWS.

Assumption | Data rates to/from the installed platform are bounded between 2Mbps to
4 Mbps, given current satellite communication (SATCOM) bandwidth
limitations.

Assumption | Multi-tiered technical support shall follow the existing USN hierarchy:
Tier 1 — On-board Support

Tier 2 — Regional Maintenance Center (RMC)

Tier 3 — In-Service Engineering Agent (ISEA)

Tier 4 — Original Equipment Manufacturer (OEM)

Assumption | The manufacturing base of key system parts, assemblies, subsystems,
components, and LRUs are not stable and will diminish over time.

E. ANALYSIS APPROACH

This section describes the systems engineering and management approach. It
elaborates on the design team structure, the stakeholder and project sponsors, as well as

technical approach and methodology used for this capstone report.

1. Design Team Structure

The capstone team was comprised of six students from the Naval Surface Warfare
Center, Port Hueneme Division (NSWC PHD). The team members had multidisciplinary
backgrounds from land attack, littoral, and air defense combat and weapon systems, and
educational backgrounds in applied mathematics, architecture, mechanical, computer,
software, network, and electronic engineering with system life-cycle experience in
acquisition, test and evaluation, modernization, ship installation, and in-service
engineering. Table 2 lists the individual’s names, roles, and responsibilities. The teams
roles are indicated, delineating primary responsibility and lead effort of the capstone
subject matter areas; however, all team members were involved in all areas of the

capstone report.



Table 2. Team Member Roles and Responsibilities
Team e
Member Roles Responsibilities
Matthew Project CO | Supervised and lead the overall project effort including:
Sheehan selection of the team member responsibilities, team
conflict resolution, provided team weekly status and IPR
briefings, coordinated external support, scheduled
external meetings with capstone advisors and
programmatic tasks as necessary.
Enterprise | Collaborated with stakeholders, leadership, and subject
Architect matter experts, to build, formulate, and align the project
design in all aspects. These included, but were not limited
to: strategy, process, information, technology, design,
logistics, mission, and project vision.
Socrates Project XO | Served as a backup to the Project CO and ensured the
Frangis team met CO expectations, scheduled internal team
meetings, and managed risk.
Software Ensured logical interface design of HEL DS requirements,
Lead captured necessary open architecture message types,
proper software integration with HEL system, formatted
for remote troubleshooting and off board transfer.
Performed cost estimation on DSHEL.
Bridget Editor In Ensured overall documentation contained: relevant
Grajeda Chief content, proper grammar, correct spelling, consistent flow
and style, proper citations, and all other formatting
necessary for capstone and thesis compliance.
Virginia Hardware Provided requirement analysis based on component
Shields Lead engineering drawing designs, physical, mechanical,
material, and weight considerations.
Secretary of | Captured minutes and action items during team meetings.
Notes
Brian Architecture | Generated the functional architecture for DSHEL, which
Meadows Design included the generation of infrastructure requirements and
Lead interface design.
Darron M&S Lead | Generated M&S effort of ISEA support processes (current
Baida HEL without DS vs HEL with DS).

The capstone project team was supported by NPS advisors for guidance and
review of the products prior to submission. Table 3 provides the advisor’s names, roles
and responsibilities while Figure 1 characterizes the overall Team Organizational

Structure.



Table 3.  Advisor Roles and Responsibilities

Team Member Roles Responsibilities

Provided oversight and involvement with: all

Professor Green | Project Advisor : =% :
major aspects of the project process, review of

capstone proposal, the development of the

Professor Nelson | Project Advisor project plan, advising project execution,

_ _ participation of in-progress review rehearsals,
Professor Young | Project Advisor | and the review of all report outputs and products.

(" Professor Green
Professor Nelson Matthew
Professor Young Sheehan
Project Advisors I — ProjectCO |
il ki )
[ | | | |
Socrates Virginia Bridget Brian Darron
Frangis Shields Grajeda Meadows Baida
XO & SW Lead | |  Hardware Lead| ‘| Editorin Chief| Architecture Lead | | Mod & Sim Lead |
Figure 1. Team Organizational Structure
2 Stakeholder and Project Sponsors

The capstone team solicited inputs from stakeholders regarding challenges and
necessary capabilities critical to the in-service sustainment of HEL through the use of DS
by means of: customer requirements, thresholds, objectives, and weighted importance for
prioritization. Communication channels with the stakeholders were initially determined
by local project advisors within the directed energy community. While all stakeholders’
inputs were important, some were active in the decision process and had direct input,
whereas others were passive and dictated requirements and capabilities through means of
naval instructions and enterprise objectives. Stakeholders did transition between the
states of active and passive throughout the life cycle of the project; however, Table 4

captures their predominant inputs.



Table 4.  Stakeholder Inputs

Stakeholder Category
Naval Postgraduate School (NPS) Active
PMS 405 - Directed Energy and Electric Weapon Systems Program Office | Active
Office of Naval Research (ONR) Passive
NSWC PHD - Office of Engineering and Technology (OET) Active
NSWC PHD - Distance Support Advocacy Office Active
Naval Network Operations Center (NOC) Passive
Naval Sea Systems Command (NAVSEA) Active
Warfighter, USN Active
3. System Engineering Process

The capstone team’s approach was based on the systems engineering V> model.
The V Model 1s a way of visually describing the fundamental portions of systems
engineering. The use of the V gives a depiction of the flow of work in the SE model. The
V 1s used to give a structured flow from defining requirements (system and performance)
and moving into design before testing. This takes the project through a logical high level
order that keeps in mind the need for the major milestones of defining the goal of the
system, iteratively designing and testing it, and then planning for the practical use of the
system. The V model reinforces the key areas of “verification and validation.” Following
the V forces a systems engineer to constantly and cyclically re-test and re-evaluate the

system.

The two major halves of the V model represent the mitial portion of the design
called “project definition” and “project test and integration.” Both of these were used in
the DSHEL capstone and are detailed in Figure 2. The first half of the V is where the
system engineers/designers must clearly state the purpose and requirements of the
system/project to be designed. The second half is where the testing, validation and

verification, and integration take place. These two halves of the model are constantly
8



repeated and re-worked through the “verification and validation” portion of the V. In
Chapter 1, the concept of operations (CONOPS) and background of the DSHEL system
are defined; this would fall in the beginning portion of the first half of the V model.
Chapter Il identifies stakeholder needs, develops a generic distance support framework,
and includes the literature review. Chapter Il captures applies the distance support
framework created, as well as detailing the functional and performance requirements,
KPPs, KSAs, MOEs and MOPs. Chapter 1V brings the system through concept definition
to architecture and interface design. Chapter V employs M&S techniques and uses the
second half of the V model. Chapter VI analyzes cost and risk which further follows the
second half of the V. The final chapter (V1) provides the project’s technical conclusions,

recommendations and contributions to the SE BoK.

Veri:’iclagon and

alidation poratlo
Con“ °f o and e
Operations Maintenance

Project i em
Definition \ N EIT Verification
Architecture and Validation
Integration,
Detailed Test, and Project
Design Verification Test and

Integration

Implementation

v

Time

Figure 2. System Engineering V Model (from Eclipse Foundation 2014)

F. SUMMARY

By applying consummate SE judgment and rigor, leveraging emerging
technologies, and applying lessons learned from traditional DS practices, a proactive and
robust solutions were found with DSHEL. The efforts detailed above show an increase in

availability while decreasing the life-cycle cost of the system.
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II. STAKEHOLDER NEEDS ANALYSIS

A. LITERATURE REVIEW

The following sections detail the various topics researched for further information
in order to understand the existing BoK in scope and depth concerning DS. Figure 3
shows the literature review methodology used while researching DS for the HEL. Due to
DS being a very general and overarching topic, the literature review for DSHEL was
divided into two additional focus areas. The material reviewed and research that could be
attributed directly to the topic of DSHEL was categorized under the “Explicit Area.” This
area is reserved for all things related to DS. The second division, “Implicit Area,” was
reserved for all topics that were important factors contributing to DSHEL, but was not
directly related to it. This was done to compensate for all the specific and unique policies,
procedures, standards, and requirements levied on DOD programs by government
organizations. The topics investigated were selected by their applicability to each
research area. These topics were then analyzed for shortcomings, which validated the
need for an integrated DS system as supported by a framework devoted to the USN’s

unique needs.

Topic

Distance
Support for
the HEL

Explicit Area Implicit Area
* Distance Support Functions * Government & Military
+ Current Organizations Policies
¢ Industry vs. Government * Architecture Requirements
» Frameworks & Definitions * Security Requirements
* Hardware & Software * Fleet Characteristics
* Platforms — HEL * Internet of Things (IoT)
Result
Distance Support Body of
N Knowledge “Gaps” Identified |
" Distance Support for the HEL |~
“Need” Identified
Figure 3. Literature Review Methodology
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1. Explicit Areas

The explicit areas (directly related) that were researched and reviewed for
DSHEL analyzed the origins, definitions, key theories, concepts and ideas, and major
issues, as well as the main questions and problems that have been addressed to date on

this topic.
a. Distance Support Beginnings

The concept of DS dates back to advent of the industrial revolution (1760-1840).
The creation of heavy manufacturing machinery created the need to have skilled
repairmen make routine site visits due to the inability to transport broken machinery
(Snider, 2011). As technology progressed, the term DS did as well. The invention of the
telephone in 1876 would have a profound impact on how DS was executed. The ability to
connect customers/users with service providers in real-time allowed for a greater
exchange in knowledge and troubleshooting techniques resulting in reduced downtimes.
The result of these reduced downtimes was an increase in customer satisfaction and
loyalty which lead to increased profits (Qui and Lee, 2015). The 1960s saw the birth of
the modern call center, a single point of contact for corporations to handle customer
queries, complaints, and provide support services (Hegde, Sandeep, and Vasudeo 2012,
58). Call centers, now known as help desks, proved to be a valuable tool to connect
customer desires with service providers. Another major development in DS was AT&T’s
creation of the 1-800 numbers in 1968 when a U.S. federal judge ordered Ford Motor
Company to establish a free phone line to assist customers in the recall of a faulty car
(Hegde, Sandeep, and Vasudeo 2012, 60). This allowed for companies to have a direct,
dedicated line to provide support to their customers. With a single-point contact number
to a service provider, corporations were now faced with the task of organizing and
distributing different customer requests to the proper service expert. This issue was
resolved with the creation of the phone menu and multi-tiered technical support. A phone
menu is an automated menu that a customer dials to navigate down to the desired
information on a particular topic. Figure 4 gives a simple pictorial of how phone menu

number selection might be organized. A customer with an inquiry or issues calls the
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appropriate service line. Companies tend to have one service number to cut down
customer confusion on which number to contact concerning topic desire. The customer is
then greeted by an automated menu selection. Referring to Figure 4, the customer is
presented with three menu options as noted by the numbers “1,” “2,” and “3.” Each of
these numbers would be linked to different product topic areas, lines, or business
functions. For example, selecting number “1” may connect the customer to a general
information line, where selecting number “2”” may connect the customer to a billing and
accounting department. For companies that have many product lines or business
functions, a nested menu may be employed. Selecting number “3” would prompt the
customer with another menu offering further choices from which to select, which in turn

would connect the customer to the desired product line or business function.

&
$
)
Phone Menu @ = @ - Ez—o

Number Selection

Business Function or Product Line

Figure 4. Phone Menu with Nested Menu Example (Icons from Flaticon 2014)

The use of nested menus is important in reduced customer search times for
connection to support. If a phone menu used a linear array menu system (all phone menu

selections being sequential), a customer would be forced to sit and listen to each option
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until hearing the selection needed. While this wait time may not seem very long, a user
searching for a topic X among n selections will, on average, take O(n) time (where O(n)
is big O notation that describes the limiting behavior of the linear function when n
approaches a set value or infinity). The use of a nested menu, effectively altering the
phone menu from a linear array to a tree, will shorten search time to O(log(n)) (where
O(log(n)) is big O notation that describes the limiting behavior of the tree function when
n approaches a set value or infinity). If it takes five seconds to listen to each phone menu
option, a customer could be on the phone for quite some time before navigating to the
desired product line or business function. Figure 5 shows average phone menu wait times

as given by phone menu layout type and number of phone menu options.

Phone Menu Wait Times vs. Number of Phone Menu Options
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Figure 5. Linear vs. Nested (Tree) Phone Menu Wait Times

Multi-tiered technical support is a system used to organize service support
dependent on customer need, level of support required, or business function in order to
provide the best possible service in the most efficient time. The higher the tier level, the
greater the quality and specificity of the support information will be. Both of these

developments, if deployed and executed correctly, lead to decreased customer service
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wait times and increased service provider productivity. Typically, all customer service
inquiries are routed to a low tier level for initial information gathering and high-level
investigation as shown in Figure 6 and Figure 7. Low-level technical support, also known
as tier zero or tier one, tends to possess broad organizational knowledge, but limited
technical insight. This tier can usually only resolve basic customer service questions and
relies heavily on scripted question/answer flowchart guides. The next level of technical
support, also known as tier two, is directed customer service issues and questions that the
lower tier is not equipped to resolve. At this level, support technicians have advanced
skills such as troubleshooting and analysis. Customers who provide support for their
users usually require this level of support. The highest level of support, commonly known
as tier three, is connected to customers by lower levels of technical support for issues that
require a subject matter expert. While many customer service issues and inquiries do not
make it to this level, the ones that do are typically from customers who specialize in the
research, development, or back-end operations of the product field. If customer issues
cannot be resolved at this level of technical support, the company will usually work with
the original equipment manufacturer (OEM) to ensure the product is repaired upon new

version release.
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Figure 7. Multi-Level Technical Support Information Flow (lcons from Flaticon
2014)
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Most of the improvements to DS have been to the service provider side and not
the platform side. The birth and adoption of the Internet and network connected devices
changed this imbalance of improvement. Customers no longer have to call the OEM for
support. Through social media and video sharing, customers can now search the Internet
for technical solutions and workarounds for their products. With customers becoming
more “self-sufficient” in providing their own means of support, drying up revenue
streams from manufacture service support calls, product manufacturers focused on
cutting product cost and improving product quality. The combination of the users being
“self-sufficient” in providing their own technical support and improving product quality
lead the manufacturing base into “hurting” its bottom line is sales figures. A solution was
created that effectively killed DS for all “consumable” goods: planned obsolescence.
Planned obsolescence is the practice of designing-in limited life use into a product. This
forces the customer to purchase a new product after a predetermined life cycle in order to
generate long term sales volume by shortening the amount of time for a customer to make
repeated product purchases. Figure 8 shows a standard reliability-engineering graph
known as the bathtub curve. The bathtub curve is used to show the failure rate of the
hazard function. The three parts or phases of the hazard function are as follows:

e Burn In—Shown to have a decreasing failure rate due to initial products

failing early, typically due to manufacturing errors or poor material quality

e Useful Life—Shown to have a constant failure rate due to random product
population losses

e Wear Out—Shown to have an increasing failure rate due to product
degradation of use
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Figure 8. Standard Bathtub Curve (after National Institute of Standards and
Technology 2012)

Planned obsolescence, as shown in Figure 9, artificially shifts the wear out phase
earlier. This does not necessarily mean that the product itself is “worn out.” Artificial
shifts of the wear out phase can also be completed by inhibiting or removing product

capabilities and delaying product response times.
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Figure 9. Bathtub Curve with Planned Obsolescence

b. Modern Distance Support

DS today varies between industries and within an industry sector, dependent on
product cost and revenue source. In industries where the main form of revenue is a
service, like that of Internet service providers (ISPs), DS is initiated and conducted
through the customer or service user. This is due the nature of the business model, where
the platform service provider owns the hardware that is on loan to the customer to
facilitate the desired service. In industries where that main form of revenue is the product,
like that of vehicle manufacturers and electronics, DS is a combination of customer
inputs and product feedback. The degree and detail of product feedback designed into the
product depends on the product’s and customer’s opportunity cost. In many cases, low
value items are deemed to be “consumable” with a lifespan of only three to four years.
These items are often replaced outright with no repair or internal product feedback, such
as sensors, designed-in. High value items, such as aircraft engines, have multiple sensors
designed into them to monitor the health of the product and help avoid costly repairs or
expensive replacement. These products have a much longer life cycle than that of the
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“consumable” genre. The widespread use of sensors in platform systems is predicted to
transform the way DS is performed and lead to a “Third Industrial Revolution” (Gerard
Meijer 2008, 6). With the use of sensorization (the act of adding sensors to a device), data
can be collected readily and analyzed to provide a greater degree of DS in moving from
the current reactive methods to that of proactive methods. It should be noted that this area
of performing DS is in its infant stages. Prognostic and “expert systems” are still being
research and formalized (IEEE 2014). The sensorization of products allows DS to be
performed without user initiation and even limited user involvement. Examples include
the OnStar™ service, Formula One racing, and space programs. These examples all have

the ability to remotely monitor system symptoms and diagnose the issue at hand.
C. USN Distance Support

DS within the USN has historically lagged behind industry (Modigliani 2014).
This is not because DS is not a priority, but because of the way in which the armed
services acquired systems. Consumer devices tend to be small, assessable, low cost,
replaceable, lightweight, network independent and non-mission critical. However,
devices found in the Fleet are the opposite. These devices, such as a missile launcher, are
often far away and unable to make port to conduct corrective maintenance. Additionally,
naval systems have far longer useful service lives than consumer devices. A system may
remain functional in the Fleet long after many subcomponents are no longer in
production. They are also one-of-a-kind, and thus cannot be easily replaced or
manufactured due to the lead times and proprietary designs used by contractors. This
creates a unique capability gap when trying to find a viable solution to support the USN
and its exclusive requirements. In addition to these unique requirements, the USN used to
design and require systems to be certified according to their various standards and
specifications. These were known as MIL-HDBK, MIL-SPEC, MIL-STD, MIL-PRF, and
MIL-DTL. Each of these standards and specifications, nearly 45,500, had to be followed
by any system acquired by the DOD. These stringent requirements, imposed upon
systems, raised unit costs and impeded the adoption of cutting edge technology. To

combat this, the Secretary of Defense William J. Perry issued a memorandum in 1994
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that changed the DOD’s stance on using military standards and specifications to that in
favor of using industry standards and increasing access to “commercial state-of-the-art

technology” (Perry 1994).

Since the adoption of the policy, the USN has seen an explosive growth in the
fielding of commercial off-the-shelf (COTS) products. Many of the products have some
limited sensor capability already designed-in which the USN is trying to take advantage
of. The main roadblocks in using these additional COTS tools are the lack of frameworks,
organizations, infrastructures in place, and integration costs or a combination of the

aforementioned.

A recent paper by Nicolas Guertin, PEO-IWS and Paul Bruhns, ManTech
International Corp. “Comparing Acquisition Strategies: Maintenance Free Operating
Period (MFOP) vs. Traditional Logistics Support” contained some interesting data about
cost savings realized through the use of DS. In their discussion of implementing MFOP
for existing systems in a stepwise manner, they state:

The first step is to capture the value of distance support from ship to shore

through a network connection that bridges between the operational system

maintainers (O) to intermediate subject matter experts and tech assist (1)

levels. This O-to-1 Level Maintenance Bridge requires little product

integration and will immediately generate cost savings. Table 5 highlights

an example program that achieved a 15:1 cost savings ratio when
employing distance support services over deploying tech assets:
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Table 5. FLEET Technical Assist Data

FLEET Technical Assist Data for Submarine Enterprise

120 Fleet Technical Assist (FTA) Events Performed
93 Local (Norfolk)
27 Out-of-Area

100% Distance Support (DS) Attempts (CFFC/Command Policy)
16% Success Rate Overall on All FTA Events
37% Success Rate on Qut-of-Area Events

Average Man Hours (MH) per Event
19 MH via DS
164 MH via On-Site Support

Average Cost per Event (Based on $60.00 per Hour)
$1,140.00 for DS
$9,840.00 Labor and $5,500.00 Travel for On-Site ($15,390.00)

These methods generated faster response time for solving the system
problem, as well as lowering labor and travel costs (from Guertin and
Bruhns 2011).

The DS for the HEL capstone project is an in depth SE analysis and M&S of a DS
system designed for a generic HEL weapons system. After the initial procurement of the
HEL, the USN must provide operation and support (O&S) funds, at approximately 60—
80% of the total life cycle of the system (Defense Acquisition University 2011). This
capstone explored the theory that providing DS will lead to a lower total ownership cost
of the HEL system. Through M&S the goal of the project was to prove this. The project
considered pre-existing work on DS, such as the Six Pillars of DS. The Six Pillars of DS,
as depicted in Figure 10, consist of: Remote Tech Assist, Remote Diagnostics, Remote
Repair/Validation, Remote Monitoring, ePrognostics, and Self-Repair/Healing. Using SE
methodologies, the team looked at a subset of the Six Pillars, focusing on: Remote Tech

Assist, Remote Diagnostics, Remote Monitoring and Remote Repair/Validation.
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Figure 10. Distance Support Functional Capabilities

According to the Navy Distance Support policy written and signed out in March
of 2007,

Distance support is a Navy Enterprise effort that combines people (e.g.,
subject matter experts), processes (e.g., remote equipment monitoring,
tele-medicine, interactive detailing, etc.), and technology (e.g., data
compression and replication) into a collaborative infrastructure without
regard to geographic location. Distance support, at a minimum, includes
the functional area of logistics; maintenance and modernization;
Manpower, Personnel, Training, and Education (MPT&E); and medical
support. Distance support remotely projects reactive, proactive, and
predictive support to Sailors across these functional areas, in order to
achieve the right readiness at the right time, at the right cost. Effective and
reliable information transfer is a key prerequisite to enable Distance
Support capabilities and processes. (Chief of Naval Operations 2007, 2)

This is a very broad concept spanning multiple disciplines and practices within
the USN enterprise. The capstone was specifically interested in how certain DS concepts
can be applied to the HEL weapons system and, possibly, combat systems in general for
the USN. By narrowing the scope of DS in this manner the discussion can focus on the
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concept of providing a DS capability for the HEL system. Providing a capability refers to
the ability of the ISEA to provide remote technical assistance to the system. Specifically,
DS encompasses the ability to resolve issues without travel, monitor issues remotely,
troubleshoot and repair remotely, and the ability to anticipate and predict issues before
occurrence. It is for this reason that the USN has developed the concept of Six Pillars.
These pillars span between reactive and proactive methods of DS technical assistance.

The benefits and limitations of each of these areas were covered in depth.
1) Reactive Methods

Reactive DS is defined as “after the occurrence response” (Naval Surface Warfare
Center, Port Hueneme Division 2013). The following methods fall into this category:
Remote Technical Assistance, Remote Diagnostics, and Remote Repair and Validation.
All of these methods were implementable to date with current COTS technologies.

@ Remote Technical Assistance

Remote Technical Assistance is the ability to resolve maintenance support issues
without travel using tools such as Sailor to Engineer, Sailor 2.0, email, chat and phone
(Naval Surface Warfare Center, Port Hueneme Division 2013). Most of the technical
assistance provided to the USN still comes in this from. The benefit to this form of
technical assistance is that it is low cost, pervasive, and well understood. Email is
common within the USN, and the sailors have a direct line of communication to the
engineer in many cases. Additionally, in many critical weapons systems, the ISEA
participates in group chat with the ships to provide assistance as needed. websites have
been created to help provide readily available technical information to the sailor as well
as forum support to resolve issues that come up. All of these tools are in use today in the
USN.

One of the big issues with Remote Technical Assistance methods explained above
is that they are temporal. As time progresses, information becomes stale and less relevant.
Two examples to demonstrate this principle as it occurs today in the USN are discussed.
First is the concept of email; while email is cheap to set up and relatively well

understood, it is difficult to use as a tool for capturing technical information. Limitations
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to email include: overall file size and communication transmission delay. Limited file
size inhibits the amount of information that can be provided to the sailor to resolve an
issue. Communication transmission delay can span weeks to months as the accumulated
time between email transmissions grows. This is because email is time dependent. If the
ship receiving support is in a different time zone than the shore based site, the time to
answer email becomes longer. Additionally, the bandwidth on ships for email is
constrained, especially when the ship is underway. Once the engineer has successfully
provided support to the ship, the solution may be logged to use in future support events.
Unfortunately, these solutions are not being stored in a central location to facilitate

knowledge management and sharing between technical support groups.

The next example concerns the use of websites within the USN for support. There
exist a plethora of support websites that have been created for use by the Fleet. Each
website is created and populated with information to help the sailors better execute their
duties and resolve issues with their system in a timely manner. The problem with
websites is that while they are cheap to create; they are costly to maintain and require
constant updates to information. Also, on-line technical support resources are poorly

advertised.

Both of these examples paint a challenging view of the remote technical
assistance methods of DS. These examples illustrate that while email, websites, and chat
programs are prevalent and widespread in terms of use, they are limited as a means of

resolving issues within weapons systems.

(b) Remote Diagnostics

Remote Diagnostics is the ability to establish remote connectivity to observe, and
diagnose system performance in a manner similar to the engineer being on-site (Naval
Surface Warfare Center, Port Hueneme Division 2013). This method of DS is not as
pervasive in the USN ecosystem because to tap into this method of DS, the system
onboard the ship must have a passive connection to shore via the Global Information Grid
(GIG). Typically, weapons systems do not have a direct connection to the GIG as this

would change the cybersecurity posture of the system. However, aboard ships there are
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certain systems that are tactical in nature, but are critical enough to warrant remote
diagnostics. One such example of this is the AEGIS weapons system. Due to the critical
nature of this weapons system, the system itself has a subsystem known as the
Operational Readiness Test System (ORTS). This system is responsible for performing a
variety of diagnostics on the AEGIS combat system to determine its overall readiness.
Due to the mission criticality of test results produced by ORTS, Naval Surface Warfare
Center, Port Hueneme Division (NSWC PHD) developed a ship based system call the
Operational Readiness Test Systems Technical Assistance Remote Support
(ORTSTARS). ORTSTARS has been successful in allowing engineers to log into the
AEGIS combat system on a ship and diagnose problems from shore. All of this is done

using a secure connection. This capability offers the ability to:

e assist with fault detection

e isolate faults

e perform intermediate maintenance

e correct faults

This method of DS does not suffer from the same time delay issues that are seen
with traditional technical assistance via email. However, Remote Diagnostics is not
without its faults. One of the issues is that the information gathered has to be done
manually, which is time intensive. Some ORTSTARS sessions with ships can be as long
as eight hours depending on the speed of the connection and the location of the ship. The

connection may drop unexpectedly causing the session to be reestablished.

ORTSTARS does not control the pipe to which they connect off of ship. This
means that close coordination must be maintained with Space and Naval Warfare
Systems Command (SPAWAR) through the use of a memorandum of agreement (MOA).
These MOAs allow bidirectional flow of information on/off ship and allow connections
through the shipboard firewalls. Despite these shortcomings, Remote Diagnostics is an
improvement on the traditional technical assistance methods of email and chat.
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(c) Remote Repair and Validation

Remote Repair and Validation refers to the ability to remotely re-configure a
system to correct problems (Naval Surface Warfare Center, Port Hueneme Division
2013). This method of DS requires not only a direct connection to the system, but it also
requires active coordination of ship’s force. Unlike Remote Diagnostics, where the
connection to the shipboard system is passive in nature, Remote Repair and Validation is
an active form of DS. The engineer on shore has an active connection to the system on
board ship. During this active connection, the user has the ability to make changes to the
system to resolve and correct faults. This is done to provide corrective actions to well-
known and established faults that occur in the system which have an approved corrective
action. This is a sensitive process when dealing with mission critical systems and requires
the sailor to be actively monitoring the procedure that is being run remotely. This active
supervision on the part of the sailor satisfies the “two person positive control” critical to
the security of systems. The downside to this method of DS is that it is reactive in nature.
Additionally, it requires coordination with several outside agencies to establish a secure
and reliable inbound connection to the ship. There are several layers of security present in

the GIG that must be changed in order to allow this type of connection to the system.
@) Proactive Methods

Proactive DS is defined as “Remote continuous monitoring and corrective action
without shipboard personnel interaction response” (Naval Surface Warfare Center, Port
Hueneme Division 2013). The following methods fall into this category: Remote
Monitoring, ePrognostics, and Self-Healing/Repair. These methods require more effort to
fully implement and are not completely available with current COTS technologies.

@ Remote Monitoring

Remote Monitoring is the first method of DS that takes a proactive approach to

DS (Naval Surface Warfare Center, Port Hueneme Division 2013). In this approach

systems are monitored from the shore to determine if there is a fault before the ship

initiated a casualty report (CASREP). This method may employ the use of a monitoring

system on the ship that captures simple network management protocol (SNMP)
27



information, error logs, and vulnerability scan data, which is then sent off ship to be
analyzed from shore. Remote Monitoring assumes this data is being collected and piped
off ship in near real-time. A typical example of this type of DS is the monitoring of the
network traffic coming off ship by the network operations center (NOC) or the
monitoring of radar transmit power. In both of these cases the information is sent to shore
in a raw data format that the engineers analyze to determine whether the system is
operating within prescribed tolerances. The benefit of this method is that the shore based
engineer can look at the data and determine whether the system is operating correctly.
Also, this does not require the participation of the sailor to perform this analysis. The
downside is that this information may be more than what is required to determine the
state of the system, additionally the cost (i.e., the network bandwidth overhead) of
performing this type of DS methodology may be too high to implement on a platform that
has an older network transport layer or a smaller platform that does not have a large pipe
off the ship. Although this method is very useful for the shore, it may not be feasible for
every system.

(b) ePrognostics

This method of DS expands on the previous method and uses the idea that for
certain types of data (especially analog data) trends can be established. Various stochastic
methods can be used to analyze the data for system performance and can then trend this
data over time to establish a known “good baseline” for data. Predictive algorithms can
be used to detect when a certain data set is trending outside of the known “good
baseline.” This method of automated DS is still in its infancy for combat system
elements, however, for many hull, mechanical, and electrical (HM&E) systems,

prognostic condition based maintenance (CBM) is well established.

(©) Self-Repair/Healing

The last method of DS is analogous to what is known as an “expert system.” An
expert system is a computer system that emulates the decision-making ability of a human
expert (Jackson 1998, 2). The system is fully aware of its inner workings as well as its
external interfaces and dependencies. Expert systems are systems that have little to no
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need of human assistance in the event of failure or event execution. These systems have
the ability to self-govern (redirect resources to maintain system performance during
critical operations) and sometimes use artificial intelligence (Al) to “learn” from previous
events. Expert systems have the distinct advantage in needing minimal human interaction
to right functions, but these systems can be costly to implement and suffer from a lack of

robust resources for knowledge acquisition in order to enable Al machine learning.
d. Distance Support Frameworks

Due to the USN’s unique set of environmental, security, programmatic, and
organizational requirements, a “plug-n-play” DS framework does not exist. The

following existing frameworks below were studied.
1) Information Technology Infrastructure Library

Of the existing frameworks available, the Information Technology Infrastructure
Library (ITIL) was the optimal candidate to study and glean best practices. ITIL provides
a framework of best-practices for the service management of Information Technology
(IT) products. Much like the purpose of DSHEL, IT services and data have become
essential to business operations as well as strategic assets. The main purpose of ITIL is
the continual measurement and improvement of the quality of IT services delivered, from
both a business and a customer’s perspective (AXELOS Ltd. 2011, 14). If implemented
and executed correctly, ITIL benefits include:

e increased user and customer satisfaction with IT services

e improved service availability, directly leading to increased business profits
and revenue

e financial savings from reduced rework or lost time and from improved
resource management and usage

e improved time to market for new products and services

e improved decision-making and reduced risk

The ITIL framework is broken down into five associated life-cycle phases:
Service Strategy, Service Design, Service Transition, Service Operation, and Continual

Service Improvement as described in Figure 11.
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Figure 11. ITIL Service Life cycle (from AXELOS Ltd. 2011, 7)

Figure 12 illustrates how each of these phases is made up of sequential steps and
processes that govern and align each life-cycle stage with the business it is supporting.
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Each of these phases will be detailed below.

@) Service Strategy

The service strategy sits at the core of the ITIL framework. This is due to the
service strategy being the key plan in providing a solution to the business problem at
hand. The service strategy is developed with many parties in order to ensure it meets the
needs of the customers and users of the business problem. These needs and requirements
are the foundation in which the service strategy is built. This phase also builds
understanding among stakeholders in answering: (AXELOS Ltd. 2011, 13)

e What is a service?

e What services should be offered?

e To whom the services should be offered?

e How will service performance be measured?
e What is service value (utility and warranty)?
e What are the service provider types?

e Are there critical success factors?

e How will the services be delivered?

e Who plays what role and how?
(b) Service Design

Service design is the first step into turning the service strategy into a tangible
product. Service design involves balancing functionality requirements (service utility),
performance requirements (service warranty), resources availability and timescales
(AXELOS Ltd. 2011, 22). As these areas are balanced, normally with the use of cost and
risk analysis, a holistic solution providing end-to-end quality should emerge. An
important part of this phase is the creation of service level agreements (SLAs). A SLA is
an agreement between a service provider and an end user (customer). The SLA typically
will detail the service, service level targets, quality of service (QoS), and the
responsibilities of each party involved (AXELOS Ltd. 2011, 25). In contrast to the USN
DS methods, ITIL has differing definitions for reactive and proactive activities.
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Reactive activities are monitoring, measuring, analysis and management of
events, incidents and problems involving service unavailability (AXELOS
Ltd. 2011, 26)

Proactive activities are proactive planning, design, recommendation and
improvement of availability (AXELOS Ltd. 2011, 26)

In addition to SLAs being created in this phase, information security management

(ISM) is also considered. The USN’s cybersecurity requirements are more stringent than

ITIL, but both do share a set of common terminology and service management activities

that were applied.

(©)

Availability means that information is available and usable when required
(AXELOS Ltd. 2011, 28).

Confidentiality means that information is observed by or disclosed to only
those who have a right to know (AXELOS Ltd. 2011, 28).

Integrity means that information is complete, accurate and protected against
unauthorized modification (AXELOS Ltd. 2011, 28).

Authenticity and Non-repudiation means that business transactions, as well as
information exchanges, can be trusted (AXELOS Ltd. 2011, 28).

Service Transition

Service transition ensures new, modified, legacy, or retiring services meet the

expected or required levels of capability to the business and customer as the service

design is implemented throughout the enterprise. As new systems come online and older

systems are taken offline, change and configuration management become important

supporting processes to ensure service quality.
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Figure 13. Scope of Change and Release Management for Services (from ITIL 2011,
34)

Another important part in this phase is the execution of service validation and
testing. Once the new/old systems have been put/taken on/off line, the whole service is
put through verification and validation testing to ensure that no degradation to service
quality has occurred. Figure 13 shows the interactions and interfaces required between
the parties as changes are made at differing levels.

d) Service Operation

This phase is the execution of the service design and transition phases. The
service is delivered to business and customer as detailed by the SLAs created in the
service design phase. This phase not only provides and delivers the service, but also
controls events, incidents, requests, problems, access, and other common service
operation activities.

(e) Continual Service Improvement

The continual service improvement phase, as shown in Figure 14, is the feedback

loop into the first phase of the ITIL framework, service strategy. As is with any superior
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service, the current model must always be scrutinized for flaws, inefficiencies, gains,
technological improvements, and added capability in order to continually strive to

provide higher service quality.
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Figure 15 shows the Seven-Step Improvement Process. This phase is also where
service measurement and reporting play a part in improving future service. Monitoring
and measuring aid in this phase by (ITIL 2011, 55):

e Validating previous decisions that have been made.

e Direct activities in order to meet set targets.

e Justify that a course of action is required, with factual evidence or proof.

e Intervene at the appropriate point and take corrective action.

Technology, process, and service metrics also aid in shedding light on the areas

above. Metrics are only useful if an established baseline has been created beforehand.

@) International Organization  for  Standards  (ISO)/International
Electrotechnical Commission (IEC) 20000

The ISO/IEC 20000 is a Service Management System (SMS) standard. This
standard is a combination of, and allows for the ITIL, Microsoft Operations Framework,
and Control Objectives for Information and Related Technology’s (both explained further
below) IT service management frameworks. ISO/IEC 20000 consists of five parts, as
shown in Figure 16, and can be used by (ISO) and the International Electrotechnical
Commission (IEC) 2014):

e an organization seeking services from service providers and requiring

assurance that their service requirements will be fulfilled

e an organization that requires a consistent approach by all its service providers,
including those in a supply chain

e a service provider that intends to demonstrate its capability for the design,
transition, delivery and improvement of services that fulfill service
requirements

e a service provider to monitor, measure and review its service management
processes and services

e aservice provider to improve the design, transition, delivery and improvement
of services through the effective implementation and operation of the SMS

e an assessor or auditor as the criteria for a conformity assessment of a service
provider’s SMS to the requirements in ISO/IEC 20000-1:2011
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The ISO/IEC 20000 standard has a lot of overlap with the other frameworks
investigated, but was useful in understanding how specific requirements for the service
provider fulfill agreed service requirements.

3) Microsoft Operations Framework

The Microsoft Operations Framework (MOF) 4.0 has many similarities to the
ITIL and ISO/IEC 20000 standard with the exception that it has a slightly different life-
cycle foundation layer and a total of three phases. These phases are: plan phase, deliver
phase, and the operate phase included within a manage layer.

Business/IT Alignment
Reliability

Policy

Financial Management

« Operations
+ Service Monitoring A~ . Project
and Control Planning
» Customer Service * Build
6t i
» Problem Management MANA Stabilize
* Deploy

« Governance,
Risk, and
Compliance

» Change and
Configuration

« Team

Figure 17. Structure of MOF 4.0 (from Alexander 2008)
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Figure 17 gives a more detailed view into the MOF 4.0 layer and its phases.
While this framework can be readily applied to other software vendor products, the MOF
4.0 framework is mainly geared towards Microsoft products and services. While this
framework has the same similarities of the other frameworks mentioned in this report, the
MOF is unique in breaking apart the framework into sections that are serviced by
products. In analyzing the different Microsoft products that provide these services,

DSHEL was able to mirror a similar delineation of system functions.
4 Control Objectives for Information and Related Technology

The Control Objectives for Information and Related Technology (COBIT)
framework, like ITIL, ISO/IEC 20000, and MOF 4.0 is also used for IT management and
governance. COBIT is different from the previous frameworks in that it is centered on a
number of principles, areas and processes, model and levels, and process attributes. The

particular pieces of information to note from COBIT are listed below.

@) Principles of Control Objectives for Information and Related Technology

There are five key principles for IT management and governance that COBIT
follows. They are (ISACA 2013):

1. meeting stakeholder needs

2. covering the enterprise end-to-end

3. applying a single integrated framework
4. enabling a holistic approach

5. separating governance from management

(b) Process Capability Model and Levels

COBIT uses a level rank system in defining the overall maturity of process
capabilities. This level rank system is of particular note due to its applicability throughout
this capstone in establishing baseline maturity levels for process capability models. The

capability model and level explanations are detailed in Table 6.
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Table 6.  Process Capability Model and Levels (from ISACA 2013)

Maturity . e
¥ evel Meaning Description

Level 0 Incomplete The process is not implemented or fails to
achieve its purpose

Level 1 Performed (Informed) The process is implemented and achieves its
purpose

Level2 | Managed (Planned and The process is managed and results are

monitored) specified, controlled and maintained

Level 3 Established (Well defined) | A standard process is defined and used
throughout the organization

Level4 [ Predictable The process is executed consistently within
(Quantitatively managed) | defined limits

Level 5 Optimizing (Continuous | The process is continuously improved to meet
improvement) relevant current and projected business goals

e. Platform of Interest—High Energy Laser

In response to Section 251 of the National Defense Authorization Act for Fiscal
Year (FY) 2000, the DOD outlined its master plan to capitalize on the significant
advances of HEL technology in support of emerging national security needs of the 21st
century (Department of Defense 2000). The recommendations comprised a restructured
perspective in developing HEL weapons. Developing revolutionary capabilities in HEL
weapons required a coordinated and focused investment strategy under a new
management structure, featuring a Joint Technology Office (JTO) with senior-level
oversight provided by a technology council and board of directors. A better balance could
be achieved by transitioning large demonstration projects to non-science and technology
(S&T) accounts sooner than had been done in the past. As such, the DOD focus was put
to three major HEL system types for S&T exploration: chemical lasers (CL), solid state
lasers (SSL), and free electron lasers (FEL). While the focus of DSHEL is on the near
realization of SSL, requirements, artifacts, architecture, methodologies, and analysis were
decoupled such that it could be reused on FEL or CL.
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There have already been discussions on how the DOD should address laser
technology. Some of the key areas of concern that are discussed in “Report of the High
Energy Laser Executive Review Panel, Department of Defense Laser Master Plan, March
24, 2000,” include cost, the available talent pool, and the structured approach of how one
might organize the developing laser technology in the DOD. This organizational plan
cited in the aforementioned document, uses a tiered organizational structure. Technology
Area Working Groups are comprised of members from “all DOD stakeholder
organizations” for the HEL. This group in turn would report to and work with the Joint
Technology Office (JTO), who receives oversight from a senior board of Directors and
the Technology Council. Defense Advanced Research Projects Agency (DARPA) and
Ballistic Missile Defense Organization (BMDO) are also included for collaboration. This
allows for different perspectives and insights. While the large knowledge base would be
beneficial, it may also cause difficulties as it could turn into a situation of having too

many differing agendas and directions, with a level of oversight that limits productivity.

As laser technology develops, it will be necessary to ensure that the policies
develop as well. However, as with any newer technology, the knowledge base, policies in
place and SME availability will need time to grow. This affects the manner in which DS
can be applied. Lack of past experience and knowledge adds to the increased risk in
designing for DS as there is less historical data to leverage. The components of the laser
are directly related to the sensorization of LRUs, which were identified by the DHSEL
team. The LRUs of the laser need to be monitored in order to prepare and mitigate

problems arising from use and environmental factors (Paschotta 2014).

The United States Government Accountability Office (GAO) released a status
report in 2005 regarding the DOD implementation of the HEL Master plan (Department
of Defense 2000). Overall, S&T had grown proportionally to the planned investments.
Considerable advancements in technology were being achieved and the forces had
increased applied research to the fielding of HEL weapon systems and overall the plan
was being executed as designed. The Department of the Navy (DON) specifically had
developed requirements to incorporate technologies based on electric ships, submarines,
and aircraft in the areas of FEL and SSL for the maritime environment.
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By 2014 the Office of Naval Research (ONR) had begun the stages of test bed
demonstration in the Pre-Milestone A phase of the acquisition life cycle known as the
quick reaction capability (QRC). While not currently at the stage of transitioning from
S&T to a program of record, the technology advancement has so far proven successful
and reached the point where lasers capable of countering certain surface and air targets at
ranges of about a mile could be made ready for installation on USN surface ships over the
next few years. The USN reportedly anticipates moving to a shipboard laser program of
record in “the FY2018 time frame” and achieving an initial operational capability (I10C)
with a shipboard laser in FY2020 or FY2021 (O’Rourke 2014).

However, there exists a recommendation from the original laser HEL Master Plan

which still holds true,

The Department will not be able to field HEL weapons if the supplier base
continues to decline or if universities do not produce enough graduates
with the skills or motivation to work in this area. A few well-directed
program initiatives could stimulate development of promising new
technologies and at the same time create a demand for essential skills.
(Department of Defense 2000)

The resource base of SMEs is limited to the point where there was risk in the
ability to even field a HEL system. While the SME base has grown to the point where
fielding a system became possible, this recommendation was focused solely on fielding a
system. To successfully sustain the system throughout the life cycle, DOD is faced with
the challenge of connecting the limited group of HEL SMEs to a massive number of
fielded laser weapon systems installed on ships throughout the Fleet. A support capability
to enable communication of the “few to many” must be evaluated. DSHEL is the

proposed capability to fill this gap.

2. Implicit Areas

The implicit areas (indirectly related) that were researched and reviewed for
DSHEL analyzed the impact and importance of government and military policies, open
architecture requirements, cybersecurity requirements, Internet of Things (loT)

characteristics, platform, and infrastructure considerations.
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a. Cybersecurity

The purpose of this section is to identify DOD mandated requirements for
cybersecurity, special considerations regarding implementation and management, as well
as the effects it has on the systems engineering process in the life cycle of DSHEL.
Distance support enables interfaces to the GIG, which must be properly designed and

managed for a successful secure implementation.
1) Programmatic Guidance

Traditionally in DOD, this respective subject matter has been known widely as
information assurance (1A), formally defined as information operations that protect and
defend information and information systems by ensuring their availability, integrity,
authentication, confidentiality, and non-repudiation (Department of Defense Chief
Information Officer 2006). This includes providing for the restoration of information
systems by incorporating protection, detection, and reaction capabilities. It has a general
broadening focus which includes the protection of digital and non-digital information
assets, such as paper records. While these methodologies at a high level are still
applicable today, much information has been digitized and exists solely in an information
system environment. As such, the processes, rules, and regulations, which treated data on
a computer in the same sense as a physical record, did not translate well, resulting in a
vague, difficult, and inefficient process to properly manage modern systems in the DOD.
Due to this, information systems security (cybersecurity) is now the focus. Seen as a
subset of information assurance, cybersecurity focuses more on the technical prevention
and defense of information systems, which includes computers, networks, programs, and
data. Risk management is a core competency of this paradigm and was decomposed
further in the risk management section of this capstone report. As of FY2014, the DOD
has issued new mandates on guidance in the risk management framework (RMF)
regarding the implementation of cybersecurity in all system acquisition spanning from
the milestone decision authority, research, developmental, test and evaluation, and
sustainment efforts. The information presented here forth is common to all systems, the

POI (HEL), and the proposed distance support component implementation of DSHEL.
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A core difference in the newest guidance is the concept of cybersecurity
reciprocity. The implementation of best practices and type accreditation can benefit all
and have a greater, more positive outcome for the DOD. Applied appropriately,
reciprocity reduces redundant testing, assessing and documentation, and the associated
costs in time and resources. In order to facilitate reciprocity, the following concepts and
practices are assumed to occur during systems development: acceptance of existing cyber
test and assessment results and authorization documentation. 1S and PIT systems have
only a single valid authorization. Multiple authorizations indicate multiple systems under
separate ownership and configuration control. Deploying systems with valid
authorizations are to be accepted into receiving organizations without adversely affecting
the authorizations of either the deployed system or the receiving enclave or site. An
authorization decision for a system cannot be made without completing the required
assessments and analysis, as recorded in the security authorization package. Deploying
organizations must provide the complete security authorization package to receiving
organizations. Overarching organizations and higher-level systems, such as shipboard
network infrastructures, should provide core defenses to strengthen cybersecurity and
those controls be inherited by the smaller sub-systems. Reciprocity insists that developers
will design and accredit their systems with the foresight of maximal re-use by other
organizations, and in return, developers can interoperate and reuse other existing systems.
This saves the DOD resources in redundant paperwork and delayed accreditation time

frames for systems, which are already authorized for use elsewhere.

With these core concepts, the programmatic cybersecurity requirements for a
given system help to define the acquisition roadmap, tailoring of systems engineering
methodologies, and sustainment of a system throughout the life cycle. However, a core
concept of systems realization with cybersecurity includes the training and certification
of people throughout the acquisition life cycle. Prior to development taking place, the
developer must have the appropriate personnel to perform certain tasking. Qualified
cybersecurity personnel must be identified and integrated into all phases of the system
development life cycle. The necessary training for the given roles and responsibilities,

ensures that acquisition community personnel with IT development responsibilities are
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qualified in accordance with DOD 8570.10-M. To design, plan, implement, and manage
the cybersecurity of systems, special cybersecurity workforce (CSWF) certifications are

required.

Along with these updated requirements is a modification to the acquisition
roadmap, sometimes known as the defense acquisition “Horse Blanket.” Previous
information assurance methodologies only required authority to operate (ATO)
certification by the 10C of a systems maturity near Milestone C, with appropriate interim
authorities to test (IATT) during development. Now, cybersecurity mandates specific
entrance criteria to milestone decisions and development phases as can be seen in the
modified acquisition roadmap of Figure 18. These steps are required for HEL regardless

of how the DHSEL subsystem is implemented.
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Alignment of RMF and DoD Acquisition System Activities
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Figure 18. Alignment of RMF and DOD Acquisition System Activities (from Department of Defense 2014)
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The above process of RMF steps aligns with the risk management process for
cybersecurity. Regarding specific milestones to defense acquisition, the follow
requirements are now mandatory for all systems throughout the life cycle. During the
Materiel Solution Analysis, Pre Milestone A, the program’s information assurance
manager (IAM) shall develop an IA strategy. This plan documents the roadmap for
accreditation through development and sustainment of a system, alongside the proposed
categorization (PIT & 1S), as well as the conceptual processes, architecture, and
organizations for meeting cybersecurity requirements. This strategy is required to be
updated subsequently at every milestone decision as the system enters the next stage of

development.

At step two, the security controls from the NIST 800-53 “Recommended Security
Controls for Federal Information Systems and Organizations” are selected and made part
of the system baseline. They are added to the Joint Capabilities Integration and
Development System (JCIDS), which is what DOD uses to designate acquisition
requirements and evaluation criteria for defense programs. This translates to a developer
that cybersecurity requirements are equally as important as functional requirements, e.g.,
the security posture of a laser system matters as much as its beam propagation, in terms

of defense acquisition.

Program initiation at Milestone B requires the Preliminary Design Review (PDR)
to cover and receive programmatic approval for the security design and planning thus far.
If it is sufficient and the program proceeds to Engineering and Manufacturing
Development (EMD), the appropriate security engineers then take the higher level
controls and translate them into technical design. Typically, Defense Information System
Agency (DISA) provided Security Technical Implementation Guides (STIGs) are used to
“lock down” the system to the point where required functionality and other system key
performance parameters are not affected. This ensures that security is designed in up
front and can co-exist with functional parameters. This is also a critical stage in
development, as the technology matures, the test and evaluation (T&E) teams are
preparing the test and evaluation master plan (TEMP) aligned with step four of RMF.

New cybersecurity requirements now mandate that security controls go through equal
48



amounts of test and evaluation and are described at high level in the RMF instruction and
in great detail throughout DODM-7994 “Procedures for Operational Test and Evaluation
of Cybersecurity in Acquisition Programs.” The high level RMF describes penetration
testing, where certified independent teams of ethical hackers are brought in to test the
security posture of the system. These test results are reviewed and at a minimum meet the
measures of effectiveness thresholds described in DODM-7994. Evaluation of
cybersecurity during an acquisition T&E event must include independent threat
representative penetration, exploitation testing, and evaluation of the complete system
cyberspace defenses. This also includes the controls and protections provided by
computer network defense service providers. Penetration and exploitation testing must be
planned and resourced as part of the DT&E and OT&E via the appropriate program test

documentation.

An IATT is a required certification for any developmental test event and must be
acquired prior to the beginning of DT for execution of the TEMP during step four.
Developmental testing is exceptionally important for cybersecurity, as it will identify
controls and technical implementations which may impact system functional
performance. These findings are refined if possible, and are managed risks between the
program and designation officials. The end goal being to predict the operational baseline
and obtain ATO by Milestone C for initial operational test and evaluation (IOT&E) at
RMF step five.

Once the system is operational at step six, continuous monitoring and cyber risk
management occurs throughout the life cycle until system deactivation and disposal. This
requires periodic system configuration scanning on a monthly basis and re-accreditation
every four years. Fiscal requirements of the program office thus require programmatic
objective memorandum (POM) funding to allocate funding to sustain the system,
including resourcing for certified CSWF personnel to provide system patches and
upgrades keeping the system secure throughout the life cycle. Even if a system still meets
functional requirements and has no high priority user reported items from the Fleet, it is
mandated by the accreditation authority that the core operating system software of any
system receive security patches on a periodic basis. The periodicity depends on the
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tactical vs non-tactical use of a system as well as how high of a priority existing security

threats present.

Above all, when considering the certification process, it is important to focus on
how the system accreditation boundaries are drawn for DSHEL to ensure the system is
sustainable. While the DSHEL is proposed as a DS subsystem of HEL, making it
physically part of the system, the systems IA boundaries must be decomposed into the
parts, which are functionally partitioned. A weapon is typically accredited as a PIT
System, where more risk is accepted to freeze the software baseline up to four years. This
means information assurance vulnerability alert (IAVA) patches are typically not
installed unless a high priority issue affecting safety is discovered. To account for the fact
that weapons have an entirely separate certification process through the Weapon System
Explosive Safety Review Board (WSERB), extensive integration and shipboard test
events are required to certify and lock down a weapon system baseline by the Naval
Systems Engineering Directorate (NAVSEA 05), and rolls up into a larger combat system
certification. If a weapon were patched on a monthly basis, the cost would be
unsustainable for the necessary rigor to ensure the system is still safe, which is why this
risk is typically accepted. By partitioning DSHEL from HEL within the cyber security
accreditation boundary, the HEL weapon system can maintain its PIT System
accreditation whereas the DSHEL would designate as an IS, accredited by ATO. The
system is broken into what the functional laser weapon would be by design and its
distance support counterpart, permitted to interface by a PIT and an IS interconnect
agreement. This in turn allows HEL to have a frozen baseline where the DSHEL, which
is the only part communicating with the GIG, can receive periodic IAVA patches to
ensure the risk can be managed appropriately without invalidating the NAVSEAOQ5
certification of the laser. Pending the future design of the PoR HEL, it may even be
possible to fully accredit the HEL system as PIT, with DHSEL defined as a PIT
Interconnect (PITI) if the transfer of data is fully enough defined. This consideration must
be fully evaluated at the time of realization with the designated approving authority

(DAA). Design considerations are addressed in the Technical Implementation section.
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(@) Technical Implementation

The high-level requirements, technical considerations, and security controls of
RMF must be rigorously addressed. While full technical design cannot facilitate without
proper system functional requirements, the following best practices are used to minimize

effort and maximize reuse of existing applications.

By partitioning the HEL and DSHEL accreditation boundaries, a balance can be
achieved which does not impose changes to an already rigorously tested and certified
HEL weapon system while still providing a secure connection to enable distance support.
An interconnect agreement between the DSHEL (Information System) and the HEL
(Platform IT) still requires that the interface be managed and secured. This is best
achieved at a minimum through the use of a firewall and an approved set of ports,
protocols, and services, which are permitted between DSHEL and HEL. The
aforementioned is typically referred to as a “white list,” where certain data is identified as
permitted and all other formats, ports, and connections are denied. This implementation
must be applied to all external interfaces of DSHEL, going to HEL as well as to the
shipboard network. In turn, this creates a security wrapper around the information system
where only approved ports, protocols, and services will be allowed. DSHEL would then
not only be secure by technical design, but can also receive periodic IAVA patches to its

operating system (OS) to minimize risk and maintain ATO certification.

The core underlying effort of most cybersecurity is applied to the OS of the
computer asset. An OS is software that manages the computer hardware and software
resources and provides common services for computer programs. It is an essential
component of any system and OS’s exists on network switches, to personal computers, to
servers. DISA provided STIG’s guide a security engineer on how to configure a systems
OS in order to meet necessary security controls and exist for almost every major COTS
software systems: e.g., Microsoft Windows, Red Hat Enterprise Linux (RHEL), CISCO
I0S. The application of STIGs takes considerable effort in person hours to accomplish,
which is why DISA provides baseline images for free as a download from their site,
incorporating a majority of these security controls which do not impact performance,

leaving the remaining work to be complete by the program’s security engineer. While the
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DISA image is provided for free, it is still the obligation of the Program Sponsor to pay
any required licensing fees of the COTS OS manufacturer, a sunk cost considering it
must be licensed either way. Given the amount of time it takes to “lock down” a system
as well as to maintain the security of a system, up front consideration must be made on
COTS selection given the required functionality. It must be noted that DISA images are
basically locked down to a point where they are almost not functional, which allows the
security engineering to open required services up and provide any addition STIG
configurations necessary. The entire process is managing risk, in that how much tradeoff
between cybersecurity and functional capability can be accepted as reasonable risk.
Leveraging the secured images is a key asset in development, where some programs may
make the pitfall of using other OS’s not supported by DISA, such as CentOS or Ubuntu,
thus, applying the STIG from a fresh install of Windows or RHEL. This results in a
duplication of effort which has already been completed by another government

organization.

Alongside the core OS is the defense-in-depth architecture granting least privilege
to a user. Legacy systems base their design around being completely open. This induces
security risks and maintenance costs to sustain system accreditation. Locking down the
system to only the required ports, protocols, and services mitigates much of this risk. In
addition, defensive cyber security products (e.g., firewalls, file integrity checkers, virus
scanners, intrusion detection systems, anti-malware software) should be included if
possible and operate in a GIG connected manner to enhance the exchange of data and
shared security policies. Overall, fundamental system requirements for functionality are
required to delve further into technical application and were developed by the DSHEL
team in the following requirements section; the takeaway is that many options exist for a
program to implement secure systems, and they must be investigated early in systems

development.

The aforementioned division of HEL from DSHEL accommodates the current “as
is” network infrastructure that exists in the Fleet. While current RMF concepts of
reciprocity would dictate otherwise to minimize rework of cyber controls, this in turn
requires each system to bring aboard their cyber solution and accredit as such. Future
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shipboard network architectures leverage infrastructure level firewalls, host based
security systems, antivirus, and other shared cyber resources, which could be leveraged
by the HEL. While it would not fully satisfy all cyber requirements imposed on HEL,
many of the controls would reciprocate and be inherited to secure the DHSEL sub-
system. As a baseline effort, these requirements were identified in this report and for
legacy host platforms must be designed-in to HEL. Future architectures in the
developmental stages of the life cycle would then require the HEL developer to perform a
requirements analysis to determine which controls were already satisfied by the
shipboard infrastructure. If the boundary defense is sufficient in implementation, the
DSHEL can avoid being partitioned out as an IS, thus remaining part of the HEL weapon
system accreditation, and achieve functional transfer of data off ship by leveraging the
infrastructure as a service (laaS) DS gateway. Potential future implementations of
shipboard infrastructure are beyond the scope of this report to go into sufficient detail;

however, they were identified as an area of future research in the summary section.

By following the recommended procedures, artifact creation, and technical
implementation through the systems engineering process, DSHEL can be realized into a

secure functional capability of HEL.
b. Open Systems Architecture

To leverage the abundance of free open source software (FOSS) and COTS
applications, which exist to enable DS of HEL, open standards and protocols must be
leveraged. The DOD preferred approach for implementation of open systems, previously
called modular open systems approach (MOSA), is now called open systems architecture
(OSA). Per the Office of the Deputy Assistant Secretary of Defense,

Technology evolution and lessons learned have led to DOD guidance
suggesting the move away from MIL-STD proprietary interfaces, both
physical and logical, to the use of industry standard open interfaces such
that system modules are decoupled. The use of industry OSA is both a
business and technical strategy for developing a new system or
modernizing an existing one. OSA enables acquisition and engineering
communities to design for affordable change, employ evolutionary
acquisition development, spiral development, and develop an integrated
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roadmap for system design and development. Basing design strategies on
widely supported open standards increases the chance that future changes
to the system will be integrated in a cost-effective manner. Open systems
employ modular design, use widely supported and consensus-based
standards for their key interfaces, and have been subjected to successful
validation and verification tests to ensure the openness of their key
interfaces. (United States Department of Defense 2015)

The open systems architecture contract guidebook was released in May 2013,
providing passive DOD stakeholder requirements, checklists, and contractual
specifications to enable the fundamental principles of OSA as stated in the guidebook
(United States Department of Defense, 2013):

1. Modular designs based on standards, with loose coupling and high
cohesion, that allow for independent acquisition of system components

2. Enterprise investment strategies, based on collaboration and trust, that
maximize reuse of proven hardware system designs and ensure we spend
the least to get the best

3. Transformation of the life-cycle sustainment strategies for software
intensive systems through proven technology insertion and software
product upgrade techniques

4. Dramatically lower development risk through transparency of system
designs, continuous design disclosure, and government, academia, and
industry peer reviews

5. Strategic use of data rights to ensure a level competitive playing field
and access to alternative solutions and sources, across the life cycle

A mandate of OSA is that technical requirements be based to the maximum extent
practicable on open standards. Where there are no standards, the OSA methodology
creates them. At a minimum, technical standards and related specifications, requirements,
source code, metadata, interface control documents (ICDs), and any other
implementation and design artifacts that are necessary for a qualified contractor to
successfully perform development or maintenance work for the government are made

available throughout the life cycle (United States Department of Defense 2013).

Due to this mandate, there are a number of boilerplate requirements, which were

to be leveraged for the implementation of DSHEL. This begins with the need for the
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developer to submit to the government an open system management plan as set forth in
the contract data requirements list (CDRL). This begins with the technical approach and
decomposes in to design disclosure for technical data rights such that the customer can
accept, maintain, and sustain the system with COTS refresh items as acceptable
replacements due to the use of OSA standards. This enforces the justification of vendor

specific proprietary interfaces when open ones cannot be leveraged.

Early and often technical disclosure is a recent mandate. Submitting plans, which
describe the information disclosure methodology, computer resources necessary, are
required to enable collaboration and a common knowledge base for all those involved.
This technical data also can not have any restrictive markings prohibiting the re-use of
source material for the customer. Moreover, the use of FOSS is encouraged as technical
data to permit reuse of open standard interfaces among COTS software. The OSA guide
not only mandates the use of OSA, but also a sense of fiscal responsibility, which will not

inhibit the DOD from life-cycle management of the system.
C. Infrastructure

In order to properly execute DS for the HEL, it is necessary to maintain a reliable
ship to shore connection. To accomplish this, it was necessary for this research to capture
the requirements and capabilities necessary for effective ship to shore communication.
Although data integrity and security of the GIG is of the utmost importance, this section

will focus on the performance requirements of the transport layer.

Any connection made from the shore to the ship happens through one of several
NOC around the world. In order for a USN shore facility to gain access to the ship
through the NOC, a firewall service request (FSR) must be submitted to the NOC
indicating the require subnet address space as well as the ports protocols and services
(PPS) that will be transmitted through the NOC firewall. Once this has been completed,
the NOC firewall will be modified to allow connection to the designated ship.

In the case of the guided missile destroyer (DDG) platform, the inbound
connection for TCP/IP happens through the shipboard super high frequency (SHF). Once

55



the radio frequency (RF) signal is received by the SHF antenna, the signal will be
decrypted and then passed to the Main Shipboard Routing System for the ship known as
the Automated Digital Network System (ADNS). From ADNS, the information will pass
to the Integrated Shipboard Network System (ISNS), which acts as the main transport
layer for the ship. Since the HEL System is being developed as a ship self-defense
weapon system, the data needs to move from the ISNS domain of the ship into the
combat systems domain of the ship. The combat systems network on the DDG platform
is the Aegis LAN Interconnect System (ALIS). Typically, ALIS does not maintain a
persistent connection to ISNS. For the DSHEL system, a persistent connection between
ALIS and ISNS would be required. To help provide a layer of security between these two
ship domains, the DSHEL system shall employ a boundary firewall to maintain the
security of the information and ensure protection of each domain. Once inside the ALIS
network, the information would get to the DSHEL system and then to the HEL system
itself,

In the case of the LCS platform, the path to the ship is completely the same until
the signal hits the ADNS routers. Once the signal passes the ADNS routers, it enters the
Total Ship Computing Environment (TSCE). This environment acts as the transport layer
for the ship, combining the previous ISNS and ALIS networks into a single backbone.
From the TSCE, the signal will travel through the TSCE firewall into the combat virtual
local area network (VLAN) and then to the DSHEL system. Figure 19 shows this

connection path.

In each of the cases, the total data throughput off the ship through the ADNS
routers is allocated to be 2Mbps. Additionally, the SHF is not Line of Sight (LoS); rather
it is via satellite communications (SATCOM) over the horizon, which can add an
additional 800 ms round trip delay ship to shore. This delay causes significant overhead
due to the fact that many TCP/IP packets could potentially exceed the minimum transmit
unit (MTU) time provided. These can be dropped in the transmission process. Given the
constrained bandwidth environment, it was necessary to have a requirement for the
DSHEL system that all data transmitted off ship would have to be analyzed for criticality
discarding non-essential data and then compressed prior to transmitting off ship.
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d. Big Data and Data Science

Big data is a term that defines extremely large, complex data sets that are
challenging to collect, verify, validate, process, analyze, store, search, transport, share,
and secure. Data science is the analysis of, and extraction of knowledge from big data.
These terms are very general due to there being no standard definition. This paper will
use the ONR and RAND definition of big data by the analysis of its characteristics. Big
data is defined by four characteristics (Porsche, Wilson, Johnson, Tierney, and Saltzman
2014):

e volume of data

e variety of formats, sources, and types

e velocity of searches and data retrieval

e veracity of conclusions based on data

The reason big data is defined by the characteristics and properties above is due to
it being a moving target. The amount of data and the speed at which it is processed is
relative to the progression of technology. Even with these relative benchmarks, one fact
remains certain: the USN arguably faces one of the most complex big data challenges in
the Information Age.

With the growth of the Internet of Things (l0oT), interconnected and networked
devices have found their way into all aspects of life. From coffee makers to aircraft
engines, sensorization of these devices has captured information that can be used to
increase product maintainability, availability, and increase capability. In acquiring COTS
products, the USN now has access to these data recording and reporting tools that are
built into these systems. While these tools bring the promise of the benefits of the product

increases listed above, they will also bring about some major challenges.

A typical Boeing 737 engine generates 10 terabytes of data every 30 minutes in
flight (Mathai 2011). While this amount of data may seem substantial, all of the
information housed in the Library of Congress totals to only be 200 terabytes (Porsche,
Wilson, Johnson, Tierney, and Saltzman 2014). A USN Arleigh Burke Class Guided

Missile Destroyer has four gas turbine engines. With a typical deployment lasting six
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months, this means the data generated by the gas turbine engines alone would total to be
87,658 terabytes or 87 petabytes. If this amount of data was to be burned to compact
discs (CDs), 125 million CDs would be needed. Stacking each of these CDs on top of one
another would result in a tower of CDs reaching 93 miles into the sky. This is 438 times
more data than that of the entirety of the Library of Congress. In fact, a single destroyer
on deployment would generate the equivalent of a Library of Congress’ worth of data in
about ten hours. This amount of data only accounts for the gas turbine engines alone and
does not include the rest of the systems on board of the ship (such as radar,
communication, weapons, mechanical, network). When the complete data picture of USN
is put together (logistics, support structures, administrative services, surface, subsurface,
air, land, and space), the sheer amount of data becomes mind-boggling, as shown in

Figure 109.
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Figure 109. Exponential Increase of Data Generated as USN Acquires New Sensors

(from Porche et al. 2011, 5)

It was important for DSHEL to understand the big data challenge because as the
current trends show, the amount of data is only increasing and the main information

needed to provide support to a system is data.
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3. Summary

Throughout DSHEL’s literature review, it became apparent that a knowledge gap
existed in multiple areas creating a need for a system that DSHEL would fill. The current
state of DS is fractured. There lies a functional and communication gap in between the
systems and the service provider organizations. In order to provide adequate DS to the
HEL, an integrated DS framework must first be created. This solution must be flexible,
modular, efficient, maintainable, as well as adhere to all the unique policies and

regulations of the USN.

B. DISTANCE SUPPORT FRAMEWORK

At its highest level, DS is a concept that is delivered as a service to a platform
through hardware, software, or a combination of both. To execute DS, three basic
elements are required: platform service provider (PSP), platform of interest (POI), and
the enabling/supporting infrastructure (ESI). Each of these elements work together
through a series of level agreements with the goal to provide high quality DS.

1. Product vs. Service

DS is a very general topic and has several meanings depending on the audience.
In order to classify DS as a product or a service, these terms must first be defined.
e Product—tangible and discernible items or assets that are produced or
manufactured by an organization

e Service—production of significant intangible benefit that satisfies a
requirement, need, condition, obligation, or prerequisite

While these definitions are distinct, most products and services come together
bundled as one and execute upon each other to deliver an enhanced capability, function,
or quality. Figure 20 details how the concept of DS can rapidly bounce back and forth
between being defined as a service and as a product. This transformation occurs as the
concept of DS matures and grows. The Y-axis of the figure is related to concept maturity.
A concept new in its life cycle starts off at a very basic level (i.e., limited knowledge base
and no discipline experts). As the concept field grows and expands, a predefined service
shifts to become a product through a technological or process enhancement. This

59



enhancement brings added knowledge and capability to the concept field and thus
matures the concept discipline. It can be expected for a concept to shift between being a
product or service as the concept matures. Once a concept has reached its full maturity, if
possible, the concept product and service become one in the same. This would be
equivalent to having a system become what is known as an “expert system.” This system
has the ability not only to emulate the decision-making ability of a human concept
discipline expert, but it also has the ability to perform self-repair and even component
replacement. While an expert system like this is many years away, the ability for a DS
expert system run by artificial intelligence with part fabrication and replacement abilities

via three dimensional printing may be possible in the future.
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Figure 20. DS Product and Service Comparison

2. Legacy and Future Platforms

DS can be applied to all platforms, regardless of current life-cycle phase. While it

is true that there will be shortcomings in the quality and detail of the information
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generated by the DS product from legacy platforms, it still may be useful to the DS

provider.

Legacy Platforms
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Figure 21. Legacy Platform Service Interaction

In platforms that do not have a concept component “designed-in” but rather
“bolted-on,” also known as a legacy platform, the interaction between the concept and
platform must be facilitated by a service link between the two (illustrated in Figure 21) in
order to deliver the concept to the platform. There is a stark difference between the
legacy platform construct and the future platform construct. In the legacy platform
interaction, the service provided by the concept to the platform is:

e Rigid - With a “bolted-on” concept, providing a services to a platform after

the platform design has been completed, concept service requirements no

longer become a factor and must adhere to platform characteristic
requirements (interface, security, power, form factor).

e Fractured - With a “bolted-on” concept providing services to a platform,
system boundary lines are very distinct. This is good in the sense that system
ownership is clean, clear, and delineated, but offers interface, integration,
security, and potential ancillary system issues.

e Limited - With a “bolted-on” concept providing services to a platform after
the platform design has been completed, the level of service is fixed in that it
can only provide a level consistent with what the platform can provide as is, at
maximum.

In future platforms, the concept is “designed-in.” This allows the concept and the
platform to have shared requirements and be fully integrated into one another, as denoted
by the red dashed box in Figure 22, thus allowing a high level of concept service to be

achieved.
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Figure 22. Future Platform Service Interaction

In future platform interaction, the service is no longer provided by the concept to
the platform. The concept service is executed on the platform, this means future platform
interaction is:

e Flexible - With a “designed-in” concept, level and quality of concept service

metrics can be tailored to a setting or threshold consistent with platform
service provider / user requirements.

e Seamless - With a “designed-in” concept, the boundary line between the
concept, service, and platform is shared. This allows for greater
communication between the two and can often lead to better security,
interface, and product requirements.

e Enhanced - With a “designed-in” concept, level and quality of concept service
being executed on the platform is greater due to being able to gain access to,
gather, process, and analyze important service metrics and information.

It should be noted that another significant difference between these
concept/platform interactions is that the legacy platforms tend to be more dependent on
the customer initiating and executing the support for the platform. While future platforms

will still include the customer where needed, they will be less labor intensive.

3. Distance Support Elements

In analyzing the current organization of the USN, along with the roles and

responsibilities of these subsequent support organizations, it was determined that a simple
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three-element framework should be created to take advantage of this organizational
structure. The USN’s support organizations are funded for providing a capability or
service, hence the use of service level and operational level agreements were exploited by
this framework. For completeness, each basic element was covered, but the focus of this

framework is the breakdown of the POI.
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Figure 23.

DS Application Context Diagram

Figure 23 describes the application context of DS with internal factors, enterprise
ecosystems entities, and global environment externalities that may interact with providing
quality DS. Starting from the innermost encompassed item on the DS Application
Context Diagram, each item is explained below.

e Quality Distance Support: Goal of the DS framework, the quality provided via

product or service delivery should meet or exceed that of the customer service
requirements or needs.
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Information Integration and Data Fusion (I2DF): Evidence passed, generated,
and shared that the PSP, POI, and ESI collect, verify, record, validate, store,
process, filter, log, compress, and analyze to produce quality DS.

Platform Service Provider (PSP): Organization or agent that provides service,
maintenance, and technical support to the POI, its customers, and users.

Platform of Interest (POI): System that has a need for service.

Enabling / Supporting Infrastructure (ESI): Facilities, materials, and services
necessary to store, transmit, or receive the critical information needed to
execute / assist a function.

o0 Enable—give someone or something the authority or means to do
something

O Support—qgive assistance to, help or aid

Service Level Agreement (SLA): An external agreement between the POI and
PSP, POI and ESI, and PSP and ESI, stipulating client service requirements
and provider service delivery.

People, Process, Technology: Three elements that make up successful PSPs,
ESls, and POls.

Operational Level Agreement (OLA): An internal agreement detailing how
various functions and groups within an element plan to deliver a service or
package of services.

Enterprise Ecosystem: Entities separate from the DS products and services
that may need to be considered or adhered to.

Global Environment: Externalities removed from the Enterprise Ecosystem
that may influence and dictate changes to DS products and services.

Figure 24 shows, in a simplified fashion, how these basic elements interact with
one another. Typically, DS between the PSP and the POI is facilitated by the ESI. It
should be noted that in rare cases, DS can be facilitated between the PSP and the POI

without the use of an ESI. This is usually found on the POI side where the ESI fails to

meet PSP requirements or the data provided from the POI is non-mission critical.

Examples of this include a POI where the data being generated is too great for the ESI to

transmit in a timely fashion or the data from the POI is not time critical and can be

analyzed “stale.”

In general, the POI is the product that the customer is using to perform a given

task. As this POI is executing the desired task, data is generated that is then sent back to
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the PSP via the ESI. The ESI’s main function in performing DS is ensuring end-to-end

communication between the PSP and POI.
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Figure 24. The Three Basic Elements of Distance Support (Icons from Flaticon 2014)

Each of these elements has ownership of their respective domain. That is, no
element may cross into another element’s domain without proper authorization. The
concurrence that allows cross-domain transits are known as service level agreements
(SLASs). SLAs are contracts between elements that detail the level of service expected
from a provider. In this case, there would be several SLAS:

e PSP to POI: The PSP would have a SLA with the POI that would detail the

quality of service (support).

e ESI to PSP: The ESI would have a SLA with the PSP that would detail the
quality of service (bandwidth throughput, link availability).

e ESI to POI: In many cases the ESI to PSP SLA would cover this case, but
there are times when the two can be separated and thus require another SLA
between the two elements.

A good example of SLASs in action is residential Internet access with subscription

video streaming services. Typically the customer has a SLA with the ISP (i.e., Comcast /
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Time Warner) that details the expected speed and service availability of the network
connection. The customer also has a separate SLA with a subscription video streaming
service (Netflix/Hulu) that details how many shows he can watch or how often they can
watch episodes. In addition to these SLAS, separate SLAs are struck between the ISP and
subscription video streaming services that can detail geographic service delivery or total

service bandwidth.
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Figure 25. Service Level Agreements between the Three Elements of Distance
Support (Icons from Flaticon 2014)

Service Delivery

Service Requirements

In Figure 25, the green arrows stipulate client service requirements, while the blue
arrows stipulate provider service delivery. These SLAs can be renegotiated after the
previous service contract has expired. It is important to negotiate an SLA frequently;
technology and capability needs often outpace the constraints of an SLA before the SLA
expires. A separate SLA with each entity is not always required. Blanket SLAs can be
authored to cover more than one element if deemed practical. The most crucial SLA is
the one that ties the PSP to the POI. Without this SLA, support (distance or not) does not

exist.

A complete SLA should have the following sections listed in Table 7.
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Table 7. SLA and OLA Elements

Section Name

Purpose

Agreement Overview

Details the agreement in general. States its validity as
well as endorsement by the stakeholders.

Goals and Objectives

States the purpose of the agreement as well as the goal.
Typical objectives include: (1) Provide clear reference
to service ownership, accountability, roles and / or
responsibilities. (2) Present a clear, concise and
measurable description of service provision to the
customer. (3) Match perceptions of expected service
provision with actual service support and delivery.

Stakeholders

List all parties that enter into the agreement. Delineate
between the service provider and the customer.

Periodic Review

Agreements should state the effective date, the
business relationship manager (‘“document owner”),
review cycle (6-12 months), previous review date, and
the next future review date.

Service Scope

List of services that will be offered to the customer.

Customer Requirements

Customer responsibilities and / or requirements.

Service Provider
Requirements

Service Provider responsibilities and / or requirements.

Service Assumptions

Assumptions related to in-scope services.

Service Management

Management, maintenance, and support of service.

Service Availability

Service availability parameters.

Service Requests

Details how service request from the customer will be
handles and the associated priority they will be
assigned.

Service Performance

Volume and Speed metrics.

Service Measurement

Definitions on how metrics will be collected and
calculated.

Service Penalty

Addresses ramifications if service provider / customer
violate SLA terms.
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Within each element’s domain there exists another agreement called an
operational level agreement (OLA) as shown in Figure 26. An OLA is a contract that
details how various functions and groups within an element plan to deliver a service or
package of services. Each basic element typically has at least one OLA. The simplest
form of an OLA in action is when a business sets priorities. By setting a priority, the
business has dictated how its functions will operate with one another concerning topics.
OLA structure mirrors that of an SLA, with the exception that it has a greater focus on

change requests, incident management, maintenance changes / requests, and reporting.
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Figure 26. Operational Level Agreements internal to Platform Service Provider
(Icons from Flaticon 2014)
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Figure 27 shows an example of how a PSP and POI interact by highlighting the
data and service contract path. The steps have been numbered and listed in Table 8 for
ease of comprehension.
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Table 8. Data and Service Contract Paths for PSP
Loc:fllon Next Move Action
Point
Bottom right 1 The Distance Support X, (DSX) detects a fault in the X
of figure system that cannot be resolved.
1 2 An event flag is triggered and the DSX decides that DS
should be sought for a solution.
3 The fault message is prepared to be sent through the ESI
to the PSP.
2 The fault message data passes through the ESI SLA, but
27 the SLA with the PSP is used to perform the service
contract action.
Using the SLA between the POI and the ESI, the fault
3 4 2 ; :
message enters the EST domain.
4 5 The fault message is transported through the EST.
Using the SLA between the ESI and the PSP, the fault
5 6 3 .
message enters the PSP domain.
6 7 The fault message is routed to the PSP’s “helpdesk.”
7 3 The fault message is entered in the system and assigned
a tracking number and reclassified as a “help ticket.”
Following the guidelines in the OLA, the “helpdesk”
8 9 sends the “help ticket” to the multi-tiered technical
support group starting at tier one.
The “help ticket” is received by the tier one technical
9 10 :
support staff and research for a solution.
1 The tier one technical support staff research provided a
solution.
10 The tier one technical support staff research was unable
12 to provide a solution. The “help ticket” is elevated to tier
two technical support following the guidelines in the
OLA.
1 18 The technical solution found is updated and recorded in

the DS Knowledge Management Library to help build a
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Location
Point

Next Move

Action

better knowledge database.

12

13

The “help ticket” is received by the tier two technical
support staff and research for a solution.

13

14

The tier two technical support staff research was unable
to provide a solution. The “help ticket” is elevated to tier
three technical support following the guidelines in the
OLA.

18

The technical solution found is updated and recorded in
the DS Knowledge Management Library to help build a
better knowledge database.

14

15

The “help ticket” is received by the tier three technical
support staff and research for a solution.

15

16

The tier three technical support staff research was
unable to provide a solution. The “help ticket” 1s
elevated to tier four / OEM technical support following
the guidelines in the OLA.

18

The technical solution found is updated and recorded in
the DS Knowledge Management Library to help build a
better knowledge database.

16

17

The tier four / OEM technical support staff research was
able to provide a solution. Otherwise the OEM will
ensure the product is fixed upon new version release.

17

18

The technical solution found is updated and recorded in
the DS Knowledge Management Library to help build a
better knowledge database.

20

The tier four / OEM technical support prepare for site
visit due to the technical complexity of the issue.

18

19

The “help ticket” is closed out with the status and
outcome of the support inquiry.

19

22

The technical solution 1s routed from the “help desk”
through the PSP.

20

21

The tier four / OEM technical support travel for site visit
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Loc:fﬂon Next Move Action
Point
due to the technical complexity of the issue.
21 COMPLETE | Technical solution resolved.
23 The technical solution is routed through the PSP.
99 The technical solution passes through the ESI SLA, but
28 the SLA with the PSP is used to perform the service
contract delivery.
Using the SLA between the PSP and the ESI, the fault
23 24 :
message enters the EST domain.
24 25 The technical solution 1s routed through the ESL
Using the SLA between the ESI and the POI, the fault
25 26 ” :
message enters the POI domain.
26 21 The technical solution is validated and verified.
The fault message data passes through the ESI SLA, but
27 6 the SLA with the PSP is used to perform the service
contract action.
The technical solution passes through the ESI SLA, but
28 26 the SLA with the PSP is used to perform the service
contract delivery.

In the previous walkthrough, the original message fault was routed to a
“helpdesk™ and then routed to the multi-tiered technical support group. In the previous
chapter, wait times were compared with each other to show how effective phone tree
menus could be constructed. While the multi-tiered technical support group is not a
phone tree, the same principles apply. As illustrated in Figure 28, Figure 29, and Figure
30, there are five main types of waiting lines, or in this case, phone menu systems in use:
(1) single-server, single-phase, (2) single-server, multiphase, (3) multi-server, single-line,

single-phase, (4) multi-server, multiline, single-phase, and (5) multi-server, multi-phase.
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Figure 28. Waiting Line Examples (Icons from Flaticon 2014)

Single-server waiting line models can be used to gain valuable metrics about

service organization and efficiency. When modeling single-server waiting line models,

the following is assumed (Unknown 2010):

Customers arrive by a Poisson distribution with a mean arrival rate of A

Time between additional customer arrivals follows an exponential distribution
with an average of 1/

Customer service rate also follows a Poisson distribution with a mean service
rate of u

Service time for one customer follows an exponential distribution with an
average of 1/u
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Multi-Server, Single-Line, Single-Phase
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Figure 29. Waiting Line Examples Continued (Icons from Flaticon 2014)

Using the accepted givens above, the following waiting line system characteristics
can be calculated as follows (Unknown 2010):

o p= %z average utilization of the system

2 . .
e L= pr = average number of customers in the service system

e Ly = pL =average number of customers waiting in line

o W= % = average time spent waiting in the system, including service

e W, = pW=average time spent waiting in line

e B, = (1-p)p™= probability that n customers are in the service system at a
given time

The service rate must be greater than the arrival rate, u > A.
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Figure 30. Waiting Line Examples Continued (Icons from Flaticon 2014)

Multi-Server waiting line models can also be modeled using the same given
assumptions that were used for the single server waiting line models. Using the accepted
givens above, the following waiting line system characteristics can be calculated as
follows (Unknown 2010):

e s =the number of servers in the system

¢ p= ﬁ = average utilization of the system

e P, = [ZS 1 (/'lilﬂ) + @

s!

-1
(ﬁ)] = the probability that no customers are in
the system

_ Py (A/w)’p

* Lo =, =average number of customers waiting in line

o W, = LTQ = average time spent waiting in line
e W=W,+ % = average time spent in the system, including service

e L = AW=average number of customers in the service system
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= probability the n customers are in the system at a

- (Aiﬁ) Py forn<s
n — n
A/k) Py forn>s

slsn=s

Platform Service Provider

given time
The service rate must be greater than the arrival rate, su > A.
(PSP)

I Platform of Interest (POI) |

2014)

Enabling / Support Infrastructure (EST)
Enabling/Supporting Infrastructure DS Walkthrough (Icons from Flaticon

Figure 31.
Figure 31 shows an example of how the ESI interacts with the other DS elements

by highlighting the data and service contract path. The steps have been numbered and

listed in Table 9 for ease of comprehension.
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Table 9.

Data and Service Contract Paths for EST

Loc:ftmn Next Move Action
Point

Bottom right | 1 The Distance Support X, DSX detects a fault in the X

of figure system that cannot be resolved.

1 2 An event flag is triggered and the DSX decides that DS
should be sought for a solution.

3 The fault message data passes through the ESI SLA, but
the SLA with the PSP is used to perform the service
contract action.

2 5 Using the SLA between the POI and the ESI the fault
message enters the ESI domain.

3 4 The fault message data passes through the ESI SLA, but
the SLA with the PSP is used to perform the service
contract action.

4 17 The PSP researches the POI inquiry.

5 6 The fault message 1s routed through the ESI’s edge
network connections in guidance with the OLA.

6 7 The fault message 1s routed through the ESI’s DMZ and
to its LAN in guidance with the OLA.

7 8 The fault message 1s routed through the ESI’s LAN and
to its NAP in guidance with the OLA.

8 9 The fault message is routed through the EST’s NAP and
to its NOC 1n guidance with the OLA.

9 10 The fault message is routed through the ESI’s NOC in
guidance with the OLA.

10 11 The fault message is routed through the ESI’s NOC and
to its NAP in guidance with the OLA.

11 12 The fault message is routed through the ESI’s NAP and
to its LAN in guidance with the OLA.

12 13 The fault message 1s routed through the ESI’s LAN and

to its DMZ in guidance with the OLA.
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Location

; Next Move Action
Point

13 14 The fault message is routed through the ESI’s edge
network connections in guidance with the OLA.

14 15 Using the SLA between the ESI and the PSP, the fault
message enters the PSP domain.

15 17 The PSP researches the POI inquiry.

16 19 The technical solution data passes through the EST SLA,
but the SLA with the PSP is used to perform the service
contract action.

17 18 A technical solution is found and is sent back to the POL

18 16 The technical solution data passes through the ESI SLA,
but the SLA with the PSP is used to perform the service
contract action.

20 Using the SLA between the ESI and the PSP, the
technical solution prepares to enter the PSP domain.

19 32 The technical solution data passes through the EST SLA,
but the SLA with the PSP 1s used to perform the service
contract action.

20 21 Using the SLA between the ESI and the PSP, the
technical solution enters the PSP domain.

21 22 The technical solution is routed through the EST’s edge
network connections in guidance with the OLA.

22 23 The technical solution is routed through the EST’s DMZ
and to its LAN in guidance with the OLA.

23 24 The technical solution is routed through the ESI’s LAN
and to its NAP in guidance with the OLA.

24 25 The technical solution is routed through the ESI’s NAP
and to its NOC in guidance with the OLA.

25 26 The technical solution is routed through the ESI’s NOC
in guidance with the OLA.

26 27 The technical solution is routed through the ESI’s NOC
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Locats
OCEEth]l Next Move Action
Point
and to its NAP in guidance with the OLA.
27 28 The technical solution is routed through the ESI’s NAP
and to its LAN 1n guidance with the OLA.
28 29 The technical solution is routed through the ESI’s LAN
and to its DMZ in guidance with the OLA.
29 30 The technical solution is routed through the ESI’s edge
network connections in guidance with the OLA.
30 31 Using the SLA between the POI and the ESI, the fault
message enters the POI domain.
31 32 The technical solution passes through the POL
32 COMPLETE | Technical solution resolved.
........... I\I Platform Service Provider
Independent Platform | ‘.‘ (PSP)
» Not subject to control by others o : ‘l‘

« Not requiring or relying on someone clse =
*  Ownership of “Hotel Services”

* POI is the Independent Platform

: Al
l: H

Guest Platform |

* Incomplete data rights
Dependent on “Hotel Services”
SLA with Host Platform
Resides in a subsystem hierarchy

Typically provide a function

» POI is the Guest Platform contained within the

5 _ Host Platform.

I Platform of Interest (POI) |

Enabling / Support
Infrastructure (ESI)

Figure 32.

Platform of Interest DS Walkthrough (Icons from Flaticon 2014)
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Following the same methodology from the previous two walkthrough figures,
Figure 32 conveys the same concept showing the connections and interactions between
the three basic elements of DS. The main difference with this walkthrough example is the
attention to detail in explaining how the POI can be classified as an independent platform
vs. guest platform contained within a host platform. The POI had to be delineated and
subdivided to account for POI that resides within another platform. If the POI is not
subject to control by other platforms, it does not require or rely on supporting platforms
and has complete ownership of its “hotel services.” The POI is simply the independent
platform itself. If the POI has incomplete data rights, relies on a support structure for
“hotel services,” has a SLA with a host platform, resides in a subsystem hierarchy, or

provides a function to a higher order system, the POI is classified as a guest platform
contained within a host platform.

| Host Platform | 1‘1 Platform Service Provider
“. (PSP)
‘
F \)
\ .
Host Platform Host Platform S 2,
Hotel and Support Enabling / Support
Services Infrastructure (ESI)

#

Guest Platform r

| Platform of Interest (POI) |

Enabling / Support
Infrastructure (EST)

Figure 33. Platform of Interest Guest and Host Interaction DS Walkthrough (Icons
from Flaticon 2014)

B
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Figure 33 shows the different types of host and guest platform interactions. The
prominent aspect of the interaction diagram is the creation of a new SLA between the
guest and host platforms. Since the guest platform is dependent on the host platform for
“hotel services,” as well as for network connectivity to reach the PSP via the ESI, the
guest platform must develop two SLAs, one for the support services and another for

access to the host platform’s ESI.

Figure 33 also sheds light on the various ways DSX (Distance Support X, where

X is the system name) can be configured. This is detailed in the next section.

4, DSX for the POI

DSX configuration depends on the POI, its interactions, support systems, life-
cycle phase, as well as the technologies available. The main DSX configurations

recommended are as follows:

e Integrated—DSX is designed into the system, single-point all inclusive

e Encompassing—DSX is designed to fit around an existing system (usually
used for legacy systems), single-point semi inclusive

e Distributed—DSX has a central node where distributed DSX nodes report,
multipoint all/semi inclusive

Integrated Distributed
(Single-point, (Multi-point,
2 All Inclusive) All Inclusive)
=
=
=
=
=
O s :
= Minimum Data Picture P
= Completeness Threshold
7
=]
@]
Encompassing Distributed
(Single-point, (Multi-point,
Semi Inclusive) Semi Inclusive)

Scalability and Complexity

Figure 34. DSX Configurations in terms of Cost, Capability, Scalability, and
Complexity
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When the DSX configurations are compared to each other in terms of cost,
capability, scalability, and complexity, the tradeoffs become clear. In Figure 34, the four
DSX configurations were plotted for a fictional system. A “Minimum Data Picture
Completeness Threshold” line was then plotted across the chart. This line represents the
minimum amount of data that needs to be collected either from multiple sources or a
single source to provide meaningful information integration and data fusion (I2DF) so
that a quality DS product or service can be delivered. This line and the DSX
configurations will differ from system to system.

I Bus Network I I Ring Network I IFull}-' ConnectedNetworkI I Overlay Network I

I Star Network I I Mesh Network I I Tres Network I I Linear Network I

Figure 35. Types of Sensor Collection Networks

Before the first function of the DSX can be assessed, the POl must be analyzed to
decide which DSX configuration fits best, as well as the sensor network topology to use.
Each network topology (wired or wireless), like each DSX configuration, has advantages

and disadvantages. These differences should be weighed against the types of sensors that
82



will be used within the sensor network. Some of these are illustrated in Figure 35 and
discussed below (CISCO Inc.):

Bus Network: A bus network benefits from being easy to connect and requires
little cable. Problems arise if the main bus backbone is damaged as it will shut
the network down and is difficult to troubleshoot if the network is vast.

Ring Network: A ring network benefits from being predictable in terms of
data path and the independent connections make the network simple to
troubleshoot. Problems arise as the network grows in size due to
communications delays being proportional to the number of nodes in the
network and shared bandwidth resources.

Fully Connected Network: A fully connected network benefits from multiple
link redundancy and the ability to keep network traffic at a minimum.
Problems arise when the number of network nodes grow due to the amount of
cable needed to link all of the nodes and the sheer amount of connections
needed (the number of connections grows quadratically with ¢ = (n(n —

1)/2).

Overlay Network: An overlay network benefits in that the network itself can
be defined by the user or data preference through virtual or logical links.
Problems arise when complicated preferences distribute resources and load
balance network traffic by priority making lower priority services unusable.

Star Network: A star network benefits from centralization of the center hub
and increased network performance. The centralization of the hub allows for
network inspection of traffic and usually has a high utilization rate allowing
for the hub nodes to limit the number of connections to them. Problems arise
from the lack of a robust center hub causing slow throughput speeds. The
center hub is a single-point of failure.

Mesh Network: A mesh network benefits from being a flexible network that
can grow and shrink over time. Problems arise when these flexible networks
are changed without proper network mapping, leaving parts of the mesh
network unconnected or overburdened.

Tree Network: A tree network benefits from being scalable as well as having
fairly fast troubleshooting isolation times. Problems arise when maintenance
or failure of a main backbone occurs, leaving the network severely degraded
until it is repaired.

Linear Network: A linear network benefits from being simple to set up as well
as low cost. Problems arise if any link between two nodes fail or when the size
of the network grows do to communication delays from one side of the
network to the other.

After the proper POI has been identified, classified as an Independent Platform or

a Guest Platform contained within a Host Platform, DSX configuration chosen, and
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sensor network topology selected, the POI is ready to begin sensor type selection. The
PSP SMEs who have a great understanding of the POl system and the

capabilities/limitations of PSP resources should carry out sensor selection.

Figure 36 gives different types of materials that are used to build sensors based on
their monitoring environment. Sensors should be chosen to meet the environmental

constraints and characteristics to ensure quality data collection.
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semi-
conductor thin film SCreen opto- ceramic foil microwave
(primarily printing electronic
silicon) (thick film)
pressure lemperature temperature radiation temperature pressure motion
lemperature pressure position gases hurmidity leve!
flow rate level velocity
position
frequency A
analog analog duty cycle digital
Figure 36. Sensor Materials (Meijer 2008, 6)

Figure 37 shows common parameters that define sensor functionality as sorted by
type. The number and type of sensors chosen should be consistent with the DSX
configuration, sensor network topology, sensor environment, and meet or exceed the

minimum data picture completeness threshold.
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Figure 37. Sensor Parameters (from Meijer 2008, 7)

Sensor sampling frequency is dependent on the parameter being monitored, its
volatility, along with its criticality to function. The monitoring of safety systems will
require a higher than average sampling frequency due to the impact of a hazard that may
result between sample extractions from a continuous signal. Per the Nyquist-Shannon
sampling theorem (Nyquist and Shannon 2012), a sensor should sample a signal at twice
its maximum frequency within the bandlimited signal. If a function x(t) contains no

frequencies higher than B hertz, it is completely resolved by giving its ordinates at a

series of points spaced at %.
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If monitoring at the Nyquist rate (2B) or the Nyquist frequency % IS not possible,

other signal sampling techniques exists. One such technique is known as compressive
sampling or compressive sensing. Compressive sampling theory states that signals can be
recovered and potentially acquired with far fewer samples than traditional methods, like
that of the Nyquist-Shannon sampling theorem (Candes and Wakin 2008). Compressive
sampling relies on two key themes: sparsity and incoherence. Sparsity deals with the fact
that a continuous time signal is much less than its bandwidth or a discrete-time signal’s
number of degrees of freedom is much smaller than its length (Candes and Wakin 2008).
Incoherence shows the degree of correlation between the objects having a sparse
representation in the domain they are acquired between time and frequency (Candes and
Wakin 2008). If a signal meets these two conditions, it may be a candidate for
compressive sampling. Compressive sampling has shown to reduce the number of
samples needed to be a 4-to-1 ratio, one needs four incoherent samples per unknown

nonzero term (Candes and Wakin 2008).

Attention to sensor signal noise needs to be taken into account as well. Common

methods to reduce signal noise include the following:

¢ Reject DC common-mode voltage (National Instruments 2008)
¢ Reject AC common-mode voltage (National Instruments 2008)
e Break ground loops (National Instruments 2008)

e Use 4-20 mA current loops (National Instruments 2008)

e Use 24 V digital logic (National Instruments 2008)

e Low-pass frequency response filter

e High-pass frequency response filter

e Band-pass frequency response filter

e Band-stop frequency response filter

e Notch frequency response filter

e Comb frequency response filter

e All-pass frequency response filter

e Cutoff frequency response filter

e Roll-off frequency response filter
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Transition frequency response filter
Ripple frequency response filter
Butterworth filter

Chebyshev filter (Type I and 1)
Bessel filter

Elliptic filter

Optimum “L” filter

Gaussian filter

Hourglass filter

Raised-cosine filter

Constant k filter

M-derived filter

Infinite impulse response filter

Finite impulse response filter
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Figure 38. Generic DS Functional Allocation Example (Icons from Flaticon 2014)

The DSX module itself, independent or guest platform, will consist of the same

functions. The functions and their definitions, are shown in Figure 38 and listed below.

Collect—the POI will have the ability to collect the data of interest as decided
by the PSP and User by means of self-test, built-in test (BIT), or component
sensorization

Verify—the data collected will be verified to ensure it is being collected
correctly

Record—data is stored in a short term memory to guard against corruption
before data validation

Validate—data is checked for correctness and meaningfulness
Store— data is then written to long term storage and backed up

Process—data is analyzed for trends, flags, or other useful information for the
PSP and User

Filter*—the results from the process step are filtered for content relevance
and importance
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e Log*—data from the filtered step is logged to create a record of
communication in which an event has happened or triggered over a set period
of time

o Compress*—important data and logs are encoded and reduced in size to be
transported to the PSP

e Action—results from the process data step are used to send commands,
actions, or triggers to the User/Customer or PSP for execution

In the steps above, the steps with an (*) beside them denote actions required for
transportation of data through the ESI to the PSP only. Another important object of note
is the SLA with user/customer inset. The user/customer is typically always a part of the
support process and is usually the first line of defense. Figure 39 thru Figure 47 detail

each function of the DSX modules
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DSX Sensor Network Decision Flow
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Figure 40. DSX Collect Data Decision Flow
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DSX Verify Data Decision Flow
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Figure 43. DSX Validate Data Decision Flow
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Process Data > Filter Data > Log Data
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Figure 45. DSX Filter Data Decision Flow
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Figure 46. DSX Log Data Decision Flow
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C. STAKEHOLDER ANALYSIS

Stakeholders for this capstone were interviewed and categorized under the three
basic elements of DS: PSP, ESI, and POI as indicated in Table 10. While the Naval
Postgraduate School (NPS) has an interest in using this capstone to inform instruction
and guide follow-on research to enhance the skills of the total workforce, 1t did not fall

into one of the three basic elements of DS and thus was categorized as “administrative.”

Table 10. Stakeholder Categories

Stakeholder Category

Naval Postgraduate School (NPS) Administrative
PMS 405 - Directed Energy and Electric Weapon Systems POI
Program Office

Office of Naval Research (ONR) ESI

NSWC PHD - Office of Engineering and Technology (OET) PSP

NSWC PHD - Distance Support Advocacy Office BSP

Naval Network Operations Center (NOC) ESI

Naval Sea Systems Command (NAVSEA) PSP
Warfighter, USN PSP

& Administrative

The only stakeholder that did not fall into one of the three basic DS elements was
NPS. NPS was an important stakeholder in guiding the capstone for system engineering

and subject matter expertise.

2. Platform Service Provider

The PSPs, along with the POI, were the team’s most active stakeholder.
Noteworthy, due to the greater number of support organizations classified as a PSP

versus the number of organizations classified as POL This meant that the team was
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dealing with a complex, multifaceted PSP that was distributed by function, geographic

location, funding lines, and responsibility.

The team first met with the NSWC PHD - Distance Support Advocacy Office.
The office provided continual project guidance as well as existing DS documentation,
studies, and technology roadmaps. NSWC PHD has been developing DS for some time,
but is still grappling with issues such as: (1) sensor and data collection mechanisms, (2)
ship on-board data storage and processing mechanisms, (3) prognostics health
management, (4) ship-to-shore data transfer mechanisms, (5) shore-side data
warehousing, (6) mission-based modeling and readiness assessments, and (7) ship system
product life-cycle analysis (Naval Surface Warfare Center, Port Hueneme Division, Air

Dominance Department 2013).

NSWC PHD began to take an in depth technical implementation of providing DS
beyond email, chat, and fly-away teams with the initiation of the AEGIS Wholeness
program. The purpose of this program was to assist AEGIS ships in achieving higher
readiness and availability metrics (Naval Surface Warfare Center, Port Hueneme
Division, Air Dominance Department 2013).

While this program helped to highlight and bring attention to performance issues
through in depth analysis, it became apparent that the effort was very labor intensive and
burdensome. NSWC PHD - Office of Engineering and Technology began to accept
proposals to automate this program and mature the technology needed to provide this
capability.
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Figure 48. Distance Support Shipboard Server Concept (from Air Dominance
Department 2013, 9)

Of the proposals submitted, the DS shipboard server (DS3) concept was a relevant
model to emulate with subtle changes. The DS3 concept, as shown in Figure 48, is of
interest due to its unique characteristic of being located outside of the AEGIS Weapon
Systems (AWS) certification boundary (dotted square on the left-hand side of the figure).
Part of the issue NSWC PHD has with trying to monitor or sensorize the AWS is that any
modification to the AWS requires a complete combat system re-certification. This re-
certification is very time consuming and costly. With the DS3 being located outside the
AWS boundary, no re-certification is needed as the system has a separate accreditation
boundary around itself. This is also particularly useful in that the DS3 can execute
programs that are not certified for the combat system, as well as keep them updated with

patches as needed.
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Figure 49. Future Vision of Readiness (from Air Dominance Department 2013, 11)

NSWC PHD has future visions of being able to monitor the entire ship and
transform the ship into an expert system. Figure 49 gives the next stage of monitoring in
terms of the detect-to-engage chain to create readiness models based on mission
capability. This will tie real-time system information into decision making for warfare

area resource assignments.

In reviewing the stakeholder needs, the team determined that the PSPs did not
need a shore infrastructure or a DS center but rather a framework and designed-in DS
module as part of future systems to help better facilitate DS from the PSPs. Figure 50 was
also analyzed to ensure all NSWC PHD core values were touched upon in designing a DS

solution.
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Figure 50. NSWC PHD Next Generation Readiness (from Naval Surface Warfare
Center, Port Hueneme Division 2003)

3. Enabling/Supporting Infrastructure

The stakeholders that were categorized as ESI were mainly passive, information
sources for the team. This was due to the nature of relationship and business contract
management through the use of SLAs. One particular stakeholder was kept on the team’s
watchlist for technical risk. This was the Office of Naval Research (ONR). ONR in
conjunction with Space and Naval Warfare System Command (SPAWAR) are in the
process of developing a capability known as Naval Tactical Cloud (NTC). NTC’s
purpose, as depicted in Figure 51, is to improve warfighting effectiveness while operating
inside adversary Kill chains. This was an important development to watch closely as the
requirements set forth by the NTC could have had an impact on the amount, type, or even
classification of data being transmitted.
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Figure 51. Naval “Data Space” (from Office of Naval Research 2014, 9)

The last technical risk the team had to watch ONR for was the potential for all
data to change from existing classification domains, as shown in Figure 52, to a single
classified domain. This was unlikely to happen in the near future, but it did provide a

thought provoking design consideration when analyzing the POI and what to monitor and
how the data should be treated.

TS/SCI Domain

TS/5Cl Domain

T5/SCl Domain Single TS/5Cl Domain
TS/SCI Domain

TS/5CI Domain S5
Secret Domain Domain
[Secret Coalition] -

[Secret Coalition]

[Secret Coalition]

[Secret Coalition]

>

Time

Figure 52. Future Security Domains (from Porsche, et al. 2014, 21)
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4, Platform of Interest

The POI for this capstone was selected to be the HEL. The team met with
stakeholders from PMS 405 - Directed Energy and Electric Weapon Systems Program
Office to gather information about the HEL and issues concerning support. These issues
ranged from frequent component failure to environmental degradation. The team first
took on the approach of analyzing the HEL currently being installed on the USS PONCE
(Office of Naval Research 2014), but was later guided by NPS advisors to take a more
general HEL analysis so that the conclusions would not be centered on one particular
make and model. The information about the make-up of the HEL was provided by NPS,
while the information about the host platform was provided by NSWC PHD. The host
platform for this capstone was chosen to be the AEGIS and LCS class ships. Information
about the host platforms was limited to the “hotel services” provided and the internal

network connectivity of the platform.

D. CONCEPT OF OPERATIONS

This CONOPS describes the POI capabilities required to allow the PSP to
accomplish DS as determined by the appropriate SLAs and OLAs. In addition, this
CONOPS will explore how the PSP will support the POI to provide the best level of

service.

e Operating Concept: The DSHEL will operate within AEGIS and LCS class
ships while maintaining connection to the complex net-centric architecture of
the USN. The overall POI is the HEL. The HEL is a guest platform being
supported on the host platforms AEGIS and LCS class ships. Important data is
collected and analyzed from the HEL via the DSHEL module and then routed
through ships network off board to the NOC. From the NOC, the data will be
routed to Navy 311 and then down the USN’s multi-tiered technical support
infrastructure to the proper PSP.

e Operating Schedule: The DSHEL will be able to operate continuously as
needed 24 hours a day, 7 days a week. This operating schedule can be
autonomous or manually controlled. DSHEL will have the ability to suspend
diagnostics or other resource impacting functions while maintaining HEL
passive sensor recording. The amount of data transmitted from DSHEL to the
NOC will be consistent with the internal data storage. This function can also
be suspended in times of link traffic prioritization.
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Mission Support Description: The overall mission support of the DSHEL will
be the responsibility of the HEL or the ISEA to which it is assigned. As the
HEL is owned by PMS 405, the responsibility will fall to them to fund the
proper ISEA who maintains ownership of the combat system (NSWC PHD).
The ESI will be maintained by SPAWAR who will provide the proper SLA.

Personnel: All individuals conducting support will need knowledge of the
DSHEL. The DSHEL will not be serviced or maintained by ship’s crew. The
ISEA will maintain the DSHEL as it will be an extension of the HEL.

Training: DSHEL training will be accomplished through individual On the
Job Training (OJT) with special attention given to sensorization, network
administration, and HEL characteristics. Shore support personnel will receive
sustainment training and data analysis training that is focused programming,
scripting, and modeling and simulation.

Equipment: The DSHEL equipment will be designed and built to meet
common open architecture standards and to minimize life-cycle costs. The
equipment will use the same baseline system equipment that other programs
of record currently procure to keep logistical footprints small. The equipment
will have maintenance cards detailing all information necessary to provide
support.

Support: Preventative maintenance and non-major repairs will typically be
conducted during scheduled maintenance windows in-port or underway.
Critical repairs will be conducted with the help of the Integrated Logistics
Support (ILS) team. Preventive maintenance will be limited to the sensors and
other functions of DSHEL that accrue wear. The hardware and processing
functions of DSHEL will follow the standard ship class hardware life-cycle
replacement.

Supply: Onboard sparing will be limited to components that have required
preventative maintenance. DSHEL hardware and processing spares will be
kept shore side at the appropriate PSP provider for storage. One DSHEL unit
will be installed for use at the land based test site for directed energy.

Infrastructure: Infrastructure cost will not include the PSP or the ESI.
Infrastructure costs for the DSHEL will be limited to the hardware, software,
processing, and data collection devices used. Hotel services from the host
platform will be required to operate DSHEL.

Information:  Information concerning the DSHEL will be documented
electronically and stored within the requirements of NSDSA. Information
generated and transmitted by DSHEL will undergo analysis and archived for
long-term storage. This data will be used for trending as well as for future
support endeavors like expert system creation and prognostics.

Operating Environment: The DSHEL will operate in the standard computing
enclosure as dictated by the host platform ship class. This environment should
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mirror that of an enclosed server rack with proper temperature, power, shock
and vibration management. The data collection devices on DSHEL will vary
greatly depending on the POI and the stage at which DSHEL is installed. For
future systems, data collection devices will be integrated and selected by the
design team with PSP input.

e Missions: DSHEL is a key element in supporting the HEL by maintaining a
picture of the HEL’s health. The DSHEL will meet this challenge through the
employment of multiple data collection devices at key interfaces, critical
components, and signals of interest. DSHEL will verify and validate that all
data collected is correct and meaningful. DSHEL will store and process data
for action, event reconstruction, transit, trending, and other future
developments.

e Interoperability with Other Elements: DSHEL will operate with all host
platform “hotel services” such as power, water, heating, ventilation, air
conditioning (HVAC), and network connectivity. The ESI and the POI will
agree upon specified levels of service through the use of SLAs. Proper OLAS
will be authored within the PSP to ensure support for the HEL via DSHEL is
complete. If DSHEL is installed on a legacy guest platform, DSHEL will
report relevant data actions to the user as specified with the user through a
SLA.

e Users and Other Stakeholders: The core users of DSHEL will be the PSP.
Other users within the main PSP will be secondary users as established by
various OLAs. If DSHEL is installed on a legacy guest platform, DSHEL will
report relevant data actions to the user as specified with the user through a
SLA.

e Potential Impacts: DSHEL has the potential to impact network traffic
depending on the degree of data collection and visibility required by the PSP.
Careful attention to data processing, filtering, and compression will be given
to ensure that this does not become an issue. Other workarounds include large
on-board data storage and dynamic information throttling when network
resources are taxed.

E. DESIGN REFERENCE MISSION

The design reference mission that was developed for the DSHEL system is
depicted with the OV-1 diagram for DSHEL.
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Figure 53. DSHEL OV-1 Diagram

Figure 53 shows the types of DS methods that the DSHEL system will support.
Additionally, it shows the platforms the DSHEL system will be implemented on, as well
as the shore-based facilities where the information will be used by Fleet support

personnel.

The DSHEL system will not be operated or maintained by the sailor in any way.
Information shall be collected in a passive and active manner by the shore-based support
sites (ISEA, RMC, and Navy 311) and used to provide support for the HEL weapons
system. The information will be disseminated in accordance with the Joint Fleet Forces
Maintenance Manual (JFFM). Specifically, when the ship has an issue with the HEL
system, the sailors will submit a ticket with Navy 311. The ticket will then be routed to
the Regional Maintenance Center (RMC) for assistance. The RMC will have the ability to
gather diagnostic information from DSHEL to provide direction on parts that may have
failed or further troubleshooting that may need to take place. If the RMC is unable to
resolve the ticket within 90 days of submission (Navy 2013), the ticket will be forwarded
to the ISEA for resolution. The ISEA will have privileged capability with the DSHEL
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system, allowing remote connectivity to the system. Privileged capabilities refer to an
extended and enhanced set of functions for the ISEA which aren’t typically available to
the RMC support staff. When parts fail, the DSHEL system will immediately report the
information back to shore in advance of any ticket being generated by the crew. This will
allow the shore support infrastructure to take a more proactive role in the support of the

HEL system.

F. SUMMARY

From the stakeholder analysis and literature review, it was determined that the
focus of the capstone should be on the creation of a DS framework and its application to
the HEL. The DS framework in this chapter was kept high level and generic due to the
overall concept of the framework being flexible and modular enough to fit within the
rigid organizational structure of the USN. Chapter 11l shows how the DS framework was
applied to the USN’s current organizational structure as well as the POI, HEL. The
analysis of the HEL was also kept at a high level to ensure that it would be applicable to
future HELSs.
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I1l. REQUIREMENTS ANALYSIS

In this chapter, the DS framework is applied to the USN’s organizational structure
and to the POI, the HEL. From this application and subsequent breakdown, requirement
areas were identified and noted as operational, functional, and performance. While the
team cannot generate requirements that a platform service provider (PSP),
enabling/supporting infrastructure (ESI), and platform of interest (POI) must adhere to,
these specific areas should be scrutinized for requirements as they have a great effect on
DS.

A. PRIME DIRECTIVE

Any system that is composed of multiple parts will have parts that wear out, or
require special conditions to work properly. There are no perpetual motion machines or
perfect systems which never degrade. As a result, it is necessary to be able to support
these systems by a combination of anticipating and addressing their needs. This
multifaceted type of maintenance is called DS. DS allows for information about a system
to be analyzed and issues corrected without having engineers or technicians on-site with
the system. DS has three main phases. First would be obtaining the necessary
information, second the analysis of this information, and finally reacting to the analysis.
DS incorporates all three of these phases in order to monitor and address issues within a
system without being physically present on the examined system. DSHEL’s goal is to
provide secure, remote maintenance and support services to the HEL system when
fielded by the USN.

B. SYSTEM DEFINITION

In this section, each element of the DS framework in reference to the DSHEL
Application Context Diagram (Figure 54) was assigned to the proper USN organization
and the subsequent POI. This capstone’s focus was the POI and thus, the PSP, ESI, and

the agreements between them (SLAs and OLAS) were not detailed.
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Figure 54. DSHEL Application Context Diagram
1. Platform Service Provider

The PSP for the USN is highly dependent on the POI. Different support
organizations are in charge of different platforms based on platform capability and type
of support needed. This section will focus on the USN support organizations that provide
expertise to combat system elements and weapons installed on AEGIS and LCS surface

combatants.

Figure 55 illustrates the typical flow of information from the POI to the PSP
within the USN. In this setup, any ESI involvement is not visible to the parties and
appears to be seamless. When an issue arises from a system (POI) on the ship, the sailor
takes action to remedy the issue. Due to this action, the sailor is often considered a Tier 1
technical support member. This means the sailor has not only an OLA with the ship but
also an SLA with the POI. SLAs and OLAs on board a ship are different. A SLA is an
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action the sailor completes to keep the POI operational (execution of a maintenance
requirement card (MRC)). An OLA on board a ship for a sailor may be an action, such as
performing assigned duties or operating system equipment. The SLA dividing the sailor
from the Help Desk represents the SLA between the POl and PSP. The POI is owned by
an organization different from the organization providing the support services. Many

SLAs and OLAs are not shown within the graphic in order to simplify the process.

If a sailor, also considered Tier 1 technical support, cannot remedy the issue on
the POI, he contacts the USN Help Desk, also known as Navy 311. Different programs
and platform have distinct ways in which they contact shore support. For AEGIS
systems, the sailor contacts Navy 311 directly to initiate support. For LCS systems, the
sailor uses a system called maintenance figure of merit (MFOM) automated work
notification (AWN) to initiate support and then contacts Navy 311 to file a service ticket
for record keeping purposes. Once these systems have been contacted and the support
request initiated, they begin their travel through the multi-tiered technical support group
as defined by the Joint Fleet Maintenance Manual (JFFM) and private industry support
organizations managed with OLAs and SLAs. Tier 2 technical support is managed by the
regional maintenance centers (RMC). They are a dock-side organization that can handle
most technical issues not involving combat system specific hardware and software.
RMCs also provide standardized maintenance and modernizations to ship systems. These
include the Southwest RMC, Southeast RMC, Puget Sound Naval Shipyard and
Intermediate Maintenance Facility, Norfolk Ship Support Activity, U.S. Naval Ship
Repair Facility and Japan RMC, Pearl Harbor Naval Shipyard and Intermediate
Maintenance Facility, as well as the Commander, USN RMC.

If the RMC is unable to resolve the issue, it is routed to the appropriate Tier 3 in-
service engineering agent (ISEA). The ISEA is responsible for support on systems
installed on the ship. Their functions include installation, certification, training and
qualification of system users, logistical support, and test and evaluation. Most issues are
solved at this level of technical support.
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The last and final support tier, Tier 4, is the original equipment manufacturer
(OEM). The OEM will vary from system to system based on the particular design agent.
This level of technical support is reserved for issues that are the most complex and

typically require design changes/solutions to the hardware or software.

2. Enabling/Supporting Infrastructure

The ESI for the USN in terms of tactical communication is an organization named
Space and Naval Warfare Systems Command (SPAWAR). SPAWAR is the technical
authority and acquisition command for Command, Control, Communications, Computers,
Intelligence, Surveillance, and Reconnaissance (C4ISR) systems. They also develop,
deliver, and sustain communication and information capabilities for the Fleet. Figure 56
shows how SPAWAR interacts as the ESI.
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Figure 56. USN Enabling/Supporting Infrastructure Flow (lcons from Flaticon 2014)

All communications between the ship and the shore must go through SPAWAR.
When the sailor contacts the PSP for support, a communication circuit must be
established with a satellite link using the SHF band. AEGIS and LCS ships both use this
link structure. The inbound communication link from the ship is received by a satellite
antenna shore center which routes the information to the nearest NOC. Due to the USN’s
global presence, NOCs are established all over the world. From the NOC, the support
request is routed through SPAWAR’s WAN/LAN to the appropriate network boundary
firewall to be forwarded to the shore support installation.

3. Platform of Interest

With the installation of the solid state laser - quick reaction capability (SSL-QRC)
AN/SEQ-3 (XN-1) Laser Weapon Systems (LaWS) on the USS PONCE, it is apparent
that the POI is a guest platform contained within a host platform. This capstone used a
more generic approach in analyzing the HEL,; the host platform analysis was done from

the standpoint of AEGIS and LCS surface combatants. Due to weapon systems being
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installed on ships, this inherently makes those weapons systems categorically guest

platforms contained within host platforms.

a.

Host Platform

The host platform plays an import role in providing for the POI. As illustrated in

Figure 57, for HEL, the host platform would be in charge of:

e Hotel services

(0}

Ship form factor space

= Above deck—Provide location and space for the HEL and its required
infrastructure such as an enclosure.

= Below deck—Provide location and space for the HEL system sub-
components. The HEL system sub-components will most likely be
distributed throughout the ship to meet survivability requirements.

Conditioned power—Provide stable and clean power from the ship at the
proper utility frequency and phase.

Chilled water—Provide cooled water from the ship’s plant. This water can
be chilled seawater, fresh water, or deionized water and has variable flow
rates.

Electronic dry air—Provide air conditioning for specific humidity levels to
cool electronic devices without harm.

e Support services

(0]

HM&E support—Provide technician level support for all components of
the HEL system that fall into mechanic level maintenance such as
hydraulic lines, pumps, voids, and tanks.

Tier 1 technical support—Provide sailor support in the form of Planned
Maintenance Systems (PMS) and execution of MRCs.

Meteorological and oceanographic (METOC) data—Provide information
describing, characterizing, and detailing the current environment external
to the ship.

e Command and control systems

(0]

Detect to engage (DTE) kill chain command—~Provide kill chain actions
and events that take place when an engagement is deemed necessary. The
DTE kill chain is made up of the following steps:

= Detect—Responsible for the planning, detection, entry, tracking, and
identification of targets.
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= Control—Responsible for the threat evaluation and weapons pairing
step for the combat system including fine/rough course track, gimbal
pointing, and sensor detection.

= Engage—Responsible for the engagement and engagement evaluation
of the target.

0 Network communications—Provide network backbone within the ship
that allows all communication between system, operators, and command
centers

o Display systems—Provide control and maintenance displays of the HEL
will be located throughout the ship.

0 Operator control console—Provide physical HEL weapon console will be
located with the ships combat information center (CIC). This console can
be unique to the particular system or can be a service that any console can
operate as in the defined sub mode.

Target
Atmosphere

| Above Deck | | |
| BelowDeck | Hotel Services
Command & Conditioned
Control Systems < > Eovis
DTE Kill Crai
= FIEL Sy
Network Comms .
Support Services
) " | HM&E |
Display Systems < o
Operator Control
Figure 57. Host Platform and Guest Platform Interaction

The host platform will be analyzed in a later section for important data needed to

construct the minimum data picture threshold in order to perform DS on the HEL.
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b. Guest Platform

The guest platform and POI is the HEL. An in depth analysis of the SSL-QRC
AN/SEQ-3 (XN-1) LaWsS on the USS PONCE would be limited to the program itself,
thus the HEL under analysis will be a generic version (SSL and FEL) so that the results

from this capstone can be applied to future HEL designs.
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Figure 58. Basic Laser Cross Section (from Harney 2013, 85)

Figure 58 shows a simple schematic diagram of a simple laser model. The basics
of laser operation involve the following components: an energy source (also known as a
“pump”), laser medium (also known as a gain medium), and two reflectors (also known
as the laser cavity/optical resonator). There are many types of lasers available, these
include: gas lasers, chemical lasers, dye lasers, metal-vapor lasers, solid-state lasers,
semiconductor lasers, free electron lasers, gas dynamic lasers, Samarium lasers, Raman

lasers, and nuclear pumped lasers.

The team determined that of the lasers available, the solid state and free electron
lasers would be analyzed as they proved to be the most viable options for installation and
fielding due to current USN requirements. The basic elements for all lasers and similar
with the exceptions coming from laser excitation mechanism (pumping) used to generate

population inversion inside the laser medium and the laser medium itself.
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Most SSL implement three common forms of optical pumping to achieve a
population inversion. These three common optical pumping methods are known as
flashlamps, diode lasers, and other lasers (Harney 2012). Figure 59 gives some possible
advantages and disadvantages in SSL pumping mechanisms and shows the geometries

used in pumping the laser rod.

Laser Rod
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Cooling may still be required for repetitive pulse operation
Reduced stress birefringence (potentially negligible)
Improved reliability

Expensive
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Diode Diode i H
Laser
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Figure 59. Diode Laser Pumping Characteristics and Geometries (from Harney 2012)

Figure 60 gives some possible advantages and disadvantages in flashlamp

pumping mechanisms and shows the geometries used in pumping the laser rod.
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Figure 60. Flashlamp Pumping Characteristics and Geometries (after Harney 2012)

Free electron lasers (FELS) use considerably more power and have a much larger
infrastructure footprint due to how they produce stimulated emission. Instead of pumping
a medium to produce stimulated emission, FELs use a relativistic beam from a particle
accelerator to “fire” electrons through a series of strong magnetic fields which alternate
directions causing the electrons to emit radiation (Harney 2012). The emitted radiation
then propagates in the lasing cavity until it exits. Figure 61 shows a schematic diagram of
a FEL. The FEL is still in its development stages and suffers from extremely complex

hardware as well as radiation issues.
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Figure 61. Free Electron Laser Diagram (from Harney 2012, 216)

The HEL system itself has many internal systems that need to be analyzed. These

systems include, but are not limited to:

e Laser

o0 Energy source—power generation and storage for the HEL system

0 Laser cavity and gain medium—cavity where the gain medium is pumped
to reach proper population inversion levels
Diode pump—pumps the laser rod (gain material)
Phase adjuster and control electronics—beam and phase control
equipment for the pump diodes/fibers

0 Master oscillator, power amplifier (MOPA)—scalable approach to
achieving higher power with the combination of lower power lasers;
master oscillator seeds other laser amplifiers

o0 Thermal management systems—cooling equipment for excess waste heat
created by the HEL

o Safety systems—fire, personnel, operation, and system interlocks to meet
safety requirements

o0 Control systems—systems needed to control the HEL in terms of
mechanics, operation, communication, health, predictive avoidance, and
maintenance

0 Magnetic array (FEL only)—Ilarge magnets used to oscillate the electron
beam.

o0 Particle accelerator (FEL only)—relativistic beam used to accelerate

electrons
119



(0]

Electron beam transport (FEL only) —strong magnets used to direct the
electron beam to and from the magnetic array

e Beam control

(0]

Wavefront sensors—sensors that sample beam quality to ensure operation
at expected levels

Reflectors

= Deformable—adjustable surfaces to shape and direct beam as desired
= Segmented—series of mirrors used to combine smaller beams into one
= Fast Steering—high performance two dimensional directing mirror

= Corner Cube—three mirror or prism used to redirect the beam

= Piezoelectric—high speed, solid state mirror

= Primary, secondary, tertiary — reflectors located in the telescope
Optics

= Collimating lenses—optic used to narrow out beams.

= Diffractive or spectral combiner—optics used to combine beams.

= Adaptive—optics used to improve performance by reducing wavefront
distortion at the point of interest

Beam window—glass cover that protects the HEL from the outside
elements

e Atmospheric, tracking, and pointing (ATP)

o
(0}

Illuminator—system used to highlight target before engaging

Fine and coarse tracker—tracking system used to track target object in
differing wavelengths depending on operation mode

Gimbal and stabilization—equipment used to point the HEL in different
directions and stabilize optics for use

Enclosure—above deck cover for equipment

Figure 62 shows the basic elements of a HEL. The basic elements of any HEL can

be categorized into one of the three following groups: laser, beam control, or ATP. Figure
63 shows the breakdown of a potential SSL laser element. Figure 64 is the breakdown as

applied to a FEL. While the internal architecture may change, the basic principles are the
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Host Platform HEL — SSL or FEL
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Figure 62. HEL Basic Elements

Host Platform HEL — SSL Laser Element
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Figure 63. HEL - SSL Laser Element Interactions and Makeup
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Host Platform HEL — FEL Laser Element
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Figure 64. HEL - FEL Laser Element Interactions and Makeup
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Figure 65. HEL Beam Control Element Interactions and Makeup
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The beam control configurations, as illustrated in Figure 65 and Figure 66, can
also vary due to requirements, space form factor, capability, and environment. In general,

the beam control elements look to maintain beam stability and quality.
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Figure 66. HEL ATP Element Interactions and Makeup

Similar to the beam control element, the ATP element also varies from
requirements, space form factor, capability, and environment. There are many different

telescope configurations.

4. DSX to DSHEL

In following the DS framework, the DSX configuration chosen was the
D