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ABSTRACT
Theory of mind is a key factor in the effectiveness of robots and humans working together as a team. Here, we further our understanding of theory of mind by extending a theory of mind model to account for a more complicated, second-order theory of mind task. Ultimately, this will provide robots with a deeper understanding of their human teammates, enabling them to better perform in human-robot teams.
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1. INTRODUCTION
Theory of mind (ToM) is a critical capability for teams of agents working together, whether robots, humans, or both; without it, people can be extremely limited in their abilities to interact naturally and effectively with others [3, 7]. By better understanding how people achieve this core component of teamwork, we can develop robots that are able to more effectively coordinate with their human partners, both by enabling them to have theory of mind in the same way, and, just as importantly, by allowing them to understand what beliefs, desires and intentions a human partner may be ascribing to them or to someone else [4].

Since adult humans are typically very adept at theory of mind tasks, studies on theory of mind’s underlying mechanisms are often performed on developing children. Additionally, studies are typically done on variations of false-belief (FB) tasks [7], a common setting in which to explore ToM where participants distinguish between a “true-belief” answer (e.g., where the participant thinks an object actually is) and a “false-belief” answer (e.g., where the participant believes someone else thinks an object is). More complicated variations include avoidance tasks, or predicting someone’s behavior based on their identified false-belief [6].

In previous work, we developed a cognitively-plausible process model of how children develop the ability to correctly answer false-belief and avoidance queries [5]. The model’s theory states that children simultaneously develop the abilities to answer these queries, including using cognitive simulation for the more complicated avoidance query, and learn to take advantage of their newly unlocked abilities. Here, we strengthen the position of our work by using the model’s processes to also account for a new study on second-order false-belief queries, where participants are asked about what another believes about a third party [1]. We show that our model can account for the new data with only procedural changes, strengthening its theoretical claims.

2. THEORY OF MIND MODEL
Our existing theory of mind process model hypothesizes that, for very simple ToM queries, such as the first-order FB query, the model relies on simple reasoning mechanisms (e.g., inhibiting their own, true, belief so that they can identify another’s belief [6]). The model also predicts that being able to select between beliefs in this way is a precursor for simulation, which allows people to use the beliefs and desires of others to predict and understand another’s behavior; this is ultimately what provides full-fledged ToM. Simulations have access to the model’s procedures and cognitive resources, and include the knowledge and beliefs needed to perform them. For the avoidance query, then, the model first predicts the other person’s belief like it does in the first-order FB task; then, it uses the identified belief as the basis for simulating the others’ actions to predict their behavior.

The model’s development is based on the idea that, as children grow, they learn and mature simultaneously; e.g., as they develop, they learn to take advantage of their maturing ability to select between competing beliefs. This occurs during two developmental shifts: the first where the model develops the ability to inhibit beliefs, and the second where the model develops the ability to perform simulation. Maturation is modeled via a developmental parameter; learning occurs via procedural utility learning.

The model fit the data very well for both a first-order FB task meta-analysis, and for an avoidance query experiment.
2.1 Model of Second-Order False Belief

Here, we extend our prior model to account for second-order false-belief queries. The process is identical to how the model answers avoidance queries: the model first uses inhibition to select a second person’s beliefs, and then uses that as the basis for simulation. The key difference is that the goal of simulation, instead of predicting another’s actions, is to identify a third person’s beliefs based on what the second person believes. For the second-order FB query, then, where the model is asked to identify someone else’s belief about a third person’s belief, the model identifies the second person’s belief, then spawns a simulation of the second person that, in turn, inhibits the second person’s belief to identify the third person’s belief.

The model develops this ability as it develops the ability to answer the avoidance query: the ability to perform simulation matures as the model simultaneously learns to use it to answer these types of queries.
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