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Abstract

A lack of objective techniques to assess the level of coating degradation creates a

significant cost to the Air Force in both time and money. In this research infrared

spectra were examined as possible methods of determining aircraft coating degrada-

tion. Single Value Decomposition(SVD) then Linear Discriminant Analysis(LDA) or

multiple class linear discriminant analysis(MDA), were applied to measured IR spec-

tra. When measuring infrared emittance spectra only 52% classification accuracy was

achieved. Raman spectroscopy has higher classification accuracy at 70.4% when using

the same SVD-LDA algorithm. However the best performing method was infrared

reflectance with classification accuracy 94-100% depending experimental factors.

For the Diffuse Reflectance Infrared Fourier Transform System(DRFITS) data, a

fingerprint region with higher classification accuracy was identified as 865.6 - 1238.7

cm−1 reducing the classification error by half. Feature selection, ReliefF and forward

selection, were applied to determine possible filter locations for a multi-spectral mea-

surement. When simulating the optimal filters and commercially available filters an

accuracy of 95% and 94% were achieved using a mere five filters.
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NON-DESTRUCTIVE TECHNIQUES FOR CLASSIFYING AIRCRAFT

COATING DEGRADATION

I. Introduction

1.1 Motivation

The current operational method of non-destructive measurement of aircraft coat-

ing degradation is visual inspection done by maintenance personnel. This visual

inspection technique is subjective, time consuming and provides little early indica-

tion of degradation before the aircraft requires depot maintenance. The immedi-

ate and unexpected removal of the aircraft from flight status and addition to depot

maintenance causes significant problems for scheduling both maintenance and flight

operations. Air Force aircraft unavailability due to degradation maintenance gen-

erates 2.1 million hours of non-availability or 16 days for every aircraft every year

[1]. There are scientifically reliable methods of determining degradation levels but

the methods destroy the sample and thus are inapplicable for aircraft maintenance

inspection. A non-destructive measurement technique to determine aircraft coating

degradation levels is required. This non-destructive technique will need to be highly

mobile and require little training so it may be easily and quickly incorporated into

regular maintenance checklists.

1.2 Previous Work

The most recent work on developing a non-destructive technique was done by Cap-

tain Hans Korth at Air Force Institute of Technology. In the method Captain Korth
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developed, aircraft paint samples were measured using the commercially available

Agilent 4100 Exoscan Diffuse Reflectance Infrared Fourier Transform Spectroscopy

system (DRIFTS) [2]. The DRIFTS system is handheld Fourier Transform Infrared

Spectroscopy (FTIR) device. While less accurate than a normal bench-top device,

and measures reflectance spectra rather than transmission spectra, this device is small

enough to be carried by maintenance personnel. The classification technique devel-

oped by Captain Korth applied Single Value Decomposition (SVD) to the finger print

region of the DRIFTS spectra and then classifies using Linear Discriminant Analy-

sis (LDA) or multiple class linear discriminant analysis(MDA) to the first two or

three SVD coefficients. Captain Korth's method was able to accurately classify the

degradation levels of four artificially degraded paint samples for 98% of the measured

spectra. Unfortunately when this same classification method was applied to a dif-

ferent sample set half the treated sample measurements were misclassified therefore

more research is required.

1.3 Objective

Motivated and informed by the work Captain Korth has done, we can continue

to build toward an employable technique for measuring coating degradation levels.

From previous results it is expected that long-wave infrared reflectance measurement

will perform the best in determining coating degradation and so multiple instruments

will be used to validate this. Additional reflectance spectra measurements will be

made with a variety of instruments including the Surface Optics Corporation SOC-100

Hemispherical Directional Reflectometer and Bomem Fourier Transform Spectrometer

(FTS). The potential for hyperspectral imaging to determine a degradation image

will be tested with the Telops Long-wave Hyperspectral Imaging. In addition the

potential for emission and Raman spectral measurements for determining degradation
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classification will be tested using the Bomem 154 FTS and Raman spectroscopy data

provided to us by ChromoLogic LLC. The numerous measurement techniques will

provide insight into the best measurement technique for determining aircraft coating

degradation.

Modifications to the classification techniques will be tested along with determining

the best measurement techniques for classifying aircraft degradation. Captain Korth

identified several spectral fingerprint regions and selected the region which generated

the highest classification accuracy with his technqiue. A more exhaustive search of

the possible fingerprint regions will be conducted. In addition, different classification

algorithms such as quadratic discriminant analysis (QDA) and decision trees (DT),

will be tested to determine if more complex classification algorithms may be more

appropriate for degradation classification in the SVD feature space.

To this point the measurement techniques, feature extraction and classification

algorithms have been completed in a manner that provide limited knowledge re-

garding which spectral features actually contribute degradation information. These

techniques require hyperspectral measurements of large portions of the infrared spec-

trum. Knowledge of which spectral features change could support future research in

identifying the chemical bonds which degrade, which could improve future coating

development. Further, this knowledge could contribute to a classification technique

which only requires a mutli-spectral measurement instead of a hyperspectral mea-

surement. The multi-spectral instrumentation is generally significantly less expensive

than the hyperspectral equivalent. To this end feature selection will be performed on

some of the measured spectra to determine which spectral features contribute infor-

mation required for degradation and thus inform us on which molecular bonds may be

degrading and which regions of the spectrum must be measured. The feature selection

algorithms will include forward selection, Relief, and ReliefF. The feature selection

3



algorithms will be paired to LDA or MDA to determine the classification accuracy

for the number of retained features. Actual measurement using multi-spectral instru-

mentation will be outside the scope of this study. The spectral features identified

by feature selection and large bandwidth spectral data will then be used to simulate

multi-spectral measurements for degradation classification.
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II. Theory

2.1 Aircraft Coating and Polyurethane Degradation

The primary ingredient in the aircraft coatings of interest is polyurethane which

has many degradation methods, such as exposure to visible and ultraviolet light, wa-

ter, oxygen, and high temperatures. [3] [4]. It is anticipated aircraft coatings will

degrade faster in warm humid climates than aircraft coatings in cold dry climates.

Using this insight, the aging process can be artificially accelerated by baking a sample

in an autoclave at a higher than normal temperature and humidity [5]. The accel-

erated aging allows these samples to be generated within days rather than months

and with known levels of degradation. However it should be noted that the faster a

sample is aged the less it represents a slowly aged sample [6]. In addition, degradation

may be less uniform sample around the edges where the sample is cut and moisture

is able to get between the coating and the substrate.

2.2 Fourier Transform Infrared Spectroscopy

Spectroscopy involves measuring the intensity of incoming radiation for a number

of wavelength bands. Traditionally instruments will accomplish this by spatially

separating the incoming radiation using a prism or diffraction grating onto an array

of detectors or a single moving detector. The physical construction of the grating,

prism and the relative size and location of the detector elements is related to the

bandwidth each detector element observes.

Fourier Transform Infrared Spectroscopy measures the spectral response but does

not separate the incoming radiation along a spatial dimension. Fourier Transform

Infrared Spectroscopy instead uses a Michelson Interferometer to measure the inter-

ference pattern resulting from splitting the incoming radiation beam into two separate
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paths and then varying one of the path lengths [8]. When the two beams recombine

the electric fields will combine destructively or constructively depending on the opti-

cal path length difference. Since the input radiation is not separated along a spatial

dimension for detection, only a single unmoving detector is required. Then Fourier

Transforms can be used to determine the spectra of the signals. Two signals of two

different wavelengths are shown are shown in Figure 1 with the combined signal.

Figure 1. Top: The electric field for each individual signal vs time. Bottom: The

measured irradiance for the combined signals shown on top. The two signals alternate

between destructive and constructive interference in a repeating pattern.

The interference pattern shown in Figure 1 can then be transformed from a time

space to a frequency domain. Therefore the Fourier transform is used, given by

E(f) =

∫ ∞

−∞
E(t)eift dt. (1)

Here, E(x) is the measured irradiance E(t) is the transformed irradiance, t is time,
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and f is frequency.

A true Fourier Transform requires a continuous sampling of irradiance and obser-

vation for infinite path length difference. Therefore the discrete Fourier transform

En(f) =
1

N

N∑
j=1

Ej(sj)e
iftj (2)

is used where N is the number of samples, Ej(s) is the measured irradiance at time

tj and En(f) is the transformed irradiance at frequency f . Applying the discrete

Fourier Transform to the interferogram in Figure 1 results in the transformed spec-

trum shown in Figure 2. The interferogram is known to be the result of combining

two spatial frequencies at 50 and 120 cm−1. The transformed spectra displays signals

near these two wavenumbers but each contains some bandwidth. This is due to the

finite sampling distance. If the interferogram was sampled for infinite distance then

the transformed spectrum would appear as two delta functions at 50 and 120 cm−1.
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Figure 2. The Fourier Transform spectra for the pair of combined signals shown in

figure 1. The measured spectra is known to be the combination of two signals at 50

and 120 cm−1

When using the discrete Fourier Transform, the spectral resolution will increase

as the maximum optical path length difference increases. The maximum measurable

frequency is proportional to the distance between sample measurements. A problem

known as aliasing can occur if a measurement is under sampled where measurements of

higher frequency spectra may appear as lower frequency in the calculated spectra [9].

Depending on the instrument build, Fourier Transform Spectrometers(FTS) allow the

experimenter some control over the spectral resolution and wavenumber range that

prism and grating spectrometers do not. One disadvantage of a FTS over prism and

grating spectrometers is that the interferogram requires time to collect. Therefore, a

FTS may be inappropriate for scenes that are rapidly changing.

8



2.3 Hyperspectral Imaging

A commonly used imaging technique is a visual multi-spectral image. A visual

multi-spectral image is generated by combining the measured intensity in multiple

spectral bands. A hyperspectral image measures intensity for a large number of

electromagnetic bands. This is normally accomplished by sending the signal through

a vertical slit then separating the data onto an array of detectors. Spectral information

being separated along the horizontal direction. The vertical slit then scans across the

image to collect a three-dimensional data cube of two spatial dimensions and one

spectral dimension. With this measurement method a rapidly changing scene will

effect the image in the horizontal spatial dimension.

In a Fourier Transform hyperspectral imaging system such as the Telops an in-

terferogram is produced on each pixel of the image plane. With this measurement

method a rapidly changing scene will effect the image in the spectral dimension. In

the case of the long-wave Telops hyperspectral camera, the measured voltages are

calibrated using two onboard blackbodies.

2.4 Blackbody Radiators and Emittance

A blackbody is an ideal model where all incident radiation is absorbed. The

blackbody model relates the emitted radiance of an object to its temperature

LBB(λ, T ) =
2hc2

λ5

1

ehc/λkT − 1
(3)

where L is the emitted radiance, λ is the wavelength, T is the temperature of the

blackbody in Kelvin, h is Planck’s constant, c is the speed of light, and k is Boltzman’s

constant [10]. It is also common to use blackbody radiance with wavenumber rather
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than wavelength,

LBB(ν̃, T ) = 8πhcν̃3 1

ehcν̃/kT − 1
(4)

where ν̃ is frequency in wavenumbers and the remaining variables are the same as

those for Equation 3.

Unfortunately, not every object emits as a blackbody. For those objects that do

not, a wavelength dependent emittance ϵ(λ) term is added to blackbody model

L(λ, T ) = ϵ(λ)LBB(λ, T ). (5)

In the event that ϵ(λ) = 1 we have returned to the ideal blackbody model. For

objects such that ϵ(λ) < 1 but constant for all wavelengths the object is referred to

as a graybody. The remainder of the objects are modelled with a combination of

the blackbody and the emittance. The emittance of each object is dependent upon

the material properties of the object itself. By measuring the emittance of an object

information can be attained regarding the material composition of an unknown object.

2.5 Specular and Diffuse Reflectance

Ideal reflection models assume all radiation reflects off surfaces diffusely or spec-

ularly. Diffuse reflectance is the fractional quantity of incident radiation which is

reflected to all non-specular angles. This is attributed to rough surfaces where incom-

ing light is scattered in various directions. In an ideal diffuse reflector, the reflected

radiation is evenly spread across all possible observations angles. This is also referred

to as a Lambertian reflector. The specular reflectance is the fractional quantity of

incident radiation which is reflected at the specular angle. The specular angle is the

angle predicted by the law of reflection. A perfect specular reflector would be an ideal
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mirror and is associated with no surface roughness in the reflector.

The most complex reflectance model is bidirectional reflectance distribution func-

tions (BRDF) which describes how much radiation is reflected for each solid angle

and each incident angle. An intermediate model between ideal reflectors and BRDF

is to assume all reflectance is a combination of diffuse and specular reflectance. Sep-

arating these two types of reflectance provides a more accurate model than assuming

the reflecting surface is an ideal specular or diffuse reflector. In addition the difficulty

in measuring a BRDF and relative simplicity of measuring a sample’s specular and

diffuse reflectance provides sufficient motivation for using the intermediate reflectance

model. The Surface Optics Corporation SOC-100 Hemispherical Directional Reflec-

tometer instrument measures the specular and diffuse reflectance.

2.6 Radiometric Correction and Calibration

Photon detectors do not measure radiances directly. Each incident photon will

raise the temperature for a thermal detector or generate an electron via the photo-

electric effect for a photon detector [11]. The method which relates the temperature,

voltage, or current to the incident radiation is referred to as calibration. Instruments

such as the Agilent 4100 Exoscan Diffuse Reflectance Infrared Fourier Transform

Spectroscopy system, or the Surface Optics Corporation-100 HDR Hemispherical Di-

rectional Reflectometer measure reflectance rather than radiance. These instruments

often include a gold reference mirror, which has near 100% reflectance in the infrared.

A steady illumination source is reflected off the gold mirror and the voltage signal

is recorded representing 100% reflectance. Sample reflectance is calculated by com-

paring the measured signal reflected from the sample to the signal reflected from the

gold mirror. These instruments are internally calibrated and therefore, report only

the calibrated spectra to the experimenter.

11



For other instruments such as the Bomem 154-Fourier Transform Spectrometer

(FTS) or the Telops Hyperspectral Camera, the radiometric correction is completed

by the experimenter in a software suite such as Matlab. The radiometric correction

method applied to the Bomem 154-FTS and Telops Hyperspectral Camera uses a

two-point calibration, which assumes that the voltage signal of the detectors follows

the response

V (λ) = G(λ) ∗ L(λ) +O(λ) (6)

where V is the voltage, G is the gain, and O represents an offset [12]. Two blackbodies

of different temperature provide known radiances, assuming each blackbody covers

the entire field of view of the detector. For the Telops, the two blackbodies are part

of the instrument. For the Bomem 154-FTS, separate external blackbodies are used.

Then two instances of Equation 6, where V and L are known can then be solved for

the detector gain and offset then substituted back into Equation 6. Solving for the

input radiance yields

L(λ) =
[V (λ)− V1(λ)] ∗ [L1(λ, T1)− L2(λ, T2)]

V1(λ)− V2(λ)
+ L1(λ, T1) (7)

where L1 and L2 are the theoretical blackbody radiances at temperatures T1 and T2

with V1 and V2 the corresponding measured voltage responses when measuring the

blackbodies [13].

The calibration will continue to be accurate as long as the measurement condi-

tions continue to match the conditions during calibration. Atmospheric absorption

can change throughout the experiment, most notably due to changes in concentra-

tions of CO2, H2O, or dust particulate in the air. Gases such as CO2, H2O have high

absorptivity such that minute changes in atmospheric absorption bands, even from
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people breathing in the lab, can degrade the accuracy of a calibration. Changes in

path length such as the Telops onboard calibration may reduce calibration accuracy.

In addition if measuring outside, changing temperatures, wind speed, and solar illumi-

nation angle can also affect calibration accuracy. Lastly the instrument and detector

should reach stable temperatures before calibration. Calibrating an instrument at a

cold temperature and then measuring as the instrument changes temperature may

result in bad data as well. Due to the numerous environmental and experimental

problems that can alter a calibrated measurement, calibrations should be taken of-

ten.

2.7 Raman Spectroscopy

The dominant scattering process for photons is Rayleigh scattering where an in-

coming photon is absorbed and re-emitted in a random direction. In Rayleigh scat-

tering the scattered photon has the same energy as the incoming photon. In Raman

scattering the scattered photon can gain or lose energy associated with the vibra-

tional energy levels in the molecule [14]. This change in energy is referred to as the

Raman shift. Stokes scattering is when a photon of lesser energy and a phonon are

generated from an incident photon. Anti-Stokes Scattering is when outgoing photon

is the energy of the incident photon and phonon. Stokes and Anti-Stokes scattering

are shown in Figure 3.

Raman Spectroscopy takes advantage of the Raman Scattering effect to measure

the vibrational energy levels of the molecule. A laser is shined onto the sample. Then

the high intensity Rayleigh scattering beam is ignored. The remaining scattered

photon energies are measured and a Raman Shift is calculated. The energy change of

the photons can then be associated with the vibrational energy levels of the sample.
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Figure 3. Left: Demonstrates Stokes Scattering where a portion of the incoming photon

energy is left behind in the form of a phonon resulting in an scattered photon with

decreased energy. Right: Demonstrates Anti-Stokes Scattering where the scattered

photon has increased energy due to gaining energy from a phonon.

2.8 Classification

Classification is the method of determining which class or group a given set of

observations belong to based upon a set of measured characteristics referred to as

dimensions or features. In this project the measured dimensions are the individual

measured spectral channels for the various instruments. There are two types of ma-

chine learning algorithms; unsupervised and supervised. In unsupervised machine

learning the true class of the observations are unknown and the observations are sep-

arated using statistical analysis. In supervised machine learning there are two sets

of data. The first is the training data where the actual classes of each observation

is known. The training data is then used to generate the classification rules based
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on statistical analysis of the class observations. Common or classic classification al-

gorithms estimate a probability density function based on the variation of each data

class and then the classification rules are developed based on the estimated probabil-

ity density functions for the various classes. A second set of data referred to as the

validation data is then used to estimate how well the classification rules will generalize

to a larger data set. Validation is an important step to estimate if the classification

rules developed on the training data, have been overtrained.

Overtraining.

When classifying data, overtraining or overfitting is when the training predicted

classification error decreases with respect to classification algorithm complexity while

the validation classification error increases with respect to classification algorithm

complexity as shown in Figure 4 [18]. The classification rules themselves can increase

in complexity in a variety of ways. Moving from a linear to quadratic discriminant

function in a classification algorithm or increasing the number of used dimensions

when generating classification rules will increase the classification complexity. When

using feature extraction, such as with Single Value Decomposition, complexity can be

increased by increasing the number of retained coefficients. Classification complexity

will be increased using each of these methods throughout this project.

Overtraining is particulary problematic when data is limited. If the trained clas-

sification rules are not validated with an additional data set then determining if

overtraining has occurred can be especially difficult. This can be observed in Figure

4 where the prediction error for the training data continues to steadily decrease with

no apparent indication of when optimal training has occurred. However if the training

data is split in half to generate a validation data set, then the estimation of the class

probability density functions and resulting classification rules will be inherently less
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accurate. Thus the easiest way to prevent overtraining is by acquiring more data for

an accurate estimation of the probability density function, generating classification

rules and testing the classification rules on the validation data. Unfortunately addi-

tional data may be impossible or expensive to collect, in these cases the techniques

outlined in Section 2.8 will be used to estimate the probability of overtraining.

Figure 4. As the complexity of the classification algorithm increases, the prediction

error of the training data normally decreases. However when testing on validation

data, the accuracy will increase until overtraining is present. If only training data is

available, predicting when the classification complexity has been overtrained can be

difficult.

A two dimensional example will be assessed to help better understand how over-

training occurs. The truth probability density functions for two example classes and

a small set of observations used for training data are shown in Figure 5. The blue

shaded area representing a truth probability density function associated with that

class’ sample observations displayed as blue triangles. The red shaded area represent-
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ing a truth probability density function associated with the class sample observations

displayed as red triangles.

Figure 5. Two example class’s probability functions, blue and red shaded areas, with

a set of example training data, blue triangles and red crosses. The more complex

quadratic discriminant curve classifies better on training data but will classify with

reduced accuracy on a larger data set with the probability density functions shown.

When using a linear (simple) classification rule, the blue triangles and the red

crosses can be classified correctly with the exception of one blue triangle which appears

within the red cross probability density function due to noise or outlier effects. Due to

this single misclassification, a more complicated non-linear decision boundary can be

developed as shown with the green curve. Using the non-linear classification curve,

the two classes can be perfectly classified for the training data. Unfortunately by

adjusting the classification rule to a single outlier to increase training classification

accuracy, the classification will be less accurate when applied to additional data. This

additional misclassification is represented by the blue area to the right of the green

curve and the red area to the left of the curve. Overtraining is most prevalent when

small amounts of noisy training data are available. As more training data becomes

available, a better estimate of the probability density function can be attained and

by extension better classification rules.
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Linear Discriminant Analysis.

Linear Discriminant Analysis (LDA) is a supervised classification method. In a

two dimensional sense, a line is placed in the data plane onto which the data can be

projected. This line is chosen to give the best discrimination possible between the

various classes as shown in Figure 6. The line of separation can be represented as a

single value when projected onto the dimension calculated for discriminant analysis

[15]. When the original data is represented in more than two dimensions, a hyper-

plane is projected through the data hyper cube and used to discriminate the classes

[16]. Despite being difficult to visualize, the process is mathematically identical re-

gardless of the number of dimensions. When there are more than two classes it is

referred to as multiple class linear discriminant analysis (MDA) and instead of a sin-

gle discriminant function there will be a discriminant function for each class. More

complex discriminant functions can be developed using the same reasoning such as

quadratic discriminant analysis (QDA), however the more complicated the discrimi-

nant function the greater the chance of overtraining.
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Figure 6. The probability density functions for two classes are shown in red and blue

in this two dimensional feature space. The data representing the two classes can be

projected onto a single dimension that may not be one of the original dimensions(left).

This dimension is chosen to maximize the separation between the two classes. The

discriminant function in the original feature space forms a line(right).

Decision Trees.

Decision Trees represent another supervised classification algorithm. Decision

trees classify sample instances by repeatedly dividing the feature space into smaller

and smaller subsections or branches, each subsection representing a different classi-

fication. Each division is chosen for maximum additional classification accuracy on

each side of the additional division. The number of sections is increased until a pre-

defined branch size, number of sections, or accuracy is achieved [17]. After the full

decision tree is created, the decision tree is pruned by removing sections which do not

increase accuracy above a pre-defined threshold or do not contain a large number of

sample observations within the branch. Sufficient pruning increases the generalization
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remaining fold. This process is then repeated k times; normally around 10 [19].

Depending how the classifier is trained, the classifier accuracy can continue to improve

while the k-fold cross-validation accuracy remains the same. This is a useful indication

that the classification algorithm has been overtrained because it requires only the

training data set and not an additional validation data set to determine when the

classification algorithms have been overtrained.

While k-fold cross-validation is a useful indicator of overtraining, the random

method of choosing the data associated with each fold produces variance in the re-

ported k-fold classification accuracy across multiple runs. When using k-fold it is

assumed that the variation in the training data set is representative of future experi-

mental sets. Like most classification algorithm problems, additional data can improve

the expected result and decrease the variance in reported k-fold classification accu-

racy across multiple runs[20]. As more data is attained, the predicted classification

accuracy and k-fold cross-validated accuracy will converge. Cross validation provides

a conservative estimate of the expected field performance of a given classification al-

gorithm rather than relying only on the predicted classification accuracy, while still

allowing a larger training data set to generate better probability density function

estimates and better classification rules.

2.9 Feature Selection

Feature selection refers to identifying the data dimensions which contain clas-

sification information or information that separates the data into distinct classes.

Classifying with the properly selected dimensions will generate higher classification

accuracy with less data. Ideally it would be possible to test every combination of

dimensions to determine the highest performing combinations. This is referred to as

an exhaustive search. For example the DRIFTS data associated with this project
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contains 1700 spectral bins resulting in more than 10300 possible combinations of

spectral features. Such large numbers of possible combinations prevent exhaustively

searching. Most feature selection algorithms rely on non-exhaustive search methods

where the number of tested combinations is significantly reduced. When utilizing

a non-exhaustive search method, it is possible to miss the optimal combination of

dimensions. For this reason non-exhaustive feature selection algorithms have been

developed to minimize the chance of missing the optimal feature combinations..

Forward Selection.

Forward selection is a non-exhaustive feature selection method which, when ap-

plied to spectral data relevant in this project, identifies the spectral dimensions con-

taining information pertinent to classifying degradation levels. In forward selection,

the classification algorithm is applied to each dimension/spectral feature separately.

For this research Linear Discriminant Analysis will be used as the classification algo-

rithm. Then the spectral feature which generates the highest classification accuracy is

retained for future use. The next dimension is identified by combining the previously

retained dimensions with an additional test dimension and applying the classifica-

tion algorithm of choice to the combination. Then the test dimension which, when

combined with the previously retained dimensions, generates the greatest increase in

classification accuracy is added to the list of retained dimensions. This process is

repeated until a predefined stopping criterion, such as accuracy or number of dimen-

sions, is achieved [16]. The selected features are tied to the classification algorithm

such that the forward selected features for one classification algorithm may not be

the same selected features when applying a different classification algorithm. In ad-

dition this feature selection method requires application of the classification method

once for each non-retained spectral dimension for every selected feature identified.
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Depending on the amount of data, number of spectral dimensions and complexity of

classification method, even this non-exhaustive feature selection technique may not

be appropriate for the amount of processing power available.

Relief.

When processing power is an issue Relief provides a feature selection method which

identifies spectral features important to classification without numerous applications

of the classification method. Relief achieves this by calculating a weight to each

dimension and ranking each dimension by its associated weight[22]. The dimension

weight is calculated by choosing a numberm of random sample instances and applying

the weight formula,

Wn+1(X) = Wn(X)− diff(X,R,H) + diff(X,R,M), (8)

to each feature dimension and each random sample instance. Here X is one of the

dimensions, R is the randomly chosen element, H is the nearest hit (member of

the same class), and M is the nearest miss (member of the a different class). The

difference function shown is

diff(X,R,H) =
dist(R,H)

m ∗ [Max(X)−Min(X)]
, (9)

where dist(R,H) is the one-dimensional Euclidean distance in dimensionX. Max(X)

and Min(X) are the maximum and minimum measured values in the dimension X.

The weight of each dimension is initialized to zero and is updated for each random

sample instance.

The weight will increase if the distance to the nearest member of the same class

is small and the distance to the nearest member of a different class is large. This
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should result in dimensions where there is a large variation between the classes and

small variation within the classes being weighted the highest. Then a user specified

number of dimensions with the largest weights are included for classification. If

a certain accuracy is required the classification algorithm is applied to the highest

weighted dimension and then additional high weighted dimensions are included until

the predefined accuracy is achieved. Since the testing of an additional dimension

requires only one application of the classification method, identifying spectral features

with Relief can be significantly faster than selecting features with forward selection

for data with large number of dimensions.

ReliefF.

ReliefF is an improvement but extremely similar to its predecessor Relief. Depend-

ing on which software suite is being used Relief can be identified when in actuality

the ReliefF algorithm is applied. ReliefF’s selected features will be affected by the

data distribution in the same manner as Relief [23]. The random selection of sample

instances in Relief provides the possibility that multiple applications of the Relief

algorithm may identify different features. One method to address this is to increase

the number of randomly chosen sample instances. Another method which is used in

the ReliefF algorithm is to choose a user defined number of nearest hits and nearest

misses, usually around 10, when calculating the dimension weights. The contribution

of multiple near hits and near misses are averaged,

Wn+1(X) = Wn(X)−
k∑

i=1

diff(X,R,H) + diff(X,R,M)

k
, (10)

where k is the user defined number of nearest hits and misses, and the diff() func-

tion is the same diff() function shown in Equation 9. The use of multiple nearest

neighbors mitigates the effect of noise and outliers that can adversely affect the out-
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come of the Relief algorithm. In addition, increasing the number of nearest hits and

misses used to calculate the dimension weights requires less processing time for the

same performance when compared to just increasing the number of random sample

instances in the Relief algorithm.

2.10 Feature Extraction: Single Value Decomposition

Single Value Decomposition(SVD) accomplishes data reduction by projecting the

data into a different feature space[21]. The dimensions of this feature space are

ordered according to the amount of variation they represent within the data. This

allows the dimensions which represent negligible variation within the feature space to

be removed without sacrificing information relevant to classification. Ideally the first

few SVD dimensions will capture all the variation within the data and the remaining

dimensions will contain only noise information. This reduces the data to be stored

and transmitted while decreasing subsequent processing time. SVD’s data reduction

is particulary helpful when dealing with large data sets such as a hyper-spectral data

cube. In addition the new feature space may allow for more accurate classification

than in the original feature space.

SVD accomplishes this data reduction by identifying the eigenvectors and rela-

tive amount of each eigenvector which best represents the data[2]. First the matrix

representing the data is decomposed into three different matrices,

D=UEV*, (11)

whereD is the mean subtracted matrix representing the data (mean of each dimension

subtracted from each observation), U is a m x m unitary matrix (U ∗ U = I), E is

a m x n diagonal matrix, and V ∗ is a n x n unitary matrix. For this work, m is the
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number of sample observations and n is the number of spectral channels. The relative

amounts of each eigenvector in the data are represented by the SVD coefficients,

C=DV. (12)

Then the largest coefficients can be retained while the remaining coefficients are

discarded. The number of coefficients retained is user or application specific normally

either a predefined number of coefficients or the number of coefficients required to

represent a user defined amount of variation in the data. Previous research in this

topic used 2-3 SVD coefficients, the possibility of using more than 3 coefficients for

degradation classification will be explored as well as determining the number of SVD

coefficients required to attain a given classification accuracy.

Figure 8. Four visually similar but mathematically distinct potential spectral responses.

These test spectra are difficult to distinguish and classify in original feature space.

As an example four visually similar functions, representative of possible spectral
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measurements, are shown in Figure 8. These functions are difficult to distinguish

both with the naked eye and many existing classification algorithms. However after

applying SVD to these four spectra the data can be represented by the two most

important SVD coefficients as shown in Figure 9. Any number of coefficients can be

retained, but retaining two coefficients is more practical for visualization purposes.

As shown, the SVD coefficients representative of the four possible spectra are now

very distinct from each other. By representing the data in this new feature space,

classification can be made more accurate and faster than classification in the original

feature space, as well as easily visualized.

Figure 9. The two most significant SVD coefficients for the four possible spectral

responses shown in Figure 8. The four test spectra are now easily classified in the new

feature space.

In addition if there is random noise in the incoming signal the four example spectra

become even more difficult to distinguish as shown in Figure 10. Random Gaussian

noise was added to 10 instances of sample signals to generate 10 signals with signal
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to noise ratio of 100. As can been seen, many of the methods that could discriminate

between the four perfect signals shown in Figure 8 may be of little use for noisy

signals.

Figure 10. White Gaussian noise added to multiple instances of the original four

example spectra. The added noise limits the effectiveness of many techniques used to

classify the four example spectra in the original feature space.

Fortunately the majority of the signal variation caused by noise is accounted for in

the later SVD coefficients leaving the first two coefficients still largely representative

of the actual signal. When examining the signal in the SVD coefficient space, the

four signals remain easily distinguishable as shown in Figure 11 despite the addition

of significant noise.
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Figure 11. The addition of noise does effect the location of the first two SVD coefficients

in the modified feature space. However the SVD coefficients for the noisy example

spectra can still be easily classified with basic techniques in the SVD coefficient feature

space.
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III. Experimental Methods

3.1 Sample Preparation

Four sample sets were generated for determining the best method of degradation

classification. Each sample set was generated to be representative of coatings used

on Air Force aircraft. A list of the samples for each sample set is shown in Table 1.

Table 1. All Samples Generated for Degradation Classification

Sample Set A Sample Set B Sample Set C Sample Set D
Autoclave 95 C Autoclave 101 C Weathered Autoclave 101C
2 Each 1 Each 1 Each 3 Each
REC/REC TC/REC AF Dark Paint Deft TC
0 hrs, 144hrs 0,24,48,96 hrs 0,2100,2600 hrs 0,24,48,96 hrs

AF Light Paint Grey TC
0, 3000 hrs 0,24,48,96 hrs

Black REC (BREC)
0,24,48,96 hrs
DEFT TC, BREC
0,12,24,48,72,96 hrs
Grey TC,BREC
0,12,24,48,72,96 hrs

Sample set A included four samples of multiple combined rain erosion coats (REC).

Two of the samples were left in pristine condition while the remaining two samples

were cured in an autoclave at 95 ◦C with 130% relative humidity for 144 hours. This

sample set was used to determine if the classification rules generated for the train-

ing set could generalize too samples not in the training set. This was validated by

classifying the remaining pristine and degraded samples.

Sample set B included four samples of top coat (TC) and REC combinations

with smaller variations in the amount of degradation. One sample was kept pristine,

while the remaining samples were cured in an autoclave at 101 ◦C with 130% relative

humidity for 24, 48, and 96 hours. Sample set B was used to determine if classification
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could still be achieved with samples which had smaller differences in degradation

levels.

Sample set C was generated using an artificial weathering process where the sam-

ples were exposed to cycles of 90 minutes simulated solar radiation and 30 minutes of

simulated precipitation. One sample of low reflectance Air Force paint was left pris-

tine while two additional samples were artificially weathered for 2100 and 2600 hours.

An additional two samples of a high reflectance Air Force Paint were also generated

as part of this sample set. This pair of samples degraded significantly slower due to

the higher reflectance of these samples. One was left pristine while the second was

artificially weathered for 3000 hours.

Sample set D is the most extensive sample set and includes 81 samples of different

variations of deft topcoat, grey topcoat, black rain erosion coat on aluminum and

silicon substrates. Then a subset of each combination was cured in an autoclave at

101 ◦C for 0, 12, 24, 48, 72, and 96 hours. Unfortunately, due to delays outside of our

control, only the pristine samples from sample set D arrived in time to be included

in this report.

3.2 Diffuse Reflectance Infrared Fourier Transform Spectroscopy(DRIFTS)

Every sample set was measured using an Agilent 4100 Exoscan Diffuse Reflectance

Infrared Fourier Transform Spectroscopy System (DRIFTS). Sample set A was mea-

sured by Capt Hans Korth, in the two days following sample preparation, with 36

measurements per sample. For sample set A, the measurements were taken with the

sample on a table and the Agilent facing down on the sample. This unfortunately

left marks on the samples. Later measurements included procedures to prevent the

Agilent from pressing down on the sample.

For sample sets B and C, the Aiglent was laid on its side with the samples held
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vertically to the detector. Sample set B was measured by Capt Hans Korth over

a six week period with 75 measurements per sample. The average spectra for each

degradation class are shown in Figure 12. Sample set C was measured by First

Lieutenant Kody Wilson with 10 measurements per sample. For sample set C, half

the measurements were made with the detector laying on its right side. The detector

laid on its left side for the second half of the measurements. For sample set C, the

detector was re-calibrated between every set of five sample observations. Five spots

on each rectangular sample, the four corners and the center of the sample, were

measured in a repeating pattern. For each observation the sample was normal to the

detector normal axis and the sample filled the full field of view of the detector.

Figure 12. Average DRIFTS reflectance spectrum for each degradation class in sample

set B. The highly treated sample appears clearly distinct but the remaining three are

difficult to distinguish

For some of the pristine samples in set D, the detector was mounted in a stand

with the detector facing upward. Sample Set D was measured by First Lieutenant
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Kody Wilson and Mr. Billy Kelley. A flat sample mount fit over the detector with

each sample laying horizontally over the detector. When measured by Kody Wilson a

repeating pattern of five measurement locations on each circular sample formed an X.

When measured by Mr. Billey Kelley, the center of each sample was measured once

and and then all sample measurements were repeated for four iterations. It should

be noted that when measuring sample set D, the sample was not perfectly horizontal

across the detector when measuring every location. This is due to a slight protrusion

of the detector above the surface of the sample mount. When measuring near the edge

of the sample, a small angle forms when part of the sample rests on the sample mount

and another part rests on the protrusion of the detector. When measuring near the

center of the sample, all resting parts of the sample rest on the detector protrusion

and appear to lie perfectly horizontal to the naked eye. One sample was measured

at varying radii from the center to determine if increasing this angle would effect

measurement. No apparent correlation between measured spectra and measurement

radii was immediately noticeable.

3.3 Surface Optics Corporation SOC-100 Hemispherical Directional Re-

flectometer

The Surface Optics Corporation SOC-100 Hemispherical Directional Reflectome-

ter illuminates the sample using a gold hemi-ellipsoid mirror with the blackbody

source at one focus and a horizontal sample at the second focus. The emitted light

from the blackbody reflects off the hemi-ellipsoid mirror and hemispherically illumi-

nates the sample. Then a mirror reflects light into an Nicolet FTIR to take spectral

measurements at multiple angles with respect to the vertical as shown in Figure 13.

This measures hemispherically illuminated directional reflectance (HDR) which is ra-

diometrically equivalent to directionally illuminated hemispherical reflectance (DHR).
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The diffuse illuminated directional reflectance (DDR) is measured by placing a black

stopper at the specular angle so the sample is only diffusely illuminated. The spec-

ular directional reflectance (SDR) is then calculated by subtracting the DDR from

the HDR [24]. In addition, different polarizations states can be measured using a

rotatable and removable polarizer in the detector.

Figure 13. Side view of the SOC-100. The blackbody is placed at one focus. The gold

reference and second sample are sequentially moved into position at the second focus.

Detector rotates about the sample depending on desired measurement angle.

The SOC-100 is automatically calibrated with a gold reference mirror. The gold

reference mirror is assumed to have a reflectance of 100%. The sample and reference

mirror are measured with a black chopper preventing the blackbody from illuminating

the sample and reference. This provides an estimate of self-emission and path radiance

for the gold reference and the sample. The reflectance is then calculated by

R(λ) =
L(λ)SampleIlluminated − L(λ)SampleNot−Illuminated

L(λ)ReferernceIlluminated − L(λ)ReferenceNot−Illuminated

, (13)
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where L(λ)Sample−Illuminated is the radiance measured when the sample is illuminated

by the blackbody, L(λ)SampleNot−Illuminated is the radiance measured when the sample

is not illuminated, L(λ)Reference−Illuminated is the radiance measured when the gold ref-

erence mirror is illuminated and L(λ)ReferenceNot−Illuminated is the radiance measured

when the gold reference mirror is not illuminated. The detector is not calibrated to

measure radiance, but the digital units are assumed to be linear with the incident

radiances. Each reflectance measurements is the average of eight sample and gold ref-

erence scans. Each spectrum is the average of four reflectance measurements. Further,

the test chamber is sealed and purged with gaseous nitrogen to remove absorption

from water and CO2. The HDR, DDR, and SDR for each sample from sample set C

were measured at seven angles, vertical, horizontal and unpolarized states.

3.4 Stand-off Measurement Bomen FTS Reflectance

The method outlined in section 2.6 used to calibrate the Bomem MR-154 Series

Fourier Transform Spectrometer (FTS) was tested by measuring one blackbody at

three different temperatures; 50 ◦C, 60 ◦C, and 70 ◦C. Taking care that each black-

body source covered the entire field of view of the detector. Using the 50 ◦C and 70 ◦C

temperatures as calibration sources, the calibrated spectra for 60 ◦C could be com-

pared to a theoretical prediction for a blackbody of that temperature. This provided

an estimate of the accuracy of the two-point calibration used across the measured

spectra.

Following the testing of the calibration scheme, the Bomem MR-154 FTS was used

to acquire the reflectance spectra for the three dark paint samples in sample set C.

The experimental setup for acquiring the reflectance spectra of the three samples is

shown in Figure 14. Unlike previous measurements where the detector was required

to be in contact with the sample or even enclose sample, the Bomem MR-154 FTS
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allowed for sample measurement with a standoff distance between the detector and the

sample. Measurements were taken of two known blackbody references 140 cm from

the detector, one ’hot’ blackbody at 150 ◦C and one ’cold’ blackbody at 50 ◦C used

to calibrate the instrument. The blackbodies were measured just prior to measuring

the samples’ reflectance spectra and immediately after measuring the samples. This

provided an estimate of possible atmospheric changes and changes in instrument

response during the several repeat measurements of a single sample, which required

approximately 20-30 minutes. Each measurement is the average of 256 interferograms.

Care was taken so that the reference blackbody and the source blackbodies had the

same path length to the detector to prevent overestimating or underestimating the

amount of atmospheric absorption in the measured spectra.

Figure 14. (Left)The experimental positions of blackbodies for calibration test and

experiment calibration. (Right) The experimental position for illumination blackbody.

For this experiment the path length from each blackbody source to the detector were

equal to ensure accurate atmospheric correction.
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A 1000 ◦C source blackbody was placed approximately 40 cm from the samples.

Three sample illumination angles were measured with a rotating stage: 30◦, 45◦, and

60◦ with respect to the sample surface normal. The detector was placed at three mea-

surement angles; 60◦, 45◦ and 30◦ with respect to the sample surface normal. The

detector used a telescope to focus on the sample approximately 1m away. The illumi-

nated measurements include reflected radiation from the source, reflected background

radiation, self-emission and path radiance and is represented by

LSample = (LReflectedSource + LReflectedBack + LEmission)τdtel(λ) + LPathRadiance. (14)

To remove radiation not reflected from the blackbody source, each sample was mea-

sured without source illumination to determine the amount of reflected background

radiation, self-emission and path radiance and is represented by

LBack = (LReflectedBack + LEmission)τdtel(λ) + LPathRadiance. (15)

Subtracting the measured background radiance from the measured sample radiance,

the reflected radiance can be determined. The reflectance at a given angle of mea-

surement can be represented by a Bi-Directional Reflectance Distribution Function

(BRDF) f(θi, ϕi, θr, ϕr, λ). In this experiment, the blackbody source, sample and

detector were in plane with each other making ϕi = 0 and ϕr = π. Knowing this

and assuming the blackbody is a Lambertion emitter, the measured radiance can be

related to the source blackbody temperature, sample BRDF and experimental di-

mensions. Then reflectance at the specular angle is assumed to be represented by

the specular reflectance ρS while the non-specular measurements are assumed to be
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represented by the diffuse reflectance ρd. These changes yield.

LSample − LBack = ρd(λ)LBB(λ, TS)τdbb(λ)τdtel(λ)
ABBcos(θ)

πd2BB

(16)

for the diffuse reflectance, where the experimental dimensions are shown in Figure 14

and τdbb(λ) and τdtel(λ) are the atmospheric transmittance for each path. Similarly

for the specular case

LSample − LBack = ρS(λ)LBB(λ, TS)τdbb(λ)τdtel(λ). (17)

Area, field of view and length are constant with respect to wavelength. Assuming the

experiment is not changed between measurements the a normalized reflectance factor

can be calculated which is equal to reflectance times a constant. For the specular

case in Equation 17 it is assumed that the room temperature radiance significantly

smaller than the blackbody radiance and can be ignored. Then solving for the specular

reflectance factor yields

ρSC
′
n = f(45◦, 0, 45◦, π, λ)C ′′

n =
LSample − LBack

LBB(λ, TS)
, (18)

where the Cn are constants that account for the constant geometric factors. Similarly

the diffuse reflectance factor,

ρd
Cn

π
= f(60◦, 0, 30◦, π, λ)Cn = f(30◦, 0, 60◦, π, λ)Cn =

LSample − LBack

LBB(λ, TS)
. (19)

The normalized specular and diffuse reflectance factors are independent of experimen-

tal setup and more advantageous for possible fielded use where the exact dimensions

of the experiment may change often or be uncontrollable.
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3.5 Telops Hyperspectral Reflectance Imaging

The DRIFTS and Bomem 154 FTS are restricted to measuring a single point

per measurement. It would be more advantageous to image degradation across the

aircraft using an imaging technique. Hyperspectral imaging provides the necessary

spectral information for degradation classification and allowed for imaging the large

portions of the aircraft during one measurement.

As will be discussed below, results of the previous experiments showed infrared

reflectance measurement resulted in higher classification accuracy. For these measure-

ments a 6-inch wide-area blackbody at 250◦C or 300◦C was used to illuminate the

dark Air Force paint samples. A specular reflectance measurement was taken with

the wide area blackbody at roughly 15◦ to the sample surface normal and the telops

at the opposing 15◦ to the sample surface normal. A diffuse reflectance measurement

was taken with the wide area blackbody at roughly 45◦ to the sample surface normal

and the Telops at 0◦ to the sample surface normal. The experimental setups for the

diffuse and specular reflectance measurements are shown in Figure 15, where each

sample was measured in each numbered sample location.
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Figure 15. Left: The samples and the blackbody are oriented so the Telops measures

the specularly reflected blackbody illumination. Right: The samples and blackbody

are oriented so the Telops measures the diffusely reflected blackbody illumination.

Each Telops observation was calibrated using two onboard blackbodies at 25◦C

and 30− 45◦C. Two measurements are required to calculate a normalized reflectance

data cube. One Telops observation measured the sample’s self emittance and reflected

room radiance. A second Telops observation measured the sample’s self emittance,

reflected room radiance and the reflected wide area blackbody radiance. The nor-

malized reflectance factor data cube is then calculated based on a pixel by pixel

application of

ρSCn =
LSample − LBack

LBB(λ, TS)τ(λ)
Cn. (20)

where ρSCn is the normalized reflectance factor, LSample is the measured radiance

when the sample is illuminated, LBack is the measured radiance when the blackbody
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is not illuminating the sample, LBB(λ, TS) is the theoretical blackbody radiance, Cn

is the normalization constant and τ(λ) is the atmospheric transmission which will

be assumed to be one. Additional assumptions are each pixel of both data cubes

represents the same point on the samples, the sample temperatures have not changed,

and the atmospheric conditions have not changed appreciably. For this experiment,

the samples and illumination blackbody were stationary on an optical table with the

Telops on a tripod in a lab. The temperature near the samples only varied by ±1◦C

throughout the experiment; thus the assumptions can be warranted.

3.6 Stand-off Measurement Bomen FTS Emittance

The samples in sample set C have an average reflectance of 0.18 leading to low

reflected radiance and requiring high temperature blackbodies for the measured signal

to be significantly above the background radiation. According to Kirchhoff’s law of

thermal radiation, a bad reflector should also be a good emitter [25]. These samples

are expected to have an average emittance of 0.82. With the low reflectance and high

emittance, the self-emission of a heated sample is expected to dominate the observed

signal in a room temperature environment.

For this experiment, the three degraded samples of dark Air Force paints were set

1m away from the detector and heated using a calibrated hot plate to 30◦C, 40◦C and

50◦C. Throughout the experiment, the hotplate displayed the set temperature ±1◦C.

The Bomem MR-154 FTS was calibrated applying the same two-point calibration

used previously and outlined in Section 2.6 with a 30◦C cold blackbody reference and

a 120◦C hot blackbody reference. The blackbody references were measured once prior

to measuring the samples and then again following the measurement of the samples.

The sample and hotplate rested at a 60◦ angle above the horizontal as shown in Figure

16.
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Figure 16. Horizontal view of the Bomem emittance measurement.

A laser pointer was aimed at the sample from the detector to ensure a ceiling

tile and not a fluorescent light was at the specular angle. The samples and the

blackbodies all used the same detector field of view and both covered the entire

field of view of the detector. It was assumed that with the low reflectance and

high emittance the sample’s self-emission dominated the detected signal. With this

assumption the emittance can be calculated using Equation 5 where T is the sample’s

known temperature or a best fit solution to the measured radiance.

3.7 Raman

All Raman data was collected by the contractor ChromoLogic LLC and pro-

vided to the Air Force Institute of Technology, Department of Engineering Physics

(AFIT/ENP) by Air Force Research Laboratories (AFRL). ChoromoLogic measured

the four samples in set B using 11 different incident laser power levels. Each sample

was measured with 3, 4 or 10 spots across the surface of the sample. The incident

laser was focused at different depths, varying from 0-40 mils (1/1000 inch), to access

different layers in the sample. Unfortunately the focusing of the laser created a very

high localized irradiance which burned small spots on the sample surfaces. Chromo-

Logic smoothed the data and did a background subtraction before providing the data

to AFIT.
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3.8 Classification Technique

This section will walk through one example using the SVD of Data set B along

with multiple-class LDA. Each data set was put through this same process with very

few differences which will be discussed each time the data processing differs from this

sections classification technique.

Following data collection the spectra from each measurement technique are then

put through nearly the same classification technique. The average spectrum for each

degradation class for data set B are shown in Figure 17. The primary difference

in classification techniques at this point are the number of retained SVD coefficients

when applying linear discriminant analysis or multi-class linear discriminant analysis.

Figure 17. The average reflectance for each degradation class in data set B. The four

degradation classes are difficult to distinguish based on the reflectance spectra in this

domain. The standard deviation across 75 DRIFTS measurements for each degradation

class are shown as error bars.

After applying SVD, the measured spectra are represented by multiple eigen-
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spectra. The first four eigenspectra, for data set B are shown in Figure 18. These

eigenspectra represent the variation in the data and may not necessarily represent

the spectra.

Figure 18. The first four SVD eigenspectra associated with sample set B.

The average constructed signal for each degradation class based on the first two

eigenspectra and SVD coefficients for sample set B are shown in Figure 19. The

constructed signals are easier to distinguish than the original signals.
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Figure 19. The sum of the first two eigenspectra times the respective SVD coefficients.

The four average spectra are more distinguishable but the two-SVD coefficient con-

structed signals are not representative of the original spectra. The standard deviation

across 75 DRIFTS measurements for each degradation class are shown as error bars.

Once the spectra are represented by the SVD coefficients in the SVD coefficient

feature space, linear discriminant analysis or multi-class linear discriminant analysis

can be applied with high accuracy as shown in Figure 20.
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Figure 20. The multi-class linear discriminant boundaries for data set B. In the SVD

coefficient domain the four degradation classes are classifiable with high accuracy.
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IV. Results and Discussion

First the most recent research will be examined for possible improvements with

DRIFTS data acquisition and subsequent processing on sample sets A and B. What

is learned from this was applied to data acquisition for sample sets C and D. With

specific focus on possible systematic errors contributing to problems with classifi-

cation. Then the results of similar infrared reflectance measurements such as the

SOC-100, Bomem-154 FTS, and Telops hyperspectral will be examined and how well

various infrared measurement techniques compare. Then the results of two different

measurement techniques, Raman spectroscopy and infrared emittance, will be exam-

ined. This will provide multiple independent estimates of the normalized reflectance

factor. In addition infrared reflectance’s classification accuracy will be compared to

classification accuracy of other measurement techniques. Lastly the results of feature

selection will be examined to determine if classification using multi-spectral measure-

ment techniques has potential.

4.1 DRIFTS

The fingerprint region Capt Korth identified was selected by determining the

region with the highest classification accuracy from ten test regions selected based

on literature. Capt Korth determined that the fingerprint region with the highest

accuracy was 850.7-1220 cm−1 with a resulting error of 3.00% when applied to sample

set B. Lack of automation in applying the SVD-LDA technique limited the number

of spectral regions that could be compared. The classification technique was later

automated by Lt Wilson using Matlab and tested on the existing data for sample

sets A and B to validate the automation matched the results generated by Capt

Korth. With an automated technique, a more exhaustive search including 16,200
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test fingerprint regions was completed to determine the best fingerprint region with a

spectral resolution of 18.6 cm−1. Using this test method, the fingerprint region with

the highest accuracy was 865.6-1238.7 cm−1 and resulted in an error of 1.67% when

applied to data set B. This slight modification to the fingerprint region for this top

coat and rain erosion coat combination reduced the classification error rate by nearly

one half.

Once the optimal fingerprint region was identified it was used with the SVD-LDA

classification technique on half the data from sample set A and validated on the other

half of sample set A. The validation accuracy of this technique was lower than ex-

pected. The linear discriminant line determined from training on the SVD coefficients

for the A1 untreated sample and the A2 treated sample is shown as the black line in

Figure 21. The training data predicted a mere 1.39% error but the error rate when

validated on the A3 untreated and A4 treated samples is 36.1%. The method Capt

Korth used to reduce this error was to adjust the cost of misclassification between

the treated and untreated samples by increasing the weight misclassifying the treated

sample as untreated to 100 times more important than the weight of misclassifying

an untreated sample as treated. This will shift the LDA classification line to the left

and is shown as a red line in Figure 21. This will reduce the validation error to 11.1%;

however, the reasoning used to adjust the weight of misclassification in this instance

is not easily applied to other data sets, such as data set B where six relative misclas-

sification weights would have to be determined. In addition it requires at least some

knowledge of the expected SVD coefficients locations to identify which misclassifica-

tion weights should be increased. A number of other technique modifications can be

applied which do not require significant knowledge of the expected data distribution.
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Figure 21. The first two SVD coefficients for the two treated and two untreated samples

in sample set A. The linear discriminant line is shown in black, showing significant

classification error. The weight-adjusted linear discriminant function is identified by

red and still shows some classification error. The quadratic discriminant function results

in 100% classification accuracy.

The first technique is modifying how the training data is chosen. Collecting addi-

tional data would allow more accurate estimation of the treated and untreated class’

probability density functions, and thus more accurate discriminant lines and higher

classification accuracy. In this instance, if the discriminant functions were trained us-

ing all the sample data SVD, coefficients 100% prediction accuracy can be attained.

This accuracy can also be attained by training on half the data from each sample and

validating on the remaining half or by training on the A3 untreated and A4 treated

data sets and validating on the A1 untreated and A2 treated data sets. In the event

this increased training is unacceptable due to the possibility of errors appearing in

future training data sets, the classification technique can be modified as opposed to

49



increasing the training data.

The simplest modification to this classification technique is to use quadratic dis-

criminant analysis (QDA) instead of linear discriminant analysis. In quadratic dis-

criminant analysis, a quadratic function is used to discriminant the various classes

instead of a linear function. The quadratic discrimination function when training on

A1 and A2 data sets is shown in Figure 21 centered tightly around the untreated

data and results in 100% classification accuracy. In addition this technique modi-

fication still yields 98% accuracy when applied to data set B. It is expected that a

more complex classification rule would result in improved classification accuracy but

the reason for such significant improvement becomes apparent when looking at the

estimated probability density functions for the treated and untreated classes shown

in Figure 22. Both linear discriminant lines divide the feature space such that signifi-

cant misclassification error of the treated class is expected. A quadratic discriminant

line is a more appropriate division for these two classes based upon the estimated

probability density functions.
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Figure 22. The first two SVD coefficients are are shown for the four samples in set

A. The discriminant lines for LDA, cost adjusted LDA and QDA are shown with the

estimated probability density functions for the treated(red) and untreated(blue) classes.

In this instance it appears LDA is not an appropriate classification method.

Throughout this experiment, the A2 Treated and A4 Treated sets have been re-

garded as part of the same class. However it can be seen that the variation within the

treated class can be largely attributed to variation between the A2 treated sample

and the A4 treated sample. When examining the two samples in the SVD coefficient

space, the two treated samples appear nearly distinct from one another. When ex-

amining the reflectance spectra for the two treated samples each spectrum is barely

within the error bars of the other samples’ reflectance spectrum as shown in Figure

23. The two treated average reflectance spectra appear very similar in shape however

there is a magnitude difference of about 2% across most of the two treated reflectance

spectra. From our knowledge of the autoclaving process which is representative of

the fielded aircraft coating degradation, these two samples should be indistinguish-
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able [26]. The remaining possibility is the two treated reflectance spectra are different

due to the way the two samples were measured. This possibility will be explored with

sample set C where an experiment can be designed to test this possibility.

Figure 23. The average reflectance spectra of each sample in sample set A with the

standard deviations. The two untreated samples are very similar with small standard

deviations. The two treated samples are similar but contain a uniform magnitude

difference between the two along with large uncertainties.

In sample set C, half of the measurements were taken with the DRIFTS on its

right side following a 30-minute warm-up period. After taking approximately 25

measurements, five measurements per sample, the DRIFTS was rotated to its left

side then used to take another 25 measurements on the same samples. The averages

for each set of five measurements per sample and for instrument position are shown in

Figure 24. The primary spectrum of interest is that for the pristine sample measured

with the instrument on its left side. Its reflectance is vastly different than that for

the pristine sample measured with the instrument on its right side.
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Figure 24. Average reflectance spectra of the 3 samples in sample set C for two different

instrument uses. The pristine sample was the first to be measured after rotating the

instrument and the average pristine spectra shows significant magnitude variation when

compared to previous pristine measurements.

Interestingly the two degraded samples have similar measurements regardless of in-

strument positions. It is believed this is because measurements were paused after the

pristine sample was measured with the instrument on its left side due to a laboratory

visitor. During this time the instrument underwent an additional unscheduled warm-

up period. It is possible that rotating the instrument generates mechanical oscillations

or a changing thermal environment internal to the instrument which must dampen

out or return to a stable equilibrium before absolute reflectance measurements can be

made again. It is not conclusive but it is possible that the large variation between the

two treated samples in sample set A could be attributed to this and similar effects

caused by moving the instrument. Ideally the DRIFTS data on these samples would

be retaken with the procedures used for later sample sets. Unfortunately sample set
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A was no longer available for this research.

Fortunately this instrument movement effect appears to be approximately spec-

trally uniform. This means that normalizing the data, according to the largest peak,

may be all that is necessary to mitigate the instrument movement effect. The normal-

ized reflectance measurements for sample set C are shown in Figure 25. The spectra

are now separable by degradation class.

Figure 25. The average normalized reflectance values for sample set C. As shown

the sample spectra for each of the three degradation classes can now be more easily

distinguished.

Following the normalization of each individual spectrum, the original SVD-LDA

algorithm can be applied. For more accurate normalization, care must be taken to

not normalize to the edge of the instrument response around 650-700 cm−1. Noise in

this region can cause significantly different normalized reflectance spectra sometimes

resulting from a impossible measured reflectance of greater than 100%.

When applying the SVD-LDA algorithm with two SVD coefficients, the samples
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from sample set C are classified with 90% accuracy. Each of the misclassifications is

between the 2100 hr and 2600 hr degradation classes. When examining the samples in

the SVD coefficient feature space, shown in Figure 26, it becomes apparent that the

misclassification is the result of a single outlier of the 2600 hr sample. It is expected

that accuracy would improve with additional data so the effect of individual outliers

are reduced.

Figure 26. SVD coefficient space for sample set C. The three degradation classes are

well separated with the exception of the single outlier in the 2600hr degradation class.

This one outlier shifts the classification line such that three sample measurements are

misclassified.

Taking the information learned about the instrument from sample set C, the same

normalization process can be applied to the data from sample set A. The normaliza-

tion process was disregarded in previous literature because the normalization reduced

classification accuracy for sample set B from 98.3% to 93.3% for two SVD coefficients.

However the effect of instrument movement and position on the data was ignored at
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that time. By taking the instrument movement effect into account, mitigating with

reflectance spectra normalization, degradation classification can be made significantly

more accurate for sample set A without resorting to a more complex classification al-

gorithm. Figure shows 27 four samples from sample set A can be classified with

100% accuracy using the normalized spectra SVD coefficient space with only two co-

efficients. There still appears to be some differences between the two treated samples

but the probability density functions for the two treated samples have significantly

more overlap than shown previously in the unnormalized spectrum’s SVD coefficient

space in Figure 22. Due to this, the classification rules generated by training on one

pair of treated/untreated samples are more accurate when validated on the remaining

pair of treated/untreated samples than previously possible without normalization.

Figure 27. The SVD-coefficient space for sample set A after each spectrum was normal-

ized. The two treated samples now have significantly more overlap in SVD-coefficient

space than previously without the normalization. The resulting discriminant line

trained on one pair of samples is then more accurate when validated on the remaining

pair of samples.
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Another factor of interest is how detector noise may affect classification accuracy.

The DRIFTS is a relatively low-noise instrument in comparison to the Bomem or

Telops hyperspectral camera. It is anticipated that increased noise in the spectral

signature will decrease classification accuracy despite the mitigating effects of the

SVD-LDA technique. To examine what signal-to-noise ratio (SNR) may be necessary

for a specified classification accuracy, artificial zero-mean Gaussian noise was added

to each spectrum in sample set B with an SNR varying from 100 to 104. Then the

resulting noise-degraded data was put through SVD and the resulting SVD coefficients

were classified using LDA and Decision Trees (DT) and then the LDA result was cross-

validated using K-Fold analysis. The results of each algorithm for varying levels of

noise are shown in Figure 28. Treating the average spectrum for each degradation

class as a pristine spectra the SNR of the DRIFTS data is estimated to be 2875.
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Figure 28. Accuracy for Decision Trees, LDA and K-Fold cross validation for LDA.

Decision Trees are heavily overtrained as seen by the high reported accuracy even at

near zero signal. High classification accuracy requires fairly high signal to noise ratio’s

while using the current SVD-LDA technique. The K-fold estimate of overtraining for

LDA is within acceptable limits as well.

Decisions Trees were considered as a possible substitute classification algorithm

over LDA but the decision tree classification algorithm was determined to be too sus-

ceptible to overtraining as shown in Figure 28 where decision trees still report around

70% accuracy with virtually no signal. LDA has reduced potential for overtraining

due to the less complex classification rules. In addition the LDA overtraining can

be predicted using K-Fold cross validation as shown in Figure 28 where LDA still re-

ports nearly 40% accuracy without signal while K-Fold reports around 25% or random

accuracy without signal. Additional variations on LDA, such as QDA, diagLinear,

diagQuadratic, pseudoLinear and pseduoQuadratic discriminant analysis were iden-

tified as possible substitutes. However, it was determined that LDA’s simplicity and
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reduced risk of overtraining made it the best suited for this degradation classification

problem.

An additional topic of interest is how transmission through and reflection from the

various layers affect the reflectance spectrum. Figure 29 shows two possible mecha-

nisms for the reflectance. On the left side the top coat either absorbs or reflects all the

incident radiation and the lower layers do not contribute to the reflectance spectrum.

If this were the case, all degradation information obtained with a reflectance mea-

surement would only pertain to the degradation of the top coat and no information

is attained about the lower layers. On the right side the top coat still absorbs and

reflects, thus contributing to the reflectance spectrum, but it also transmits some of

the light which is then reflected at the TC/REC boundary, the REC layer reflects,

absorbs and transmits, and finally another reflection happens at the REC/substrate

boundary. While this mechanism is much more complicated, information is attained

about all three layers.

Figure 29. There is the possibility that the measured reflectance is due to only the

material prosperities of the top coat as shown on the left. If the layers are not opaque

then the top coat, rain erosion coat and substrate all contribute to the measured

reflectance as shown on the right.

To test if the reflectance spectrum is only the result of reflections from the top coat,

multiple combinations of the various layers were tested. Three layer combinations
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were tested; the original TC/REC combination on the substrate, the top coat on

the substrate and the REC on the substrate. This set up is shown in Figure 30. In

addition, two types of top coats and RECs were tested as it is possible that one top

coat is responsible for the entire reflectance spectra while another top coat allows

light to transmit to lower layers. Testing the effect of the substrate was also planned.

Unfortunately the test samples with a different substrate were unavailable. If the

reflectance spectrum is only dependent on the top coat, then the first and second

samples should have nearly identical reflectance spectra.

Figure 30. If the top coat is the only layer responsible for the reflectance spectra then

the first and second samples should have identical reflectance spectra. If the first and

second spectra are distinct the third sample will provide information on the reflectance

spectra of the middle layer and later assist in determining of the substrate contributes

to the reflectance spectra.

The reflectance spectra for TC1 on silicon and TC1/REC1 combination on silicon

substrate display minor differences primarily around 1800-3000 cm−1 as shown in

Figure 31. Meanwhile the reflectance spectra for TC2 and TC2/REC2 combination

both on silicon substrates showed significant differences around numerous sections

of the reflectance spectra. Additional measurements of these combinations on an

aluminum substrate are planned upon arrival.
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Figure 31. DRIFTS reflectance measurement for comparing two TC/REC combinations

on silicon. With two TC’s and two REC’s alone on silicon. The reflectance is shown to

be dependent upon the lower layers in addition to the TC layer.

4.2 Surface Optics Corporation SOC-100

The first part of the SOC-100 experiment was to determine the difference between

measuring the diffuse and specular reflectance of the weathered samples at different

angles. As expected, the average reflectance over all measured wavelengths, increases

with angle for diffuse and specular reflectance but at the same rate for each degra-

dation class as shown in Figure 32. This suggests that normalizing each spectrum

may be sufficient to compare sample measurements taken at different angles. This

is particularly useful when taking future measurements of samples that may have

multiple angles throughout the measurement such as during a hyperspectral image of

an aircraft.
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Figure 32. Average diffuse and specular reflectance between 800 and 3500cm−1 for the

three artificially weathered samples. The relative magnitudes of the average reflectance

remain roughly the same as the observation angle changes.

Unfortunately simply normalizing each reflectance spectrum did not remove all

variation due to angle. Fortunately a large portion of this variation appears to come

from the overall magnitude of the reflectance while still maintaining similar spectra.

This is believed to be due to problems inherent in normalizing on noisy data. This

happens when normalizing to the the largest peak inside the lower noise region of 800-

3000 cm−1. Normalizing outside this region is possible but there is significant noise

below 800 cm−1 and above 3000 cm−1. Therefore including the spectra outside this

region in normalization can result in normalizing to physically impossible reflectance

values. Some detector noise is still present. If noise is present around the large peak

an apparent shift in the magnitude of the normalized reflectance is observed. The

issue now being that each degradation spectrum contains significant variation within

each degradation class. For accurate degradation classification, small variation within
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class and large variation between classes is desired. As shown in Figure 33, it appears

the spectra are distinct, but each degradation sample spectrum is within the standard

deviation of the other samples’ reflectance spectra as well. Despite the magnitude

change and associated variation, the reflectance spectra still retain the same shape

and thus the SVD-LDA technique is still expected to provide high accuracy since

SVD is adept when dealing with overall magnitude shifts.

Figure 33. The average normalized spectrum across all measured angles for each

degradation class after each spectrum was normalized for both specular and diffuse

reflectance.

The combined single value decomposition and linear discriminant analysis tech-

nique was applied to the normalized DDR, SDR, and hemispherical directional re-

flectance (HDR) independently. The resulting accuracy for each reflectance measure-

ment is shown in Figure 34 where 100% accuracy was attained using DDR and HDR.

Unfortunately SDR never attained 100% and becomes noticeably overtrained with a

larger number of retained SVD coefficients. This implies that for these samples, dif-
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fuse reflectance contains more information relating to degradation classification than

the specular reflectance. Therefore in future measurements, it is expected that a dif-

fuse reflectance measurement will give a higher accuracy than a specular reflectance

measurement.

Figure 34. Classification accuracy for the normalized measurements from the SOC-

100 for diffuse, specular and hemispherical reflectance. Diffuse and hemispherical re-

flectance appear to out perform the specular reflectance for maximum classification

accuracy.

4.3 Bomen Fourier Transform Spectrometer Reflectance

The DRIFTS and SOC-100 reflectance measurements require being in contact or

enclosing the sample. A stand-off measurement may be more useful for maintenance

procedures. The Bomem Fourier Transform Spectrometer (FTS) provides such a

measurement technique. The first step of the Bomem experiment was to determine if

the calibration technique outlined in section 2.4 yielded reliable results for blackbodies
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at 50 ◦C, 60 ◦C, and 70 ◦C. When this experiment was originally attempted the coldest

blackbody was measured and then the warmer blackbodies placed in front of it. The

result was a path length change of approximately 25 cm. This led to an issue where

the amount of atmospheric absorption was overestimated for the closer blackbodies

and underestimated for the blackbodies at a distance. This was later corrected and

all sample measurements were taken with the blackbody to detector path length

remaining the same for all measurements.

The calibrated spectra, with blackbody positions carefully monitored, and theo-

retical blackbody spectra for the 60 ◦C blackbody are shown in Figure 35. As shown

the calibration data is remarkably close to the theoretically expected radiance spectra

with a normalized mean squared error(MSE) of 0.276. Further, the vast majority of

that error is found in the spectral regions 1380-1800 cm−1 and 2340-2380 cm−1 which

are associated with water and CO2 absorption respectively. Removing these regions,

the normalized MSE is reduced to 0.015. For the Bomem data, it is expected that

data taken in these atmospheric absorption regions will be of less use in classifying

degradation levels than spectral regions where atmospheric absorption is lower and

varies less with time.
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Figure 35. The calibration test for the Bomem 154 FTS. The theoretical expectation

and measured data for a 60 ◦C blackbody are nearly identical outside the water and

CO2 absorption regions around 1380− 1800 and 2340− 2380 cm−1 respectively.

The reflected radiance of a 1000 ◦C blackbody was then measured using the

Bomem after it reflected off each of the three degraded samples. The Bomem cali-

brated reflected radiance data was converted to normalized reflectance factor using

Equations 18 and 19. The normalization constant was removed by normalizing the

spectra to a band around 2950 cm−1. This band was chosen because it was uniform

across the three samples and outside of all atmospheric absorption bands identified

in the calibration test. The Bomem data included a normalized diffuse reflectance

measurement and a specular reflectance measurements shown in Figures 36 and 38.

Due to the large difference between the specular and diffuse reflectance, the classi-

fication on the diffuse reflectance measurements must be done separately from the

classification on the specular measurements.
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Figure 36. The average Bomem measured diffuse reflectance for each degraded sample

in sample set C. High noise and small variation between the signals makes classification

difficult.

Unfortunately when attempting a diffuse reflectance spectral measurement with

the Bomem, the majority of incident radiation is reflected in directions other than

the detector. The resulting reflectance signal-to-noise ratio is relatively low as shown

in Figure 36 including high noise in regions outside of the atmospheric absorption

bands.

In spite of the significant noise in the spectra, the SVD-LDA technique still shows

reasonable results because the noise is captured in higher dimensions, while the first

few SVD coefficients are mostly the signal. The SVD coefficients still display remark-

able separation as shown in Figure 37. Similar to the SVD example in Section 2.10

classification in the SVD coefficient space can result in higher accuracy than classi-

fying in the original feature space. The SVD-LDA classification algorithm resulted

in 97% accuracy. This places the Bomem stand-off measurement accuracy within
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similar range of that with the DRIFTS reflectance measurements.

Figure 37. The first two SVD coefficients for the three degraded samples in sample set

C. The SVD coefficient feature space provides relatively high classification accuracy

when using LDA.

While there was a large amount of noise in the diffuse reflectance data, analysis

on the normalized specular reflection factor demonstrated a much higher signal-to-

noise ratio as shown in Figure 38. Unlike the diffuse reflectance measurement where

the majority of reflected radiation was not reflected toward the detector, placing

the detector at the specular angle allowed for a much higher signal and signal-to-

noise ratio. As expected the water and H2O absorption regions did not provide

useful spectral information. However outside these two absorption regions, the sample

spectra are clearly distinct enough for accurate classification as shown in Figure 38.
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Figure 38. The normalized specular reflectance for the artificially weathered sample set

C. There is good separation between the data for the three different sample degradation

classes.

Linear discriminant analysis was then applied directly to two spectral bands cen-

tered around 1300 and 2000 cm−1. LDA and K-Fold analysis both predicted 100%

accuracy for the three artificially weathered samples. This suggests for these samples

and measurement technique, the more complicated SVD-LDA algorithm may be un-

necessary and that a simpler classification technique may be used. In addition a full

spectral measurement may not be necessary as a multi-spectral measurement could be

made once the appropriate spectral bands for classification are identified. The com-

parison of the various instruments’ measured reflectance spectra will be discussed in

detail in Section 4.5.

69



4.4 Hyperspectral Imaging Telops

There are two primary advantages using a hyperspectral camera has over previous

measurement techniques. The first was the spatial information gained by taking an

image of the sample. One hypothesis was blisters and wrinkling may be visible using

hyperspectral imaging before they became visibly apparent. In addition, spatial non-

uniform degradation is expected to increase the longer the sample has been aged[29].

The second advantage comes from quickly collecting a large number of spectral mea-

surements uniformly spaced across the sample. All previous measurement techniques

were averaged across large areas of the samples while location and spacing across the

samples were varied by hand.

Unfortunately the reflected radiance at each pixel across the samples is dependent

upon the incident radiance and thus sample location relative to the illuminating black-

body. Since the incident radiation can vary largely across multiple sample surfaces,

the reflectance for each pixel was normalized to the largest peak between 900-1250

cm−1. All reflected radiance values are scaled by a constant as outlined in Section

3.5. Normalizing the reflectance spectra yields normalized reflectance factors for each

pixel and allows for a direct comparison of all pixels across the image to determine

if blisters, wrinkling or non-uniform degradation across the sample are present. The

average normalized reflectance for the field of view of the detector is shown in Fig-

ure 39. For these sample measurements, the three samples appear roughly uniform

across the sample surface with no noticeable spatial features apparent in the sample

surfaces to suggest blisters, wrinkling or non-uniform degradation can be detected

using longwave infrared normalized reflectance factors.
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Figure 39. The average normalized reflectance for the three samples and nearby sur-

roundings. The pristine sample on the left, 2100 hours of degradation in the center

and 2600 hours of degradation on the right.

While many more measurements are possible in the same amount of time using a

hyperspectral camera, each individual pixel’s spectrum is relatively noisy in compar-

ison to previous measurement techniques. This is expected since each pixel’s field of

view and detector size is smaller than with previous techniques. However the spec-

tra across multiple pixels can be averaged if noise is an issue. The spectra for each

sample’s surface were averaged individually as shown in Figure 40 with very little

noise apparent. In addition it is expected that noise will have a limited effect on the

SVD-LDA classification technique as outlined in Section 2.10. The measured spectra

for the three samples are similar to spectra measured in previous techniques.
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Figure 40. The spectra averaged across the surface area of each sample. As expected

the pristine sample is clearly distinguishable from the two degraded samples.

Next, SVD was applied to just the pixels associated with the three samples in

an attempt to highlight possible blisters and non-uniform degradation across the

samples. A false color image of the first three principle components which represent

91% of the variation in the data is shown in Figure 41. Unfortunately SVD did not

appear to highlight any non-uniformities across the sample surfaces. It did however

highlight the differences between the samples.
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Figure 41. A false color image where the first three principle components represent

the RGB components of the image. The pristine sample is clearly distinguishable. The

two degraded samples can be classified but with less accuracy than the pristine sample.

When examining each pixel independently in the principle component space, the

first and third principle components are the most useful for degradation classification.

The first principle component is responsible for determining the pristine sample from

the others and the third principle component determines the difference between the

two degraded samples as shown in Figure 42.
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Figure 42. When examined in the principle component space it quickly becomes appar-

ent than the first and third principle components will be the most useful for degradation

classification.

Accuracy increases as the number of principle components kept for LDA classi-

fication increases as shown in Figure 43. Classification accuracies were tested with

more than three coefficients; however, there was only marginal increases in accuracy

beyond retaining three principle components for LDA classification. The classifica-

tion accuracy with three principle components retained is similar to the classification

accuracies reported by the other techniques. In addition, because of the large number

of sample observations, the effect of noise and outliers on the classification rules is re-

duced. This results in the K-fold cross validation and the LDA predicted classification

accuracy to return similar results.
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Figure 43. The accuracy for classifying all sample pixels. Nearly all degradation classi-

fication information is present within the first three principle components. In addition

the close match between K-Fold cross validation and the LDA predicted accuracy sug-

gest that these samples were measured a sufficient number of times such that noise and

outliers do not effect the classification rules.

For uniformly degraded samples, classification across the samples is expected to

be distributed randomly across the surface of each sample. While examining the

location of the misclassifications, it becomes apparent that the majority of misclassi-

fications occur near the boundary between the 2100 hour and 2600 hour samples as

shown in Figure 44. The prevailing hypothesis is that the center of the three samples

is illuminated with high intensity and measured mostly at the specular angle. As

you move from the center of the field of view to the edges the incident radiance is

decreased. This effect should be removed when moving to the normalized radiance

factor but it is possible that classification errors could be attributed to remnants of

such an effect. In addition to the change in incident radiance, the reflectance becomes
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increasingly diffuse as you move from outwards from the center of the samples due to

the Telops being set up at the specular angle for the center of the sample. This means

diffuse and specular reflectance may be compared, reducing the overall classification

accuracy.

Figure 44. A pixel map of which image pixels classify as which degradation class.

The location of misclassification between the middle and right samples suggests that

non-uniform illumination across the three samples may be responsible for some of the

misclassification.

When examining the principle components it becomes clear that either non-

uniform illumination or a change from specular to diffuse reflectance, has an effect on

the measured normalized reflectance factor as shown in the third principle component

in Figure 45. Measuring all three samples at a non-specular angle may be a solution.

Unfortunately attempts measure non-specular reflected radiance yielded insufficient

reflected radiance for accurate classification. Therefore with the current experimen-

tal setup, the solution is to only measure samples that have the same surface area
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as the illumination blackbody. For the current experiments this would result in only

measurements made on the sample when it was in the center and near uniformly

illuminated being used for classification.

Figure 45. A pixel map of the magnitude of the third principle component. With the

blackbody illumination centered on the middle sample it appears the third principle

component may contain large variation associated with sample position rather than

degradation level.

4.5 Instrument Comparison

At this point, there may be some concern about the validity of comparing results

from spectra measured with different instruments. Due to sample and instrument

availability, many of the samples have not been measured by every instrument. This

makes it difficult to attribute differences in measured reflectance to change in samples

or change in instrument. Thus far sample set C has been measured using all instru-

ments mentioned except for Raman spectroscopy. A comparison of the measured
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reflectance for each instrument is shown in Figure 45. Analysis on some of the instru-

ment techniques focused on a normalized reflectance measurement over an absolute

reflectance measurement so all absolute reflectance measurements were normalized

for comparison.

Figure 46. Comparison of the various instruments used to measure the longwave in-

frared reflectance of the degraded samples. All measurements shown are of the pristine

sample of sample set C. The Bomem outlier may have been affected by untracked sam-

ple heating during the measurement.

The majority of the measured reflectance spectra agree well with the exception

of the measured Bomem reflectance spectra. This may be due to sample heating

during the measurement due to prolonged exposure to a 1000◦ C a mere 40 cm away.

First the sample’s self-emission, reflected background radiance and path radiance were

measured. During these measurements, the sample was at room temperature with

the blackbody aperture closed. Then the sample’s reflectance was measured with

the blackbody aperture open. These reflectance measurements were taken several
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times at different angles. During this time, the samples heated due to proximity

to the blackbody. The samples became noticeably warm to touch but the sample

temperatures were not measured. Because of this error, the subtracted self-emission

does not match the actual self-emission of the now heated sample. Further this

change in the sample’s self-emission is not spectrally uniform and thus persists after

normalization. Lastly the experiment could not be repeated due to lack of instrument

availability once the measurement error was identified and priority shifting to hyper-

spectral measurements.

4.6 Bomen Fourier Transform Spectrometer Emittance

The low reflectance samples required high temperature blackbody illumination

to generate a measurable reflected radiance signal. Emittance measurements do not

require 1000 ◦C blackbody illumination. Measuring and classifying emittance is desir-

able over classifying with reflectance if the two measurement techniques have similar

accuracies.

To test if an emittance measurement can be used to classify degradation, the

emitted radiances from the three degraded samples from sample set C were measured

at 30 ◦C, 40 ◦C, and 50 ◦C all above room temperature. The expectation was the

higher the samples’ temperatures, the more the samples’ self-emission would dominate

the measured radiance and thus generate more accurate classification. The average

measured radiances for each sample at each temperature are shown in Figure 47. Each

set of curves line up well with the expected curve for a blackbody at that temperature.

The water and CO2 absorption regions are again expected to provide little spectral

information regarding the samples due to large amounts of noise in these regions

related to changes in the atmosphere and not changes in the samples. In addition

the low signal seen at higher wavenumbers is also expected to be problematic for
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classification due small variation in measured radiance resulting in large variation in

the calculated reflectance.

Figure 47. The emitted radiance of the three artificially weathered samples at three

different temperatures. Each the spectra group well with other measurements at the

same temperature. Unfortunately the water and CO2 absorption regions provide little

spectral information about the samples. In addition the signal approaches zero at

higher wavenumbers.

Throughout the experiment the hot plate reported temperature variations of

±1◦C. The blackbody spectrum for each sample degradation level and temperature

are shown in Figure 47 were each fitted to the emittance and blackbody model out-

lined in Section 2.4. The fitted temperatures are shown in Figure 48; as expected, the

average standard deviation of the fitted temperatures was 1.04◦C. In addition there

appeared to be no relationship between the average variation and the degradation

level of the samples. Every sample fitted temperature underestimated the hot-plate

reported sample temperature. It is also possible that the temperature underestimate
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may be the result of the emittance being less than one across the spectrum. The

magnitude of the underestimate increases as the sample temperature increases. It is

believed that when the sample reaches thermal equilibrium the sample surface tem-

perature, the temperature of the emitting surface, is lower than the reported hotplate

surface temperature. This effect is more pronounced as the difference between room

temperature and hot plate surface temperature increases. This should not affect the

classification algorithm as long as the temperature is estimated for the sample surface

rather than assumed to be equal to the reported hot-plate temperature.

Figure 48. Sample temperature estimates using measured radiance spectra. The sample

radiances appear to come from a samples of lower temperatures than reported by the

calibrated hotplate. Indicating a temperature difference between the sample surface

and the hot plate surface.

The estimated emittance of the samples resulted in low signal-to-noise ratio spec-

tra. The average fitted emittance spectra for each sample and fitted temperature

are shown in Figure 49. The water and CO2 absorption regions were removed due
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extreme noise and physically impossible emittances. This was expected due to cali-

brations problems with these regions. In addition the extremely low radiance signal

measured for high wavenumbers resulted in high noise in the high wavenumber region

for the fitted emittance. As such the spectra beyond the CO2 region was removed as

well.

Figure 49. Bomem emittance measurements after removing the absorption and low

signal regions. The measurement has a relatively low signal to noise ratio and the

spectra for the three different degradation classes are not well separated.

It appears there may be sufficient spectral information for classification between

the water and CO2 absorption regions where there is some separation between the

degradation classes. Two bands centered at 1300 and 2000 cm−1 were averaged and

then linear discriminant analysis applied to each. Classification yielded 48% accuracy

which is above random classification of 33% so sample degradation information is

present but not sufficient for high classification accuracy. Single Value Decomposition

(SVD) combined with LDA proved to be effective in the DRIFTS data and in the noisy
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Bomem reflectance data. Thus SVD-LDA was applied to each region separately shown

in Figure 49. Unfortunately this technique yielded only slightly better performance

in the first region, 800-1456 cm−1, classifying with 52% accuracy, while the second

region, 1842-2301 cm−1, was 49% accurate. The same technique was then used with

the entire emittance spectrum with only 49% accuracy.

Following the failed attempts with LDA and SVD-LDA techniques, feature selec-

tion was applied. The ReliefF feature selection algorithm was utilized to identify any

specific spectral bands that were useful for classification. Unfortunately ReliefF al-

gorithm only identified spectral features associated with noise. This determined that

while it may be easier experimentally to set up an emittance measurement, the nec-

essary spectral information for degradation classification may not be present or easy

to measure. A reflectance measurement may be more difficult and time consuming

to set up, requiring a high temperature blackbody to be near the sample, but such a

measurement does provide the necessary spectral information for classification with

similar accuracy to applying the SVD-LDA algorithm to the DRIFTS data.

4.7 Raman Spectroscopy

The first processing done on the Raman data collected on sample set B was com-

pleted by the ChromoLogic LLC. A fifth-order polynomial was fit to each measured

Raman spectrum and then the polynomial fit was subtracted from each spectrum.

Then each spectrum was smoothed using a Savitzky-Golay filter [27]. This process

removed the increased background signal and increased the apparent signal-to-noise

ratio. Both signal to noise and background signal become increasing problematic for

high energy Raman Spectroscopy where temperature changes in the sample may be

present [28]. In this experiment, the laser was not high powered but it was focused,

generating a high irradiance and possible temperature changes on small spots across
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the sample that may not be present in an unfocused system with similar laser powers.

Unfortunately very few measurements were made with identical instrument and

experiment parameters. The large variation within the experiment parameters also

generated large variation within each degradation class’ measured Raman spectra.

This large within-class variation made classification difficult due to the comparatively

small variation between the degradation classes. For this reason, the collected Raman

data was separated by instrument parameters which caused significant variation and

by degradation class.

Varying the input power of the laser causes the largest variation due to varying

instrument parameters as can be seen in Figure 50. In addition to an overall change in

peak height for each input power, the relative peak heights change, and in some cases,

certain peaks cannot be distinguished from neighboring peaks. Unfortunately when

applying the SVD-LDA algorithm on Raman with multiple laser powers, only 70.4%

accuracy could be attained. This accuracy required retaining 25 SVD coefficients.

Further it not apparent that this reported accuracy is not due to overtraining.
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Figure 50. The Raman spectra for varying powers of incident laser is highly dependent

on incident power. Classification training and feature selection must be done separately

for each laser power.

Variation caused by changing the focus depth and integration time can also be

noticed as shown in Figure 51. However unlike the variation caused by changing the

input power, the variation caused by focus depth and integration time is primarily

a change in peak height as shown in Figure 51. The location of each peak remains

noticeable and the relative height of each peak remains the same. Ignoring these two

parameter changes is necessary to generate enough observations from the available

data for statistical significance for feature extraction and classification.
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Figure 51. The Raman spectra for varying focus depths shown on left and changing

time profile shown on right. The variation due to these changing instrument parameters

is noticeable but observations taken at different focus depths and time profile’s will be

treated as part of a the same class

The four degradation levels were classified via the combined SVD-LDA algorithm

for each input power separately. The results for each power level are shown in Figure

52. It appears that for the same number of SVD coefficients and equal classification

complexity, certain lower laser powers resulted in higher classification accuracy. When

applying the SVD-LDA technique to DRIFTS, only two or three coefficients were

required to attain high accuracy. When classifying using the SVD coefficients of the

Raman data, it is necessary to retain additional SVD coefficients to attain similar

accuracy to the DRIFTS data. This is because for DRIFTS the first three coefficients

represent 99% of the variation in the data, while in Raman the first 16 coefficients

represent 90% of the variation in the data and significantly more are required to

represent 99% of the variation in the data. Thus it is expected that more coefficients

are required to produce similar accuracy.
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Figure 52. SVD-LDA classification accuracy with Raman data improves as additional

SVD coefficients are retained for LDA. High accuracy is attained as more variation

within the data is represented by more SVD coefficients. In addition lower laser input

power appears to provide higher accuracy.

Raman spectroscopy can be used to classify the degradation levels of aircraft.

However variation in input power affects the accuracy of the classification signifi-

cantly such that it would be necessary for a Raman measurement to use the same

input power across all training and validation measurements. The focus depth of the

Raman measurement can cause additional, possibly non-uniform, variation through-

out data collection. The engineering of a portable Raman system which can maintain

focus depth accuracy on the order of millimeters is necessary and may prove difficult.

Infrared reflectance spectroscopy is less susceptible to problems with changing input

power due to the ease in which the infrared reflectance measurements can calibrate

out the input power variation. Thus it can be concluded that infrared reflectance

measurements show more promise for degradation classification than Raman spec-
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troscopy.

4.8 Feature Selection-DRIFTS

The SVD-LDA classification technique useful in determining degradation but no

information is provided about which parts of the spectrum are important for classi-

fication, and by extension, any information about the chemistry of the degradation

process. By applying feature selection and then MDA, we can determine the vibra-

tional energies associated with the degradation process. Forward selection requires

very few of the 1700 possible features for high accuracy as shown in Figure 53.

Figure 53. Forward selected features’ MDA accuracy increases rapidly for the first few

retained dimensions. Then additional dimensions offer diminishing returns until 100%

accuracy is attained.

ReliefF weights each dimension independently of the other dimensions. Neighbor-

ing spectral channels are likely to be weighted similarly. When retaining additional

dimensions each dimension added may be weighted highly but not contain degradation
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information different than that already retained. The result being more dimensions

must be retained for similar accuracy to that of Forward Selection where dimensions

which contain new degradation information are more likely to be retained.

Figure 54. ReliefF selected features’s MDA accuracy increases much slower than for

Forward Selection. Similar to Forward Selection added dimensions eventually add

dimensioning returns until 100% accuracy is attained.

The first 16 ReliefF features and the first six forward selection features are shown

in Figure 55 for the DRIFTS measurements of sample set B. These number of features

were chosen because they are the number of features required to classify with 99%

accuracy.
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Figure 55. The first six forward selected features and 16 ReliefF features. Many of the

selected features are appear within a single band of selected features.

Although there are is significant number of features, many of the features fall

within the same band, or set of neighboring spectral channels. This is expected since

not all spectral channels are independent, but are treated as independent for the fea-

ture selection algorithms. In reliefF, two neighboring spectral channels with similar

degradation information will each be ranked similarly for selection. During classifi-

cation, the inclusion of an additional neighboring spectral channel is not expected

to greatly increase classification accuracy because neighboring channels tend to be

highly correlated. Forward selection only uses classification accuracy to determine

features and thus is less likely to select neighboring features which lack additional

information compared to the earlier selected features.

With the information provided by feature selection, four spectral bands were cho-

sen as potential filter locations for a simulated multi-spectral measurement to deter-

mine degradation classification. In addition, a fifth ’normalization’ band was chosen
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Table 2. Filter Center Wavenumbers and Bandwidths

Custom Filter Comerically Available
Center Wavenumber

[cm−1]
Bandwidth
[cm−1]

Center Wavenumber
[cm−1]

Bandwidth
[cm−1]

2229.3 (Normal Filter) 37.310 2218.1(Normal Filter) 97.008
1546.5 3.7310 1554.0 74.622
1244.3 3.7310 1268.6 63.429
1106.3 18.655 1100.7 37.311
901.06 70.890 945.83 33.580

at a location where the spectra were visually indistinguishable for each degradation

class. The normalization band is used to scale the other measured spectral bands.

This scaled or normalized feature space is then independent of many factors that

could affect an absolute reflectance measurement such as distance from target, in-

tegration time, and spectrally uniform calibration errors. This simplifies instrument

calibration. If the measured spectrum is accurate within a multiplicative constant,

this measurement technique will work. This reduces the training time and possibility

for mistakes in the potential fielded multi-spectral measurement technique.

After the bands were selected, the bandwidths were determined by simulating

different filter bandwidths for each spectral band. The simulated bandwidths ranged

from 2-200 cm−1. The spectral bands and bandwidth combination which generated

the highest classification accuracy were then selected as the optimal multi-spectral

filter locations. The optimal bands and bandwidths are shown in Table 2. The sim-

ulated multi-spectral diffuse reflectance measurement was then used for classification

with LDA resulting in 95% accuracy.

This approach unfortunately requires using expensive custom made filters. Using

commercially available filters with similar central wavenumbers and bandwidths could

reduce experimental and fielded costs. With this is mind, commercially available

filters were chosen from Spectrogon’s public list of long-wave bandpass filters [30]. A

gaussian was used to approximate the filter response function for each of the filters
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listed in Table 2. The resulting accuracy for this limited filter set was 94%, a mere

1% lower than the custom filters despite the majority of the filters having larger-

than-optimal bandwidths. These results support the hypothesis that a multi-spectral

imager can be used for degradation classification.
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V. Conclusions

5.1 Achievements

This research investigated whether infrared reflectance, infrared emittance and

Raman spectral measurements can be used to classify aircraft coating degradation.

Each measurement method was able to classify aircraft coating degradation with

greater than random accuracy. Applying the SVD-LDA algorithm to infrared emit-

tance spectral measurements classified the worst, achieving only 52% classification

accuracy. The SVD-LDA algorithm applied to Raman spectroscopy measurements,

classified better with a classification accuracy of 70.4%. The SVD-LDA algorithm ap-

plied to multiple infrared reflectance measurements classified the best achieving 100%,

99.83%, and 94.4% classification accuracy when using the Bomem FTS, DRIFTS, and

Telops respectively. While the Telops hyperspectral images had lower success rates

than other possible instruments measuring infrared reflectance, it was able to image

an entire sample at once while the other instruments would require numerous mea-

surements to cover the entire sample. These results suggest that infrared reflectance

still outperforms other measurement techniques for classifying aircraft coating degra-

dation.

The SVD-LDA classification technique pioneered by Captain Hans Korth was

automated for use with all measurement techniques in this experiment. With the au-

tomatic implementation of the SVD-LDA classification technique, a more exhaustive

search for the spectral region with the highest classification accuracy was conducted

for sample set B. The new fingerprint region was identified as 865.6-1238.7 cm−1,

which is near the previously identified fingerprint region of 850.7-1220 cm−1. This

region performed better than the previously identified fingerprint region and reduced

the classification error from 3.00% to 1.67%, an error reduction of 45% for data set
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B. A possible measurement error was identified that explained much of the classifica-

tion error associated with DRIFTS measurements for sample sets A and C. A slight

algorithm change, to include reflectance spectra normalization prior to applying the

SVD-LDA classification technique, significantly increased classification accuracy from

63.9% to 100% for sample set A. With only slight modifications to the SVD-LDA

classification technique and examined fingerprint region region, large classification

accuracy increases were observed. Lastly when feature selection was applied to the

DRIFTS data, it became apparent only a few spectral bands are required to achieve

similar accuracy to using the entire measured spectral range. The five selected spectral

bands were identified as probable filter locations for a multi-spectral measurement.

Using these five filter locations, a multi-spectral measurement was simulated using

the DRIFTS data. Utilizing only five filters produced a classification accuracy of 95%,

compared to the classification accuracy of 99% when using the full spectra. Following

the success of the simulated optimal filters, commercially available filters near these

bands were simulated, yielding a minor drop in classification accuracy to 94%.

5.2 Future Work

Subsequent work regarding this research would likely begin with similar measure-

ment and classification to be repeated on the entirety of sample set D, specifically,

the DRIFTS and Telops infrared reflectance measurements which yielded the highest

classification accuracy and show the most promise for testing future instruments that

could be used in aircraft maintenance; both systems are likely still available with

AFIT and AFRL. Unfortunately all of the samples in sample set D were not available

for measurement during this research. Should the classification technique no longer

work for this new data set, re-examining the fingerprint region search may yield a

different fingerprint region for the different coating combinations in that data set.
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In addition, modifications to the feature extraction, features selection or classifica-

tion algorithms could be done. More complicated classification algorithms discussed

throughout the work but not tested thoroughly would likely increase classification

accuracy. It should also be anticipated that when classifying sample set D, the clas-

sification accuracy will probably decrease because the sample ages are more closely

spaced than in previous sets. Therefore a direct comparison of classification accuracy

between the sample sets may not be an appropriate method of comparison to deter-

mine if the SVD-LDA classification technique works for sample set D another method

of comparison or metric of success may be necessary.

The potential of multi-spectral measurements to provide a cheaper measurement

and classification technique than hyper-spectral imaging should be investigated. Prob-

able filter locations were determined using feature selection on the DRIFTS data for

sample set B. The Bomem and Telops data suggests that features in the CO2 and

H2O may not be of much use due to rapidly changing atmospheric absorption in

these regions. A multi-spectral measurement can be artificially generated using the

Telops hyperspectral data, but only a few of the selected features are within the

Telops spectral range. It is expected that multi-spectral imaging will provide lower

classification accuracy than hyperspectral imaging; however, this reduction in classi-

fication accuracy may be acceptable for the reduced price and required training for

equipment.

A very small number of available algorithms were chosen for this project. There

are numerous additional algorithms that can be used for the feature selection, feature

extraction and classification algorithms. An additional feature selection algorithm

which may be of use is the Fast Correlation Based Filter (FCBF). FCBF is useful

for removing selected features which are highly correlated to other selected features

[31]. It is believed that some of the selected spectral features are highly correlated
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with one another. FCBF may identify additional spectral regions which are not

highly correlated with previously selected ones. The simplest change to the feature

extraction method is applying a decomposition other than SVD when doing principle

component analysis.
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