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FROM THE PUBLISHER

CrossTalk would like to thank 309 SMXG for sponsoring this issue.

From the dawn of the modern age, technological advances 
and innovation have been sustained and further enhanced by 
our educational systems. With the backdrop of globalization, ris-
ing economic pressures and emerging foreign powers, the need 
for our education system to maintain a position of preeminence 
in the fields of science and technology have become more 
pressing than ever before. Educators, industrial leaders and gov-
ernmental officials often advance differing opinions on the most 
effective way to ensure continuation of our country’s dominance 
in a plethora of areas or suffer a real and palpable economic 
and societal loss in mere decades. The current state of our aca-
demic institutions is especially pertinent to military departments 
who must ensure a security and national defense posture, now 
and into the future. As the pace of technological innovation 
continues to increase, so has the perceived disconnect between 
academia and industry in preparing our graduates for immediate 
real-world integration in the science and technology industry. It 
is for that reason that we have chosen to highlight the topic of 
software education to begin the year. Here we will attempt to 
highlight both the perceived challenges industry faces with re-
cent graduates as well as provide perspective into the difficulty 
academia faces in adjusting to the rapid pace of technological 
innovation in curriculum. 

In this issue, we will explore the perceived need to further 
align academic curriculums of our higher educational institutions 
to face the needs of both research and development organiza-
tions as well as illustrate methods to allow those organizations 
to be more productive through educational concepts. We begin 
with an collaborative article focused on the software industry 
entitled “Missed Expectations: Where CS Students Fall Short in 
the Software Industry” illustrating a perceived lack of essential 
skills and the need for further specialized training, as the author 
highlights recommendations to educators and graduates. We 
continue the discussion with Nary Subramanian’s article entitled 
“Challenges in Academia in Producing Prepared IT Workforce” 
discussing the difficulty that academia faces with allotments 
for specific technical coursework associated with traditional 
computer and information technology degrees. Nary explores a 
perceived adequacy and potential misalignment of coursework 
within college curriculums and suggests possible solutions.

Another pressing issue that frequently dominates nightly 
newscasts is the emerging success of cyber-attacks within 
both domestic and governmental systems. It is no surprise that 
securing our systems from intrusions and vulnerabilities could 
not be pressing. To that end, we have an excellent article from 
Commander Michael Bilzor entitled “Seeking Balance in Cyber 
Education” which discusses the need to balance and maximize 

the potential of the education provided to our future technolo-
gists who will be protecting and safeguarding assets against 
malicious intent.

Those of you that work within the DoD need no introduction 
to the Defense Acquisition University (DAU) and the educational 
role this institution provides to government professionals. The 
article entitled “Training the Department of Defense Software 
Acquisition Professional” examines the current state of educa-
tion provided to the software acquisition cadre and the discuss-
es the expansion of software within all DoD systems and career 
fields and how the University will attempt to address these 
future needs. Likewise, another software profession of critical 
importance is that of the Program Manager. Lawrence Peters 
offers an article entitled “Training Software Project Managers” 
discussing perceived success criteria and the need to provide 
this profession with the competencies to overcome potential 
pitfalls through proper training.

Finally, we turn our attention to the fact that education must 
be applied by individuals in real-world settings, arranged into 
groups, working effectively together. Our last two articles ad-
dress the potential synergy attainable by the cohesion of teams 
and applying standards to enhance performance. The article 
entitled “Increase Team Cohesion by Playing Cooperative Video 
Games” provides us results of a study that explores how col-
laborative team building activities can contribute to improved 
performance. While the article entitled “A ‘Thinking Framework’ 
to Power Software Development Team Performance” provides 
us a new comparative software standard applicable to software 
development teams with insight into why many previous perfor-
mance improvement efforts may have failed.

As we begin the New Year, we are also beginning our 27th 
year of CrossTalk publication as well. I would like to express 
my sincere thanks to all of you who have made the continuation 
and excellence of CrossTalk possible. To our Co-Sponsors, 
thank you for providing your generous support and active 
involvement, which makes our continued efforts possible. To the 
authors, we appreciate your continued loyalty and for sharing 
such valuable information to the software community. And finally, 
to our readers, thank you for your contin¬ued subscriptions and 
readership to which I sincerely hope we continue to exceed your 
expectations. 

From all of us at CrossTalk, we wish you the best for the  
New Year!

Justin T. Hill
Publisher, CrossTalk
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SOFTWARE EDUCATION TODAY

Alex Radermacher, North Dakota State University
Gursimran Walia, North Dakota State University
Dean Knudson, North Dakota State University
Abstract. Graduating computer science students do not always possess the 
necessary knowledge to succeed in their careers after graduation. Interviews with 
twenty-three managers and hiring personnel at different companies in the software 
development industry highlight the struggles that recent graduates face when first 
starting at those companies. Recent graduates lack essential skills in different areas 
to pass an interview. Descriptions are provided about these different areas along with 
recommendations for educators, industry managers, and recent graduates.

Missed Expectations 
Where CS Students Fall Short 
in the Software Industry

they had mentioned that the students who had applied had no 
experience with regression testing and struggled to write unit 
tests for a small piece of code during the interview. 

We viewed this as an opportunity to improve our course and 
wanted to see if some of the other companies that we had 
worked with in the past were experiencing the same problem. 
We also wanted to determine to what extent other research-
ers were reporting this problem and to see if there were any 
commonalities in their findings. To do so, we conducted a review 
of the literature in order to determine what areas, if any, were 
commonly reported as areas where recent graduates fell short 
of industry expectations [15]. We found multiple studies that 
examined this problem and that there were several areas (span-
ning everything from software tools to problem solving ability 
to personal skills and communication ability) that were reported 
more frequently than others. Collectively, we refer to these dif-
ferent areas as knowledge deficiencies. 

Although the literature review was helpful in determining 
which knowledge deficiencies were most prevalent, much of 
the prior literature contained little or no descriptive informa-
tion about the knowledge deficiencies. In order to gain a better 
understanding of knowledge deficiencies, we decided to focus 
our interviews on better understanding how recent graduates 
struggle. We spoke with managers and hiring personal at dif-
ferent software companies that we had worked with previously. 
Twenty-three respondents (20 from the United States and 3 
from Europe) provided information about areas where new 
hires struggled, along with which knowledge deficiencies that 
specifically prevented recent graduates from being hired by the 
company. Before describing the results of those interviews, we 
will first briefly describe the study design. 

1. Study Design:
The following sub-sections provide a short description of the 

purpose of our research as well as the methodology that was 
used to conduct our study. 

Research Goals
As an initial step, we identified a list of goals to accomplish. 

These were: identify the areas where recent graduates most 
frequently struggle when starting the first job; identify any com-
mon shortcomings that prevent recent graduates from being 
hired; and determine what issues hiring personnel screen for in 
interviews, but is still common in newly hired, recent graduates. 

Study Subjects
The participants in this study were 23 managers or hiring 

personnel from software development companies predominantly 
located in the United States, although 3 participants were from 
Europe. The companies were involved in many different busi-
ness areas (e.g., aviation, agriculture etc.) and ranged in size 
(from tens of employees to thousands). Most of the participants 
had previously worked with in some capacity, usually as a spon-
sor for one of our capstone projects. 

Study Instrument
We used a semi-structured interview as it provided a good 

balance between the opportunity for participants to provide 

Introduction and Background
One of the main goals for colleges and universities is to 

prepare their students for their future careers and to ensure that 
they are equipped with the knowledge and skills necessary to 
succeed after they graduate. The goals of educators in comput-
ing fields are no different in this regard. With the growing body 
of knowledge and vast variety of different jobs available to stu-
dents, it is not possible to teach them everything that they will 
need to know for every potential job. However, there is evidence 
that educators need to do a better job preparing students for 
the workforce, especially when multiple sources have identified 
the same gaps in students’ education [1, 2, 3]. 

Historically, there have been several educators who have eval-
uated how the recommended curriculum [4, 5] or the education 
that computer science students were receiving compared to the 
needs of the software industry. In 1996 Byrne, et al. conducted 
interviews with 16 project managers at Irish software companies 
to ask about their perceptions of how graduating students met 
their expectations and how CS education could be improved [6]. 
Around the same time, Lethbridge surveyed over 100 software 
developers at different companies about the skill level currently 
needed for their jobs and where they perceived their skill level 
to be when they had just graduated from college [7]. In a more 
recent study, Begel, et al. conducted a case study at Microsoft 
where they watched newly hired, recent graduates to determine 
what parts of their job they struggled with and what other dif-
ficulties they experienced [8]. A large number of other research-
ers also reported similar findings [9, 10, 11, 12, 13]. 

Our students at North Dakota State University (NDSU) are 
required to take a capstone project course before they can 
graduate. In this course, students work with industry companies 
on real-world projects that will be used by those companies [14]. 
The purpose of the course is to expose students to what software 
development is like in industry and to help shape their expecta-
tions for their future. Because we work with industry companies, 
we like to keep in touch and ask for feedback about our capstone 
course. During one of our discussions with a company, they raised 
concerns with us about some of the recent graduates from our 
university who had applied for jobs at their company. Specifically, 
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Figure 1. Knowledge Deficiencies for Software Tools

information about knowledge deficiencies and for us to ask 
follow-up questions to get additional details about the knowl-
edge deficiencies that were identified. Hand-written notes were 
taken by the primary researcher during the interviews, and all 
interviews were conducted in English. Interview participants 
were asked two primary questions during the interview. The first 
was whether or not there were any knowledge deficiencies that 
prevented them from hiring a recent graduate. The second was 
in which areas that newly hired recent graduates struggled, the 
company felt as though the person’s college education should 
have better prepared them. 

2. Results
Following the interviews, responses were grouped into related 

categories. Table I contains a list of the most frequently identi-
fied knowledge deficiencies and whether these were things that 
companies identified during interviews to weed-out candidates 
or whether they were only identified after a recent graduate be-
gan working for the company. In some cases (e.g. oral communi-
cation, testing, and problem solving) the company identified it as 
something they looked out for in interviews, but still experienced 
in their new hires. In those cases, it is counted in both catego-
ries, but is only counted once in the total.

the results are categorized based on the type of tool. Although 
some of the managers we interviewed indicated that they asked 
about tool knowledge during interviews, the limitations of inter-
views typically prevent a good assessment of a person’s abilities 
in those regards, and as such knowledge deficiencies related to 
tool usage were typically identified only after a recent graduate 
began working for the company.

3. Discussion: Areas Where Recent Graduates 
Frequently Struggle

Software Tools
A common response was that recent graduates did not 

have previous exposure to many software development tools. 
Configuration management tools, in particular, were identified 
by over half of the respondents. Another common response was 
that students lacked experience setting up and using tools in a 
manner similar to an industry production environment. This was 
particularly the case for Integrated Developer Environments and 
other applications in the company’s toolchain. One respondent 
reported that it could take up to six months for new employees 
to reach the same degree of proficiency as other employees. 
Other participants indicated that recent graduates only had a 
minimal understanding of tools and one indicated that most had 
never used version control software beyond committing code 
to a repository and were incapable of merging or branching. 
Multiple interviewees indicated that most students did not have 
any exposure to continuous integration and regressing test-
ing software such as Jenkins or Team Foundation Server. Two 
respondents reported that recent graduates lacked proficiency 
with database management tools, one of whom said that stu-
dents could not even set up a new database.

Job Expectations
A lack of understanding of job expectations was the second 

most common problem that recent graduates were reported to 
experience on the job. One aspect of this noted by one inter-
viewee was that newly hired, recent graduates seemed to be 
afraid of asking questions so as not to appear foolish. Instead, 
they needed to understand that it was better to ask for help 
than to waste time being stuck on what might be a simple 
problem. Another response was that students experienced dif-
ficulties adapting to an eight hour work day after college where 
their work was split up over smaller segments. Another related 
response was that many recent graduates lacked motivation and 
initiative and needed closer supervision in order to ensure that 
they remained productive. Multiple participants also indicated 
that recently graduated students were lacking in professional-
ism, including dressing inappropriately, texting on their phones 
during meetings, or even issues related to personal hygiene.

Communication
Written communication, oral communication, and specifically 

the ability to communicate with customers were all identified by 
multiple respondents. One identified aspect of written com-
munication was that recent graduates tend to have problems 
writing large memos or documents. In terms of communicat-
ing effectively with customers, one respondent indicated that 

Knowledge Deficiency Interview Job Total 
Software Tools 2 16 16 
Project Experience 13 0 13 
Oral Communication 9 2 10 
Problem Solving 8 3 10 
Work Expectations 0 8 8 
Testing 2 6 7 
Databases 1 6 7 
Teamwork 2 5 7 
Working with Customers 0 7 7 
Written Communication 1 6 6 
Coding Practices 4 2 6 
Passion for Technology and 
Work 

4 2 6 

Ability to See “The Big 
Picture” 

4 2 6 

 Table 1. Knowledge Deficiencies in Recently 
Graduated Students

Software tools of some type were reported by 16 of 23 
people we interviewed. Fig. 1 breaks down the different types of 
software tools that were identified. Although interviewees mostly 
indicated a specific software tool (e.g. Jenkins, Subversion, etc.) 
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recent graduates tend to use too much technical jargon which 
impacted their ability to gather requirements. Multiple interview-
ees indicated that recent graduates had issues communicating 
with their bosses, such as informing their boss when they had 
completed an assigned task. Five respondents reported issues 
related to recent graduates communicating with team members. 
One specifically reported that some recent graduates struggled 
with successfully integrating with the rest of the team because 
they had problems working with other people.

Software Testing
Five of the 6 interview respondents told us that the largest 

problem related to testing was the inability of recent gradu-
ates to construct good unit tests. One interviewee noted that 
recent graduates had a tendency to write redundant test cases 
and that while testing, they had a tendency to introduce old or 
further bugs into the software. Another responded that they had 
to spend a considerable amount of time training recent gradu-
ates on using their test platform and writing good unit tests. 
There were also four other respondents who had not identi-
fied problems related to testing itself, but had indicated that 
recent graduates lacked exposure to continuous integration and 
regression testing tools.

Databases 
One respondent reported that recent graduates had a  

poor understanding of the internal mechanics of databases, 
which was difficult to pick up on the job and lead to unopti-
mized designs and poor performance. Two other responses 
indicated that recent graduates had difficulty interacting with 
databases and tying in the code meant to interface with the 
database, with one noting that they often had difficulties  
even creating and designing databases. Two responses 
pointed to inexperience with database management system 
(DBMS) tools, and one of those respondents stated that re-
cent graduates lacked even the most basic knowledge such  
as setting up a new database.

Coding Practices
Two interviewed managers stated that comments from new 

hires often tend to be of poor quality, if not entirely useless. They 
noted that comments often offered no actual explanation of 
what a segment of code was doing or that the comments were 
unnecessary because they were obvious from the code itself. 
Another two respondents said that recent graduates often did 
not comment nearly enough and occasionally not at all. One 
indicated that recent graduates were not familiar with following 
a coding standard and frequently produced code that was not to 
the company’s standard.

4. Areas Where Recent Graduates Fail in Interviews:

Project Experience 
A lack of project experience was the most frequently identi-

fied problem that respondents indicated that recent graduates 
expressed in interviews. Most of the interviewed managers 
indicated that they wanted applicants to have some kind of ex-
perience working on a large, team project and for the applicant 
to be able to describe their role with in the project and how it 
was important to the project. Interviewees indicated that they re-
alized that recent graduates would not have a lot of experience, 
but that having an internship, a co-op, or a senior-level capstone 
project was typically sufficient. One interviewee indicated that it 
was preferred if the applicant had worked individually on a large 
project, but the others preferred team-based projects.

Oral Communication 
Soft skills are generally cited as important, but one manager 

indicated that communication ability was even more important 
than technical abilities. Another stated that while could be over-
looked if an applicant had other good qualities, that the ability 
of such a person to move up through the company would be 
extremely limited. Several respondents stated that an inability to  

 
articulate points and provide clear explanations during interviews 
were what caused most recent graduates to be passed up dur-
ing the interview process.

Problem Solving
Several interviewees indicated that a lack of problem solving 

ability in a candidate was the most likely reason not to hire that 
person. One interviewee mentioned that it was common to give ap-
plicants small programming problems (e.g. develop an algorithm for 
searching a tree depth-first) to evaluate their problem solving ability. 
Another manager indicated that knowing the answer to a problem 
was not always as important as demonstrating a good approach 
to attempting to solve the problem. One interviewee indicated 
that they typically asked increasingly difficult questions in order to 
evaluate an applicant’s problem solving skills. Another stated that 
they specifically looked for whether or not an applicant would ask 
follow-up questions or clear up ambiguities in the problems.

Personal Qualities 
When faced with several good applicants, some interviewees 

said that they try to select candidates based on other personal 
qualities. Several different qualities were given (e.g. leadership abil-
ity, being proactive, outgoing and friendly personality), but the most 
common were an ability to see the big picture and being passion-
ate about technology or the position. One interviewee indicated that 

There were five categories in which the knowledge deficiency was identified in newly 
hired recent graduates, even after the company made an effort to identify them during 
the interview process: oral communication, written communication, testing, problem 
solving, and the ability to self-manage.” 

“
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it was important to find candidates who were passionate because 
even if they were not the most skilled individuals, they would likely 
make a strong effort to improve. Most respondents indicated that 
these characteristics were not strictly necessary, but were important 
factors when determining who to hire and in several cases they 
made more of a difference than technical ability.

Technical Abilities 
Testing ability, database knowledge, and mobile development 

experience were all reported by interviewees as being necessary 
skills. One of the interviewed managers indicated that having 
experience with designing and interfacing with databases was 
necessary due to the nature of the company’s work. Another 
respondent indicated that as part of the interview process, ap-
plicants were asked questions about how they would test various 
systems and were expected to be able to write unit tests for a 
small piece of code as that would be the primary focus of their job 
when starting out. Respondents from two companies indicated 
that mobile development experience was increasingly important 
to them as much of their company’s new work revolved around 
developing applications for tablets and smart phones. Another 
respondent stated that they asked applicants questions about 
several Linux commands in order to ensure that they would have 
the technical abilities necessary for working at the company.

Overlap Between Interviews and Jobs
Most of the managers with whom we spoke indicated that they 

normally did a good job of screening out candidates who were 
lacking in the areas that they evaluated candidates during inter-
views. Table 1 shows a rather strict dichotomy between knowl-
edge deficiencies identified during interviews and those identified 
only after a recent graduate has begun working at the company. 
However, there were five categories in which the knowledge de-
ficiency was identified in newly hired recent graduates, even after 
the company made an effort to identify them during the interview 
process: oral communication, written communication, testing, 
problem solving, and the ability to self-manage. 

5. Conclusion and Recommendations
Several researchers have previously identified various issues 

that recently graduated computer science students struggle 
with when starting their new jobs [1, 2, 16]. Our results provide 
additional support for the existence of several of these knowl-
edge deficiencies including the use of configuration manage-
ment tools, communication skills, and testing ability. The results 
from our interviews also provide additional qualitative informa-
tion for knowledge deficiency categories which were not always 
well-defined in previous studies.

The results from our interviews also match several of the 
results that we had uncovered in the literature [15]. This sug-
gests that several of these knowledge deficiencies have been 
pervasive for some time and that this is an issue that needs to 
be addressed. Although we do not have solutions for addressing 
each and every knowledge deficiency, merely being aware of the 
most pressing issues provides a good starting point for tackling 
them. However, we do have some general recommendations for 
academia, industry, and recent graduates.

Recommendations for Academia: 
Although it is unreasonable to expect educators to produce 

students who will be fully capable of starting any job without 
further issue, there are multiple areas that are in obvious need 
of some attention. The most glaring issue relates to the use 
of software tools, particularly configuration management tools. 
Many of these tools could be incorporated into appropriate ex-
isting courses (e.g., using DBMS tools in a database course, test 
coverage tools in a testing course, etc.) without much hassle 
and would provide students with earlier exposure to the types of 
tools that they can expect to use in throughout their careers. 

Another area that appears to be a problem is a lack of ability to 
write unit tests. This is something that can be introduced in early 
programming courses and reinforced throughout the curriculum. 
The same also holds true for building communication skills, whether 
that means students’ collaborative skills by including assignments 
or projects where they work as part of a group, or their writing skills 
by requiring them to write a technical report in addition to the code 
that they produce. A required internship, industry co-op, or a proj-
ects course where students work with real customers would also 
help them to acquire a better understanding of the work expecta-
tions of industry and provide them with valuable project experience. 

Recommendations for Industry:
From our results, it appears as though most managers and 

hiring personnel can reasonably screen candidates, but there is 
also room for improvement. Asking applicants to actually write 
code at a computer or demonstrate their knowledge of software 
tools may help to alleviate some of the difficulties experienced 
from hiring recent graduates who lack the necessary skills to 
contribute to the company. It may also be useful to give appli-
cants a difficult problem that you do not expect them to be able 
to solve, or one that does not contain sufficient information in 
order to gauge how they respond to such situations. 

Another solution is to identify the areas within your own 
companies where newly hired, recent graduates struggle and 
to develop an orientation program that is specifically designed 
to tackle those problems, whether they are related to maintain-
ing professional conduct or developing training material for 
the different software tools used at the company so that new 
employees have a quick reference while first learning to work 
with a new or different tool. 

Recommendations for Recent Graduates:
The field of computing is growing every year as new technolo-

gies and ways of accessing information are developed. Even 
developers who have been in the industry for decades constantly 
need to acquire new skills and learn about new technologies. It is 
unlikely that your education will have provided you with everything 
you will need to know, hopefully it has equip you to continue 
learning new skills and to refine the ones you already possess. 

This research can serve as a good guide for preparing for 
interviews and for brushing up on in any of the identified areas 
where you might feel unprepared. It is also good to bear in mind 
that when you are first starting, you will make mistakes and run 
into problems that you will struggle to solve. Keep in mind that 
sometimes it is better to ask for help than to struggle in silence.
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Abstract. A frequent question practitioner asks an academician is “Why don’t 
educational institutions prepare students better for work in the IT area?” Often cited 
problems with current graduates from Computer Science, Computer Information 
Systems, and other IT disciplines, include lack of awareness of latest developments in 
the field, lack of knowledge of applying systematic process to solving problems, and 
a general unpreparedness to cooperatively work in teams. These issues are pertinent 
in an increasingly interconnected world where new technologies are emerging at a 
fast pace: big data analytics, computer security, cloud computing, and mobile comput-
ing, are but a few of the latest developments. While it may be appropriate for industry 
to demand properly prepared students who are work-ready from day one, it may be 
an eye-opening experience for most practitioners to know the problems faced on 
the other side of the fence, namely, at educational institutions. In Texas, for example, 
less than 25% students graduate in four years and less than 50% graduate in six. 
Typical course-load for a degree in Computer Science area is about 120 hours with 
about 60 hours dedicated to state mandated, college- and department-specific core 
courses; this leaves about 60 hours (roughly, 20 courses) to complete the discipline-
specific requirements. If we consider the normal course sequence in the degree plan 
consisting of traditional courses such as programming, software development, and 
database design at the most only about four courses are left in the plan that can be 
considered for electives. Assuming students are ready to take an elective in a topic 
such as SCADA security, the next problem is the lack of appropriate labs and text-
books to teach such courses at the undergraduate level. Another issue that needs to 
be considered is the availability of faculty members to teach new courses in a man-
ner that not only retains students’ interest but also increases enrollment. Therefore, 
producing well-educated students who are workforce-ready for cutting-edge technol-
ogy companies within four years of college study is proving to be an increasingly 
tougher goal for the academia. This article considers this issue and suggests possible 
solutions to this perceived problem.

Challenges in Academia  
in Producing Prepared  
IT Workforce

and soft skills - lack of knowledge of latest technologies, poor 
problem solving ability, and inability to work cooperatively in 
teams [2]. Industry people expect, perhaps rightly so, that prod-
ucts of four-year degree programs from Universities be ready  
to contribute effectively right from day one. However, consider-
ing the dynamic growth of the IT industry, many employers seem 
to have been disappointed in this expectation as indicated by 
the survey [2]. These issues are relevant in an increasingly inter-
connected world where new technologies are emerging at a fast 
pace: big data analytics, cloud computing, game development, 
social networking, and mobile computing, are but a few  
of the latest developments. 

In this article, I wish to point out the issues on the “other” side: 
the academic side, a view that is usually not very clear from the 
outside world. Major reasons that I consider contributing to this 
observation from industry practitioners can be categorized in 
three headings: poor four-year graduation rate, low discipline-spe-
cific course load, and lack of academic infrastructure for modern 
electives. I also suggest some remedial measures that can help 
improve situation many of which require industry participation. In 
this article I discuss mainly from the CS perspective though simi-
lar arguments may be made for other computing disciplines.

Poor 4-year Graduation Rate
Typical four-year graduation rates are low in US universities. 

As per the National Center for Education Statistics [3], for the 
year 2006 cohort, only 39% graduated within four years while 
only about 59% graduated within six years. However, data varies 
from state to state: in Texas, for example, the four-year gradua-
tion rate is less than 25% while six-year graduation rate is less 
than 50%. In engineering disciplines, the graduation rates are 
slightly higher at about 35% while the six-year rate is about 
75% [4, 5]. This means out of every 100 incoming freshmen 
only about 35 are available for industries to hire at the end of 
four years. In fact, in 2011 about 11,000 undergraduate CS 
degrees were awarded in the US [6] and given a growth in 
enrollment of about 10% per year (based on [6]), I estimate the 
number of students in the incoming freshmen cohort for CS 
should have been about 26,000 in 2007 – about 42% four-
year graduation rate. This means more than half the enrolled 
students failed to complete their degrees within the expected 
period of four years. There are several reasons for this: changed 
majors, funding problems, family issues, job issues, lack of pre-
requisites, or simply failed classes. 

What does this mean for an employer? When students do 
not complete the curriculum within the expected duration, they 
graduate with obsolete skills: they may have forgotten concepts 
learnt during the sophomore Data Structures class or even the 
freshman programming class (for example, in the survey [2], em-
ployers state that one of the reasons for the skills gap is the fast 
pace of change in the IT industry). In junior and senior classes, 
a student graduating late may not remember the basics studied 
in the pre-requisite class some years earlier – this requires the 
student to study harder to keep up with the class. Therefore, the 
employer is likely to find a student taking longer to graduate not 
as good as a student who graduates on time. In fact one study 
has concluded that students graduating late tend to take the job 
they get – not necessarily the job they want! [7]

Introduction
Undergraduate education builds a nation’s workforce. This is 

especially true in IT related fields such as Computer Science (CS), 
Computer Information Systems (CIS), Information Technology (IT) 
or Management Information System (MIS). Students graduating 
with B.S. are employed by (and increasingly are also employing) 
leading technology companies such as Google, Apple, Microsoft, 
public, and government agencies. They form the foundation that 
helps develop cutting-edge technologies that require and provide 
jobs to millions of people around the globe. In fact, CEO’s of 
several technology firms are graduates from four-year degree 
programs such as, for example, Jeff Bezos of Amazon, Mark 
Zuckerberg of Facebook, and Tim Cook of Apple [1]. 

However, recently I have been asked by practitioners at 
several workshops and conferences, “Why do not educational 
institutions prepare students better for work in the IT area?” In 
a recent survey by CompTIA, 93% of employers indicated there 
exists a skills gap in the IT workforce that included both hard 



10     CrossTalk—January/February 2015

SOFTWARE EDUCATION TODAY

Low Discipline-specific Course Load
Typical course-load for a four-year CS program in Texas (for 

example, [8]) includes up to 48 hours of state-mandated core, 
42 - 51 hours of required courses, 9 - 12 hours of CS electives, 
and 21-28 hours of other electives and pre-requisites, for a total 
of 120 - 130 credit hours of courses. This means that only about 
60 hours (or roughly, 20 three-hour courses) are dedicated to 
CS in which programming fundamentals, algorithms, computer 
organization, operating systems, database management systems, 
networking, and software development all need to be fit in a 
proper sequence over the period of four years. CS electives are 
usually department-specific and application oriented: they include 
options that cover latest developments such as computer security, 
e-commerce, mobile programming, bio-informatics, and the like. 
However, for some of these electives students usually do not have 
the necessary pre-requisites (“pre-reqs”) and it becomes their 
responsibility to learn the pre-req along with the course material. 
For example, for a decent Computer Security class advanced math 
helps, for e-commerce advanced database concepts help, for iOS 
programming knowledge of Objective C (or, now, Swift) helps, and 
for bio-informatics a working knowledge of genetics helps. If such 
pre-reqs could be somehow built into the main CS curriculum, then 
students are more likely to graduate with a deeper understanding 
of the subject and its application areas (of course, students may 
optionally pursue a Master’s degree – however, there are cost and 
time penalties, and this is discussed later).

In this regard it should be pointed out that there is an up-
per limit on the number of credit hours a student can take and 
still pay the lower in-state tuition fees. For example, in Texas, an 
undergraduate student enrolled after 2006 can take only 30 
additional hours beyond what is required for degree completion 
and still pay tuition at the resident rate; any hours taken in excess 
of these 30 hours will attract fees at the non-resident rate, which 
is, in many cases, at least twice that of the resident rate. This rule 
prompts students to complete their degrees as quickly as possible 
in terms of credit hours – therefore taking electives becomes 
an expensive option. These excess hours include any courses 
repeated due to failing grades or for grade replacement. 

Another factor to remember is that not all electives are of-
fered all the time. Based on departmental requirements such 
as faculty availability, course schedules, and student enrollment, 
some electives may not be offered on a regular basis. Also, if an 
elective is offered but there is not sufficient student enrollment, 
which is usually between 10 and 15 students based on the level 
of the course, the course may be cancelled at the discretion of 
the department. So electives may not be the right way to expect 
students to acquire knowledge of the latest developments in CS.

Lack of Academic Infrastructure for  
Cutting-edge Electives

I have been asked by industry practitioners as to why we are 
not teaching distributed control systems and SCADA (supervisory 
control and data acquisition systems) to our students. The control 
system industry has become extensively computerized and net-
worked with several overlapping fields of knowledge and finding a 
student trained in these concepts has become increasingly difficult. 
SCADA is but one such emerging area; there are others such as 

cloud computing, big data analytics, and health informatics, where 
deep interdisciplinary knowledge is required of graduates. In fact, 
emerging industry paradigm seems to be the convergence of IT 
and OT (operations technology) – OT is the technology used for 
the core business processes including manufacturing, customer-
service, and product development. Unfortunately, there are several 
problems that academia faces when trying to incorporate such 
modern industry requirements into the curriculum. 

First of all, we need excellent laboratory facilities for teaching 
courses in these areas. Simulators may be used for teaching 
cloud computing concepts and Hadoop has been used to teach 
big-data analysis: for proper operation of both these systems we 
need trained IT personnel who can maintain both the hardware 
and software for optimum use of such systems. However, for 
SCADA we need expensive hardware/software kits and well 
trained lab administrators to run such systems (for example, we 
have such a lab at UT Tyler [9]). Likewise, for health informatics 
we need to be able to simulate or emulate confidential health 
records and their use in medical practice. 

Second problem relates to useful academic textbooks in 
these areas (this was a problem while teaching mobile comput-
ing in its early days as well [10]). While several industry refer-
ences exist, not all of these can be easily used in the classroom 
since most such text books assume minimum knowledge in 
their readers which is always not the case. In SCADA design, for 
example, ladder diagrams are used by professionals but most 
academic curriculum in CS and Electrical Engineering have 
never taught these concepts for last many years! 

Thirdly, we need well-trained faculty members to teach such 
courses. While industry practitioners may be called for guest 
lectures, it may not be fair to expect them to also teach such 
classes with the rigor required. With the availability of free 
webinars conducted by industry experts as well as MOOC (Mas-
sive Open Online Course) classes that are conducted by both 
academic and industry experts, current faculty could use these 
resources to prepare themselves to teach modern courses. 
Another option we considered at UT Tyler was the Professor-in-
Residence where a faculty member spends a month or more in 
the summer working at a local company. Professor-in-Residence 
could be voluntary or paid; however, this experience will help 
reduce the barrier between industry and academia and hopefully 
prepare the faculty to become a better teacher. 

Some Suggestions for Improving the Situation
One thought that may arise in the minds of the readers is the 

need for the state mandated core in CS curriculum – that is, can 
we not use the time spent on the core on CS subjects? In fact 
this is the approach followed in many other parts of the world 
where bulk (90% or more) of the CS curriculum consists of only 
CS-related courses. However, it is widely acknowledged that 
exposure to the humanities, arts, and social sciences is essen-
tial to improving soft skills such as communication with peers, 
respect and understanding for other points of view, and being 
creative and innovative at work [11]. Therefore, the liberal arts 
core is essential to developing a well-rounded graduate in CS. 

There are other possibilities to improve student’s learning experi-
ence within the four-year curriculum and they are discussed below.
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Internship and Cooperative Experience
Many universities actively encourage their students to par-

ticipate in internship and cooperative programs. Such programs 
involve students working for a company and learning specific 
skills that complement their academic experience. Examples in-
clude website development, single sign-on using active directory, 
SAP configuration, system administration, firewall configuration, 
programming using C#, Java, and C++, and the like. Internship 
and cooperative programs may be done concurrently with other 
courses during Fall and Spring semesters or exclusively during 
summer or even during regular semesters. Several programs are 
paid and may be located far from the parent University and, very 
often, also give academic credits to the students. In fact, some 
Universities have student services departments that provide 
active guidance to students for such programs. Thus, students 
participating in internship and cooperative experiences are 
usually more knowledgeable about the work environment in IT, 
perform better in class, and are usually more prepared to enter 
the workforce after graduation.

Meaningful Capstone Projects
Several CS programs require their seniors to participate in 

a capstone project. Typically this provides an opportunity to 
experience almost first-hand the typical IT job environment. 
If these capstone projects are conducted in their true spirit, 
many valuable job skills such as project management and 
collaborative skills can be learnt from them. Such projects 
become more meaningful if they are conducted with industry 
partners since the latter can not only mentor student groups 
but also possibly provide them employment or at least refer-
ences upon graduation. At UT Tyler, we have been conducting 
these projects with interdisciplinary teams composed of both 
CS and CIS students where each team does a significant proj-
ect for a local industry partner. Each team manages its project 
and works cooperatively to achieve objectives of the industry 
client. We found that this experience has helped develop 
well-rounded graduates with skills beyond that taught in the 
classroom that can be readily applied in practice. However, this 
requires close collaboration between educational institutions 
and industry that in turn requires open-minded faculty mem-
bers and industry partners willing to appreciate each other’s 
capabilities and constraints. 

Industry Sponsorship of Education
Another possibility that exists is industry sponsoring their em-

ployees for undergraduate education on either full-time or part-
time basis. Armed forces provides this option as does National 
Security Agency [12] though in the latter model the student 
studies at a University of his or her choice with a commitment to 
work at NSA subsequent to graduation. Many private employ-
ers have similar education sponsorship scheme for their current 
employees; perhaps they can follow the NSA model and hire 
incoming freshmen with the commitment that students work 
at the company during summers and join the company upon 
graduation. Such a scheme will not only produce well-educated 
employees but also employees who are already knowledgeable 
in the skills and technology that the company requires.

Another way in which industry can get latest tools in the 
hands of students is to sponsor equipment for labs – hardware 
and software that companies make can be supplied to labs in 
colleges and universities. Faculty members can integrate such 
equipment into appropriate coursework. For example, SPEA 
America donated semiconductor-testing equipment to UT Tyler 
[13] and this donation helped establish a center that benefitted 
both faculty and students.

Increase Course Load with MOOC/online Classes
Another option is to increase the number of courses required 

to obtain a CS major degree – in fact, in many other countries 
the liberal arts core is not required and the curriculum consists 
mostly of CS courses. But here we hit another hurdle – some-
times the maximum course loads are mandated by the state. For 
example, in Texas, 120-hour limit has been imposed by the state 
and at UT Tyler we had to redesign our curriculum from 127 
hours a few years back to 120 hours now. However, there are 
many programs that are ABET accredited [14] which mandates 
them to satisfy minimum set of requirements – such CS programs 
are given exemptions and usually have 6-10 hours more than 
the state mandate. However, industry has not always insisted on 
ABET accreditation for CS programs (in fact, there are only 18 
ABET accredited CS programs in Texas [15] out of more than 
100 programs offering this degree) and the extra expense on the 
additional courses could be a burden for many students.

Expenses for the additional courses can be offset by taking 
online courses offered by several junior colleges and universi-
ties. There are also MOOC courses from sites such as Coursera 
[16] and Udacity [17] that students can enroll for free and 
improve their skillset and knowledge. Such courses may be 
taken in the summer months when students are not enrolled in 
normal classes. Universities are exploring ways to provide credit 
for such online coursework, although much work still remains to 
be done to make this process smooth and reliable.

Summer Research Experience for Undergraduates
A valuable opportunity exists in the summer months for 

exposing undergraduate students to the latest developments 
in the field of CS – the summer research experience program 
conducted by several universities often funded by major federal 
agencies. During this summer program, undergraduate students 
work alongside graduate students on cutting-edge research 
under the supervision of a faculty member. Such programs can 
serve as platforms for introducing, analyzing, and evaluating 
latest developments in the field and getting students interested 
in them. Sometimes industry partners are also involved in such 
research programs in which case students are exposed to the 
latest developments in both academia and practice. Such re-
search experience could lead to co-authored papers, conference 
attendance, and patent applications, all of which serve to widen 
the knowledge horizon of students.

Study Abroad
Another option that students at US Universities have to 

expand their horizon is the study abroad programs. Study abroad 
programs offer students the opportunity to study a subject of 
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their choice at an educational institution abroad and get credit 
for those courses transferred to their primary institution in the 
US. Students opting to study in non-English speaking countries 
either already know or learn the language before going abroad. 
However, students going abroad typically return with a broader 
understanding of the world and tend to be more understand-
ing employees. Also, some universities abroad offer specialized 
courses that can be taken by study abroad program students 
and many of the courses may be offered in English itself.  
However, study abroad experience may be intensive in sum-
mers, can be expensive, and not all credits may be transferred 
to the parent University.

Encouraging Graduate Education
Currently very few of undergraduates go on to join grad 

school immediately after graduation – one estimate puts this 
number between 10% and 30% [18]. By joining grad school for 
earning an M.S. or Ph.D. degrees, students get to specialize in 
a field of their choice and become more useful to work in the in-
dustry. In fact graduate education is considered key to improve 
US competitiveness and innovation [19]. However, there are 
many issues to consider: typically this means students have to 
pay more to obtain a graduate degree; in many cases, graduate 
degree does not automatically mean better pay; students lose 
out on time to obtain valuable experience; sometimes industry 
does not require PhD or even MS students. For some grad 
programs field or work experience is preferred – such as for ex-
ample, cyber forensics. Therefore, while grad programs may not 
be the first choice for many graduating seniors this may provide 
an avenue for some of them to acquire advanced knowledge 
required by the IT industry.

Closer Industry-Academia Relationship
At national and professional levels industry already has 

a say in academia through ABET accreditation and Profes-
sional Engineer (PE) exams [20]. ABET evaluates computing 
disciplines (CS, CIS, and IT) through its Computing Accredita-
tion Commission (CAC) and if the programs satisfy minimum 
requirements they receive ABET accreditation. PE exam has 
been started recently for software engineering that assures the 
hiring company that the person possessing this certification 
satisfies minimum industry requirements. Therefore, industry 
input already has an impact on curriculum. However, industry 
practitioners can participate even more in the functioning of lo-
cal colleges and universities by volunteering to become a mem-
ber Industry Advisory Boards that most computing departments 
institute, attending senior design/capstone project presenta-
tions and providing feedback, delivering guest lectures, inviting 
faculty and students to visit their offices/factories, participat-
ing in career fairs, visiting colleges/universities on open days, 
and the like. Such involvement will not only provide an insight 
into the problems, if any, faced by local academia but also 
provides opportunities to interact with administration officials, 
faculty members, and students. These sessions can be used to 
observe, advise, and recommend to colleges/universities ideas 
for possible improvements.

Another form of industry-academia partnership is service-
learning (SL) [21]. SL is an experiential learning wherein stu-
dents learn by performing some service to a community client 
as part of course requirements and their learning is assessed 
by the instructor by means of reflection assignments. Within IT 
field, several of the initiatives suggested earlier including intern-
ships, cooperative education, capstone projects, and summer 
research experience could all be considered examples of SL. In 
order for SL to be more widely adopted in computing programs, 
industry may need to be more closely involved – for example, 
database classes may do a project for a company and network-
ing classes may actually participate in creating new or trouble-
shooting existing networks in a company. At UT Tyler we have 
established the Center for Teaching Excellence and Innovation 
where SL is an essential component [22]. 

Conclusion
Industry seems to find several graduating seniors in the 

computing sciences field lacking in skills that will make them 
immediately productive in the industry. Typical problem areas 
seem to be the lack of awareness of latest developments  
in the field, lack of knowledge of applying a systematic  
process to solve problems, and a general inability to work  
cooperatively in teams. This article has explored this issue  
from an academic standpoint and discusses the constraints 
faced by the academic community in preparing its undergradu-
ate students – these constraints can be categorized under poor 
four-year graduation rate, low discipline-specific course load, 
and lack of academic infrastructure for modern electives.  
These categories reflect the fact that only about 42% of  
freshmen graduate from computing programs in four years,  
that there are only about 20 courses or less in which to teach 
the core topics in CS, and that there are not enough labs, 
books, and faculty members to teach modern electives. 

There are several avenues for improving the situation and 
these include internship and cooperative education experi-
ences, meaningful capstone projects, industry sponsorship of 
undergraduate education, increase course load with MOOC and 
online classes, summer research experience for undergradu-
ates, study abroad programs, and encouraging graduate educa-
tion. The article discusses the pros and cons of these options. 
However, many of these initiatives require a closer cooperation 
between academia and industry and hopefully this helps reduce 
the skills-gap that industry seems to face with graduates from 
four-year programs in the United States.

Another issue that the IT industry faces is sufficient diversity 
in the workforce, which as per recent media reports, is lacking 
in terms of women and minority employment [23]. However, this 
problem exists in academia too, especially in the engineering 
and computer science disciplines where women and minority 
participation is low [24]. At UT Tyler, we conduct science camps 
for high-school girl students in the summer to encourage them 
to pursue STEM (science, technology, engineering, and math) 
careers. Another issue to consider is that a significant num-
ber (12% in 2012 as per [24]) of undergraduate students in 
Computer Science are part-time – such students usually take 
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longer to graduate [25]. Also many part-time students are trying 
improving their skills in their quest for lifelong learning and it is 
hoped that industry supports their endeavor [26]. However, it 
has been this author’s experience that part-time students often 
contribute to a more mature discussion in the classroom.

In this article I have tried to answer the question that has 
been asked frequently by people in industry: “Why do not 
educational institutions prepare students better for work in the 
IT area?” There are several challenges that academia faces in 
trying to ensure all their “products” satisfy all industry expec-
tations at the time of graduation and I have discussed many 
of these problems from the point-of-view of an educator and 
provided some directions in which industry could actively help in 
remedying this situation. Hopefully, the expectation gap steadily 
reduces in the future and students in the IT area find the transi-
tion to industry more seamless and enjoyable.
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Commander Michael Bilzor, USN, PhD, U.S. Naval Academy

Abstract. The future cyber warriors of the U.S. and the Department of Defense 
are being groomed at our nation’s universities right now. As they are imbued with 
the fundamentals of computer network attack and defense, the war rages on in 
cyberspace. Few questions are more critical to the future of DoD and the nation 
than how we can most effectively prepare these men and women for their mission. 
There are pitfalls in gravitating to extremes as we in academia chart their course. 
In the paragraphs that follow, we advocate for a balanced approach that maximizes 
educational value, in order to prepare those future cyber warriors for the battles that 
lay ahead of them.

Seeking Balance in 
Cyber Education

Theory vs. Application

• The Biba model, published in 1975, did for integrity what 
BLP did for confidentiality [2]. The Biba model associates 
subjects and objects with integrity labels, with similar rules: 
a subject cannot write data to an object at a higher integrity 
level (“no write up”), a subject may not read data from an ob-
ject at a lower integrity label (“no read down”), and a subject 
may not request a service from a subject of higher integrity.

• First introduced in 1983, the Kemmerer Shared Resource 
Matrix Methodology demonstrated the requirements for covert 
channels to exist in a computer system, and developed code-
analysis techniques for identifying them [3].

• The Clark-Wilson model, introduced in 1987, outlined an 
approach where data integrity is preserved through a well-
defined series of transactions [4].

What do these important theoretical security models have 
in common with the modern, commercially-available operating 
systems most widely used by DoD? Unfortunately, nothing. Of 
the vulnerabilities reported on the national vulnerability data-
base for this year, how many refer to incorrect application of 
one of the formal security models listed above? None [5]. Why 
not? Because modern, general-purpose, commercially-available 
operating systems and applications used by DoD, even on clas-
sified systems, have not been implemented based on formal se-
curity models. The commercial market does not require formal 
security models, and the modern commercial code base is too 
complex and too rapidly evolving for this to be practical today.

It is true that some computer systems have been developed 
with provable security in mind. For example, seL4 is a microkernel 
whose security properties have been formally verified, but its com-
plexity (8,700 lines of C code and 600 lines of assembler) pales in 
comparison to that of a full-blown commercial operating system, at 
tens of millions of lines of code [6]. Even a browser application can 
run into the millions of lines of code [7], and the overall complexity 
of a computer system is cumulative in the complexity of its compo-
nents (software and hardware).

Returning to our example, a security failure of a computer 
system does not generally reflect a failure in the security theory, 
or an incorrect application of the security theory. Rather, a security 
failure of a computer system most often results from human error 
regarding implementation of a technology specific to that system. 
Understanding most modern computer security failures requires 

Fig 1: Illustration of BLP Formal Security Model

“A man must know how to choose the mean 
and avoid the extremes on either side, as far as 
possible” attributed to Socrates

An important aspect of any educational program is the balance 
between teaching theory and application. Some refer to this as 
“training vs. education.” If students receive all theory and no appli-
cation, they will be challenged to apply the theory to contemporary 
computer systems and networks. If students are only taught spe-
cific applications, they will be able to use today’s systems, but will 
have difficulty adapting to new situations, tools, and technologies.

This tension is felt in traditional computer science, as it is in 
many engineering and scientific disciplines. In the field of  
cyber security, however, the inherent complexity of systems 
makes the divergence between theory and application more 
profound compared to traditional academic disciplines, and it  
is therefore more challenging to strike a proper educational  
balance between the two.

To illustrate the contrast, first consider a traditional discipline 
like material science. Mechanical engineers learn how materi-
als fail by studying and measuring stress and strain, hardness 
and ductility, etc. They reinforce their theoretical understanding 
by breaking materials in the lab. When a bridge support or an 
aircraft bulkhead fails, they can appeal directly to the theory 
observed in the lab for confirmation.

Now let us consider the security failure of a cyber system. Many 
of the theoretical underpinnings of secure computer systems were 
established as early as the 1970s. Take a stroll down memory lane:

• The Bell-LaPadula (BLP) model for multi-level security,  
first outlined in 1973 [1]. In this model, subjects access 
objects; both subjects and objects have associated security 
labels. To preserve confidentiality, access is determined ac-
cording to three rules: a subject may not read data at a higher 
security level (no read up, or “simple security”), a subject may 
not write data to a lower security level (no write down, or the 
“•-property”), and a subject that can both read and write must 
do so only at the same security level (the “strong •-property”). 
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not an understanding of traditional theoretical security models, 
but an understanding of the implementation details particular to a 
system, whether it is an operating system, a software application, or 
a piece of hardware. Unlike the mechanical engineer in our earlier 
example, the computer security engineer is more likely not relying 
on the basic theory to find the failure in the implementation.

Security theories outlined in BLP, Biba, and other models 
are covered by most university programs, and in some general 
certification programs like CISSP, as important background. 
Many undergraduate and graduate programs in Computer 
Science (CS), Information Technology (IT), and Information 
Systems (IS) do treat both the theoretical and applied aspects 
of security, but they often do so independently, without strongly 
connecting the two. This occurs in part because, compared to 
traditional science and engineering fields, theoretical models of 
computer security diverge further from their actual implementa-
tions, in real-world systems. Security is addressed in CS, IT, and 
IS curricula, but often in a way that leaves theory and application 
divorced. This leads to the challenge, in academia, of how best 
to effectively bridge the resulting gap.

use only these three pillars. In our course, we add the pillars of 
authentication and non-repudiation. Others include additional 
pillars, as well [8,9]. Here again, the educational challenge is the 
gap between the principles or pillars and the tools and tech-
niques needed to implement them. Without specific instructions 
explaining how a particular pillar or principal is applied to a 
specific network, host, or application, students do not find the 
application intuitively obvious, in our experience.

Alternatively, some organizations define their approach to cyber 
security at a more granular level, as in the following two examples.

NSA’s Information Assurance Division outlines its Top 10 
Mitigation Strategies [10]:

• Application Whitelisting
• Control Administrative Privileges
• Limiting Workstation-to-Workstation Communication
• Antivirus File Reputation Services
• Anti-Exploitation
• Host Intrusion Prevention Systems
• Secure Baseline Configuration
• Web Domain Name System Reputation
• Take Advantage of Software Improvements
• Segregate Networks and Functions
The SANS Institute enumerates its 20 Critical Controls as a 

guide to securing a computer network [11]:
• Inventory of Authorized and Unauthorized Devices
• Inventory of Authorized and Unauthorized Software
• Secure Configurations for Hardware and Software on  

 Mobile Devices, Laptops, Workstations, and Servers
• Continuous Vulnerability Assessment and Remediation
• Malware Defenses
• Application Software Security
• Wireless Access Control
• Data Recovery Capability
• Security Skills Assessment and Appropriate Training  

 to Fill Gaps
• Secure Configurations for Network Devices such as  

 Firewalls, Routers, and Switches
• Limitation and Control of Network Ports, Protocols,  

 and Services
• Controlled Use of Administrative Privileges
• Boundary Defense
• Maintenance, Monitoring, and Analysis of Audit Logs
• Controlled Access Based on the Need to Know
• Account Monitoring and Control
• Data Protection
• Incident Response and Management
• Secure Network Engineering
• Penetration Tests and Red Team Exercises
Teaching cyber security based only on enumerated lists like 

these requires teaching technology-specific, application-specific, 
and even tool-specific content. For example, tools like Micro-
soft’s Active Directory and Group Policy, EMET, and Applocker 
can be used to support the controls above, but they might not 
be the principal tools of the trade in 10 or 20 years. 

Principles are enduring, but applications and tools tend to 
change over time. In order to ensure that a cyber security edu-
cation is not perishable, it should not focus too heavily on the 
applications and tools. There is a natural aversion in academia 

“Fly the Middle Course” -- Daedalus to Icarus,  
in Cretan mythology

Principles and Pillars vs. Applications and Tools

If the talented software engineers developing Windows, Linux, 
and OS X are not deriving their code directly from theoretical secu-
rity models and applying formal proofs of correctness, at what level 
of abstraction can cyber security be applied to such systems? 

Many experts in the field have enumerated principles -- 
understandable general statements about properties that can 
be applied to computer systems, networks, and software. For 
example, in our Introduction to Cyber Security Course, given to 
all U.S. Naval Academy midshipmen fourth class (freshmen), we 
outline three commonly-used principles of cyber defense: the 
Principle of Least Privilege, Defense in Depth, and Vigilance, 
and ask the students to implement them in a variety of ways 
during hands-on labs. [8] 

Many organizations frame Cyber Security or Information As-
surance in terms of pillars, fundamental properties that must be 
preserved by a computer network. Three of the most often used 
are confidentiality, integrity, and availability. Some institutions 
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to “teaching the tools”, since students may learn the tool but 
not understand the theory. The solution is not to avoid tools 
altogether, but to employ them as facilitators of understanding, 
and connect them to the great principles. 

To ensure that an academic program is contemporary and rel-
evant, educators should not omit entirely the cutting-edge tools 
and technologies of the day. Here again, a balanced approach, 
containing appropriate quantities of each, may be the most suit-
able way. In a way, too, enumerated principles and pillars, even 
if not formally defined themselves (like BLP, Biba, or Clark-Wil-
son), can act as an informal bridge between enduring security 
theory and the security tools and practices of the day.

Let’s Get (Cyber) Physical
The classic example of exploiting a cyber vulnerability to 

conduct a physical attack is of course Stuxnet [16], but there 
are other examples of how the effects of cyber attacks can be 
felt in the physical domain: 

• In 2000, a disgruntled contractor, after being turned 
down for a job with the local government, gained control of 
the Maroochy Water Services system in Queensland, Australia 
[17]. Using only a laptop and a radio transmitter, the attacker 
was able to control 142 pumping stations for three months, 
“releasing over one million liters of untreated sewage into a 
stormwater drain that flowed into local waterways.” 

• The “Aurora Test,” conducted by Idaho National Labs, 
despite some artificialities, illustrated how a large electrical 
generator could be destroyed, via a network connection, sim-
ply using cleverly-timed inputs from its SCADA controller [18].

• Although there are no published instances to date of a 
cyber attack causing a widespread critical infrastructure outage, 
academic research has illustrated the feasibility of such an attack. 
In research published in 2004, Albert et al. used a graph-based 
model of the North American power grid to show how success-
ful attacks against a small number of distribution or generation 
nodes could have cascading effects on the rest of the grid [19]. 
A 2009 paper by Jian-Wei Wang and Li-Li Rong, examining the 
western U.S. power grid, also illustrated ways that critical infra-
structure topologies can be vulnerable to attack [20]. 

Cyber attacks can also target information about military 
hardware, information that could be used to compromise 
those systems later on the battlefield: 

• According to the U.S. government, “ the owner of a Chi-
nese aviation technology company with an office in Canada, 
conspired with two unidentified individuals in China to break 
into the computer networks of U.S. companies to get informa-
tion related to military projects.” The man’s co-conspirators 
allegedly “claimed to have stolen 65 gigabytes of data from 
Boeing related to the C-17 military cargo plane” and “sought 
data related to other aircraft, including Lockheed Martin 
Corp.’s F-22 and F-35 fighter jets.” [21]

• 2014 Media reports indicated a breach of three differ-
ent Israeli defense companies, apparently resulting in the 
exfiltration of proprietary information about Arrow III missiles 
and Israeli UAVs [22].

However, it is important to note that, in general, as illustrated 
in the examples above, when a cyber attack involves a CPS, the 
vulnerability and the compromise take place in the computer 
system, while the effects are transmitted to the physical system 
through a PLC or a similar mechanism. An understanding of  
the interconnect and the physical system is important, but the 
fundamental security breakdown generally does not occur 
in the physical system, but in the cyber portion; the physical 
system’s actions are usually just a manifestation of the compro-
mise to the cyber portion.

While important, real-world compromises of CPS have been 
the exception, rather than the norm. For DoD, the most signifi-
cant impact of real-world cyber warfare to date has been the 
compromise of important information, rather than the manifes-
tation of a cyber attack on a physical system.

“I have always sought for the middle ground.”  
—James Madison

Computer Science vs. Cyber Operations

Another important schism in the education of our future cyber 
warriors is in the relationship between cyber security and the 
disciplines of computer science and information technology. 
Some commonality is generally acknowledged, but the degree 
and nature of the overlap is often debated.

Let’s Get Interdisciplinary
A key difference, for many, is the assertion that cyber security 

is more of an interdisciplinary field of study, compared to tradi-
tional computer science or information technology. The Depart-
ment of Defense, in particular, has acknowledged the impact of 
cyber-physical systems (CPS) on the future of warfare, which 
necessarily reaches beyond the traditional computing fields.

There are of course many legal, social, and ethical aspects of 
cyber security not traditionally covered by computer science degree 
programs. For example, DoD cyber operators should be familiar 
with the constructs of Title 10, the section of the U.S. code that 
clarifies military roles and authorities, and Title 50, which outlines 
intelligence roles and authorities, since these frequently overlap 
in the conduct of real-world cyber operations [12]. As another 
example, it is important to discuss in an educational setting the 
social, ethical, and legal aspects of insider leaks like the Man-
ning and Snowden incidents, as well as the societal perception of 
government cyber programs, like those covered in media reports 
surrounding the Snowden affair [13,14]. In addition, an educational 
program in cyber operations would be remiss to omit topics like 
social engineering and activist hacking [15], or “hacktivism.” 
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Mandatory Content CS / IT CE / SE Other 
Low-level Programming Languages X   
Software Reverse Engineering X   
Operating System Theory X   
Networking X X  
Cellular and Mobile Communications X X  
Discrete Math X   
Overview of Cyber Defense X   
Security Fundamental Principles X   
Vulnerabilities X   
Legal   X 
    
Optional Content (60% minimum) CS / IT CE / SE Other 
Programmable Logic Languages  X  
FPGA Design  X  
Wireless Security X X  
Virtualization X   
Large-scale Distributed Systems X   
Risk Management of Information Systems X   
Computer Architecture X X  
Microcontroller Design  X  
Software Security Analysis X   
Secure Software Development X   
Embedded Systems X X  
Forensics X X  
Systems Programming X   
Applied Cryptography X   
SCADA Systems  X  
HCI / Usable Security X   
Offensive Cyber Operations X   
Hardware Reverse Engineering  X  

	
   Table 1: Topics required for certification as an NSA Center of Academic 
Excellence in Cyber Operations, and where those topics are most commonly 
covered in traditional university curricula.

Foundational Skills
Therefore, a cyber security education, while interdisciplinary 

in scope, should also include a great deal of the fundamentals 
traditionally taught in computer science and information technol-
ogy programs, such as networks, programming and scripting, 
and operating systems.

When we analyze the skills commonly thought of as  
supporting cyber security, many rely on a strong foundation 
in computer science. For example, we can examine NSA’s  
syllabus components for its latest certification criteria as a 
Center of Academic Excellence in Cyber Operations [23], 
along with the topics’ relationship to fundamental instructional 
areas in computer science, as well as closely related  
engineering fields. In Table 1, the first column lists the Cyber 
Operations content -- first required topics, then optional, of 
which 60% must be included in the academic program.  
The next columns indicate, respectively, whether the content 
referenced is traditionally taught in curricula for computer 
science and information technology (CS/IT), electrical and 
computer engineering or systems engineering (CE/SE), or 
some other department, respectively.

The NSA CAE criteria for Cyber Operations supplies just one 
example definition of the educational topics supporting cyber 
security, and others may differ slightly. However, we can con-
clude that, although the field encompasses topics from multiple 
disciplines, the preponderance of those derive from traditional 
areas of computer science and information technology. Over-
emphasizing the interdisciplinary aspects, therefore, risks giving 
short shrift to some of the core computing fundamentals. 
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Summary and Conclusions
In any discussion of an academic curriculum, the theory 

must be the foundation. However, in the modern field of cyber 
security, never has there been such a divergence between the 
traditional theories and the hands-on application. We bridge the 
gap to some degree with principles and pillars, which express 
concepts in an understandable way, but still require software 
tools and application-specific knowledge to implement. As a re-
sult, the maximally effective cyber education should be exclusive 
of neither, but seek a middle ground. Similarly, in the drive to 
include interdisciplinary studies in the realm of cyber operations, 
due to their real-world effects and connection to physical sys-
tems, we should not do so to the detriment of computer science 
and information technology, which form the foundation on which 
cyber attack and defense are built. Our future cyber warriors will 
be best prepared if we seek balance and find the middle way.
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Abstract. Defense Acquisition University (DAU) is the department’s premier 
software acquisition training institution. Software applications are now the primary 
method of providing warfighter capability in all of our programs. Education about how 
to do software acquisition management of the requirements, design, development, 
deployment, operations, maintenance and disposal of software applications is a key 
factor to providing operationally effective, efficient and timely capabilities for our warf-
ighters. DAU educates our DoD Acquisition professionals with the evidence-based 
best practices, lessons learned and DoD policy mandates that allow our warfight-
ers to receive highly capable and reliable software-based capabilities. This article 
describes where DAU is at with software acquisition training, where we are headed 
in the next couple of years and the long term realization that software now impacts 
all systems and all career fields. This article will help the reader understand the cur-
rent DAU training model and how DAU is working with the IT Functional Leader to 
identify ways to train all of DoD as needed to ensure we deliver software acquisition 
management training that improves the IT acquisition outcomes for our warfighters.

Training the DoD  
Software Acquisition 
Professional

The DAU IT career field includes Program Managers, Project 
Managers, IT Specialists in Policy and Planning, Enterprise Ar-
chitects, Cybersecurity Specialists, Systems Analysts, Application 
Software Developers, Operating Systems administrators, Network 
Services Technicians, Data Managers, Internet/Web Managers, 
System Administrators and Customer Support personnel.

Currently, DAU’s IT portfolio includes mandatory Defense 
Acquisition Workforce Improvement Act (DAWIA) training, 
Continuous Learning Modules (CLMs), Mission Assistance and 
Knowledge Sharing via the Acquisition Community Connec-
tion (ACC) Communities of Practice (COP) for IT and Software 
Acquisition Management (SAM).

Training Courses
Today, IT acquisition management training is primarily fo-

cused on four DAWIA courses:
1. Basic Information Systems Acquisition (Information   

Resource Management (IRM)), IRM101 (Level 1). This is a 
distance learning course (online course). This course focuses 
on describing and defining the basic terms of IT. All types of 
students take this course from the IT career field to other career 
fields like the Program Management (PM) career field. This 
course is scheduled to be completed within 60 days.

2. Intermediate Systems Acquisition, IRM202 (Level 2). This 
is a hands-on classroom experience. This course focuses on a 
working level experience in the typical acquisition environment, 
a DoD program office. This is the foundation course for the IT 
curriculum. This course helps the IT decision-makers identify the 
evidence-based best practices, lessons learned, rules of thumb 
and use them via classroom exercises and practicums (role 
playing in the program office environment). All IT career field 
supervisors and practitioners must take this course to achieve 
Level 2 education requirements. This is a two week or 10 day 
classroom experience.

3. Advanced Systems Acquisition, IRM304 (Level 3 First 
Course). This is a classroom graduate-level experience. This 
course focuses on the IRM type experience including CIO, PEO 
level, and Milestone Decision Authority (MDA) IT level decision-
making experience. This course uses cases studies and some 
subject matter expert guest speakers to help the students 
understand the decisions needed to be made to ensure the 
enterprise IT decisions are being made correctly and why they 
were made for each program. This course is focused on the IT 
career field supervisors and PEO/MDA level practitioners. All IT 
career field personnel must take this course to achieve Level 3 
education requirements. 

4. Advanced Software Acquisition Management, SAM301 
(Level 3 Final Course). This is a classroom graduate-level expe-
rience. This course focuses on the SAM type experience (PM 
and PMO software design and development decision-making 
experience). Using a sound problem-solving model, students 
practice making management decisions that a typical software 
program office has to make to be successful. This course 
includes a balanced number of subject matter expert guest 
speakers to help keep pace with the ever-changing software 
acquisition environment. This course is focused on the IT career 
field supervisors and program level practitioners. All IT career 

Introduction
Software applications have become the primary method to 

provide warfighter capability for most of DoD’s systems. DAU is 
the department’s premier software acquisition training institu-
tion. This article describes where DAU is at with software ac-
quisition training and where it is headed. Because of the growth 
of software acquisition, all systems and all career fields need 
to know some aspect of software acquisition. DAU’s goal is to 
ensure successful software acquisitions across the department 
for all DoD stakeholders. DAU is working with the IT Functional 
Leader to identify ways to train all of DoD as needed to ensure 
we deliver the proper Software Acquisition Management (SAM) 
training to the DoD workforce. DAU’s goal is to improve IT 
acquisition outcomes for our warfighters.

Background
IT acquisition management training includes hardware and 

software acquisition. Software acquisition education includes 
how to manage the requirements, design, development, deploy-
ment, operations, maintenance and disposal of software ap-
plications. Proper IT (software) acquisition management is a key 
factor to providing operationally effective, efficient and timely 
capabilities for our warfighters. 

The mission of DAU is to provide a global learning envi-
ronment to develop qualified acquisition, requirements and 
contingency professionals who deliver and sustain effective and 
affordable warfighting capabilities. DAU’s vision is to enable the 
entire Defense Acquisition Workforce to achieve better acquisi-
tion outcomes for our warfighters.
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field personnel must take this course to achieve Level 3 educa-
tion requirements. SAM101 has been retired since the content 
from SAM101 was merged with IRM101 a few years ago. The 
basics of DoD acquisition courses (ACQ101, ACQ201A and 
ACQ201B) are pre-requisites for all IT courses.

Why IRM and SAM?
Years ago, there were separate SAM and IRM courses at 

each level. However, with the Services request to decrease 
training time and increase work time, the level 1 courses of 
SAM101 and IRM101 were merged into IRM101 and level 2 
courses of SAM201 and IRM201 have been merged into one 
course called IRM202.

The accepted difference between IRM and SAM courses is 
that IRM is focused on the strategic planning and managing of 
the acquisition of IT at the system-of-systems level, enterprise 
IT Policy management issues and Enterprise Architecture levels. 
These are things that the MDA manages. Whereas, SAM is 
focused on the detailed planning, managing, designing, devel-
oping, deploying, operating and maintaining of the software 
products being acquired. SAM is tactically focused on the solution 
architecture, the software architecture being used between and 
by all five domains of DoD software systems (Weapons, C4ISR, 
Defense Business Systems, Modeling and Simulation, Infrastruc-
ture Systems and Services). These are the software applications 
and interfaces that DoD program managers manage.

Current IRM curriculum is based on the Clinger-Cohen 
Act (CCA), Title 40, Subtitle III, 1996 plus the latest NDAA 
IT management initiatives from 2011 (TITLE VIII on Acquisi-
tion Process for IT), DoDI 5000.02, Operation of the Defense 
Acquisition System, Defense Acquisition Guidebook, Chapter 7 
(not updated yet with the latest DoDI 5000.02), DoDI 8500.01, 
Cybersecurity and DoDI 8510.01, Risk Management Framework 
for DoD Information Technology (IT), which explains how to 
certify and accredit IT Systems for authority to operate.

Current SAM curriculum is based on NDAA software initia-
tives from 2003 (Section 804 SW Improvements), 2007 (Sec-
tion 853 SW Development emphasis for PMs), 2009 (Section 
144 Open Arch, Section 803 SW Reuse), 2011 (Section 241 
Software Assurance), DoDI 5000.02, Operation of the Defense 
Acquisition System, Defense Acquisition Guidebook, Chapter 
4 (not updated yet with the latest DoDI 5000.02), and DoDI 
8510.01, Risk Management Framework for DoD IT, which 
describes how to identify the software controls required to be 
designed in to secure software applications.

DAU also produces online CLM courses that specialize in one 
functional area. Continuous Learning modules for Engineering 
(CLE) are where most of the IT CLMs exist. The current IT CLM 
portfolio includes: CLE010 on Privacy Protection, CLE012 on 
Open Systems Architecture (OSA), CLE016 on Outcome-based 
Performance Measures, CLE022 on Anti-Tamper, CLE041 on 
Software Reuse, CLE060 on Software Measurement, CLE063 on 
CMMI, CLE068 on Intellectual Property Rights (Data Rights for 
commercial built software applications), CLE074 on Cybersecurity 
(March 2015 deployment), and CLL (Logistics)056 on Software 
Sustainment. Some of these courses are pre-requisites for our 
DAWIA courses.

Mission Assistance
DAU provides program office mission assistance to help DoD 

programs at their point of need. If you have current acquisition 
challenges, DAU can provide assistance. DAU has regional As-
sociate Deans for Outreach and Mission Assistance (ADOMA) 
that lead the mission assistance efforts across the country.

Knowledge Sharing
DAU has established an ACC website including Communities 

of Practice (COP). Information Technology has two COPs based 
on the definitions above. The IRM COP is called the IT COP.  The 
IRM or IT COP focuses on the CIO/PEO/MDA level of knowledge. 
This is the enterprise IT level of knowledge topics. The SAM COP is 
called the Software Acquisition Management COP. The SAM COP 
is the software architecture, software design, software development 
and management level of knowledge topics. 

 
Organization

DAU has placed software acquisition training within the 
Engineering and Technology departments across the five DAU 
campuses (located in five regions: West, South, Midwest, Capital 
and Northeast and Mid-Atlantic campuses). The Learning Capa-
bilities Integration Center, oversees the curriculum development 
for all DoD career fields.

Upcoming Changes in IT Curriculum
IT technology is changing at a very fast rate compared to 

DoD’s ability to field programs. Law and policy changes are 
occurring annually as the federal government learns more about 
how best to manage IT. Basic IT (Software) acquisition man-
agement now touches just about every DoD career field from 
Program Management to Systems Engineering, to Logistics, to 
Contracting, to Test and Evaluation, to Science and Technology, 
etc… Software applications are now the primary method of 
providing warfighter capability in all of our programs. 

Currently, DAU has just updated all of the IT DAWIA train-
ing courses with the latest DoDI 5000.02 (Operation of the 
Defense Acquisition System) and DoDI 8510.01 (Risk Manage-
ment Framework for DoD IT). 

The DoD IT Functional Leader has identified 41 IT competen-
cies which need to be trained to the IT career field workforce. 
DAU is in the process of fully understanding what needs to be 
trained within each competency. DAU is establishing the “to be” 
IT training architecture. DAU will then update the DAWIA training 
courses with the applicable content from the 41 IT competencies.

Looking to the Future
Because software has taken over the functionality of most of 

our DoD systems, it is vital that all career fields have an under-
standing about how best to manage IT within their functional 
area. In addition, continued software technology advancements 
are causing the IT content to increase. For example, with the 
adoption of the DoD Cloud, we are now able to share informa-
tion across domains anywhere in the world securely (Cyber-
security). The IT content footprint continues to increase but 
our current DAU courseware and time to cover the topics has 
stayed constant. DAU, under the direction of the IT Functional 
Leader, is re-thinking how to get the increased IT acquisition 
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content out to our IT career field students and 
how to better insert IT acquisition management 
across all career fields.

Conclusion
In conclusion, DAU provides the basic 

evidence-based best practices, lessons learned 
and DoD Policies/Guidance IT training for all 
IT career field positions (IT PMs, IT Special-
ists). Under the direction of the IT Functional 
Leader, DAU is looking at providing IT training 
to the other career fields like Program Manag-
ers, Systems Engineers, Contracting, Logistics, 
Business/Cost Estimating/Financial, Test & 
Evaluation, Production Quality Manufacturing 
and Joint and Service Program Management 
Offices. This training will help all DoD stake-
holders to understand what it takes to acquire 
software-based products in the most efficient 
way providing reliable, quality IT capability for 
our warfighters! Come to DAU to learn more.
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Abstract. Essence is a new Object Management Group (OMG) software stan-
dard [1, 2, 3] developed specifically for software development practitioners and 
teams. This article explains specific features of Essence that could help software 
teams improve performance in ways previous frameworks, including the CMMI®, 
Lean Six Sigma, and Scrum, have fallen short. The article also provides insight 
into why many performance improvement efforts fail, and how Essence-- or a 
framework with characteristics similar to Essence-- could provide the help orga-
nizations need to hit performance targets more consistently. 

A “Thinking Framework” 
to Power Software 
Development Team 
Performance

Essence: What it Is
Essence is a “thinking framework.” Just saying this should 

start you thinking about performance differently from the way 
many view it when using frameworks such as the CMMI, Lean 
Six Sigma, and Scrum. 

This is not meant to imply everything we have been doing 
in the past to improve performance is wrong. The vast majority 
of improvement approaches have strengths, and have helped 
organizations get better. However, there exists significant evi-
dence indicating most improvement projects fail to achieve their 
goal [4, 5, 6]. 

Why are we facing this problem?
It is my contention, based on my forty years of working in the 

software industry, that the problem is not with the frameworks, 
tools, or practices organizations are using, but rather with the 
way organizations are going about deploying practice guidance 
and practice improvements. This is where a framework such as 
Essence can help. 

Essence: What it Is Not
Essence is not a new method, or a new set of practices. It is 

not in competition with any of the popular frameworks or meth-
ods including CMMI, Lean Six Sigma, Scrum, or Kanban. It is 
a framework that can help organizations achieve performance 
goals by helping practitioners and teams implement whatever 
approach they are already using more effectively and efficiently. 
Today Essence is being tested in University field studies [7, 8] 
to determine the degree to which it can help teams work more 
effectively than using other popular approaches alone. 

What Do We Mean By A “Thinking Framework” 
and How Can Essence Power Other Software 
Development Approaches?

By thinking framework we mean a framework that can help 
software practitioners and teams think through the tough prob-
lems they face by helping them ask the right questions, and 
find the optimum solutions based on their specific situation. 

The reason this framework can work with whatever your 
team is currently doing is because it contains no practices that 
might conflict with your current approach, and it brings higher 
visibility to how well a team is implementing essentials that 
have been proven to exist on all software development endeav-
ors. More importantly, when projects fail to meet performance 
goals the root cause can usually be traced to poor implementa-
tion of one or more of the essentials. 

Why Software Development Endeavors Get in Trouble
Anyone who has been involved in the business of software 

development for any length of time can tell you the primary 
reason most software development endeavors get in trouble 
is because they fail to adequately address things most of us 
know are essential, and even when they recognize this failure 
they then fail to take timely corrective action. 

Why—When We Understand the Problem—Can’t 
We Effectively Implement the Solution?

We have known for some time how to solve this problem. 
We know that empowering development teams is a critical part 
of the solution as the team is best equipped to observe issues 
early, and take timely action. But exactly how an organization 
should go about empowering its development teams is hotly 
debated today--largely due to fear of lost control. 

Why Do We Need Another Framework to Help 
Empower Teams?

The CMMI [9] and Lean Six Sigma [10] are useful improve-
ment frameworks, but they are intended to be applied by 
trained process professionals, not software practitioners and 
development teams. Therefore they do little to help empower 
development teams to solve the common challenges faced 
each day on the job. 

A popular framework commonly used today by practitioners 
and development teams is Scrum [11]. Scrum provides an effec-
tive framework to encourage teams to raise issues, solve issues, 
and keep their progress visible in a timely fashion, but Scrum 
provides little help to teams with respect to where they should 
look for issues, and how to accurately assess where the team 
really is with respect to addressing issues and achieving its goal. 

Furthermore, while Scrum, and Agile methods in general, 
have been extremely popular, there is considerable literature 
available that indicates many organizations are continuing to 
fail when using Agile approaches alone. 

Scott Ambler stated, based on a Dr. Dobbs State of the IT 
Union survey conducted in November, 2009, that only 11% of 
respondents indicated that their existing governance strat-
egy works well with agile teams. Ambler said that this is an 
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indication that their organization is likely to apply traditional 
governance strategies (e.g. command and control) and that this 
strategy will not work with agile teams [12]. 

Another reason cited for these failures [13] is: 
“trying to force a strict agile approach when it is not appropri-

ate for every environment.” 
These facts leads us to ask two questions: 
“How can we help our software teams determine the right level 

of agility for their specific project?” and, “How can we help our se-
nior management move to the right governance strategy to best 
support their software teams and their organizational objectives?”

How a Framework, Such as Essence, Can Help 
Essence is not an alternative to Scrum, or any other method, 

set of practices, or improvement framework. It is not another 
methodology. It was intentionally developed to be agnostic to 
specific practices and methods. It is a framework intended 
to be used with whatever practices, method and lifecycle an 
organization chooses to use and it can help teams ask the right 
questions and take the right actions leading to the right balance 
of agility and control given their specific situation. 

This framework was developed by volunteers representing a 
wide range of software experiences and cultures including peo-
ple from industry, academia and research in countries around 
the world [3]. The framework is not just a theory, but is based 
on what has proven to be essential to effective and efficient 
software engineering. Most important to the issues being raised 
in this paper, it has the potential to help senior management and 
software development teams work together to implement an ap-
propriate agile governance strategy as recommended by Ambler. 

To give you a real example demonstrating how the Essence 
framework can help with the challenge we face, at Carnegie-
Mellon West in a recent field study [8] where students were 
asked to try Essence, the following was reported: 

“While most styles of Agile retrospectives tend to focus on 
known issues, Essence reflections tend to make unknown is-
sues apparent by covering the project holistically and reminding 
participants of critical areas that might be overlooked. These 
differences make Essence reflections and Agile retrospectives 
complementary. This is illustrated by the following student quote:

‘Though the team was holding retrospectives every week 
already, having Essence discussions be a part of it allowed the 
team to touch on important aspects of the project; aspects 
which would otherwise be ignored’.”

This finding about Essence, based on student feedback from 
a field study, demonstrates its potential to improve a team’s 
understanding of unknown issues, or risks. Identifying risks is 
a critical first step necessary for teams to take action early to 
eliminate risks. This is a similar observation that was made by 
a senior experienced engineer in a major US DoD organization 
when first exposed to the Essence framework [6]. 

According to the Carnegie-Mellon Software Engineering Insti-
tute 60-80% of the cost of software development is in rework 
[14]. Rework is often caused by issues that were unknown to 
the team when the work was originally done. Rework is prevent-
able by reducing unknowns early. Therefore anything we can do 

to reduce or eliminate risks can potentially reduce the cost of 
software development by 60-80%. 

Key Elements Inside the Essence Framework
Key elements inside the Essence framework that I want to 

focus on in this article are Alphas, Alpha States, and Alpha State 
Checklists. Alphas are the essential things teams work with. 
There are seven Alphas inside the framework including Oppor-
tunity, Stakeholders, Requirements, Software System, Work, Way 
of Working and Team. Refer to Figure 1.1 

What Alphas Are, and Are Not
Alphas are ultimately about helping your team more ac-

curately assess where they are and where they need to focus 
their effort next for project success. Some have struggled with 
the Alpha notion. Alphas are not abstract work products. Alphas 
always exist regardless of the degree of concrete work products 
supporting their existence. 

The reason this is important is because when we focus 
on concrete work products alone we can miss essentials for 
software endeavor success. Over-focus on work products and 
missing the real goal is one of the problems commonly observed 
in the way past improvement models have been applied causing 
organizations to fall short of their performance goals [6]. 

How Essence States Can Help Accurate  
Progress Assessment Regardless of Lifecycle  
and Practice Choices 

The Essence Alphas have states and checklists that can help 
teams assess where they currently are and where they need to 
focus their effort next. This includes projects using incremental, 
agile or waterfall lifecycles. As an example let us look at the 
Work Alpha. 

Two of the states within the Work Alpha are Work Prepared 
and Work Started. The Alpha States and Checklists can be rep-
resented on cards. An example of these two Alpha States with a 
subset of checklists is shown in Figure 2. 

Figure 1 Seven Alphas inside the Essence framework



24     CrossTalk—January/February 2015

SOFTWARE EDUCATION TODAY

The Checklist shown for the Work Prepared State is: 
• The work is broken down sufficiently for productive work  

 to start
The three checklists shown for the Work Started State are: 
• Development work has been started
• Work progress is monitored
• The work is being broken down into actionable work items  

 with clear definitions of done
One of the reasons why projects often fail to maintain their 

schedule commitments regardless of lifecycle or practice 
choices is due to inadequate work break-down and estima-
tion before the work begins. When the work is not adequately 
broken down and estimated unrealistic schedule estimates often 
occur leading to poor schedule performance. 

If you look closely at the way these checklists are worded in these 
two states you can see how a team can effectively use the check-
lists to assess the work break down status on any project including 
an agile project, an incremental project or a waterfall project. 

For example, if your team is using Scrum and the planning 
poker practice [15] they could conclude that “the work is broken 
down sufficiently for productive work to start” as long as back-
log items [11] have been selected and the team has reached 
consensus on the estimates for each backlog item for the first 
Sprint [11] using their planning poker estimation technique. 

As the project proceeds, as long as they are holding their 
daily standups [11] to monitor work progress, and at the start of 
subsequent Sprints, backlog items are selected, broken down 
and estimated by the team, the team could conclude they are 
meeting all three checklist items under work Started. 

On the other hand, a team that is using a waterfall lifecycle 
might conclude they have not passed the work Prepared state if 
only part of the work has been broken down because they might 
deem that insufficient given their lifecycle choice. This example 
demonstrates how a team can use the Essence framework to 
more accurately assess if the work is sufficiently broken down 
and estimated regardless of lifecycle choice. 

If the work is not adequately broken down the team can raise 
this issue and make it a priority to solve the problem before it 
leads to more serious issues later in the project. Today, on many 
projects, including those that use other popular frameworks and 

methods it is too easy to let this type of “small issue” slip by, and 
lead to a “big issue” downstream. 

Experienced practitioners have known for a long time that 
small issues not handled early are often the cause of big issues 
downstream, but knowing this has not helped. One possible rea-
son is because we have not given our practitioners and teams a 
framework that gives them solid evidence that actions need to 
be taken to resolve issues at an appropriate time. 

How Essence Checklists Are Different and Can 
Help Teams Assess Progress More Accurately and 
Take Action at an Appropriate Time

Let us now look at an example demonstrating how Essence 
checklists are different from traditional checklists and how they 
can help team performance. 

Traditional checklists are what I refer to as “existence checks” 
[6]. Examples include: 

• Do you have a plan?
• Do you have a design document?
• Did you conduct a peer review? 
Existence checklists are easy to use because the answer is 

a simple yes or no that requires little discussion. But existence 
checklists can lead to a checklist mentality, and they do not help 
with questions related to how well the team is performing or 
how much of a certain activity the team should be doing. Exis-
tence checklists are what many quality organizations use today 
and they are common among organizations that use the CMMI 
model. One reason for this is because existence checklists are 
easy for external appraisers to use, or external quality audit 
personnel who are not intimately familiar with the project they 
are auditing.

But existence checks do little to help teams assess where 
they are in terms of how much effort is still required to get the 
job done on a specific project. Following is an example demon-
strating how Essence checklists go beyond existence checks 
helping teams improve performance by improving their progress 
assessment and improving their decisions on where they need 
to focus their attention next. 

Example: Checklist item Requirements Alpha Co-
herent State

A checklist item for the Requirements Alpha Coherent state is:
• Conflicts are identified and attended to
Just verifying that a requirements document exists would 

not be sufficient to verify that this checklist item is met. This 
checklist item is asking us whether or not we have conflicting 
requirements and if we do are they being addressed? Often the 
real pain that teams face originates from conflicting require-
ments that they do not know how to handle, and it is these types 
of problem areas that often lead to latent defects and extended 
integration schedules. 

Because Essence contains states and checklists as a stable 
reference it provides a degree of assurance that progress is as-
sessed more objectively and accurately-- and appropriate con-
trol is maintained. Furthermore, because the Essence states and 
checklists are agnostic to a team’s lifecycle and practice choices 
it can help power whatever approach your team chooses to use.

Figure 2 Work Alpha Prepared and Started States
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Not Checklists an External Auditor Can Easily Apply
Many of the Essence checklists are not checklists an external 

auditor can easily apply by looking at a project from the outside. 
You need to be intimately involved in the project to answer hon-
estly the questions that many of the Essence checklists lead you 
to ask. This is one reason why this framework is for software 
teams and why practitioners need to be more actively involved 
when making key decisions that help to steer a successful high 
performance project. 

Traditional checklists lead us to simple yes/no answers that 
require little discussion, and fail to provide an accurate status of 
the project. Many of the Essence checklists lead us to deeper 
questions, and deeper analysis– the kind that gets to the real 
issues that ultimately affect project performance.

Example Of a Team Using Essence to Assess and 
Solve a Difficult Situation

The SEMAT2 volunteers have been working on an Essence 
User Guide that will be made available from the SEMAT web 
site [16] to help guide teams with options they have to apply the 
framework. One of the scenarios from the User Guide3 provides 
an example of how a team could use the Essence framework to 
assess a difficult situation. 

In this scenario the team realizes they have a problem with a 
resistant stakeholder. The scenario demonstrates how a team 
can use the alpha states and their checklists to drill down and 
solve a specific problem. 

Since the team knows they are having trouble with a stake-
holder they first assess where they are with respect to the 
Stakeholder Alpha. Their discussion leads to team agreement 
that they have achieved the first state, stakeholders Recognized, 
but they have not achieved the second state, stakeholders 
Represented. They agree their next step is to get a stakeholder 
representative appointed. 

The next step is to get the stakeholder Involved and they do 
this by interviewing him trying to find out what is behind the 
resistance. They learn through the interview that he does not 
see the value of the new system, which leads to the Opportunity 
Alpha and the Value Established state. This in turn leads to the 
Software System Demonstrable state once the team recognizes 
they need to conduct a demonstration to help the stakeholder 
see the value. Refer to Figure 3.

What you learn through this scenario is how the discussion 
leads through a sequence of alphas helping the team figure out 
the next action to solve the problem. This scenario demonstrates 
how a team can conduct their own root cause analysis and 
figure out the right actions to solve a problem in a timely way. 

When a group of students at Carnegie-Mellon West that used 
Essence in an early field study [7] were asked if Essence’s monitor-
ing and steering approach had value to a project team, 90% of the 
students said that following the approach was worth their time, and 
80% said they would use the approach again on their next project. 

Lean Six Sigma provides a powerful tool kit to help organiza-
tions conduct root cause analysis, and take action to improve. 
But to use this tool kit often requires the expertise of a Lean Six 
Sigma Black Belt which requires hundreds of hours of study to 
reach the required proficiency level. Like the CMMI, Lean Six 
Sigma is a tool kit for process professionals, whereas the Es-
sence framework is for development teams to help them solve 
their problems themselves in a timely way. 

What’s Different About the Essence Approach?
I stated in the beginning of this article that the reason many 

organizations are falling short of their performance goals is not 
because of their choice of practices or tools, but rather because 
of the way they are going about deploying their practice guid-
ance and practice improvements. 

Fundamental to the Essence approach is-- rather than mak-
ing radical changes to whatever you are doing today-- to make 
changes in small steps based on where your development 
teams need the most help right now. 

How often do we hear our practitioners say:
“My company processes do not help me with the real prob-

lems I face each day on the job.”
It is my contention that the cause of this problem is the fact 

that too many organizations are focusing their guidance and 
improvement efforts in the wrong area. We spend too much ef-
fort trying to tell our teams what to do in situations they already 
know how to handle, and too little effort helping them with the 
common but difficult situations where they need help the most. 
Instead of just telling our development teams what they should 
be doing, we should be listening more for where they need help, 
and then focusing our improvement efforts accordingly. This is 
an area where the Essence pattern notion could help. [6] 

Figure 3 Digging for a Root Cause and Solution Using Essence States and Checklists
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What is an Essence pattern?
A Pattern in the Essence system is defined as, “an ar-

rangement of the other language elements (e.g. alphas, alpha 
states,...) into meaningful structures.” 

You can think of a pattern as a simple mechanism to deploy a 
small slice of useful information that can help your teams with a 
specific challenge. Following is a simple example [6].

The Dictated Schedule Pattern 
Project Lead speaking to her team: 
“Management has dictated we will not slip schedule so do 

whatever it takes to get the job done.” 
A developer responds: 
“I will skip my design review, and much of the testing I 

planned to do because I do not see any options.” 
A second developer replies:
“We could focus the design review and testing just on the 

areas where we have seen problems in the past.”
What would you do, if faced with the same dilemma? Are 

there other options? 

Using Patterns To Help Empower Your Develop-
ment Teams To Make Better Decisions

When I help companies that want to move decision-making 
deeper into the organization I encourage them to write their 
processes in a way that supports practitioner decision-making. 
One way to do this is by providing criteria and options in their 
processes. Now let us look at this scenario from the Essence 
framework perspective. 

The Dictated Schedule Pattern From the Essence 
Framework Perspective

The dictated schedule scenario relevant alphas are Work and 
Way of Working. Refer to figure 4. 

Work is defined as: Activity involving mental or physical effort 
done in order to achieve a result. And Way of working is defined 
as: The tailored set of practices and tools used by a team to 
guide and support their work. 

Now let us assume the team had assessed the project to 
have achieved the following states (Refer to Figure 5):

• Work Under Control
• Way of Working In Place. 

Figure 4 Work and Way of Working Alphas

Based on the checklists, these states imply that:
• the work is going well, 
• risks are being managed, and 
• all members of the team are using the way of working.
Now think about those checklists again, given the current scenario.
Will we introduced new risks if we follow the suggestion of 

the second developer? 
Is the suggestion to focus the testing and review just on ar-

eas where the team has observed problems in the past allowed 
within their agreed way of working?

The answers to these questions depend on each project’s 
specific situation, and your team’s agreed way of working. Note, 
this is an example demonstrating how a team could fall back, and 
how the Essence framework when applied by a development 
team as part of their progress assessment tool-set can help a 
team assess progress more accurately helping them take the 
timely actions needed to keep their software endeavor on course. 

Current Status and Next Steps
The Essence standard is still young having been adopted by 

the OMG in June, 2014. Some early adopters including Muni-
chRe, the world’s leading Reinsurance Company, and Fujitsu 
Services which used an early version of the framework have 
reported encouraging results [2]. 

There is also effort going on in multiple Universities around 
the world to integrate the Essence framework into existing 
software engineering curriculum including at the Universidad 
Nacional de Colombia where Dr. Carlos Maria Zapata has de-
veloped and is currently delivering the first full course based on 
SEMAT and the Essence framework. 

Figure 5 Work Under Control State and Way of Working 
In Place State
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The next critical step for Essence is to gather more case 
study information and hard data to help us better assess the 
value this new standard can bring to power software develop-
ment team performance. 

Disclaimer:
CMMI® is registered in the U.S. Patent and Trademark Office 

by Carnegie Mellon University.
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Abstract. The presumed goal of training software project managers is to equip 
them with the knowledge and competencies that will help them to be successful. 
These will not guarantee success but make success more likely. Over the years, the 
notion of success has expanded greatly from simply meeting requirements, delivering 
on time and not exceeding the budget to include a plethora of other success criteria. 
In fact, what success is often changes many times during the project. This and 
many other facets of software project management frustrate and perplex untrained 
software project managers since most enter into this role untrained [1]. This article 
presents what anecdotal and experimental evidence has shown software project 
managers need to know that can be conveyed via training programs. Today’s soft-
ware project manager can also benefit from this information to overcome many of 
the misperceptions about nearly everything regarding software project management.

Training Software 
Project Managers

Targeted Issue
Software Engineering Education Issue - The importance of 

adequate management of software projects is slowly becoming 
more apparent. Most current software project managers and those 
seeking to become software project managers have either been 
inadequately trained to address today’s software engineering is-
sues or have not been trained at all. This article examines what we 
now know is needed to successfully manage software engineering 
projects and how education can help transfer this information.

Introduction
Software project management represents a paradox within 

the software engineering community. It has been described as 
being more vital to software project success than all other fac-
tors combined [2], yet there are still no conferences or journals 
devoted to this topic. In fact, international conferences on 
software engineering rarely list software project management 
as a topic in the call for papers topic list. Finally, we are slowly 
realizing what other knowledge work related professions have 
known for a long time – project managers are not born, they are 
made – through education. The problem is, there is no general 
agreement on what knowledge and skills a software project 
manager needs in order to be successful. In fact, we have yet 
to agree on just what success in software engineering is. This 
article examines what software engineering project managers 
need to know, what skills they must possess and how these 
may be acquired through education. The resources cited are not 
restricted to software engineering alone as there is a lack of 
research in this subject.

The Nature of Software Engineers
Some years ago, psychologists sought to answer the follow-

ing question, “What is it about software development that has at-
tracted so many people from such a broad range of disciplines? 

They found that most software engineers shared two unique 
(taken in combination) psychological characteristics [3]:

1. High Growth Needs Strength - A desire to solve  
challenging problems.

2. Low Social Needs Strength - A strong tendency to work alone.

To summarize, these people are attracted by software devel-
opment because they want to deal with significant, technically 
challenging problems and not have to deal with other people. 
Unfortunately, the scale and complexity of today’s software 
development efforts requires that teams of software engineers 
build and maintain them. Since software project managers are 
drawn from the ranks of the software engineering teams, they 
also display the psychological profile of most software engineers 
and tend not to have great “people skills.” This works against 
them in a management role [4].

What Software Project Managers Do
Without doing any research, it is difficult to figure out just 

what software project managers do. The model we will work 
from proposes that software project managers are responsible 
for performing 5 basic functions [4] often in parallel, executed in 
concert with their team:

Scheduling – Laying out a list of milestones and dates con-
sistent with the contract. Contrary to what you may have read 
[5], scheduling and planning are not the same activity.

Planning – Detailing the tasks and subtasks that must be 
successfully executed in order to proceed from one milestone 
to the next. This is an ongoing process throughout the project to 
adapt to unforeseen problems.

Controlling – Monitoring the project’s progress, taking ac-
tion to recover deviations from the project plan, as necessary.

Staffing – Acquiring the human resources needed to suc-
cessfully execute the project plan.

Motivating – Creating and maintaining a physical and 
psychological environment that ensures the development team 
works at its full potential.

PLANNING

CONTROLLING

SCHEDULING MOTIVATINGSTAFFING

	
  
Figure 1: Software Project Manager Activities
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Figure 1 shows the relationship among these activities. The 
relationship among these functions is shown in Figure 1. If 
those topics appear distant from programming, it is because the 
software project manager is more like the manager in baseball, 
not a player. Before heading into software project management, 
a software engineer needs to consider whether or not they are 
ready to move into this very different domain.

Where Do We Get Software Project Managers From?
Several decades ago, a very successful CEO (Robert 

Townsend) wrote a book detailing what needed to be done to 
improve how companies functioned [6]. One of the points he 
made seems to have been ignored by the software engineering 
industry [1]. What Townsend was trying to communicate was the 
fallacious belief that the most capable person in a team should 
become its manager. For example, we have a team of 5 people. 
Someone has to be responsible for meeting with the client, 
preparing status reports and assigning responsibility for specific 
development tasks to team members with their concurrence. If 
software project management duties are assigned to the most 
skilled software engineer, the productivity of the group is re-
duced because this highly skilled person has little or no time to 
do programming. Besides, management tasks and development 
tasks require very different mindsets. Worse, it is likely that this 
highly skilled person will not be empathetic to less skilled team 
members and help them improve their skills, help them solve 
difficult programming issues, and so forth.

A Few Misconceptions Seen as Self-Evident 
Truths by Many Software Project Managers

People work for money – Money ranks as 5th in impor-
tance [7] (see Table 1). But more importantly those who have 
studied why we work [8, 9, 10] have concluded we work for 
self-esteem, fulfillment and other reasons, not just for money. 
We have a paradox here in that the most expensive reward (sal-
ary) is the least appreciated while the most appreciated reward 
(a simple “Thank You”) is the least expensive.

If we get behind, we can catch up – using Earned Value 
Management, if the project is 15% complete and behind sched-
ule, based on a study of 700 DoD contracts, the chances of 
getting the project back on plan are nil [11].

Putting Pressure on the Team will Improve Produc-
tivity – Presumably the knowledge and experience the team 
brings to the project are what are needed to do the job. It has 
been shown that pressure to perform causes the team to break 
up into individual problem solvers effectively destroying the col-
lective intellectual power of the group [12].

To Avoid Getting Behind, we will start with a bigger 
team – This is done to avoid adding people to a late project but 
it is surprisingly ineffective [13].

Offer some big reward, that will get them working – It 
has been shown that if the reward is big enough, people will 
cheat to get it [14].

Break up successful teams to other groups to spread 
the knowledge – The most successful software company(s) in 
the world do not do this but keep teams intact as much as pos-
sible and work to help other teams to learn to be successful [15].

Software engineers Do not really need to be reviewed, 
they know how they are doing – Evaluating the performance 
of software engineers using the usual “one size fits all” human 
resource system is inappropriate for most high technology work-
ers [1, 4]. A better approach is to tie evaluations to an individual’s 
contribution to achieving corporate or group strategy [4, 16].

We can accurately predict the future – Nobody has been 
successful at this but now we know why we fail to accurately 
estimate software projects and how to correct for our over opti-
mism and failure to fully recognize risk [16, 17].

Treat everyone the same – This century may mark the 
highest occurrence of multi-generational teams since we were 
an agrarian society. In addition, both in-house and outsourced 
projects will involve multiple cultures. Being aware of and 
responding to the issues of the value systems of these vari-
ous groups will require knowledge and diplomacy. Due to the 
worldwide financial crisis, these are issues all software project 
managers must address [18].

The preceding represent both misinformation and some antipat-
terns. An antipattern is a solution to a problem that actually makes 
matters worse. More than 95 of these have been identified, catego-
rized and published [19] and the list continues to grow.

What Do Software Project Managers Need  
to be Taught?

One way to answer this question is to look at what successful 
software projects have in common, then glean from that what 
we need to provide to current and prospective software project 
managers. A study of nearly 600 software projects worldwide 
that were reported to have been successful found a number of 
common “success oriented” factors [20]. These factors did not 
guarantee success but made it more likely (Table 2).

In examining Table 2, you might conclude that you could 
have guessed at some of the items without the benefit of a 
disciplined literature search worldwide. But there are a couple 
of items you may find need further explanation. One is the term, 
“Competent project manager.” The knowledge and competen-
cies that constitute a competent software project manager is 
what this article is about. At the present time, we do not know 
whether or not a software project manager is competent until 

Factor Manager’s  

Importance Rank 

Non-Manager’s  

Importance Rank 

Salary 1 5 

Job Security 2 4 

Promotion/Growth Opportunities 3 7 

Working Conditions 4 9 

Interesting/Challenging Work 5 6 

Personal Loyalty to Workers 6 8 

Tactful Discipline 7 10 

Appreciation for Work Done 8 1 

Help with Personal Problems 9 3 

Being in on Things 10 2 

	
   Table 1: Relative Importance of Project Factors
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it is too late – the project has either been successful or failed. 
The other item that may seem curious occurs on the output 
side of Table 2, “Job satisfaction.” It turns out that if software 
engineers do not find the work they are doing to be profession-
ally satisfying, challenging and so forth, their productivity is low. 
Presumably, successful software projects result in large part 
from having a productive development team [16].

the use of earned value management, the most likely answer 
will be, “OK.” If you have ever sat in on a project status meeting 
and wondered what metric was used to determine “OK” when 
you had heard rumors that things were not OK, you know some 
objective method needed to be applied.

Analysis of the content those university programs that offer 
software project management, whether it is required or optional, 
reveals that they are focused on programming issues, Agile, soft-
ware tools and a general condemnation of the Waterfall Lifecycle.

Is Software Project Management Important?
The software engineering industry has spent more than a 

half century developing dozens of new methods, and tech-
niques all directed at solving, “the software problem.” What 
effect has all this had – an abysmal one [21]. Programming 
productivity has improved in a linear way by less than one 
source line per person month per year from 1960 to 2000. 
But facets of our profession continue to annoy customers. 
These facets are uncertainty of delivery date, cost, quality, 
ease of use, maintainability, communication and so forth. 
Remember, the software project manager is the biggest 
single factor in determining project success – bigger than all 
other factors combined [2]. One would think that with such 
importance, software project management would be the last 
subject we would choose to be optional.

What Software Project Managers Need to Know
For those who feel they would like to manage a software project 

here is a short list of skills you will need and some you won’t.

Needed
Interpersonal skills – the ability to connect with each mem-

ber of your team as a friend and colleague, a servant – leader 
who team members view as having their best interests at heart.

Communication skills – both in written expression (e.g. 
written reports) and presentations (e.g. PowerPoint or other 
format in front of an audience).

Basic Cost Accounting – if you do not know the 3 to 5 
most common factors that make a $75,000 per year software 
engineer cost your project $120,000 or more per year, you do 
not have these.

Negotiating, motivating, evaluating personnel - the list 
goes on and on but notice the absence of programming skills.

Mentoring – work to improve the performance of team mem-
bers and the team as well as creating your own replacement.

Encouraging Prosocial behavior – simply thanking the 
team and individual members helps to overcome independent 
tendencies to form an effective team [22].

Sensitivity to Cultural and Generational differences 
More than at any time in the history of the United States and 
some other developed countries, multiple generations are having 
to work together. The differences between the value systems 
of different generations can cause frictions within the team. 
Similar comments apply to cultural differences due to the world 
wide influence of software engineering in nearly every aspect of 
people’s lives.

Input Factor Brief Description 

Clearly stated requirements Clear and well understood requirements 

Involved users Active and continuous participation of users during the 

development process 

Engaged, competent project manager A project manager with the required management and 

leadership skills, able to share the project’s vision 

Project planned and scheduled A project plan and schedule developed with stakeholder 

participation to achieve user goals 

Engaged, skilled team members Competent team members with domain and technical 

knowledge, as well as positive attitude about the project 

Teamwork and communication encouraged Development team with compatible personalities who enjoy 

working in a team environment and have a cooperative and 

mutually responsive relationship 

Output Factor Brief Description 

Schedule and budget estimate maintained Finishing the project within estimated budget and timeliness of 

delivery 

Customer and user needs satisfied Making easy-to-use, user friendly systems that meet 

requirements 

Job satisfaction experienced on development 

team 

The development team has a sense of accomplishment that 

sufficient quality and functionality were delivered and that they 

were given enough freedom and independence to be successful 

Product quality, functionality and performance 

meet high standards 

The working product reflects the desired scope and overall 

quality 

	
  

Who Will Teach Them?
This issue presents us with a dilemma. Most successful 

software project managers are very busy with little spare time 
to contribute to the educational system(s) in their area. Besides, 
the fact that the word “management” would appear in the title 
of the software project management course can and has set off 
a turf war between the software engineering department and 
business administration departments in many universities. Pro-
fessional development courses or extension courses help but 
content, quality and instructor qualifications come into play. For 
example, has the prospective instructor ever been a software 
project manager? Some very famous people lecturing on this 
subject have never managed a software project.

What Kind of a Job Are We Doing Now?
Not a very good one. Training in software project manage-

ment if offered at all at the bachelor, master or doctorate level 
as part of a degree in software engineering is often optional – 
should not it be required? Why? Even if the software engineer 
never goes into management, he/she is going to be asked 
how long a task will take, what confidence level they have in 
the estimate, what they will need and so forth. Without train-
ing in planning and scheduling the answer to such queries can 
be problematic. During the execution of the plan, the issue of 
the status of the work will also come up. Without training in 

Table 2: Input and Output Factors of Successful Projects [20]
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Self-confidence – consistently hire people smarter and more 
knowledgeable than you. The productivity of the team will reflect 
your skill in spotting talent and your job will become easier.

Not Needed
Programming, being quick to anger at failure, tending to fix 

the blame rather than the problem, embarrassing a team mem-
ber in front of their colleagues because they made a mistake. 
This may be a sudden reaction to bad news but it can have 
negative consequences that go beyond the team member being 
chastised. Other team members may see this as an indica-
tion that trying something new or difficult should be avoided. 
Regardless, this reduces team productivity.

What Would a Curriculum for Software Project 
Managers Look Like?

More than 30 years ago I wrote the first M.S. in Software En-
gineering curriculum published by the Association for Comput-
ing Machinery [23]. It was adopted and implemented by Seattle 
University. Since that time, with the exception of software engi-
neering, the engineering profession in general has incorporated 
personnel issues into management [24] training as well as the 
nature of management itself [25]. What is becoming apparent is 
that the nature of management in general and software project 
management in particular has changed dramatically since that 
original curriculum development.

So what would a curriculum look like to train software project 
managers? A lot different from the ones I found on the inter-
net which emphasized specific lifecycles blaming the waterfall 
lifecycle for everything from athlete’s foot to zits, programming 
methods (e.g. Agile) and programming languages. But that is 
to be expected. We tend to teach what we know, what we have 
experience with and so forth. In the hope that this will help the 
professors of today and tomorrow, here are some suggestions 
and subjects that need to be incorporated into software project 
management curricula:

Suggestions – 
Require that all students, regardless of whether they are at 

the B.S., M.S. or PhD level take and pass at least an introduction 
to software project management in order to receive their de-
gree. This is already the case in Europe as part of the European 
Master on Software Engineering (EMSE) program.

Eliminate any discussion of programming languages, meth-
ods, software tools and so forth from the software project 
management class(s).

Seek out software professionals, software project managers 
and key stakeholders in your area to determine what training 
software project managers appear to be lacking.

Form a review committee from the people in item 2 to review 
and critique the content of the software project management 
course(s).

Prepare a presentation containing an overview of the course 
and deliver it in person at major employers as well as publicly to 
ensure sufficient enrollment to fund the class.

Here are Some Things You Can Do
Look at what your local university(s) offer in the way of 

software project management classes – not just the course 
titles but their content as well. Ask yourself if someone had the 
knowledge imparted by these classes, would they be more likely 
to be successful? If the answer is no, identify what topics should 
be added, which should be dropped from the course(s) and 
speak with the college or university focal point for these classes. 
Be sure to emphasize the increased attendance and revenue 
that could result from these changes. Also, enlist the help of col-
leagues from other firms to bring about the required changes. If 
the university senses there exists an area wide market, they may 
be more amenable to change.

Closing Comments
Decades ago, we began training software engineers in a 

broad range of methods and techniques directed at both im-
proving the quality and quantity of software systems. Though the 
progress may seem slow, it is progress. If we do the same for 
software project management, the benefits will likely accelerate 
the pace of improvement far beyond what we have seen so far.

Disclaimer :
(Portions of this article contain excerpts from the Kindle eB-

ook, “Managing Software Projects: On the Edge of Chaos, From 
Antipatterns to Success”)
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Abstract. Team building activities such as collaborative video gameplay requires 
a collective effort by players to achieve a common goal. In a business environ-
ment, increasing cohesion can improve performance while in a military environment, 
increasing cohesion can affect morale and combat efficiency. This study measured 
group and individual cohesion factors with the result revealing that playing a coopera-
tive video game with a minimal time and financial commitment makes it a viable team 
building activity to increase team cohesion.

Increase Team Cohesion 
by Playing Cooperative 
Video Games

Teamwork
Teams have become increasingly important within an organi-

zation [1][2] and can only be effective to the extent that team 
members work cooperatively with each other [3]. Whether it 
is a software engineering team, a military unit, an acquisition 
workforce, a sports team, or any organization in which a group 
of people cooperative to achieve a goal, effective teams are 
critical in order to achieve success. In order to cooperate, there 
needs to be a task aligned with a common goal and team mem-
bers must feel connected to one another having some type of 
team building activity that promotes interaction [4]. Newman 
said that team building promotes “an increased sense of unity 
and cohesiveness and enable the team to function together 
effectively” [5]. Research has shown that cohesion is linked to 
team performance [6][7][8] and is considered one of the most 
important small group variables [9] with cohesion-performance 
being driven by goal or task commitment [10].

Team building requires group goals to be defined and tasks 
identified [11]. As team members struggle to define roles and 
requirements for the project, the group needs open commu-
nication to build trust. As the team works towards a common 
objective, the members develop social relations. When team 
members demonstrate a level of respect for peers, the founda-
tion is laid to begin having a successful team and the group 
functions as a unified unit [12][13].

Team cohesion has long been considered by military 
psychologists to be a significant factor in small-groups [14]. 
The military contends that cohesive groups are more effective 
in combat situations, thus providing an advantage over their 
opponents [15]. Laurel Oliver said “the military maintains that 
cohesive groups engender effectiveness in combat situations” 
[16]. Tziner and Vardi said “a non-cohesive unit could lead to 
fatalities in artillery and tank crews” [17].

Team unity can be accomplished through a variety of team 
building activities [18] that improve a group member’s knowl-
edge about effective communication, group problem solving 
and teamwork, self-esteem, and organizational commitment. A 
common team building activity is the use of outdoor manage-

ment education (OME) [19]. OMEs involve a wilderness experi-
ence often using rope and challenge courses. However, OMEs 
can be costly and time consuming. This article explores the less 
expensive and time-consuming alternative of team building by 
playing collaborative video games.

Pros and Cons of Video Games
The U.S. military is recognizing the advantages of using 

video game simulation in combat training by creating a virtual 
environment that more closely mimics reality, with realistic 
threats and having the ability to represent human interaction 
[20]. Simulations are life-like video games [21] and are helping 
soldiers from all over the world sharpen their fighting skills and 
prepare them for the forth-coming battlefield mental stress 
[22]. They are also bridging the gap between classrooms and 
real job skills and improving the learning process [23]

In the military, researchers have shown that there is a correla-
tion between cohesion, morale, and combat efficiency [24]. Military 
cohesion has been defined as “the bonding together of members 
of an organization/unit in such a way as to sustain their will and 
commitment to each other, their unit, and the mission” [25]. Freder-
ick Manning defines morale as “a function of cohesion and esprit 
de corps,” and says it is necessary in combat since unit members 
rely upon each other in order to survive and succeed [26].

Until recently, video game studies might have been consid-
ered laughable [27], but an increasing number of studies are 
being investigated to determine the pros and cons of playing 
video games. As seen in Table 1, video games are a popular 
form of entertainment, but they are also a powerful learning 
tool [28] and are shaping the way we learn. Prensky said “Ever 
since Pong arrived in 1974, our kids have been adjusting or 
programming their brains to the speed, interactivity, and other 
factors in computer and video games, much as their parents the 
boomers reprogrammed their brains to accommodate TV” [29].

Effect Description 

Cognitive 
Performance  

 
Cooperative Play 

 
Entertainment 

 
Socially 

Therapeutic 

Video game play can improve short-term working memory, visual 
attention, mathematical decision making, and auditory perception. 

 
Participants must work together to win the game. 

 
Enjoyment of play. 

 
Playing video games can help players relax, vent frustration, distract pain 

and help learn. 
 

Pediatrician Dr. Benjamin Spock expressed the opinion that “The 
best that can be said of them is that they may help promote eye-
hand coordination in children. The worst that can be said is that 
they sanction, and even promote aggression and violent responses 
to conflict. But what can be said with much greater certainty is this: 
most computer games are a colossal waste of time” [30].

Table 1. Positive effects of video games

Effect Description 

Addiction  
 

Aggressive 
Behavior 

 
Physical Health 

Risks 
 

Social Health 
Risks 

Players may become game dependent. 
  

There are theories that playing violent video games may be tied to 
aggressive behavior. 

 
Some video games could cause seizures. 

 
 

Players may become socially dependent upon game play and be socially 
isolated. 

 
Table 2. Negative effects of video games



34     CrossTalk—January/February 2015

SOFTWARE EDUCATION TODAY

Some of the negative effects have been identified in Table 2.
However, in his book “Everything Bad is Good for You”, Steven 

Johnson made the argument, “The most debased forms of mass 
diversion – video games and violent television dramas and juve-
nile sitcoms – turn out to be nutritional after all” [30]. In 2003, 
James Paul Gee, a noted psycholinguistics researcher, said that 
video games are inherently social and that they have the poten-
tial to lead to active and critical learning. He went on to say that 
the real potential of games is “to get people to think, value, and 
act in new ways” [31]. 

The popularity of video gaming not only is perceived as a 
popular form of entertainment but is being researched as a tool 
for improving organizational training results. All teams are dif-
ferent and therefore a myriad of instructional strategies should 
be researched and implemented [32]. As organizations struggle 
to compete in a global economy the development of intellectual 
capital has become their most valuable asset [33]. Develop-
ing capital such as organization’s workers involves the use of 
training to unleash the potential of human expertise [34] and 
improving the adult workforce. 

In December of 2010, the Defense Acquisition University 
(DAU), a corporate university for the Defense Acquisition Work-
force, launched the Department of Defense casual games site. Dr. 
Alicia Sanchez, Game Czar for DAU, said that the rationale for the 
site was a place for employees to play games that were related to 
the core competencies central to Acquisition jobs [35]. 

Full Spectrum Warrior is a video game based upon a U.S. 
Army simulation requiring the player to think like a professional 
solider in order to survive [36]. Prensky said “the US Military 
uses more than 50 different video and computer games to 
teach everything from doctrine, to strategy and tactics” [37]. 
Games such as America’s Army offers a virtual basic training to 
develop, train, and educate U.S. Army soldiers. In 2011, game 
designer and author Jane McGonigal said, “Those who deem 
them [video games] unworthy of their time and attention will not 
know how to leverage the power of games in their communi-
ties, in their businesses, in their own lives” [38]. Video games 
are here to stay, and one must harness the power of the game 
play for the benefit of society. This paper demonstrates that one 
benefit of collaborative video games is increased team cohesion.

Measuring Cohesion
In order to measure team cohesion, one must first understand 

the correlated cohesion constructs. The Group Environment 
Questionnaire (GEQ) was used in this study to assess the level of 
cohesion achieved within a group. Researchers Albert Carron and 
Lawrence Brawley created the GEQ based upon assumptions 
that cohesion can be evaluated through perceptions of indi-
vidual group members. The test identifies four constructs related 
through different task and social interactions as viewed through 
the eyes of the individuals about themselves and their team. The 
authors clarify that the model is a framework that serves as a 
guideline and should be used in its original content. However, as 
necessary, revisions are acceptable, including changes to words, 
the deletion of non-pertinent questions, and the addition of items 
that are more culturally meaningful to the study. 

The GEQ is an 18-item questionnaire based upon Carron’s 
conceptual model of cohesion representing four constructs. 
The model divides cohesion into two categories: group integra-
tion and interpersonal attractions to the group. The model then 
subdivides the two categories into 4 sub-scales by assessing 
the Group Integration-Task (GI-T), Group Integration-Social 
(GI-S), Individual Attractions to the Group-Task (ATG-T), and the 
Individual Attractions to the Group-Social (ATG-S). The GI-T and 
GI-S sub-scales represent the “us”, “our” and “we” perceptions 
while the ATG-T and ATG-S sub-scales represent the “I”, “my”, 
and “me” perceptions.

Four test questions refer to ATG-T, five questions assess 
ATG-S, five questions assess GI-T, and four questions assess 
GI-S. Responses are in the form of a 9-point Likert scale based 
on strongly disagree (1) and strongly agree (9) with the higher 
score reflecting stronger perceptions of cohesiveness. Some 
items on the questionnaire were slightly modified as suggested 
by the instrument authors to represent the culture of this study. 
Since team cohesion is a multidimensional construct, all four 
components of team cohesion do not need to be present in 
order to show a degree of change in cohesion.

The instrument is based upon three fundamental assumptions: 
1) Cohesion can be evaluated through the perception of group 
members; 2) The group satisfies personal needs and objectives, 
and 3) A group’s concern to the group and members by focus-
ing on task and social factors helping to create unity. As shown 
in Figure 1, the GEQ model identified four correlated constructs 
representing the task and social orientations as perceived 
through the group member about his/herself and about the team. 

The “GI” represents group integration and “ATG” represents 
“attraction to the group.” The “S” represents the social relation-
ships within the group and how an individual views the group 
as a social aspect. The “T” identifies the individual’s perception 
towards achieving a specific goal or objective [39]. The GI-T 
and GI-S represent the “us”, “our”, and “we” individual percep-
tions of the group such as the closeness, similarity and bonding. 
The ATG-T and ATG-S represent the “I”, “my”, and “me” individual 
perceptions of self and the motives to remain in the group.

Group	
  
Cohesion

Individual	
  
Attractions	
  

to	
  the	
  
Group

Group	
  
Integration

Task	
  
(ATG-­‐T)

Social	
  
(ATG-­‐S)

Task	
  
(GI-­‐T)

Social	
  
(GI-­‐S)

	
  
Figure 1. Factors defining cohesion



SOFTWARE EDUCATION TODAY

CrossTalk—January/February 2015  35

Although OMEs have been used in the past to increase team co-
hesion, this research shows that playing collaborative video games 
can also increase the cohesive sub-scale factors ATG-T, ATG-S, 
GI-T, and GI-S, thus resulting in a higher level of team cohesion.

Research and Methodology
This study introduces the use of cooperative video games 

as a tool to mimic the OME environment. The participant is 
removed from the worries of society by being immersed into 
video game world. The goal of the video game player is to work 
with team members to win the video game. The risk involved, 
when losing, is a state of emotional discouragement for having 
not succeeded. By using a cooperative video game, a single 
participant cannot win the game for the team. All members must 
cooperate, communicate, problem solve, and be committed to 
the team in order to have a chance at winning. When members 
do well, their self-esteem is buoyed. 

With the environment resembling the OME, this study 
implemented a quantitative approach using a pretest/posttest 
design. Teams were randomly formed and assigned a length of 
intervention of either one or three weeks of game play with the 
intervention length ranging from one hour to six hours to play 
a collaborative video game. Like other forms of entertainment, 
video games were classified into genres. Although not com-
pletely standardized, a commonality has been identified from 
which new video game developers must consider while design-
ing a game to be released [40] the genres (see Table 3) identify 
the style of game play [41].

The collaborative video game selected for this research was 
Halo 3. It was designed by Microsoft’s Bungie Game Studio and 
has an ESRB rating of mature for blood and gore, violence and 
mild language. Halo 3 is an action game genre and is a first per-
son shooter. One to four players participate on one of four teams 
thus creating a cooperative environment where team members 
must defend and protect each other against the enemy. If desired, 
four teams of four players can participate at one time playing 
against the other teams. Each team uses an Xbox 360 console 
networked to other consoles and competes against other teams 
for a specified number of rounds. A round is identified as the 
number of enemies killed. Players return to Earth to save mankind 
from the Covenant, an evil alien force. The multiplayer mode 
should be “slayer” which allows up to four teams of four players 
each to “rack up” a certain number of kills. The number of kills for 
each round should be at least twenty-five. The win/loss records 
were not kept. The teams selected for this study were similar in 
context and played as many rounds as possible within the one 
to two hour block time. Game play continued until the team’s 
randomly assigned intervention schedule was completed. 

Table 4 summarizes the descriptive statistics of the demo-
graphic and covariate variables tested in the analysis.

The 18-item GEQ was administered as a pretest to assess the 
participant’s perceptions of group integration and interpersonal 
attractions to the group. The model is subdivided into two catego-
ries (Table 4) assessing the Group Integration-Task (GI-T), Group 
Integration-Social (GI-S), Individual Attractions to the Group-Task 
(ATG-T), and the Individual Attractions to the Group-Social (ATG-
S). The participant responses are in the form of a 9-point Likert 

scale based on strongly disagree (1) and strongly agree (9) with 
the higher score reflecting stronger perceptions of cohesiveness.

The one-week study consisted of one hour of cooperative 
game play for that day. The three-week study consisted of two 
hours of cooperative game play each week for three weeks, 
totaling six hours of intervention. At completion of the study a 
posttest was administered using the modified GEQ survey. 

Results
The results of this study confirmed that playing collaborative 

video games increased team cohesion in every GEQ cohesive 
factor. Whether the groups played one hour or six hours, there 
was still an increase in team cohesion. This implies that playing 
collaborative video games as a group could potentially be a less 
costly and time consuming team building activity for a positive 
change in cohesion in an environment where teams are used. Figure 1. Factors defining cohesion

Genre Description 

Action Involves fast action and good hand-eye coordination. 

Adventure  Exploration. 

Arcade Mimics early arcade games. 

Combat Fighting. 

Driving Simulated driving and racing. 

First-Person Shooter (FPS) Action genre from a first person perspective. 

Multiplayer Supports more than one game player simultaneously. 

Puzzle Solving problems, mazes, and puzzles. 

Role Playing Game (RPG) Storyline stressed over action. 

Simulation Mimics reality. 

Sports Traditional sports. 

Strategy Planning and resource management. 

Third-Person Shooter (TPS) Action genre from a perspective above and/or behind the player. 

Trivia Intellectual testing knowledge. 

 Table 3. Video Game Genres

Variable Statistic 
Age >= 18 and <= 29 (n=56) 

Gender 
 

Female = 13% and Male = 87% 

Group 1 Subjects (n=29) 25 Male; 4 Female 

Group 1 Average hours/week playing video games  
 

10 hours 

Group 2 Subjects 
 

(n=27) 24 Male; 3 Female 

Group 2 Average hours/week playing video games 16.11 hours 
 

Table 4. Descriptive statistics

Sub-Scale Description 

Interpersonal Attraction to the Group ATG-T (task) 
 
 
Interpersonal Attraction to the Group ATG-S (social) 
 
 
Group Integration GI-T (task) 
 
 
Group Integration GI-S (social) 

Individual’s feelings about personal involvement in the group’s 
task, productivity, goals, and objectives. 
 
Individual’s feelings about personal acceptance and social 
interactions within the group. 
 
Individual’s feelings about the closeness, similarity, and 
bonding within the team based upon group’s task (playing 
Halo). 
 
Individual’s feelings about the closeness, similarity, and 
bonding within the team based upon the group’s social unit. 

 
Table 5. Cohesive sub-scales
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The results demonstrated support for the hypotheses in that 
cohesion was positively affected by playing collaborative video 
games (See Table 6). 

The six hours of video game play did produce slightly higher 
cohesion (see Table 7) but the increase was marginal. The 
ATG-T and ATG-S, which measured the individual attraction to 
the task and social aspect, had slight increases in the gain score 
percentages. But one must consider whether or not the amount 
of game play to achieve that gain justified the intervention time.

improving morale and combat efficiency, and potentially increasing 
the rate of soldier survival and operation success. 

Whether the organization is striving to improve performance 
or to improve soldier survival and operational success, this study 
concludes that it can be beneficial to have teams play collabora-
tive video games even for as little as one hour to increase team 
cohesion. However, this is just scratching the “tip of the iceberg.” 
Further studies are in the process that measure team cohesion 
after video gaming and after other endeavors to see whether 
the team cohesion obtained in video gaming actually transfers 
to the follow-on endeavor.

H1: There was a difference in the team cohesion factor ATG-T based upon the 
intervention. 
 

Supported 

H2: There was a difference in the team cohesion factor ATG-S based upon the 
intervention. 
 

Supported 

H3: There was a difference in the team cohesion factor GI-T based upon the intervention. 
 

Supported 

H4: There was a difference in the team cohesion factor GI-S based upon the intervention. 
 

Supported 

 Table 6. Summary of Hypotheses and Results

 Group 1 – One Hour of Video Game Play Intervention 
 ATG-T ATG-S GI-T GI-S 

 Mean 
Std 
Dev Mean Std Dev Mean Std Dev Mean 

Std 
Dev 

Pretest 6.62 1.30 4.86 1.04 5.48 0.90 5.00 0.86 
Posttest 7.53 1.42 5.85 1.04 6.57 0.94 5.60 1.32 

Positive Gain   0.91  38%  0.99  24%  1.09   31%  0.60  15% 
 
 Group 2 – Six Hours of Video Game Play Intervention 
 ATG-T ATG-S GI-T GI-S 

 Mean 
Std 
Dev Mean Std Dev Mean Std Dev Mean 

Std 
Dev 

Pretest 6.19 1.15 4.88 1.29 5.10 0.59 5.19 0.76 
Posttest 7.38 1.45 5.98 1.36 6.30 0.91 5.63 1.03 

Positive  Gain  1.19   42%  1.10   27%  1.20   31%  0.44   12% 
 Table 7. Group 1 & 2 Pretest and Posttest Means and Gain Scores.

The one hour of video game actually received the same level 
of increase for the GI-T cohesive factor and scored a greater 
increase on the GI-S, meaning that if the ultimate goal was to 
increase the group member’s perception of closeness, similarity, 
and bonding with the group, then only one hour of game play 
needs to be implemented to achieve the organization’s goal.

Conclusion
Today’s global economy requires that organizations constantly 

seek for ways to improve and to surpass their competition. A 
variety of strategies could be implemented to improve different 
aspects of the organization. If team cohesion could be strength-
ened, the result will likely be improved team performance. 
Organizations continue to search for mechanisms to improve 
teamwork by finding and implementing new methods for ef-
fectively accomplishing a task and increasing social capacities 
for individuals to handle problems. Strategies for improvement 
include making a team more cohesive so that the members are 
more committed, thus increasing productivity and performance. 

In the military, unit cohesion is essential for a strong military 
force. In fact, it means more than being liked by others; it is a will-
ingness to die for someone else. As there is a correlation between 
cohesion, morale, and combat efficiency, playing collaborative video 
games can increase team cohesion. This can result in military units 
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bag to come onto the carrousel (damn these inefficient baggage 
handlers). You rush out onto the curb and to your dismay see 
that there is a long line for taxis. You let the starter know in no 
uncertain terms that this is completely unacceptable. When you 
finally get into a cab it is after 10 a.m. The driver pulls out and is 
immediately caught up in traffic on La Cienega. The on-ramp to 
the 405 is jammed and he seems inclined to wait it out, so you 
tell him angrily to find another way. The guy agrees but doesn’t 
seem to feel your urgency. It’s nearly 10:20 a.m. by the time he 
gets onto the freeway. Traffic is moving at a snail’s pace. You 
can’t take your eyes off your watch. 10:25 a.m., 10:30 a.m. “This 
is a damn important meeting,” you tell the driver. “I mean really 
important. You’ve got to get me there by 11 a.m. I’m absolutely 
counting on you.” He just shrugs. Traffic grinds to a halt. “Well do 
something,” you tell him, “and make it fast. Time is a wasting.” He 
pulls off and gets immediately stuck in local traffic. You scream 
at him, “My meeting, dammit! It starts in fifteen minutes and you 
have got us nowhere. This is just totally irresponsible on your 
part.” By the time you arrive it is 11:40 a.m. The client has left and 
everyone is furious at you. But of course it’s not really your fault, 
you explain: “The airline, the baggage handlers, the cabbie, the 
traffic …”

What’s wrong with this picture? You did everything by the book: 
applied pressure, expressed your annoyance at substandard per-
formance, told off everyone who was messing up your schedule. 

What’s wrong is that you started too late. You could have flown 
in the night before, put up at the pleasant little hotel in walking 
distance from the Glendale office, had a leisurely breakfast and 
sauntered into the office a full hour before the meeting was to 
begin.

In what follows, I’m going to use an elaborate 
analogy to make a point about risk management 
of software projects. 

Proceed with caution here: if the analogy works 
according to my nefarious plan, you’re probably 
going to have to think very differently about how 
you manage risks on your next project. 

If that thought worries you, you might want to 
stop reading here.

Here’s the analogy: You are on temporary assignment in San 
Francisco, working for a boss who spends most of her time in 
the Los Angeles office. She calls you early in the week and says 
there is a must-attend meeting scheduled for Friday in LA. She’ll 
be there, as will her boss, the CEO, as well as the CEO of your 
company’s biggest client. And you’re the show. You’re going to 
have to put on a whiz-bang presentation of your new software 
suite, something that will knock their socks off, and secure a 
whole line of new and highly profitable business for the com-
pany. The best of it is that both you and she know you can do it, 
it’s going to be a “piece of cake.”

The meeting is scheduled for 11 a.m. Friday. There is an 8 
a.m. flight from SFO Friday morning that gets in around 9 a.m., 
so you figure that will give you plenty of time to get to the office, 
even though it’s twenty miles off in deepest, darkest Glendale. 
The flight is actually a little late getting in (damn these airlines 
and inefficient air traffic controllers!). You give the flight at-
tendant a real piece of your mind. And it takes forever for your 
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I’ve spent much of the last thirty years looking at and counsel-
ing software projects that were in trouble. The trouble they were 
in varied from project to project, at least the causes varied. What 
was the same in all the projects was that they were late. My cli-
ents wanted to know what to do to put them back on schedule, 
but they usually knew in their hearts that that was no longer in 
the cards. Their fallback position was they wanted to know what 
had made the projects so late. I would do my best to lay out the 
causes. But now, looking back at all of them as a whole, I can 
see that the real reason they were late finishing was that they 
started too late. All of them.

Can I really assert that the reason projects finish late is that 
they started late? All late projects? Isn’t it at least possible that 
some of them made mistakes along the way, frittered away es-
sential time, or lost effectiveness in mid course, and thus caused 
lateness in what was otherwise a perfectly doable project? Well, 
I guess that is possible; it’s just that I’ve never seen it happen. 

An elementary school that I pass on a walk into town has a 
marquis in front that reads, “Want to avoid being late? Be early.” 
But Tom, you might object, We’re trying to be early, that’s what 
governs the methods and approaches we use. And my answer 
would be, Yes, but how early are you trying to be? Are you trying 
to be months early, or are you only trying to be minutes early? 
A project that must be done by January two years from now 
needs to be run on a plan that gives it a highly realistic better 
than 50-50 chance of being completely done six months before 
that. Anything else and you’re not doing risk management. A 
project that starts too late to finish really early is one on which 
no meaningful risk management is possible. Your best tactic is 
to cross your fingers.

Want to avoid being late? Be early. “

“
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COMIING EVENTS

COMSNETS 2015
7th International Conference on COMmunication  
Systems & NETworkS
Bangalore, India 
6-10 January
http://www.comsnets.org

15th System-of-Systems Engineering Workshop
El Paso, Texas
27-30 January, 2015
http://www.itea.org/share/conferences-and-workshops

2015 International Symposium on Code Generation  
and Optimization
San Francisco, CA
7-11 February, 2015
http://cgo.org/cgo2015
 
20th ACM SIGPLAN Symposium on Principles and  
Practice of Parallel Programming
San Francisco, CA
7-11 February, 2015
http://ppopp15.soe.ucsc.edu
 
3rd International Conference on Model-Driven  
Engineering and Software Development
Angers, Loire Valley, France
9-11 February, 2015
http://www.modelsward.org/

HotMobile 2015: the 16th International Workshop  
on Mobile Computing Systems and Applications
Santa Fe, New Mexico
12-13 February, 2015
http://www.hotmobile.org/2015

International Conference on Computing, Networking 
and Communications (ICNC 2015)
Anaheim, Ca
16-19 February, 2015
http://www.conf-icnc.org/2015

International Conference on Software Quality
Long Beach, CA
9-11 Mar, 2015
http://asq-icsq.org/index.html
 
ETAPS 2015 - 18th European Joint Conferences on 
Theory and Practice of Software
London, United Kingdom
11-19 April, 2015
http://www.etaps.org/2015/

WICSA 2015 — 12th IEEE Conference on Software 
Architecture
Montreal, QC, Canada
20-24 April 2015
http://www.computer.org/portal/web/conferences/calendar

Upcoming Events
Visit <http://www.crosstalkonline.org/events> for an up-to-date list of events.
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Back in 1983, I found it impossible to “train” software engi-
neers. I suppose there are some skills appropriate to software 
engineering, but coding in Ada (or any language) is a tiny, tiny 
part of “software engineering.” Coding might be easy. Software 
Engineering is hard. It’s more about education – the theory.

In 1986, I was lucky enough to get an assignment at the 
USAF academy. I officially moved from “training” to “education” 
- different type of students, different goals. While I expected 
my students to be able to code, I was more concerned that 
they appreciated the differences between a binary tree, a 2-3 
tree, a red-black tree, ….. you get the idea. Since 1986, I have 
been involved in education almost continually (except for a 
12-year break as a consultant. Which is where I myself learned 
a lot. But I still taught college part-time.)

 I am currently teaching college again – and don’t ever plan 
to quit. I seem to be a good professor – my students appear 
not to dislike me too much, and based on tests and projects, 
my students seem to learn a bit, too.

But what do they learn? That’s the dilemma. We follow an 
ABET-approved curriculum, and we collect enough metrics to 
ensure that we are meeting our outcomes and objectives. We 
have about 43 semester hours of computer-science related 
material plus the required fine arts, natural and physical  
sciences, math, English, political science, writing and  

I seem to be a perfect fit for the BackTalk column in this issue. 
Way back in 1977, I was a (oh so) young Sgt. in the AF, assigned 
to Keesler AFB. The section I was assigned to teach was the “Intro 
to Computer Processing” course. We used a Hughes 407L (feel 
free to Google it – it was old even then). For the next three years, I 
taught “technical training.” I returned to Keesler again in 1983 and 
taught another three years – this time teaching Ada in the STARS 
program (Software Technology for Adaptable, Reliable Systems). 
We were supposed to be conducting “training” – but I am afraid 
that we ventured into the educational arena.

What’s the difference? It’s a HUGE difference. Education 
involves teaching theory and history. It’s all about improving your 
knowledge and making you more intelligent. A crucial difference 
is that education is not about a job skill. It’s often said that an 
educated person is more employable, but education is not about 
just getting a job. Training, on the other hand, is about a “skill.” Its 
sole purpose is to transfer practical information and skills to make 
you more employable. A skill teaches you repeatable tasks that you 
master to learn your craft. Education is about thinking. 

BACKTALK

Bridging  
the Gap:
Software Engineering Education and Training
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speaking skills, etc. A typical, well-rounded college education. 
Not training, education.

Education. That’s what a college/university does. I like to think 
I produce Computer Scientists and Information Technologists 
that rank right up there with the best of them. So, after four 
years of nurturing critical thinking skills in such areas as data 
structures, operating systems, software engineering, information 
security, discrete math and analysis of algorithms, we’ve done 
what we are supposed to do in terms of education. Our students 
proudly walk across the stage, wave their diplomas to adoring 
and proud family, and…well, now it’s YOUR job to train them. 
In the Air Force, we called it “On the Job Training” (OJT). They 
need LOTS of OJT.

Here’s why – most students consider 1,000 lines of code a 
“large” program. They write a program, run it under a single set 
of test conditions one time, and receive a grade. No realistic 
configuration management is needed, nor risk management 
either. They have seldom reused code, nor had to worry much 
about interfacing with legacy systems. They typically get all of 
their requirements on a single sheet of paper (sometimes it’s 
actually two-sided!) They probably know Java and C++. Never 
had serious user interaction, other than an occasional interac-
tion with a professor. I’m not saying this is bad – let’s face it, it’s 
about all you can do during a four-year college career. We do 
the education (and we do it well). You take our educated gradu-
ates, add some training, and make productive developers out of 
them. 

So – how are you doing with my bright young crop of edu-
cated computer scientists after you hire them? How do you 
facilitate converting their knowledge and intelligence into usable 
software development skills? Do you give them a mentor? I 

mean, not just assign them to a supervisor – but really assign 
them a effective mentor? One who still feels the excitement and 
joy of developing software? One who know some of the latest 
tools and techniques? Do they have time in their schedule to 
talk with their mentor weekly (daily would be better)? Does the 
mentor have good people skills? Are there weekly or monthly 
“brown bags” for them to learn new skills (or sharper the ones 
they already have)?

How about their working environment? Do they work as part 
of a team? Experience has shown again and again that working 
with a peer in developing software is one of the best ways to 
bring new developers “up to speed.” Except for rare group proj-
ects – this is not a skill or environment that they have learned 
during school. In fact, more colleges and universities discourage 
group work – it’s much harder to assign a grade unless each 
student shows me how well they individually have mastered the 
theory. 

Do you have a way to help them deal with not only the frus-
tration of incomplete requirements and users who don’t even 
seem to know what they want? Trust me – I stay in contact with 
a lot of my former students –incomplete requirement issues 
seem to bother many of them a lot. 

I hope I speak for the educators out there – we’re doing the 
best we can. We are working to educate our students. Once 
they graduate – it’s your job start their training and expand 
their job skills. Determine what you want your developers to be 
capable of – and see what education they are bringing to the 
job. These new developers want to bridge the gap between 
their education and the job skills you require – it’s up to you to 
facilitate their training. Different people will have different back-
grounds. Design your mentorship/ training programs accordingly 
– one size does not fit all.

David A. Cook
Stephen F. Austin State University
cookda@sfasu.edu
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Exciting  
and Stable 
Workloads:
 �Joint Mission Planning System
 �Battle Control System-Fixed
 �Satellite Technology
 �Expeditionary Fighting Vehicle
 �F-16, F-22, F-35, New Workloads 
Coming Soon
 �Ground Theater 
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 �Human Engineering 
Development

Employee 
Benefits:
 �Health Care Packages
 �10 Paid Holidays
 �Paid Sick Leave
 �Exercise Time
 �Career Coaching
 �Tuition Assistance
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Location, 
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 �25 minutes from Salt Lake City
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