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ABSTRACT

ADAPTATION, LEARNING, AND THE ART OF WAR: A CYBERNETIC PERSPECTIVE,
by LTC Sung K. Kato, 55 pages.

The purpose of this study is to research and examine the processes of living complex adaptive
systems in the context of an uncertain and ever-changing environment. Drawing from the works
of William Ross Ashby and contemporary cybernetic thought, the study modeled the adaptive
systems as control loops and the processes of adaptive systems as a Markov process. Using this
model, the study concluded that systems would return to the same relative equilibrium point,
expressed in terms of requisite variety, with their environment unless they changed the rate of
relative adaptation into their favor by creating asymmetry in their control loops. This means, the
system had to affect the environment more than the environment could affect it. The study found
that a system’s representation of their external situation determines their ability to learn. Learning
then determines the ability of the system to adapt and adjust their structures to achieve asymmetry
in their control loops and a position of relative advantage at equilibrium. The study also found a
system can achieve regulation by adapting its goals and changing the variables considered
essential, thereby achieving asymmetry by assuming a state that potentially resets the selection
criteria for fitness.



ACKNOWLEDGEMENTS

First and foremost, | would like to thank my wife, Un Hui, and my family for their
encouragement, understanding, and sacrifice, which without, this study would not have been
possible. Second, | would like to also acknowledge the life and work of William Ross Ashby
from whose insights much of the inspiration for this study was drawn. The intellectual depth and
rigor of Ashby’s work from the 1950s remains relevant even in today’s modern context. Though
not publicized, Ashby’s work and insights underpins many “modern” sciences to include
complexity, artificial intelligence, learning, and even computer modeling. The insights of William
Ross Ashby would greatly benefit anyone interested in understanding adaptation, learning, and

complexity.



TABLE OF CONTENTS

Page

TABLE OF CONTENTS ...ttt bbbttt bbbttt v
ACRONYMS .t b bbbtk e bt b e bt e b e bbb bt b et b ettt en e Vi
ILLUSTRATIONS ... bbbt vii
INTRODUCTION ...ttt bbbt bbbt n et b et 1
LITERATURE REVIEW ..ottt 9
WIilliam ROSS ASNDY ... s 9
Cybernetic Models 0f REGUIATION ..........coviiiiiiieieeee e 22
ANALYSIS: ADAPTATION AS A MARKOV PROCESS .......ccccoiiiiirieinieiesieisie e 29
CASE STUDY 1: NAPOLEON’S GRAND ARMEDD (JENA AUERSTADT)....ccccocverieiennnen. 33
Background and CONEEXL.........ccueiuiiiiiiiisiiiie e 33
AANAIYSIS oot be e beeheente s reeteeabeebeentesreaneenre e 36
CONCIUSION <.ttt bbbttt bbbt b ettt 41
CASE STUDY 2: AL QUAEDA (POST 9-11 TO CURRENT)...cciiiriiriiiiese e 43
Background and CONEEXT.........ccuerieiiiiiiisiiiesiee ettt 43
ANAIYSIS oo e et e pe e be s Re et e be et b e abeebeerteareere et e 45

(@0 0 o] 171 o] o ISR 48
CONCLUSIONS ...ttt ettt bbbttt ettt et e b 50
BIBLIOGRAPHY .ottt bbbttt 56



ADP
ADRP
AQ
AQAP
AQI
BVSR
CRS
JP
OODA
SAMS

USACGSC

ACRONYMS
Army Doctrinal Publication
Army Doctrinal Reference Publication
Al Qaeda
Al Qaeda Arabian Peninsula
Al Qaedain Iraq
Blind Variation Selective Retention
Congressional Research Service
Joint Publication
Observe, Orient, Decide, and Act
School of Advanced Military Studies

United States Army Command and General Staff College

Vi



ILLUSTRATIONS

Page
Figure 1: Basic Mechanisms of ReQUIALION. .............cceviiicie i 22
Figure 2: Control LOOP DIagram ........cccecveiiiiieieiiiie e sie e sie et e st sae et sreane e e 25
Figure 3: Modified Figure 2- Interacting Control LOOPS .......coveviieeirieeiee e 27
Figure 4: Markov Model of Interacting Adaptive SYSIEMS .........ccccvvirirerieiiiniee e 29
Figure 5: Adaptive Processes with Symmetric Transition Probabilities .............cccoovvnenininenne 31
Figure 6: Adaptive Processes with Asymmetric Transition Probabilities.............c.ccoccoovvniniennne. 32

vii



INTRODUCTION
Although our intellect always longs for clarity and certainty, our nature often

finds uncertainty fascinating.*
—Clausewitz, On War, Book One, Chapter 1

The operational and strategic environment that the United States Armed Forces will
operate in has grown increasingly interconnected and complex characterized by novelty,
uncertainty, and ambiguity. Joint Publication (JP) 3-0, Joint Operations, describes the strategic
environment as uncertain, complex, rapidly changing and requiring persistent engagement. It
characterizes the environment as “fluid” with conditions that continually change, such as
changing alliances, partnerships, and the emergence of novel national and transnational threats.
JP 3-0, concludes that uncertainty, ambiguity, and surprise will dominate regional and global
events and severely limit our ability to predict with reliable accuracy what security challenges
will emerge in the future.” Despite some of the new emerging circumstances and conditions of the
environment, the characteristics of uncertainty, unpredictability, novelty and perpetual change in
the environment are not new features to military endeavors and war.

Carl von Clausewitz in his famous book On War characterizes war as “more than a true
chameleon” due to its unpredictability.® Throughout Chapter One, Clausewitz emphasizes the

imperfection of knowledge, the assessing of probabilities, and the role of chance in the conduct of

YCarl von Clausewitz, On War, trans. Michael Howard and Peter Paret (Princeton, NJ:
Princeton University Press, 1976), 86.

2Chairman, Joint Chiefs of Staff, Joint Publication (JP) 3-0, Joint Operations
(Washington, DC: Government Printing Office, 2011), I-2.

3Clausewitz, On War, 89.



war.* Clausewitz uses the term chance to refer to the unpredictability inherent to war and this
element forms one part of his famous “trinity” of war. Former Air Force Colonel John Boyd in
his essay, Destruction and Creation, describes uncertainty as a fundamental and irresolvable
characteristic of our lives.® Boyd goes on to suggest that adaptability counters uncertainty
because it allows systems to adjust to it.®

William Ross Ashby, in Design for a Brain, used the physical process of equilibrium as
an analogy for adaptive behavior.” By establishing this analogy, Ashby describes adaptive
behavior with the language and mathematical rigor used to describe physical systems in states of
equilibrium.® While using a mechanistic process as an analogy, Ashby acknowledges that
learning and being able to change a system’s organization and structure distinguishes the adaptive
processes of living systems from purely mechanistic ones.® In Ashby’s model, systems regulate
variety of a few certain essential variables to maintain equilibrium.™ Cybernetics models the
interactions of these systems with each other as control loops interacting with one another. In this
control relation, regulation requires that the system have more of an effect on the environment

than the environment has on the system, to include the other systems in the environment, referred

*Ibid., 85.

*Frans P. B. Osinga, Science, Strategy and War the Strategic Theory of John Boyd (New
York: Routledge, 2007), 1.

®Ibid., 172.

"W. Ross Ashby, Design for a Brain; the Origin of Adaptive Behavior (New York:
Wiley, 1960), 1.

81bid.
°Ibid., 1-2.
Oppid., 2-10.



to hereafter as the object.** Cybernetics systems achieve these asymmetries in the control loop to
attain relative advantageous states at equilibrium by strengthening the system and by weakening
the influence of the environment through effective regulation.*?

This study proposes first that adaptive processes are Markov processes and follows the
Markov convergence theorem. A Markov process is a stochastic process that has a finite number
of states, fixed transition probabilities, the possibility of getting from any state to another through
a series of transitions, and does not produce a simple cycle.13 The Markov Convergence theorem
states a system following a Markov Process will eventually reach a statistical equilibrium.14 This
study proposes what distinguishes the adaptive processes of living, goal seeking systems is they
can change the fixed transition probabilities through learning to produce asymmetry in a control
relation at equilibrium. The study concluded that learning in living, goal seeking systems creates
the asymmetry in the control loop versus direct regulation which may produce an interim state
change, but not produce changes in the relative state at eventual equilibrium. Second, the study
found that the step of representation of the external situation and environment drives and guides
what the system learns and adapts to and that uncertainty guides and provides the drive for
learning, variety, change, and adaptability. As the system gains more knowledge, uncertainty
increases because the possibilities increase in the mind of the observer. Finally, the study found

that goal seeking systems do not have just a single goal, but a range of goals and they possess the

"Francis Heylighen and Cliff Joslyn, “Cybernetics and Second Order Cybernetics,”
Encyclopedia of Physical Science & Technology, ed. R.A. Myers, 3rd ed., vol. 4 (New York:
Academic Press, 2001), 17.

Zbid.

133cott E. Page, “Markov Processes,” n.d., 70-74, http://vserverl.cscs.lsa.umich.
edu/~spage/ONLINECOURSE/R10Markov.pdf (accessed 4 April 2014).

“Ibid., 70-75.



capacity of adjusting these goals or determining new goals.*® Which means, a system can achieve
regulation when disturbances threaten a system’s essential variables by adapting its goals, so that

the threatened variables are no longer threatened or essential.*®

Therefore as systems adapt to
disturbances in this manner, they adapt and change their essential variables and achieve
asymmetry by assuming a state that potentially resets the selection criteria for fitness.
Cybernetics defines variety as the measure of the number of distinct states a system can
be in.'” Cybernetics defines regulation, referred also as control or selection, as the reduction of
variety.'® The set of all possible states that a system can be in defines its state space™ or, as
Ashby would refer to it, product space.”’ So variety serves as a quantitative measure for this state
space. Variety also generates uncertainty about the state of the system at a particular point in time
and when variety occurs in a process, it creates uncertainty in the outcomes of that process.?
Which means that variety also serves as a measure for uncertainty.?” Therefore, organization and

constraints to variety reduces uncertainty. Ashby sought these constraints or interaction rules, in

the form of laws and principles, which reduced the potentially unlimited possible variety that

Heylighen and Joslyn, “Cybernetics and Second Order Cybernetics,” 13.
®W. Ross Ashby, An Introduction to Cybernetics (New York: J. Wiley, 1956), 247.

Y'Cliff Joslyn and Francis Heylighen, “Variety,” Principia Cybernetica Web, 2001,
http://pespmcl.vub.ac.be/ VARIETY.html (accessed 13 April 2014).

Heylighen and Joslyn, “Cybernetics and Second Order Cybernetics,” 15.
Joslyn and Heylighen, “Variety.”

2R, Ashby and J. Goldstein, “Principles of Self-Organizing Systems (Originally
Published in 1962),” Emergence : Complexity and Organization 6, no. 1/2 (2004): 105.

1Joslyn and Heylighen, “Variety.”

’Heylighen and Joslyn, “Cybernetics and Second Order Cybernetics,” 6.



could be imagined to the variety that could be observed.? Ashby states the product space, which
encompasses all of the possibilities in the mind of the observer, not the environment, produces
uncertainty.? This description leads to a counterintuitive conclusion that more knowledge or
information available to a system increases the uncertainty of a system because it increases the
possibilities that exist. Therefore, the appropriate selection or constraint of information reduces
uncertainty. Another counterintuitive conclusion is that adaptability necessarily requires
uncertainty. Uncertainty creates the need for systems to learn and produce the requisite variety to
maintain equilibrium with a changing environment. Karl Wieck notes that certainty can constrain
and even inhibit action, to include the ability to adapt.25 Wieck states that plausibility, not
certainty and accuracy, drives and guides Iearning.26 Goal-seeking, adaptive systems achieve a
favorable equilibrium with their environment through learning.

The Merriam Webster dictionary defines equilibrium as a condition when all competing
or opposing force or influences are balanced.” Describing the competing influences in the terms
of variety, the system could be described as being in equilibrium when the variety of the system is
balanced with the variety in the environment. Cybernetics defines a disturbance, also referred to

as a perturbation, as any effect that moves the system away from equilibrium and can originate

23, A. Umpleby, “Ross Ashby’s General Theory of Adaptive Systems,” International
Journal of General Systems 38, no. 2 (2009): 233.

#Ashby and Goldstein, “Principles of Self-Organizing Systems,” 105.

®Karl E. Weick, Sensemaking in Organizations (Thousand Oaks: Sage Publications,
1995), 59-61.

®Karl E. Weick, “Organizing and Sensemaking,” Organizational Behavior 2 (2006):
419.

*"Free Merriam-Webster Dictionary, s.v. “Equilibrium,” http://www.merriam-
webster.com/dictionary/equilibrium (accessed 7 April 2014).



internally or externally from the system.?® The strength of the disturbance is measured by the
transient, the effects in terms of state change on a system, the duration of the transient, and
whether the transient produces a permanent change.29 Goal-seeking implies the ability of a
system to regulate these disturbances to achieve preferred state or favorable equilibrium.30 Ashby
describes here the dynamic nature of equilibrium.
Firstly, we notice that *“stable equilibrium’” does not mean immobility. A body,
e.g. a pendulum swinging, may vary considerably and yet be in stable equilibrium the
whole time. Secondly, we note that the concept of “‘equilibrium’” is essentially a
dynamic one. If we just look at the three bodies [cube, cone, and sphere] on our table and
do nothing with them the concept of equilibrium can hardly be said to have any particular
meaning. It is only when we disturb the bodies and observes their subsequent reactions
that the concept develops its full meaning.**
Ashby further refines the definition of a stable equilibrium as one in which a system will return to
the equilibrium state even when some of its variables are disturbed slightly. To illustrate the
variance between stable and unstable equilibrium in systems, Ashby used the example of the
three bodies of a cube, cone, and sphere. A cube resting on a table will return to the same state
even if disturbed and tilted. Conversely, while possible to balance a cone on its point, the slightest
disturbance will cause it to fall into a remote state and will not return to the balanced state without
external intervention. The sphere represents an equilibrium capable of being stable at many

adjacent states and can be moved freely between those states.>? Taken from another perspective,

these particular states of equilibrium also illustrates what author, Nassim Taleb, has described as

BChris Lucas, “Perturbation and Transients—The Edge of Chaos,” 2005,
http://www.calresco.org/perturb.htm. (accessed 7 April 2014).

#Joslyn and Heylighen, “Variety.”
%Heylighen and Joslyn, “Cybernetics and Second Order Cybernetics,” 12.

$peter M Asaro, “From Mechanisms of Adaptation to Intelligence Amplifiers: The
Philosophy of W. Ross Ashby,” Mechanical Mind in History (2008): 156.

*Ibid.



robust, fragile, and anti-fragile systems.33 The “cube” equilibrium represents the robust system
where disturbances do not improve or degrade the system, it returns to the same relative
equilibrium point. The “cone” equilibrium represents the fragile system where the slightest
disturbance will push it out of equilibrium and cannot return without external intervention. The
“sphere” equilibrium represents antifragile systems, since it can move freely between many
adjacent states in response to disturbances and therefore have the ability to find better, more
optimal states. Meaning a system with a “sphere” equilibrium is better suited for adaptation in a
complex and ever changing environment as it can freely assume the necessary states until it
achieves regulation. Effective regulation and learning enables systems to establish a state with a
favorable equilibrium.

Regulation reduces the variety to maintain a desired goal or equilibrium and an
autonomous system’s most fundamental goal is survival and the maintenance of its essential
organization.* However, as mentioned previously, a system can also have a range of acceptable
states as its goal, each with its own associated essential variables, the variables and dimensions
defining these relative preferred states. Therefore, a system must keep these variable within an
acceptable range in order to achieve one of their preferred states.*® Which means that the essential
variables may differ depending on the preferred state or goal selected by the system. This goal
can be defined as a gradient, or fitness function, which defines the degree of value or preference

of one state relative to another.* Therefore, autonomous, goal-seeking, equifinal systems requires

%Nassim Nicholas Taleb, Antifragile: Things That Gain from Disorder (New York:
Random House, 2012), 1-10.

*Heylighen and Joslyn, “Cybernetics and Second Order Cybernetics,” 12.
*lbid., 13.
*|bid.



regulation and therefore regulation becomes one of ongoing adaptation to optimize or maximize
fitness.

According to cybernetics, the system can regulate the variety in the environment in
several ways. First the system can directly regulate the variety in the environment or the
disturbance.® Second, the system can learn and adapt to increase the capacity of the regulator or
control system to better regulate their environment.® Third, the system can change or shape their
environment so that new interaction rules emerge and lead to the desired state for both the
system.* Finally, Ashby offers a fourth alternative where systems can achieve regulations by
changing its goals or preferred state so that its essential variables are no longer threatened or the
threatened variables are no longer essential, usually through the lowering of aspiration.** While
Ashby expressed this change to achieve regulation as a lowering of standards and expectations of
a system’s goals, this method of regulation potentially represents another means of gaining
asymmetry, as adaptive systems may adapt to a novel form that resets the selection criteria for
fitness determination.

The study will begin with the summary of relevant concepts drawn from Ashby’s major
bodies of work and current cybernetic thought regarding adaptation, learning, and regulation.
Utilizing these basic concepts, the study will model and analyze the interaction between the
control loops of adaptive systems as a Markov process which results in an equilibrium of

requisite variety. The study will then examine the case studies of Napoleon’s Grand Armee in the

¥ bid.

$Umpleby, “Ross Ashby’s General Theory of Adaptive Systems,” 236-238.
%Ashby, An Introduction to Cybernetics, 246-247.

““Umpleby, “Ross Ashby’s General Theory of Adaptive Systems,” 236—238.
“'Ashby, An Introduction to Cybernetics, 246-247.



Jena-Auerstadt campaign of 1806 and present day Al Qaeda to analyze how these systems learned
and adjusted their organization and structure to achieve regulation.

LITERATURE REVIEW

William Ross Ashby

Antoine Bousquet proposes the theories of complexity and chaos, referred to collectively
as “chaoplexity,” serves as that corpus of current scientific thought.”> However, cybernetics
contributed significantly to the conceptual and theoretical foundation of both Chaos and
Complexity theory in 1970s and 1980s.® Cybernetics, as a science, studies the abstract principles
of organization in complex systems and focuses on how systems function with the properties of
other systems independent of their material or constituents components. Derived from the Greek
word kybernetes, or “steersman,” cybernetics describes goal directedness or how systems move
towards and maintain their goals, while countering disturbances from their environment, which
also include internally generated disturbances.** Ashby, considered one of the founders of
cybernetic thought, contributed much to the development of the foundational concepts of
cybernetics and complexity theory.*® The use of concepts that Ashby conceived in the 1950s,
such as the equilibrium model for adaptation, complex systems, artificial intelligence, and the
Law of Requisite Variety, still remain very relevant today and clearly shows the robustness of his

thought and applicability even in the modern context.

“2Antoine J Bousquet, The Scientific Way of Warfare: Order and Chaos on the
Battlefields of Modernity (New York: Columbia University Press, 2009), 67.

“Ibid., 118-119.
“Heylighen and Joslyn, “Cybernetics and Second Order Cybernetics,” 2-3.
“|bid.



Organized complexity, such as brains, organisms, societies, and the dynamics of behavior
interested Ashby and focused on the functional aspects of and the adaptive behavior in living,
dynamic systems.* In Design for a Brain: The Origin of Adaptive Behavior, Ashby explained
and described the adaptive processes of living, goal seeking systems and set out much of his core
concepts that he would develop throughout the remainder of his study. In Design for a Brain,
Ashby equates adaptation to the physical process of equilibrium and he sought to show a system
can be both mechanistic in nature and produce adaptive behavior.*” Ashby would describe that
the difference between living and machines that are purely mechanistic is the ability to learn
behaviors from interacting with their environment and then adjust their structure or behavior to
achieve equilibrium.48 Through this analogy, Ashby explains that the adaptive behaviors could be
analyzed and studied in the same manner as mechanical processes, independent of its specific
material composition.“® Ashby reasoned this meant that adaptive behaviors could now be
described with the language and mathematical rigor of physical systems.® Despite the analogy to
a mechanistic process, Ashby highlights a living adaptive system’s ability to learn from its
environment and adjust their structure and organization distinguishes it from purely mechanistic
adaptive processes.” Later in the book, Ashby would describe two feedback loops for adaptive

behavior. The first feedback loop operates frequently and makes small corrections to enable a

“®*Umpleby, “Ross Ashby’s General Theory of Adaptive Systems,” 283.

“’ Ashby, Design for a Brain; the Origin of Adaptive Behavior, 1.

“®Asaro, “From Mechanisms of Adaptation to Intelligence Amplifiers,” 154—156.
*“Ibid., 154-155.

*Ibid., 155-156.

*!Ibid., 156-158.
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system to learn a pattern of appropriate behavior for a particular context or environment.> The
second feedback loop operates less frequently and changes the structure of the system when the
essential variables get pushed outside of limits and prevents the system from achieving its goal.>®
This second loop allows the system to learn that the change in the environment requires a new
pattern of behavior to achieve the system’s desired goal in order to survive.> The most
fundamental goal of a system is survival and the preservation of its essential organization.>
Ashby states as systems became more complex, their ability to learn and adjust to their
environment would lessen the control that genetics have on their behavior.>®

The next fundamental principle from Ashby articulated in this passage from Ashby’s
Principles of the Self-Organizing System describes self-organization at the most basic level:

We start with the fact that systems in general go to equilibrium. Now most of a
system's states are non-equilibrial [...] So in going from any state to one of the equilibria,
the system is going from a larger number of states to a smaller one. In this way, it is
performing a selection, in the purely objective sense that it rejects some states, by leaving
them, and retains some other state, by sticking to it.*’

While seemingly simple, this foundational principle contains many implications. It essentially
states all stable systems go to equilibrium and as it does the variety in those systems decreases as
it performs self-organization in the most basic sense. Variety in the system decreases as the

system retains certain states, usually their preferred states, in favor of other states. This creates

natural tension observed in goal directed system between variety for adaptation and stability.

*2Umpleby, “Ross Ashby’s General Theory of Adaptive Systems,” 255-256.
>|bid.

*bid.

*Heylighen and Joslyn, “Cybernetics and Second Order Cybernetics,” 12.

% Ashby, An Introduction to Cybernetics, 212.

> Ashby and Goldstein, “Principles of Self-Organizing Systems,” 118.
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Faced with unlimited potential variations from the environment, systems would seek to maximize
internal variety to be prepared for expected and unexpected contingencies, yet they constantly
reduce variety in order to achieve stability and equilibrium. This would mean that the system
would select and retain the requisite variety to maintain equilibrium. Related to this, Heylighen
defined a principle of asymmetric transitions, which states that stable states have lower energy
level, so minimal energy level in the system equates to stability.*® This implies that the decrease
in variety through organization equates to a lower state of energy. Drawing from this, Heylighen
conceptualized energy as the capacity to do work or exert variety, making energy equivalent to
potential variation or variety.>® Which means, systems require energy to create variety, as either
disturbance or internal variety. The more stable a system is the more energy will be required to
move it from equilibrium. Additionally, regulation requires energy as the system reduces variety
in the object or their own sub-systems by countering and destroying variety with variety.*® So
goal-seeking, open systems will maximally dissipate energy or variation in order to move to a
more stable state by countering and destroying the variety from the environment that continually
enters it to maintain stability.®

Ashby would express the equilibrium and the interaction between the system and the
environment in terms of variety. Ashby describes variety as the means that systems

communicated with one another.® Linking this with Heylighen’s formulation of energy as

*Francis Heylighen, “Principles of Systems and Cybernetics: An Evolutionary
Perspective,” Cybernetics and Systems 92 (1992): 4-5.

*Ibid.
% Ashby, An Introduction to Cybernetics, 207.

®'Francis Heylighen, “Principles of Systems and Cybernetics: An Evolutionary
Perspective,” 4-5.

%2 Ashby, An Introduction to Cybernetics, 210-211.

12



potential variation, systems interact with each other through the exchange of variety as work or
energy and organization occurs when this communication occurs between elements.® Taken in
whole, this means that the interaction between systems occurs through the exchange of variety,
which in turn, implies that equilibrium between systems can be measured in terms of variety.
Ashby would identify this interaction and communication between systems as a key factor in the
formation of structure and organization of systems.®

In Principles of the Self-Organizing System, Ashby clarifies self-organization, a term
which Ashby claims can lead to misunderstanding.® As defined by Ashby, self-organization is
not about a system’s propensity or ability for autonomous change, but refers to the system’s
ability to conduct selection to achieve a “good” organization relative to its environment.®® The
“self” in self-organization refers to the system and its environment as an inseparable whole.®’
Ashby states that organization by itself only requires conditionality between the parts and
regularity in their behavior.®® So without the context of its environment, a system’s organization
has no value in an absolute sense. Ashby describes self-organization as not as much going from
unorganized to organized, but transforming from a “bad” organization to a “good” one. An

organization’s “goodness” is specific to the context of a given environment or circumstances.

83 Ashby and Goldstein, “Principles of Self-Organizing Systems,” 104-106.
*Ibid., 105.

*®Ibid., 113-115.

®lbid., 114-117.

*Ibid., 117.

*®Ibid., 110.

®Ibid., 114.
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Which means, the relevance of the organization and its utility must be reestablished in every
subsequent context.”

Ashby also introduced the concept of systems “breaking” using the analogy of a machine.
Like a machine pushed beyond the limits of its design, Ashby describes a system breaking when
it reaches a critical state after a disturbance drives its essential variables outside of acceptable
ranges.71 Ashby’s asserts that while breaks in systems can be considered undesirable and a
condition to be avoided, they provide a necessary mechanism for learning and fitness.” In self-
organizing systems, the process of breaking and reorganization continues indefinitely until the
essential variables are brought back within acceptable limits and equilibrium reestablished.”®
Since breaks represent a change of organization, all dynamic systems will change their internal
organizations spontaneously until they reach some form of equilibrium.74 The system becomes
increasingly fit and stable once it adapts to the disturbance that “broke” it, since the system can
maintain equilibrium in spite of the disturbance. Therefore, self-organization becomes learning
and adaptation at the system’s level. Heinz VVon Foerster expanded on this notion introducing the
order from noise principle which states that random low level disturbances or “noise” enhances

system’s self-organization.75 In this manner, systems reach increasingly fit states by learning

through smaller, manageable breaks that do not significantly disrupt the system’s equilibrium.

lbid., 110.

" Ashby, Design for a Brain; the Origin of Adaptive Behavior, 85.
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"®Asaro, “From Mechanisms of Adaptation to Intelligence Amplifiers,” 159.
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Therefore, if we view self-organization as learning at the system’s level, then VVon Foerster’s
principle describes continual learning versus episodic learning.

An analogy with an ecological niche best illustrates Ashby’s concept of self- organizing
systems in equilibrium with each other as a bounded whole.” In ecology, a niche describes how
an organism or population responds to the distribution of resources and competitors and how it in
turn alters those same factors in an ecological system.”” The fundamental niche defines the ideal
conditions and the full spectrum of environmental factors that can be potentially utilized by a
system that exists in the absence of interactions with other systems or the environment. The
realized niche is the constrained subset of the fundamental niche resulting from interaction with
the environment and other systems and includes constraints coming from historical factors,
dispersion, competitors, and the realized environment.” The optimal goal of those within the
niche would be to maximize their realized niche in relation to their competitors through the
pursuit of higher fitness.” This analogy illustrates why Ashby felt the term “self” organization
could be misleading as the system does not itself determine its realized niche, but requires the
interaction with the environment and the other systems in the niche to determine requisite variety.
The system thus self-organizes to their environment and pursues higher fitness through
regulation, by selecting the requisite variety that provides the most favorable state at equilibrium

relative to its environment, while denying the same to their competitors.

"®Ashby and Goldstein, “Principles of Self-Organizing Systems,” 117.

University of Colorado at Boulder, “Understanding Our Environment -
Niche_Modelling.pdf,” n.d., http://culter.colorado.edu/~kittel/Biogeog_lectures/L4b_niche/
Niche_Modelling.pdf (accessed 4 April 2014).
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Ashby states that the Law of Requisite Variety is a measure for regulation.®’ The most
common formulation of this law, states the variety available to a regulator must be equal to or
larger than the variety of the disturbances in order to maintain stability or equilibrium.® Still,
Ashby acknowledges that the regulator necessarily has less variety than the potentially limitless
possibilities of variety in the environment.®? A later more specific cybernetic formulation of the
Law of Requisite Variety states the larger the variety in the regulator, then the higher the
probability that one of those states can counter the disturbance before it affects the system.®®

Ashby explains that self-organized systems can maintain equilibrium in spite of the
potentially unlimited variety in the environment because the system only compensates for the
disturbances that affect a relatively small number of the system’s variables.®* Which means that
the equilibrium of autonomous, living system can be dynamic and not uniform over the overall
system.85 The living system can maintain the essential variables of its organization in equilibrium
even as the rest of the system “breaks” and dynamically adapts to the disturbances to achieve the
desired equilibrium.86 From this, Ashby would develop his conceptualization of ultra stability,
the ability of systems to find a suitable equilibrium regardless of the changes in its envi ronment,®’

and of multi-stability, which is an ultrastable system composed of multiple and dispersed

8 Ashby, An Introduction to Cybernetics, 207.

1bid.

1bid.
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ultrastable subsystems, each of which can maintain the essential variable even as other points
become unstable and change.88 This allows the system to adapt more rapidly as more of the
system can change without the loss of equilibrium or more robust and maintain stability when
confronted with disturbances. Similarly, the more variety a system possesses the higher the
probability it will have the requisite variety or take less time and energy to transition to a desired
state or organization.®® With inappropriate variety then the system may take too much time to go
through the transitions to assume a state capable of dealing with the situation or disturbance.*
Therefore, requisite variety implies a system must not just have variety, it must have the right
kind of variety, to cope with its environment. With an environment that increases in complexity
and the regulator constrained by a finite capacity of variety, the selection of the requisite variety
becomes even more important.*

Ashby states the regulator possesses a finite capacity for variety by drawing a parallel to
Shannon’s 10th theorem, which states the finite capacity of the channel constrains the amount of

noise it can remove from a signal.92

Therefore, a system’s finite capacity for variety constrains
the amount of variety it can regulate.*® Unlike Information Theory which deals with contexts rich
in signal with relative small fraction of noise, Ashby observes that goal-seeking adaptive systems

face the opposite situation with the context rich with disturbing errors and noise and sparse in

% Ashby, Design for a Brain; the Origin of Adaptive Behavior, 170-173.

8Heylighen, “Principles of Systems and Cybernetics: An Evolutionary Perspective,” 4-5.
%Ashby and Goldstein, “Principles of Self-Organizing Systems,” 113.
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signal.*

Which means, selecting and retaining the variety that best achieves its goal and preferred
states for a system becomes even more important when dealing with complex systems. Thus,
possessing the requisite variety of actions or states alone cannot achieve effective regulation. The
system must also have the requisite knowledge to select the correct variety in a situation.”

The principle of requisite knowledge states the system must have the knowledge to select
the appropriate variety to achieve effective regulation.”® Without knowledge, the system would
have to resort to blind variation and the larger the variety of possible disturbances, the smaller the
probability that blind variation will produce the requisite variety.®” When a system produces
variety through blind variation, systems do so without the foreknowledge of which variations or
organizations produced will be successful or selected.* Essentially, blind variation is the
system’s equivalent of trial and error and the source for novelty. The basic blind variation and
selective retention (BVSR) mechanism begins with blind variation producing a variety of states
and as they produce a stable behavior or state, the system selects and retains them.*® Heylighen
did note that some systems do not attempt things blindly, but have some expectations of what will
work and vicariously selects those states or actions. Heylighen concludes that previous blind

variations selected and retained by the system produces this “knowledge” to conduct vicarious

selection.'® Therefore, learning reduces uncertainty through previous knowledge or retention in

% Ashby, An Introduction to Cybernetics, 273-274.

%Heylighen, “Principles of Systems and Cybernetics: An Evolutionary Perspective,” 9.
*Ibid.
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%bid.
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memory of successful blind variations and allows the system to anticipate and perform more
effective selection of requisite variety.*

The principle of incomplete knowledge simply states that the system can never have
complete knowledge or representation of an infinitely more complex environment. Which means
that the representations must necessarily be incomplete and simpler that the reality that they

represent.'®

Otherwise the variation and selection processes would take as much time as the real
world, precluding any anticipation and regulation.® Additionally, the more variety a system has
to select from, the more complex the requisite knowledge must be to select the requisite
variety.'® Having established that blind variation has an increasingly smaller probability of
producing the requisite variety as the potential variation of disturbances increase and the finite
capacity for variety of the regulator, the system must now develop the means to select the best
representation, knowledge, and variety to achieve regulation and the system’s goals.

In a complex environment, once the capacity of a regulator has been reached, another
control loop will need to form over it to control the residual variety. The hierarchical levels will
continue to form in this manner until it achieves regulation.'® The formation of additional
hierarchical levels can also hinder control as more levels the signals and actions passes through,

the higher the probability they will suffer from noise, corruption, or delays.'® Aulin’s law of

requisite hierarchy states the required number of levels depends on the regulatory ability of the
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regulator at any given level. Meaning, the weaker the regulatory ability of a given level, the more
hierarchy or levels will be required to achieve regulation.™® Which means, systems should
maximize the regulatory ability at each level to the extent allowable by the Law of Requisite
Variety and minimize the requisite layers of hierarchy.'® When variety eventually exceeds that
capacity, the system must necessarily undergo a process called by cyberneticist Valentin Turchin
as metasystem transition to produce a higher control level to allow the system to progress.'®®

In complex regulators as hierarchical levels form, goals are typically arranged in this
hierarchy, where the higher level goals control the settings for the subsystem goals, by making
them dependent on them.™ This means, if the variety coming from the environment no longer
requires the additional hierarchical levels, the potential and propensity increases for goals to
become impeded or distorted.™* Ashby stated that adaptation becomes impeded if the
organization of the system is not aligned with the context of the environment.**? If too little
structure then the system may take too much time to go through the transitions to aggregate to the
required level of complexity to deal with the situation or disturbance.'** Too much structure, then
the system may not adapt fast enough relative to the environment.''* Boyd offers similar insights

on effects and the different time horizons as each level of an organization has its own Observe,

7)bid.

1% Ashby, An Introduction to Cybernetics., 245.

“Heylighen and Joslyn, “Cybernetics and Second Order Cybernetics,” 18.
"bid., 17.

"bid., 17-18.

2 Ashby and Goldstein, “Principles of Self-Organizing Systems,” 113.
B1bid.

Y bid.

20



Orient, Decide, and Act (OODA) loop cycle time and which increases as the levels of
organization and the number of events it has to deal with increases.'*

Ashby equated intellectual power as being the equivalent of appropriate selection or
regulation of variety. Therefore, problem solving and learning becomes a matter of appropriate
selection and retention.™'® The identification of constraints, arrangement, organization, and
hierarchy enhances the intelligence of the system.™’ This enhanced intelligence produces an
improved representation of the external situation, which in turn allows the system to conduct
better selection. Boyd also stated the importance of having a repertoire of orientation patterns and
to select the correct one according to the situation at hand, while denying that ability to the

enemy.**®

°0singa, Science, Strategy and War the Strategic Theory of John Boyd, 155.
18 Ashby, An Introduction to Cybernetics, 272.
"bid., 272,
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Cybernetic Models of Requlation

S R s

7 7

Figure 1: Basic Mechanisms of Regulation.

Source: Heylighen and Joslyn, “Cybernetics and Second Order Cybernetics,” 14.

The basic mechanisms for regulation prevent the variety from disturbances from affecting
the system’s essential variables. The basic mechanisms are listed in Figure 1 from left to right:
buffering, feedforward, and feedback. In each case, the effect of disturbances D on the essential
variables E is reduced or blocked by a passive buffer B, or by an active Regulator R.*** Viewed
from another perspective, these basic mechanisms regulates learning at the system’s level.

Buffering passively reduces or blocks the effects of a disturbance on a system without
active intervention, but unlike feedback, it does not actively change or improve a system’s
state.'?® This means buffering mechanisms protect the equilibrium of the system, but it does not
improve the system and it may impede learning by blocking the variety coming from the
environment before the system can form an accurate representation of it. Therefore, too much

buffering can impede a system’s ability to adapt and leads to episodic learning and surprise.

Heylighen and Joslyn, “Cybernetics and Second Order Cybernetics,” 13-14.
lpid., 13.
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Black swans, defined by author Nassim Taleb as a rare, improbable event that has extreme
consequences or effects, are examples of the effects of too much buffering on a system.121
Cybernetics defines feedforward as cause regulating mechanisms which anticipates and
tries to regulate disturbances before it has a chance to affect the system’s essential variables.*??
The feedforward mechanism requires requisite knowledge to both anticipate the disturbance and
the effect it will have on the system’s variable.'? Which means, this mechanism controls the
variety in the environment in order to counter or shape select potential disturbances or the
systems that produces them.*®* Therefore, a regulator would need to form an accurate
representation of the current situation to vicariously carry out the requisite selection in
anticipation of certain conditions. Anticipatory selection mitigates for inadequate internal
variations or requisite variety, since the regulator will counter it prior to it affecting the system’s
essential variables.'” However, no regulator will ever have complete information and anticipate
all future possibilities, meaning that the regulator will necessarily make errors. Without another
mechanism, these errors will accumulate and eventually destroy the system.'?® Feedback

mechanisms can compensate for errors over time to maintain effective regulation.™’

'?INassim Nicholas Taleb, The Black Swan: The Impact of the Highly Improbable (New
York: Random House Trade Paperbacks, 2010), xxii.
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Feedback or an error controlled mechanism compensates for error or deviation from a
goal after it has occurred with the error determining what actions the regulator will take to
compensate for it.*? Feedback provides the mechanism for systems to learn and determine what
actions to take to correct deviation from a system’s goal or preferred states. Feedback
mechanisms increase or decrease a system’s variety in order to maintain equilibrium with the
environment. If a system’s variety has been increased by a disturbance then the regulator will use
negative feedback to reduce the amount of variety in the system. If variety in the system needs to
be increased then the regulator will use positive feedback to increase the variety or energy in the
system. Feedback control mechanism also provides continuity as deviations from goals or errors
usually do not appear at once, but tend to increase over time. This gives the regulator the
opportunity to intervene at an early stage when the errors are still small.**®

Therefore effective regulation of a system requires both feedback and feedforward
mechanisms. Feedback mechanisms actively compensate for errors or deviations from a goal by
increasing or decreasing the variety of a system.™ Additionally, feedback mechanisms allow a
system to adapt to continuous change or disturbances from the environment.**! Feedforward
mechanisms allow a system to cope with discontinuous changes or disturbances that develop so
quickly that actions resulting from feedback would not be timely.**? An effective regulator will

consist of a mechanism to cope with both continuous and discontinuous change in the

2 hid.
2 bid.
1bid.
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environment.™ The inability for the regulator to discern or detect the small errors or weak signals
among the noise will make the system vulnerable because the system may not be able to address
error accumulation or the disturbance before it has a significant effect on the system’s essential

variables. ™

—
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SYSTEM i
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Figure 2: Control Loop Diagram

Source: Heylighen and Joslyn, “Cybernetics and Second Order Cybernetics,” 14.

Therefore, the regulator determines a system’s state and organization. The regulator uses
the basic mechanism of regulation to learn and regulate. For the sake of clarity and simplicity, the

term regulator will be used to refer to what the cybernetics literature has called a control system

¥31pid., 14.
B4 pid.
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as they all perform the same basic function of selection and reducing variety.*® Figure 2 depicts
the basic overall scheme of a control loop of a regulator with a feedback cycle with two inputs,
the goal and the disturbances.**® The system represents the system or the regulator. The goal
represents the preferred values of the system's essential variables, while the disturbances
represents all the processes in the environment that can affect these variables over which the

system does not have direct control.™’

The system observes the variables that can affect its
preferred state and desires to regulate before the step of perception which creates the internal
representation of the external situation from the selected observed variables.*® The regulator then
processes the representation to determine how those variables will affect its goal and then
determine the requisite action to maintain the goal or preferred state."*® Based on the
interpretation from the information processing, the system makes a decision to take an
appropriate action and this action affects some part of the environment through the dynamics of

149 An unknown set of variables known as the disturbance influences these

that environment.
dynamics and their interaction, in turn, affects the variables in the environment that includes the
observed variables that the system has selected to observe.*** Any changes in these observed

variables is fed into the perception step closing the control loop and the observed variables

usually includes the essential variables that the system must keep within accepted limits and
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1.*2 The system can also observe various

prevent error accumulation through feedback contro
non-essential variables to anticipate potential disturbances in order to implement feedforward
control.**® The control loop model is symmetrical, so we can model the interaction with another

system, the object or the environment, by rotating and overlaying another control loop on top as

seen in Figure 3.
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Figure 3: Modified Figure 2- Interacting Control Loops

disturbances

Source: Heylighen and Joslyn, “Cybernetics and Second Order Cybernetics,” 16.

This modified control loop model in Figure 3 depicts the interaction between the system

and the object or environment as overlaid control loops. Each control loop has its own goal,

“2Heylighen and Joslyn, “Cybernetics and Second Order Cybernetics,” 15-16.
“Ibid., 16.
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144

which in turn becomes potential disturbances for the other.”™ If the goals of the two systems do

not complement or align with one another, the interaction results in conflict or competition.145 If
the goals of the system and the object complement one another then, interaction results in

compromise or cooperation.146

Regulation requires asymmetry in the control loop, where the
actions of the system must have more effect on the state of the environment than e