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INTRODUCTION:  

Year Three of this applied research program continues to build on advances by our collaboration 
in the development of novel methods and advanced hardware for low-magnetic-field MRI. 
Without major innovation, high-field MRI instruments offer limited utility for imaging TBI in 
widely deployable contexts. We focus our research effort on the high-risk and critical challenges 
that must be solved to enable deployment of a transportable human-head MRI system applicable 
to TBI imaging in battlefield medical facilities. Our goal is to establish proof-of-principle of a 
suite of techniques and technologies to advise future development of a field-deployable device 
with high diagnostic impact. This research effort has two specific aims: 

Specific Aim 1: Develop a low-field human-head MRI system (LFI) suitable for high-resolution 
multi-nuclear imaging, and improve the ability to attain brain images based on the intrinsic in 
vivo 1H NMR signal in this scanner.  

This includes the development of two robust low-field scanner hardware methodologies (elec-
tromagnet based and permanent magnet based), the development of novel high-speed parallel 
imaging detection systems, and work on advanced adaptive reconstruction methods including 
navigators and sparse sampling.  

Specific Aim 2: Develop injury-sensitive MRI based on converting the electron spin of free radi-
cals associated with injury (specifically TBI) into nuclear polarization using the Overhauser effect 
and subsequently imaging that modified nuclear polarization using low-field MRI (OMRI). Suc-
cessful demonstration of OMRI of free radicals associated with injury will be directly applicable 
to the MRI systems of Aim 1, enhancing image-based injury specificity and/or shortening scan 
acquisition time. 

The development of this new MRI contrast mechanism may provide an unambiguous non-
invasive in vivo maker for cerebral injury, and has potential for assisting the imaging of TBI at 
both low and high magnetic fields. 
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BODY: 

Progress in Year 3 has focused on the optimization of image acquisition strategies and pulse-
sequences for the low-field MRI hardware developed during Y1 and demonstrated in Y2. The 
low-field MRI hardware includes two LFI systems (Aim 1) and the OMRI system (Aim 2). The 
work presented here includes the first 3D human head imaging obtained in the electromagnet 
LFI, the first high-resolution 2D imaging in the permanent magnet based scanner, and a demon-
stration of Overhauser-enhanced MRI in a pilot study in rodents ex vivo as a first step in new 
perspectives for the measurement of free radicals in vivo. 

Low Field Imagers (LFIs) 

TASK 1A: Low-field MRI Hardware Development 

Much of the of hardware development for the human head LFI test bed systems (Aim 1) and for 
the OMRI system (Aim 2) was completed in Y1. Hardware development in Y3 includes the au-
tomation of data collection with Halbach LFI, and a study of multi-channel imaging coils for the 
electromagnet LFI at 276 kHz. 

The electromagnet LFI (shown below) is an ideal state-of-the art test bed for all of the novel ac-
quisition, detection methodologies, and reconstruction algorithms including navigators and 

sparse sampling, and additionally will provide necessary 
experience and data to advise optimal construction and 
magnetic field for any future electromagnet-based de-
ployable systems. Currently, this state-of-the-art scanner 
enables high-performance spectroscopy and 8-channel 
imaging at 6.5 mT, and is fully equipped for Overhauser 
DNP experiments. 

The permanent magnet system is a lightweight (45 kg) 
and portable Halbach array. This Halbach array scanner 
is a highly specialized and potentially disruptive tech-
nology scanner that could greatly ease both the cost and 
burden of a field-forward instrument purpose-built for 
TBI imaging. This Halbach imager contrasts markedly 
with the electromagnet LFI in that it has a highly inho-
mogeneous magnetic field, but we use this inhomogene-
ity to our advantage as an encoding field to acquire head 
images without the use of an additional gradient set. 
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Halbach array (permanent magnet) LFI 

This test bed scanner is based around a lightweight array of permanent magnets in a so-called 
Halbach configuration. This magnet is ideal for portable MRI in that it creates a relatively uni-
form field transverse to the head without the use of a cryostat or power supplies. This Halbach 
array scanner is a highly specialized scanner and a potentially disruptive technology that could 
greatly ease both the cost and burden of a field-forward instrument purpose-built for TBI imag-
ing. This Halbach imager contrasts markedly with the electromagnetic LFI in that it has a highly 
inhomogeneous magnetic field, but we use this inhomogeneity to our advantage and use it to ac-
quire head images without the use of an additional gradient set. 

A truly portable MR system has the potential to quickly detect brain injury at the site of injury. 
For example hemorrhage detection is critical for both stroke patients and traumatic brain injury 
victims. In stroke, rapid distinction between a hemorrhagic and non-hemorrhagic event could 
allow administration of a clot-busting drug such as tPA (tissue plasminogen activator) in an am-
bulance prior to transportation to the hospital, perhaps advancing this time-sensitive treatment 
by up to an hour. Subdural hemorrhage (or hematoma) is a form of traumatic brain injury, in 
which blood gathers between the dura and arachnoid mater (in meningeal layer) and is likely to 
be visualized on course resolution (e.g. 5 mm) T1 images. 

In Y1 we designed and built the very portable 45 kg Halbach array magnet for portable MRI, and 
mapped the magnetic field and drift using NMR measurements at 3.3 MHz. In Y2 we focused on 
the hardware and encoding techniques needed to turn this magnet into an imager. In Y3, we 
have solved some critical challenges including the ability to acquire multi-channel images, and 
we describe these efforts below. 

Halbach array LFI: automating acquisition 

Significant strides toward routine imaging with the Halbach scanner were made this year. Most 
notably, data acquisition has been automated using a DC stepper motor controlled by gradient 
driver pulses from the Tecmag Apollo spectrometer. Two implementations were developed and 
are described below.  

Belt drive stepper motor configuration and RF shielding 

To speed up image acquisition and improve repeatability, a DC stepper motor was connected to 
rollers beneath the Halbach magnet with a pulley mechanism (Figure 1). The motor is controlled 
using short pulses from the Tecmag Apollo spectrometer via one of the gradient control outputs, 
which are not needed for imaging on the system. Synchronization of the motor triggering with 
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the pulse sequence allows magnet rotation to occur between TRs. The motor streamlines data 
collection, saving time and reducing magnet temperature drift over the course of the acquisition. 

A Faraday cage-style enclosure consisting of polycarbonate panels clad with copper cloth was 
fabricated to reduce RF noise inside the magnet. The panels are mounted on a frame of alumi-
num strut built around the scanner, and are grounded at a single point. RF cables are routed 
through a connectorized feed-through panel to ensure RF isolation. After moving the magnet 
inside the enclosure, we observed a large signal-to-noise ratio (SNR) improvement (roughly a 
factor of 10). As a result, both broadband and synchronous noise are suppressed, reducing the 
noise floor as well as the presence of interfering environmental spectral lines. This translates di-
rectly into improved image quality and reduced acquisition time. High SNR datasets can now be 
obtained in 10 minutes per channel as compared to ~60 minutes previously though the use of the 
motor drive and RF cladding. 

 
Figure 1: A Faraday enclosure for the Halbach was constructed with copper-cloth on an alumi-
num strut frame. This enclosure reduced the noise floor by a factor of order 10. Additionally, au-
tomated acquisition of NMR projections and field maps is now possible using a DC stepper motor 
with a belt drive system (seen in the lower-right) that is controlled within the NMR sequence. 
This automation was a key step to improve the data rate, shortening scan times, as well as ensur-
ing reproducible magnet angular positioning critical to the image reconstruction algorithms.  

Direct-drive stepper motor configuration 

Although the belt-driven system enabled automated image encoding, subsequent investigation 
revealed that the belt-drive system was prone to slippage, making the projection data unreliable. 
To counter this problem, we switched to a direct axle-driven geometry using aluminum axle 
couplers (Figure 2). The direct-drive approach demands more torque from the stepper motor, 
requiring use of an in-line gear-ratio transformer. This motor configuration produces much 
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more repeatable rotations of the Halbach magnet, eliminating a source of systematic error in the 
image reconstructions. 

 

 
Figure 2: The Halbach magnet (left) with RF shield, aluminum support struts, urethane-clad roll-
ers, and stepper motor assembly. A close-up of the stepper motor, gear-ratio transformer, and ax-
le coupler are shown at right. The stepper motor controller box (visible in the background, right 
side) is blanked during signal acquisition to prevent electromagnetic interference. 

Parallel-array detectors for the electromagnet LFI 

We continue to work to understand the limits of acceleration that are possible with low-field 
MRI including implementation of parallel imaging with array coils. At conventional high-field 
MRI scanner operational frequencies, “body noise” dominates inductive copper loop detection, 
resulting in strongly correlated noise on each receive coil in the parallel array. At low field, un-
correlated Johnson noise dominates, which proves a benefit to parallel imaging and accelerated 
imaging using SENSitivity Encoding (SENSE). We previously demonstrated the first 8-channel 
parallel imaging and acceleration obtained in this new Johnston-noise dominated regime [1]. 
Progress toward high-performance multi-channel array coils for operation at 276 kHz has been 
at times frustrated by the lack of robust decoupling strategies in this frequency regime, and we 
describe our efforts below. 

Parallel-array detectors: receive coil development 

As discussed in the Y2 Annual Report, parallel imaging at low frequency is a new regime and the 
optimal receive coil parameters are unknown from the literature. In Y2 we built a simple 8-
channel cylindrical array using 30-turn coils with an inner diameter of 8 cm. The individual ele-
ments of that coil each required their own tuning and matching circuit board, which was de-
signed and produced on our circuit board router. Each coil element was placed on the 3D form 
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and tuned/matched to 276 kHz with at least –20 dB return loss. A photograph of the complete 8-
channel receive array coil is shown in Figure 3 

 
Figure 3: The Y2 eight-channel array coil (left) and the tune/match electronics stack (right). 

Eight channel “helmet” receive array coil design: 

We present here the design of an eight-channel helmet array, for use in in vivo human brain im-
aging in the electromagnet LFI. This 8 channel array has higher sensitivity than a corresponding-
ly sized single channel solenoid receive coil owing to the placement of multiple smaller coils as 
close to the head as possible in the array.  

An anatomical human head model from ANSYS (Figure 4) was used to guide the contouring of 
the helmet form. These models are anatomically and physiologically correct, and were scaled up 
slightly to provide a more universal fit for our helmet. 

 
Figure 4: ANSYS human head model (left) and (right) three section views of a head inside the ar-
ray. 

To optimize coverage of the brain by the receive array, the helmet was tiled with 8 coils as shown 
in Figure 5: 
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Figure 5: Optimized tiling pattern for the eight receive coils, for operation at 276 kHz.  

The final receive array design (Figure 6) includes structures for centering the helmet array inside 
our 30 cm transmit solenoid coil. The helmet was printed of Polycarbonate in house with a Stra-
taSys Fortus 360mc 3D printer. 

 
Figure 6: “Helmet” array mechanical design, including strain relief and supports, BNC bulkhead 
mounting provision, and alignment supports for the 30 cm TX coil. 

The combined assembly for multi-channel acquisition of in vivo human brain images is rendered 
in Figure 7. This includes the transparent 30 cm diameter solenoid transmit coil surrounding the 
eight channel receive array. 

 
Figure 7: 3D rendering of the complete assembly: eight channel receive array inside the transmit 
coil.  
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Eight channel “helmet” receive array coil construction: 

A tight fitting helmet was designed and 3D printed using fused deposition modeling with poly-
carbonate in our Fortus 360 mc printer (Stratasys, Eden Prairie, MN, USA). Coil sizes and posi-
tioning were determined by balancing the following requirements 

1) To acquire signal, coils cannot be perpendicular to B0. In our magnet, B0 is normal to the 
sagittal plane when the subject is supine. This translates to not placing coils on the sides 
of the helmet level with the ears.  

2) Our low-field imager has only eight receive channels. Maximum coverage must be ob-
tained with only eight coils. 

3) The coils will couple to each other. Coupling will adversely affect signal acquisition and 
image quality. To simplify decoupling, coil placement should be symmetric. Nearest 
neighbors can be geometrically decoupled from each other by overlapping loops. This 
overlap will be the primary factor is determining final coil placement. 

With these criteria, we elected to build eight 30-turn receive-only coils using 24 AWG wire with 
four 12 cm and four 14 cm diameter loops. A 14 cm coil was placed at the top of the helmet cen-
tered about the midline. The four 12 cm coils were then tiled—two ventral and two dorsal to the 
14 cm coil—symmetrically about the midline to obtain geometric decoupling between nearest 
neighbors of at least –38 db. Two 14 cm coils were placed lateral to the first 14 cm coil (one on 
each side) and positioned to obtain geometric decoupling between the three neighboring coils of 
at least –30 db. The final 14 cm coil was placed dorsal to all previously placed coils and geometri-
cally decoupled to its nearest neighbors to at least –40 db. With all coils placed, decoupling be-
tween next nearest neighbors was at least –6 dB. Passive decoupling between transmit and receive 
was achieved using crossed diodes in series with transmit, and in parallel with receive. Table 1 
contains the complete decoupling matrix. Once all coils were placed, they were tuned to 276 kHz 
and matched to 50 Ω. Table 2 contains final tuning values. The final populated helmet is shown 
in Figure 8. 

 

Coil 1 2 3 4 5 6 7 8 

1 - –40 (1) –40 (1) –40 (2) –6 (15) –13 (10) –17 (9) –13 (10) 

2 - - –38 (2) –41 (2) –35 (2) –40 (1) –6 (15) –40 (1) 

3 - - - -5 (18) –43 (1) –11 (10) –16 (9) –12 (10) 
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4 - - - - –6 (14) –6 (13) –7 (13) –40 (1) 

5 - - - - - –30 (8) –6 (15) –6 (15) 

6 - - - - - - –40 (3) –40 (5) 

7 - - - - - - - –43 (5) 

8 - - - - - - - - 
Table 1: Decoupling (Bandwidth) in dB (kHz) between each coil in the 8-channel receive array 
helmet 

 

Coil Freq 
(kHz) 

dB  Coil Freq 
(kHz) 

dB 

1 276 -27  5 276 -35 

2 276 -33  6 276 -29 

3 276 -30  7 276 -30 

4 276 -35  8 276 -27 
Table 2: Tuning frequency (in kHz) and attenuation (in dB) for 8 receive coils in parallel array 
helmet 

 
Figure 8: Photographs of the populated eight-channel human head “helmet” array. Shown L-R (a) 
side, (b) front, and (c) top views. 

We were unsure if location of the tuning/match boards would impact our acquired signal. Two 
simple tests, one spectroscopy and one image-based, were performed with the board located a) 5 
cm outside the loop b) next to but outside the loop and c) next to but inside the loop. Results are 
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shown Figure 9 and Figure 10. We thus concluded that the location of the tuning/match elec-
tronics board had no significant impact on acquired signal. It was therefore determined to place 
the board as close to the coil as possible, our typical lab protocol. 

            
Figure 9: Results from testing tuning/match board location. (Left) Overlays of FIDs acquired 
from a single coil with the tuning/match board located 5 cm outside the loop (“Ori1”), next to but 
outside the loop (“Ori2”) or next to and inside the loop (“Ori3”). (Right) overlay of the maximum 
signal in each column of the images in Figure 10. 

 
Figure 10: 2D test images acquired transverse from a single surface coil with the tune/match elec-
tronics board located in each of the three orientations described in Figure 9: (Left) Ori1, (Middle) 
Ori2, and (Right) Ori3. 

Eight channel “helmet” receive array coil performance: 

While the coupling between next-nearest neighbors elements is not ideal, it was decided to ac-
quire images using the helmet to see what additional improvements were needed. Axial (Figure 
11A) and sagittal (Figure 11B) images were acquired using a 3D b-SSFP sequence with 50% inco-
herent undersampling of k-space at 6.5 mT (276 kHz) in a healthy normal adult volunteer. Imag-
ing parameters were: TR/TE = 33.2/21.6 ms, acquisition matrix = (64×64×9), voxel size = 
(3×3×6) mm3, number of averages (NA) = 200, and flip angle = 70°. The readout duration was 
7.04 ms with a 9091 Hz bandwidth. The total acquisition time was 30 min. Both figures reveal 
recognizable anatomic features in the head including the skull, cortical structures (gyri/sulci) and 
the corpus callosum.  
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Figure 11: 3D b-SSFP performed in vivo in a human head in (A) axial and (B) sagittal orientation 
using the optimized 8-channel helmet array at 6.5 mT (276 kHz). Magnitude images are shown. 
Voxel size was (3.3×4×17) mm3. Total acquisition time was 30 min. 

It was observed that the image reconstructed by combing the images obtained from each channel 
were essentially the same as the image collected by the 14 cm coil positioned dorsal to all others. 
This is uncharacteristic of a phased array and indicates we had unintentionally created an array 
of mutually coupled receive coils. These types of arrays can generate coverage similar to an array 
coil while only connecting a single coil to the receiver [2]. This approach, though unintended, 
provides a potential solution to the next-nearest neighbor coupling issue and warrants further 
investigation. 

Environmental coherent noise between channels 

We noticed an increase in the noise floor of our acquired signal when imaging with the helmet 
array compared to our other coils. We hypothesize that our custom built subject bed was be 
forming a conductive loop beneath the receive coils, and thereby was coupling noise from the 
gradient coils into to our helmet and introducing coherent noise to all channels. Our subject ta-
ble is entirely non-magnetic, however, the aluminum framing beneath the wooden tabletop cre-
ates conductive pathways. We measured noise covariance matrices before and after breaking a 
conductive loop in the table beneath the receive array (Figure 12). 

         
Figure 12: Noise covariance matrix before (A) and after (B) breaking a conductive loop in our 
subject table located beneath the receive array. 
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While these covariance matrices do show a high degree of coupling, the noise covariance matrix 
taken with the conductive pathway broken (Figure 12B) does better describe the observation that 
the 14 cm coil located dorsal to all others (i.e., channel 7) does in fact strongly couple with the 
other coils in the array (except for channel 6). 

Effect of array coil orientation: 

It was also noted that the images obtained from the lateral 14 cm coils were not identical even 
though the coils have approximately the same shape, size and orientation. In particular the right 
lateral 14 cm coil (“channel 5”) provides much lower SNR left lateral 14 cm coil (channel 4). Be-
cause the orientation of these two coils is the closest to being perpendicular to B0, some simple 
tests were conducted to determine the influence of coil orientation in the magnet on the acquired 
SNR. First, images were acquired in the original orientation and then rotated 90o so that the top 
of the helmet was perpendicular to B0 (Figure 13). While not quantitative, the images suggest ori-
entation of the coil inside the magnet may be affecting the performance of the individual coils. 

 
Figure 13: Images acquired by coil #4, the left lateral 14 cm coil (top row) and by coil #5, the right 
lateral 14 cm coil (bottom row). Left panel shows the images in the original orientation while 
right panel was acquired with the helmet rotated so that the 14 cm coil at the top of the helmet 
was perpendicular to B0. These images suggest that orientation of the coils inside the imager af-
fects SNR. 

As a next step, NMR spectra were collected from channel 5 in three different orientations (0o, 45o 
and 90o; rotation about B1) first without- and then with the other coils connected. Connecting the 
coils allowed us to compare the effect of inductive coupling in addition to coil orientation. The 
spectra are overlain in Figure 14 and indicate that the orientation of channel 5 affects the ac-
quired signal (blue line compared to green). Coupling has an additional detrimental effect to the 
signal (black compared to purple).  Despite the coupling, channel 5 is much improved when ro-
tated 90o. However, this would require that the human subject be forced to lay on their side dur-
ing the imaging sequence—surely not an ideal situation. Additionally, rotating the helmet so 
channel 5 is in a more favorable position moves other coils into a more unfavorable orientation 
and the problem still exists. Two possible solutions are 1) retile the coils on the helmet array to 
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avoid the extreme left and right lateral positions or 2) implement a decoupling strategy. We have 
elected to pursue decoupling strategies. 

 
Figure 14: NMR spectra acquired from channel 5 in various orientations (rotation about B1) with- 
and without the remaining array coils connected to the receiver (50 Ω terminated). Signal ampli-
tude is affected by both coil orientation and coupling. 

Receive coil decoupling: 

Despite the amount of inductive coupling between next-nearest neighbors, we are encouraged by 
the initial multi channel brain images of Figure 11. To improve image SNR, we began investigat-
ing ways to reduce noise and improve decoupling. We observed that the performance of each coil 
was strongly influenced by connecting next-nearest neighbors to the receiver (50 Ω terminated). 
Spectra acquired from each coil as the other coils were sequentially added are shown in Figure 
15. Channel 2, the 14 cm coil at the top of the helmet and symmetric about the midline, is geo-
metrically decoupled from all coils except 7, the 14 cm coil dorsal to all others. Its FID, though 
affected by each coil, is only drastically changed by connected channel 7, its only next-nearest 
neighbor. In order to use all eight receive channels, a decoupling solution must be found. 
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Figure 15: NMR spectra obtained from each coil (A-H) in the helmet array as they are sequential-
ly connected to the receiver. Coils are added in order (channel 2 first, channel 7 last). Spectra are 
only slightly affected when a nearest neighbor is added, but is more heavily affected when a next-
nearest neighbor is added. 

At clinical MRI field strengths (i.e., nominal 100 MHz receive frequency), unwanted inductive 
coupling between receiver elements is typically prevented using preamplifier decoupling. While 
there is a wealth of in-house knowledge about this technique (in the Wald lab in particular), no 
commercial preamps exist suitable for the operational frequency our low-field imager. We are 
therefore are currently investigating seven potential decoupling techniques in the hopes of iden-
tifying a simple solution at low field with the least impact on our signal chain, and enumerate 
them below. 

1) Capacitive decoupling [3]. Capacitance is added between two coupled coils to cancel the 
mutual inductance of the coils. 

2) Inductive decoupling [4]. As in capacitive decoupling, inductors are used between two 
coupled coils to cancel the mutual inductance of the coils. However, at 276 kHz, the in-
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ductors may have to be physically large, and often will have a ferrite core not suitable for 
placement in the magnet. 

3) Decouple (or “decorrelate”) in software [5], [6]. Theory suggests that if the noise covari-
ance matrix is known, one should be able to tune and match the coils to a reasonable de-
gree (say, at least –12 dB return loss when tuned to 276 kHz and matched to 50 ohm) and 
then the noise covariance matrix can be used to decouple the combined image created 
from the individual coils. 

4) Decoupling matrix [3], [7]. With the full S-parameter matrix, it is possible to design a de-
coupling matrix. Values are determined through simulation using simplification assump-
tions. At 276 kHz it may be possible to build the matrix entirely using lumped elements. 

5) High impedance preamplifiers [8], [9]. High impedance preamps essentially draw no cur-
rent and make a pure voltage measurement of the NMR signal. This drives to zero the 
flux generated by each coil and the associated inductive coupling. We performed prelimi-
nary tests with two coils and a commercial research preamp (SRS SR560), however, were 
inconclusive. 

6) Untuned coils. Untuned receive coils coils have essentially a Q of 1, and losses due to 
cross-coupling can be avoided at a cost of reduced induced signal voltage and increased 
noise voltage due to lack of off resonance rejection. Preliminary tests appear to confirm 
this. 

7) Single channel receive. Coupling is an issue with our helmet because there are 8 elements. 
Surely, single channel receive as well as single channel transmit and receive are possible. 
Preliminary results using our 30 cm solenoid for both transmit and receive yielded poor 
SNR owing to low filling factor. In this configuration, obtaining useful images compara-
ble to those obtained in the multichannel helmet would require many more acquisitions, 
increasing the scan time. For this case, the helmet even with coupling outperforms the so-
lenoid. However, an optimized single channel helmet coil was also developed with very 
promising results. This work is discussed below in Section 1C, p. 46. 

We have demonstrated that an optimized 8-channel helmet array combined with fast acquisition 
techniques and under-sampling strategies enables 3D imaging at very low field in vivo. With 
(3.3×4×17) mm3 total voxel size we obtain 2 times greater spatial resolution than very recently 
published work using a SQUID detector in an ultra-low field MRI system with an 80 mT pre-
polarization field [10]. In addition, our 3D dataset (9 slices) was acquired more than seven times 
faster than the single slice 2D brain dataset of the SQUID-detected work. Future work will focus 
on improved coil decoupling schemes. 
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TASK 1B: System control and image acquisition 

We briefly mention that the bidirectional control and processing pipeline developed in the Rosen 
lab in Y1 and Y2 to pass data between TNMR and MATLAB has been extremely stable. Tecmag, 
Inc. has worked closely with us to quickly release maintenance upgrades of TNMR as minor is-
sues arise.  

We have been focused on improving imaging at a very fundamental level, i.e., rigorous consider-
ation of alternative methods of sampling k-space beyond the standard Cartesian strategy, includ-
ing the highly efficient but notoriously problematic ‘spiral encoding’ technique. We have 
successfully implemented spiral imaging in the electromagnet LFI, and incorporated k-space tra-
jectory mapping as a way to improve spiral image reconstruction artifacts. 

Sequence design and optimization: spiral imaging in the electromagnet LFI 

One of the main challenge of performing MRI at very low magnetic field can be seen as reaching 
high signal to noise ratio (SNR) per unit time. This is the main reason why our efforts have been 
focused on fast imaging techniques, such as balanced steady state free precession [11] (bSSFP). 
We have described our use of bSSFP in our previous reports, including its use in conjunction 
with undersampling and compressed sensing algorithms. Using bSSFP, we have achieved 
2×3×9mm3 voxel size in a bell pepper in 1 min 12 s with 50% undersampling (see Year 2 Annual 
Report).  

Sequence wise, non-Cartesian acquisitions of k-space also provide a rich field of investigation for 
fast imaging techniques [12]. In Cartesian acquisitions (Figure 16a), k-space sampling can be 
seen as acquiring lines of a 2D M×N matrix, where each line of M points is acquired for N phase 
encode steps. Thus the total acquisition time is weighted by the necessity of acquiring every line 
of k-space N times, which can be long depending on the size and/or the resolution of the image 
being acquired. Undersampling lines of k-space is a good way to shorten the total acquisition 
time, and we have successfully implemented this in the electromagnet LFI. However, under-
sampling requires the sampling of a certain minimum number of k-space lines in order to be effi-
cient [13]. 

Spiral sampling provides the ability to acquire the entire k-space in a single readout following a 
spiral trajectory (Figure 16b), or in several interleaves (Figure 16c) in order to reduce the repeti-
tion time (TR).  
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Figure 16: Comparison of a. Cartesian sampling versus b. and c. Spiral sampling of k-space (blue 
trace). k-space can be sampled within a single readout (b) or with several interleaves (c) in order 
to reduce TR. 

Spiral MRI is also, by design, a good candidate for undersampling since each spiral samples the 
center of k-space, thus oversampling the latter, and emphasizing low spatial frequencies and im-
age contrast. Spiral imaging can also be coupled to SSFP strategies for acceleration purpose. We 
describe here our implementation of 2D bSSFP with spiral sampling of k-space in the electro-
magnet LFI. 

Sequence design 

A suite of MATLAB (Mathworks, Natick MA) tools was created in our laboratory to generate 
and transfer spiral gradient waveforms to our spectrometer software, TNMR, on our Tecmag 
Redstone console (Tecmag Inc., Houston TX). These tools were initially developed by Har-
greaves et al. [14] and the source code is freely available online at 
http://mrsrl.stanford.edu/~brian/mintgrad. 

This set of MATLAB scripts was customized and integrated to in-house codes in order to suit our 
low field MRI specifications and communicate with TNMR (Figure 17). 
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Figure 17: a. MATLAB code used to generate spiral k-space trajectories, b. Spiral interleaf (one of 
16 spirals is shown), and c. corresponding gradient waveforms being transferred to the spectrom-
eter software TNMR. The sequence parameters for this acquisition were: 16 spirals, maximum 
gradient strength = 0.12 Gauss/cm, Dwell time = 70 ms, Field of view (FOV)=10cm, voxel 
size = 1.8×1.8 mm2. 

Image reconstruction 

Image reconstruction scripts were coded in MATLAB. At first, image reconstruction using grid-
ding [15] was used. In this case, the acquired spiral trajectories are gridded onto a 2D matrix, 
correcting for oversampling of k-space center [16]. The image is then obtained from 2D Fourier 
transform of the gridded k-space. We then switched to non-uniform Fourier transform (NUFFT) 
reconstruction where the k-space spiral trajectories are directly fed to a NUFFT operator and also 
corrected from k-space center oversampling [17]. Reconstruction of spiral datasets was tested 
with several sets of simulated data (Figure 18). The simulated data was obtained by solving the 
Bloch’s equations for sequence parameters being used for imaging. Off resonance and unbal-
anced gradients effects have been simulated too to have a baseline of expected image reconstruc-
tion artifacts resulting from those imperfections (Figure 19). 
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Figure 18: a. Simulated signal for spiral number 1 of 16, b. Reconstructed image from simulated 
dataset, and c. 2D inverse Fourier transform of the reconstructed image (gridded k-space). Se-
quence simulation parameters were: 16 Spirals, maximum gradient strength = 0.12 Gauss/cm, 
Dwell time = 70 ms, Field of view (FOV)=12cm, voxel size = 2.5×2.5 mm2. 

 

 
Figure 19: Images reconstructed from simulated datasets for a. 0 Hz, b. 5 Hz, c. 10 Hz off reso-
nance spins, and d. on-resonance spins with 4% unbalanced gradients. The simulated object is a 
disk with homogeneous proton density. Spiral shaped artifacts appear around the object, altera-
tion of the object shape and banding in the case of unbalanced gradients. Sequence simulation pa-
rameters were: 16 Spirals, maximum gradient strength = 0.12 Gauss/cm, Dwell time = 70 ms, 
Field of view (FOV)=12cm, voxel size = 2.5×2.5 mm2. 

Spiral acquisition strategies are very demanding as the gradient amplifiers are slewing at 100% 
duty cycle during readouts. Non-ideal performance of gradient amplifiers may induce lags or 
imperfections that cause the k-space trajectories to vary from their theoretical design. This re-
quires mapping the actual k-space trajectories in order to prevent artifacts (resulting from non 
perfect k-space trajectories) on the reconstructed images. 

We achieved k-space trajectory mapping as described by Duyn et al. [18]. For each gradient di-
rection, an acquisition was performed with the slice select gradient of the corresponding direc-
tion turned on. The exact same scan was then repeated with the spatial encoding gradients 
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turned off. The k-space trajectories can be extracted from the measured phase difference between 
the two scans as follows: 

 

Δ!! ! = ! ⋅
!

!
!! ! ⋅ !! ⋅ !" = !! ⋅ !!(!) 

with  !  = gyromagnetic ratio 

 !! !   = spatial encoding gradient amplitude 

 !   = encoding direction (x, y, or z) 

 !!    = distance of the slice to gradient isocenter 

 !!(!)  = k-space trajectory. 

The results are shown in Figure 20. The measured k-space trajectories were fitted with 9th degree 
polynomial fit and then used for reconstruction. The reconstruction results compared with our 
initial reconstruction are shown in Figure 21. 

 
Figure 20: a. Measured k-space trajectories (red) superimposed with corresponding fit (black), b. 
Fit k-space trajectories (black) superimposed with theoretical k-space trajectories (blue). 
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Figure 21: Reconstructed images from a. Uncorrected k-space trajectories and b. Corrected k-
space trajectories from fit (black line) shown Figure 5. Corresponding reconstructed k-spaces 
from c. Uncorrected trajectories and d. corrected trajectories. Sequence parameters were: 16 Spi-
rals, maximum gradient strength = 0.12 Gauss/cm, Dwell time = 70 ms, Field of view 
(FOV)=12cm, voxel size = 2.5×2.5 mm2. A schematic of the imaged phantom is shown in e. 

The use of corrected k-space trajectories clearly improves image reconstruction (Figure 21b) even 
though some artifacts remain. We need to further investigate the impact of field inhomogeneities 
and unbalanced gradients to improve our reconstruction but this really shows how slight varia-
tions in k-space can cause important distortions in the image domain. We also plan to add slice 
selection to our spiral imaging sequence to allow us to investigate multi-slice imaging techniques. 

Sequence design and optimization: magnetic resonance fingerprinting at 6.5 mT 

A key challenge in obtaining clinically relevant MRI images at low magnetic fields is the ability to 
acquire T1 and/or T2 relaxation-weighted images, and thereby provide contrast to different types 
of tissue. Typically, gradient-echo and spin-echo sequences are used to obtain relaxation- 
weighted images, but these types of imaging experiments become prohibitively time consuming 
at low magnetic fields where signal averaging is required. The fast imaging MRI sequence that 
has become the workhorse in our laboratory, b-SSFP, is time efficient, but results in a spin-
density weighted images and does provide much soft tissue contrast. We have investigated a new 
strategy to provide contrast based on b-SSFP called  “magnetic resonance fingerprinting” (MRF) 
[19], and have successfully implemented it at 6.5 mT. 
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A recent paper has proposed a new imaging technique termed “magnetic resonance fingerprint-
ing” (MRF) [19] Unlike all other MRI sequences, a MRF acquisition creates a rapid time series of 
low quality images. Each image is created with a pseudorandom flip angle and repetition time. 
The purpose of using a randomized sequence is to generate a unique signal trajectory over the 
time series of images. The signal magnitude for each voxel in time is determined by the sample 
relaxation properties for that voxel, and importantly, can be accurately simulated by Bloch simu-
lations. In MRF, a large “dictionary” of simulated signal trajectories is built by performing Bloch 
simulations for all possible relaxation and off resonance values that are possible for the particular 
sample. The data acquired with the pseudo-random sequence is compared to the dictionary, and 
the best match is chosen, giving T1, T2, and the off resonance frequency for that voxel. Thus, in a 
single fast and efficient sequence, T1, T2, spin density, and Bo maps are all obtained. MRF has the 
potential to allow low magnetic field scanners to produce clinically relevant images without hy-
per-polarization because each image in the time series does not need to be of high quality. The 
pseudo-random sequence and pattern matching algorithm used in MRF is fairly robust to noise 
and under-sampling artifacts, and thus the goal of an MRF sequence is to generate unique signal 
trajectories in the shortest amount of time possible.  

 
Figure 22: Initial MRF results obtained in 16 minutes at 6.5 mT. The four compartment liquid 
filled phantom is illustrated in (e). The vary in volume and relaxation properties. After matching 
each voxel to the dictionary, the Mo, T1, T2 and off resonance maps (a-d) are immediately ob-
tained. The confidence of the match is given by the dot product (f) for each voxel and is used to 
threshold the data. The magnetization trajectory for a typical voxel is shown in (g) along with the 
simulated trajectory of its best match. 

Our initial results implementing MRF in the 6.5 mT LFI are shown in Figure 22. We note here 
that to the best of our knowledge we present here the first implementation of MRF outside of the 
original manuscript of reference [19], and the first results at low field. The four compartments of 
the phantom were filled with varying volumes and solutions of varying relaxation times to test 
the ability of MRF to determine the spin density, T1, T2, and off resonance frequency of each 
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compartment. The set of four images in Figure 22 a-d were acquired in just 16 minutes at 6.5 mT. 
Each image gives unique information about the sample properties, in contrast to a traditional b-
SSFP sequence where only Mo (Figure 22a) is acquired. For example, Figure 22 b-c clearly shows 
that compartments 1 and 3 (2 and 4) have different relaxation properties. Also shown in Figure 
Figure 22g is the first 250 time points (out of 1000) of a signal trajectory and its best MRF dic-
tionary match. While the data is indeed noisy due to the small signal magnitude at 6.5 mT, it 
clearly follows the predicted trajectory from the Bloch simulation. 

Despite our very encouraging initial MRF results, there are several challenges to overcome. The 
algorithm to match the data to the dictionary assumes that each voxel is homogenous. If a voxel 
contains multiple components, the signal trajectory will not be in the dictionary and can thus 
lead to incorrect assignment of relaxation properties. It is therefore critical to obtain sufficient 
resolution such that partial volume effects are minimized. This was obtained in Figure 22 by de-
signing a phantom that was homogenous in the out of plane dimension so a 2-D projection im-
age could be performed. Future MRF efforts will focus on implementing slice selection at 276 
kHz to reduce partial volume effects. There are no active, high-power, switches available at 276 
kHz and thus we have to carefully calibrate our hardware to pre-distort shaped pulses for slice 
selection. Accurate calibration will be important because MRF relies on matching data to a simu-
lated trajectory, and thus, hardware imperfections will lead to matching errors. 

Sequence design and optimization: 8 channel image acquisition and reconstruction 

Image acceleration via SENSE: migration to a new optimized reconstruction code: 

Image acceleration via SENSE implies coherent undersampling of k-space, which results in an 
aliased image. In order to unfold the image, SENSE reconstruction uses the information gathered 
from different coils in an array to solve a set of over-determined linear equations. 

When performing SENSitivity Encoding (SENSE) at typical clinical field strengths, noise is body-
dominated and therefore correlated between all coils in a parallel imaging array. In this particular 
regime, the coil sensitivity profiles change as the coils load differently from a sample to another. 
Therefore, when performing SENSE at high magnetic fields the sensitivity maps needed to unfold 
a SENSE accelerated image must be calculated for each imaged object, thus requiring the acquisi-
tion of a fully sampled dataset (spatial resolution may change) prior to the acquisition of an ac-
celerated image. 

In the Johnson noise dominated regime, there is typically no correlated noise between coils in the 
array. Additionally, in this low-frequency regime, inductive detection coils do not ‘load’, that is, 
the resonant properties are not affected by the presence or details of the imaging sample. Because 
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of this, a sensitivity map obtained on a homogenous phantom should be able to be used to unfold 
any SENSE images collected with the array in the LFI. 

In our previous work, optimal results (i.e. image unaliasing) were obtained when our sensitivity 
map was generated from a fully sampled image of the actual imaged phantom and not from a 
homogeneous non-structured phantom. Though a promising first step, this was not the expected 
functionality. After deeper investigations we concluded that the code we were using was not cre-
ating sensitivity maps properly. A new code developed with MATLAB was used and, after opti-
mization, was able to unfold our SENSE accelerated images using sensitivity maps obtained from 
a homogeneous phantom (Figure 23D). An important detail for successful image reconstruction 
was to make use of a large homogeneous phantom for the calculation of the B1 sensitivity maps, 
at least 3 pixels bigger than the imaged structured object (for a given field of view). Typically, the 
same reconstruction code used with a homogeneous phantom with exact same size as the imaged 
object will result in artifacts from the edges. The homogeneous phantom used is shown in Figure 
24. The sensitivity profiles acquired from of each element in our 8 channel parallel array are 
shown in Figure 25. 

Old Sensitivity Maps  New Sensitivity Maps 

 

 

 

A  C 

 

 

 

B  D 
Figure 23: Accelerated aliased images (A, C reduction factor R=2) and reconstructed (B,D) imag-
es of the MGH/MIT phantom. Images B and D were unaliased using sensitivity maps generated 
from a large, homogeneous phantom. Image B was generated using sensitivity maps generated 
from a homogeneous phantom with our prior code and D was generated using our new code. Of 
importance to the present work is the absence of aliasing in the background of D. All images ac-
quired at 6.5 mT. 
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Figure 24: Large homogeneous bottle phantom (filled with blue CuSO4) for use in generating sen-
sitivity maps, inserted into the eight channel array coil. This configuration is preferable because it 
completely fills the array, and allows coil sensitivity profiles to be measured outside the normal 
field-of-view of the object to be imaged. 

 

 
Figure 25: Sensitivity profiles of each element in the 8 channel parallel array using the large ho-
mogeneous bottle phantom of Figure 24. All images acquired at 6.5 mT. 

Development of new phantoms: 

New phantoms were designed and 3D printed for use with the parallel receive array. Figure 26 A, 
B incorporates structures with varying thicknesses and shapes in the bottom to assess the ability 
of SENSE applied at 6.5 mT to preserve the object features as a function of the undersampling 
rate. The same phantom incorporates ramps to evaluate the performance in 3D. The second 
phantom is based on the Harvard Veritas crest (Figure 26C). The fully sampled MRI images of 
these phantoms are shown in Figure 26 D–F. 
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Figure 26: Drawings (A-C) and fully sampled images (D-F) of two new phantoms for parallel im-
aging testing purposes: the two-part structured phantom (lid shown in A and body in B) and the 
Harvard Veritas crest (C,F). Images acquired at 6.5 mT. 

Acceleration imaging results in the new structured phantoms: 

Images of one of the new phantom were acquired with R=1 (i.e., no acceleration) and R=2 (accel-
eration factor=2) and are shown in Figure 27 (A, B). Cartesian acquisition of k-space was used 
with FOV=192×169×256 mm3, acquisition matrix=64×65×9 for R=1, acquisition ma-
trix=64×33×9 for R=2, TE/TR=14/29 ms, number of averages (NA)=60. The readout duration 
was 7.04 ms with a total readout bandwidth of 9091 Hz. Total acquisition time was 17 min for 
R=1 and 8.5 min for R=2. Multi-channel image data was combined with a sum-of-squares meth-
od [8]. We tested the ability of our new SENSE code to reconstruct aliased images by deleting al-
ternate lines of the fully sampled k-space data (i.e., R=2) and using the MATLAB reconstruction 
code to it generate the image shown in (Figure 27 C). The image shown in Figure 27D is an R=2 
reconstruction from actual accelerated data. 
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A: R=1 

 

B: R=2 
 

C: Simul. 
R=2 Recon 

 

D: Actual 
R=2 Recon 

 
Figure 27: Six of the nine acquired slices in (A) the fully sampled phantom, (B) R=2 before apply-
ing SENSE reconstruction, (C) R=2 simulated from fully sampled dataset and (D) actual R=2 re-
sults after SENSE reconstruction. 

Halbach array LFI: Imaging in the rotating permanent magnet: 

Single channel imaging 

To understand the details of the image acquisition process using the automated magnet rotation 
as described above on page 7, we acquired images using the solenoid RF coil for both transmit 
and receive. Because the coil’s sensitivity is relatively uniform over the FOV, it allows us to isolate 
the effect of the Halbach field map on the quality of the reconstructed images before moving on 
to the more complex case of multiple receive coil sensitivity profiles. Using the solenoid coil for 
TX and RX, we obtained our best images to date (Figure 28, Figure 29). Images were acquired 
using a thin circular phantom containing the water-filled letters “MGH”. Since only one coil was 
used, the letters are aliased through the origin, as expected from the non-bijective mapping of the 
multipolar (quadratic) encoding field. The fact that the “real” letters are sharper than the ghosts 
can be attributed to the relatively small linear field components (impurities) in the Halbach field. 
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Figure 28: Image estimates at various points in the image reconstruction process. The estimator 
converges to the object as successively greater fractions of the data are processed. These images 
show estimators based on one back projection (at 0°) and then using ¼, ½, and ¾ of the acquired 
data. This corresponds to rotation of the Halbach magnet over the ranges 0°, 45°, 90°, and 135°, 
respectively. Images were acquired from a 3D-printed phantom containing the water-filled letters 
“MGH”. 

Figure 28 shows how the image estimate gradually takes shape during reconstruction. The esti-
mator is updated using each basis function in the encoding matrix to enforce consistency with 
the acquired data. Back projection proceeds until all rows of the encoding matrix (and data 
points) are exhausted, completing one iteration through the matrix. With each iteration through 
the encoding matrix, the image converges closer to the least squares estimator to the object. As 
shown in Figure 29, image bias shrinks with each iteration, reducing the blurriness of the image 
features. However, since noise also grows with the number of iterations, an intelligent stopping 
point must be chosen at which object features are adequately resolved but noise has not been ex-
cessively amplified. 
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Figure 29: Reconstructed images from a single-channel (solenoid) dataset with 91 projection an-
gles between 0 and 180 deg. Results are shown for differing numbers of iterations through the en-
coding matrix in the algebraic reconstruction. The images show the expected trade-off between 
noise and bias; as the algorithm iterates further, the object features become less blurry but the im-
age also grows noisier. 

 

When the multi-coil datasets are reconstructed in parallel using each coil’s spatially-varying sen-
sitivity, the image quality deteriorates severely. This indicates that there is systematic error in our 
model of B1

-, which describes the RF receive sensitivity of each surface coil over the FOV. In con-
ventional MRI scanners, B1

- is measured by acquiring an image with each coil and dividing them 
by the image formed using a uniform transmit volume coil. However, since linear gradients are 
not included in the Halbach scanner, this approach can not be used. Alternatively, we are ap-
proximating the coil sensitivities using the Biot-Savart Law (Figure 30) under the assumption 
that near-field wave behavior is minimal at the imaging frequency (3.3 MHz).  

Adding further complexity, the surface coil sensitivity varies in between projections as the B0 ro-
tates within the transverse plane.  Each coil only detects signal using field components that are 
perpendicular to the B0 vector. Because of this, the shape of the B1

- field changes dramatically 
with the B0 orientation; for instance, when B0 points through the center of a coil, the sensitivity 
resembles a “donut” shape, whereas for B0 oriented tangential to the coil, the sensitivity is a more 
typical profile that decays with distance from the coil. 
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Figure 30: The real part of the B1

- field of a receiver surface coil approximated using the Biot-
Savart Law. The coil sensitivity changes as the transverse B0 field rotates within the imaging plane. 
Accurate reconstruction requires that the correct coil profile be used for each acquired projection 
described by the encoding matrix. The poor quality of multi-coil reconstructions indicates the 
presence of systematic error in our present model of the B1

- fields. 

Multi-coil imaging and reconstruction 

Our previous multi-coil datasets suffered from severe artifacts due to the use of inaccurate sur-
face coil sensitivity maps. In conventional MRI, a bootstrap approach is used whereby surface 
coil receive sensitivities (B1

-) are acquired by imaging a phantom sample with each coil using the 
scanner’s own switchable gradients for spatial encoding. This is not possible on the Halbach 
scanner, as the imaging gradients are intrinsic to the magnet and not switchable. Making matters 
more complex, the surface coil sensitivities change as B0 rotates within the transverse plane, since 
only the coil field component perpendicular to B0 contributes to the acquired signal. 

At the frequency used for the Halbach experiment (3.3 MHz), the coil RF field is taken to be a 
close approximation to the magnetostatic limit. However, it is difficult to know a priori how to 
set the phase of the B1

- field for each coil. To calibrate the spatially-varying phase of the coils, data 
were acquired from a small “point source” (partially-filled 9 mm dia. NMR tube) at a known lo-
cation near a receive coil. An imaging sequence was then run at 91 rotation angles of the Halbach 
magnet. At each angle, the echo signal was Fourier transformed to generate a 1-D projection. The 
phase of this projection was compared to the phase for a projection calculated using the Biot-
Savart law B1

- coil sensitivity. Based on this comparison, the real and imaginary parts of the coil 
profile were heuristically adjusted until agreement was achieved with the data. 

The phase of the projection was found to alternate between +90° and – 90°, with a transition as 
the B0 vector reaches the angle where it is perpendicular to the coil loop. The phase of B1

- de-
pends on the arctangent of the two components of B1 that are perpendicular to B0. We realized 

 

 

B0 
B0 
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that the alternating phase was caused by the fact that the term in the arctangent denominator, 
which points along the Halbach axis, is virtually zero in the central plane where we perform im-
aging. This results from the symmetry of the coil loops about this plane. 

 
Figure 31: Coordinate system used to describe coil profiles. The system rotates between signal 
readouts such that z always points along B0. 

In the end, good agreement between simulated and acquired projections was found as follows, 
using the coordinate system shown in Figure 31. First, the 3D vector magnetic field map for each 
coil, B1, was calculated using Biot-Savart. Second, for all n rotation angles of vector background 
field B0, the component parallel to B0 was subtracted from B1: 

!!!
! =   !! − !! ⋅ !!!   !!!      

Third, the angle was calculated between B0 and the perpendicular B1 field: 

!! = !"#!!
!!!
! ×!!!

!!!
! !!!

	  

where !!!
! =   !!!

!,!  !+ !!!
!,!  !  with x pointing along the Halbach axis, y pointing perpendicular 

to B0 in the imaging slice, and z pointing along B0. Finally, the complex B1
- sensitivity was found 

using the magnitude of !!!
!  and the phase set by the relative amounts of !!!

!  along x and y: 
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Since B1 along x is essentially zero in the symmetry plane of the coil, this expression reduces to 
simply the sign of the angle θn. The variation in a single coil’s B1

- as a function of B0 angle is illus-
trated in Figure 32. 
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Figure 32: Biot-Savart calculation of coil B1

- magnitude and phase for a single representative surface 
coil located at the right side of the FOV (position marked with black dotted line). The arrow shows 
four representative orientations of B0 at different times during data acquisition. Image reconstruction 
requires accurate coil sensitivity profiles for each B0 angle used in the experiment. 

When B0 points through the coil, the sensitivity profile resembles a “donut” pattern, providing 
low sensitivity in the center of the FOV. As expected, maximum signal sensitivity occurs when B0 
is oriented parallel to the plane of the coil loop. 

Equipped with more accurate coil profiles, we were able to achieve huge improvements in our 
multi-coil datasets. Previously, our most compelling images were acquired using a single uni-
form-sensitivity receive coil, leading to “PatLoc ghosting” of signal through the isocenter of the 
nonlinear encoding field [20]. With the new coil profiles, however, we were able to obtain multi-
coil images with the PatLoc ghost removed (Figure 33). Coils on opposite sides of the FOV were 
successfully used to disambiguate signals lying along the same isocontours of the nonlinear en-
coding field.  
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Figure 33: Single-coil image (left) of “MGH” phantom shows the expected pattern of aliasing 
through the isocenter caused by the nonbijective mapping of the nonlinear encoding field. By 
contrast, a 7-coil image (right) resolves this aliasing when properly calibrated coil sensitivities are 
used. Black regions at the top of the letters reveal where water leaked out of the phantom. Resolu-
tion at the edge of the FOV in the 7 coil image is 0.625 mm. 

Halbach array LFI: assessing resolution 

Tuned-up coil sensitivities and more accurate stepper motor rotation contributed to substantial 
improvements in image quality. This prompted investigation into other sources of systematic 
error that may continue to cause artifacts and loss of resolution. To establish an ultimate perfor-
mance goal, we used the acquired Halbach encoding field to simulate the “ideal” image quality 
we could theoretically achieve in the absence of systematic errors (Figure 34). With a grid phan-
tom serving as a reference, forward projection was used to simulate a signal with the parameters 
used in our previously acquired data. Image reconstruction was then performed using the itera-
tive matrix solver used in the experiments. 

 

 
Figure 34: Noiseless simulation of a 5mm grid numerical phantom showing the ultimate resolu-
tion possible with existing experimental protocol in the absence of systematic errors. Outstanding 
resolution at the periphery gradually gives way to a blurry “PatLoc hole” at the center of the im-
age. Simulated acquisition parameters: 7 surface coils, 91 projections angles, 256 readout points. 
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As expected, we found excellent resolution at the periphery, with gradual blurring toward the flat 
region of the encoding field at the center of the FOV (so-caled “PatLoc hole”) [20]. However, 
when we acquired data with the same parameters on an experimental grid phantom, image reso-
lution fell far short of that predicted in the simulation (Figure 35). This suggestions that addi-
tional systematic errors remain in the experiment, possibly including the following:  

a. Thermal drift 

b. Inaccuracies in the encoding magnetic field map 

c. Through-plane spin dephasing 

d. Additional phase accumulation by off-resonance spins during RF excitation due to finite 
RF pulse bandwidth 

 

 
Figure 35: Grid phantom (left) designed to test the resolution of the Halbach scanner. The image 
reveals some of the grid structure, with expected resolution loss near the center, but the variation 
in image quality over the FOV shows that improved field mapping is required. Some resolution is 
lost near the top of the phantom due to the absence of a receiver coil in this region; this will be 
corrected in future work. 

Our first un-aliased 2D images of phantoms using the Halbach portable brain scanner prototype 
are shown in Figure 36. These images were made possible by (1) improved stepper motor control 
of the Halbach rotation angle during data acquisition and (2) higher-fidelity calculations of the 
spatially-varying coil sensitivities used for signal reception and for unwrapping voxels that alias 
atop one another in the nonbijective mapping of the nonlinear encoding field. 

 4mm	  squares 

3mm	  squares 

2mm	  squares 

5mm	  squares 
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Figure 36: Images acquired using 3D-printed test phantom with 91 rotations of the magnet, 
FOV=16cm, BW = 40 KHz, readout pts=256, TE/TR=8/550ms. (A) Image acquired with uniform 
transmit coil show aliasing that is resolved when 8ch receive array is used (B) Accounting for 
magnet temperature drift with navigator field probe provides further improvement (C).  Acquisi-
tion time = 66 min. for multi-coil data. 

Our first 2D images of a “biological” is shown in Figure 37, where a lemon slice was imaged with 
a multi-coil RF receive array and either 91 or 181 projection angles. While the resolution varies 
inversely with distance from the center, as expected from the shape of the encoding field (Figure 
37C), at a distance of 4 cm from isocenter the resolution approaches 1–2 mm in-plane, which is 
well within the range of clinically-useful imaging protocols. The acquisition time of 93 minutes 
could be shortened to 15 minutes by acquiring data in parallel from all 8 receive coils using a 
multi-channel RF receiver system. 

 
Figure 37: Spin echo image of a 1 cm thick slice of lemon.  FOV = 16cm, BW = 40KHz, NA = 1, 
128-echo train, readout pts = 256, TE/TR = 8/4500ms. (A) 91 magnet rotations spaced 2° apart, 
(B) 181 magnet rotations spaced 1° apart, and (C) matching slice of the Halbach nonlinear encod-
ing field. Acquisition time for 181 projections was 93 minutes, which can be reduced to 15 min. 
with simultaneous parallel reception. 

KHz 

C 
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Halbach array LFI: field mapping towards 3D imaging 

Having achieved proof-of-concept of 2D imaging with the Halbach scanner, there is a clear a 
path to acquire 3D images.: 

1. Map the Halbach field over a 3D spherical imaging volume, superseding our existing 2D 
field map.  

2. Reconstruct 2D phantom objects positioned in planes offset from the magnet isocenter. 

3. Build a TRASE RF transmit coil in order to apply a linearly-varying transmit field during 
spin excitation, performing phase encoding along the slice direction. 

Toward goal 1, we have designed and fabricated an array of field probes [21] oriented along 
“lines of longitude” on a spherical surface of radius 8 cm Figure 38. Previously we rotated the 
Halbach magnet around a 1D linear array of probes in order to create the 2D field maps used for 
reconstructing the images in Figure 36 and Figure 37 above. By contrast, the new 2D field probe 
array is rotated while the Halbach magnet remains stationary, acquiring frequencies across the 
entire surface of a sphere (Figure 39). The frequency data are then fit to spherical harmonic basis 
functions that in turn are used to calculate field maps in any desired slice within the sphere.  

 
Figure 38: New 2D field probe rotates in increments of 15 degrees on a fiberglass rod that is coax-
ial and centered relative to the Halbach magnet rungs. 
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Figure 39: At each rotation angle of the field probe in Figure 38, NMR data is acquired along a 
“line of longitude” residing on the spherical ROI. Spherical harmonics up to 5th order are fit to the 
acquired NMR frequency data. Field maps are then calculated on any desired grid of points with-
in the mapped region. Transverse slices at offsets of -4cm to +3cm from isocenter are shown. 

Halbach array LFI: spatial encoding in 3D: 

Two dimensional Halbach imaging was successfully implemented and is in press in Magnetic 
Resonance in Medicine [attached as Appendix 9]. Moving forward, our goal to implement spatial 
encoding along the remaining third dimension: the axis of the Halbach cylinder. The Halbach’s 
“built-in” rotating encoding field achieves high in-plane resolution transverse to the axis, but 
provides minimal spatial encoding along the axis of rotation. Our goal is to use a specially-
designed RF transmit coil with linear B1 phase variation to encode slices along the third “miss-
ing” dimension. The name for this spatial encoding technique is Transmit Array Spatial Encod-
ing, or TRASE [22]. 

TRASE performs spatial encoding in a manner entirely analogous to conventional phase encod-
ing. Before each acquired echo in a spin echo train, a progressively stronger linear phase modula-
tion is applied to the spins. The difference is that instead using a linearly-varying magnetic field, 
TRASE uses the linearly-varying phase of an RF field.  

For B0 oriented along the z-axis, the spatial variation of a TRASE coil B1
+ field can be described as 

 
!! ≅   !!"# !"   ±   !!"# !" ,	  

where the phasor describing the time-harmonic variation of the RF field has been ignored for 
clarity. The factor g describes the strength of the phase gradient along the x-direction. By Euler’s 
theorem, this expression is equivalent to exp ±!"# , which describes a linear phase slope along 
x. The coil should be designed so that this phase varies by 90-deg across the field of view. 

K
H
z 
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During spin excitation and refocusing pulses, the phase of the transmit B1
+ field is applied to the 

spins along the encoding direction. If the direction of the phase slope is switched between subse-
quent refocusing pulses in a spin echo train (for instance using a 180-deg phase shifter circuit), 
then each acquired echo corresponds to a different point in k-space for the slice dimension. Us-
ing an appropriate echo train, k-space can be traversed for the desired slice thickness and field-
of-view (FOV). Separation of the data into slices is then achieved via Fourier transformation 
along the echo train. As in conventional MRI spatial encoding, the strength of the phase slope 
determines Δ! and thus the FOV, while the number of acquired readouts/k-space points sets the 
slice thickness (resolution). 

We have made significant progress toward building a TRASE coil array for the Halbach scanner, 
but we expect it will take several more months before we finish building the coil and use it for 
spatial encoding. The principal reason for the delay has been the difficulty of achieving linear B1 
phase variation over the target 16 cm-diameter volume-of-interest (VOI). Because the TRASE 
coils reside on 18 cm and 20 cm cylinders that are only slightly larger than the VOI, it is difficult 
to eliminate undesired (concomitant) B1 vector components everywhere within the VOI. Previ-
ous realizations of TRASE coils [22], [23] minimized concomitant fields by placing coil windings 
further away from the VOI. For instance, the Helmholtz-pair/double-Maxwell-pair shown in 
Figure 40 used coil windings on a 28 cm×28 cm×42 cm rectangular former to image a volume 
with a 16.7 cm diameter.  
	  

 
Figure 40: Prototype TRASE coil used in [23] to perform spatial encoding along one dimension. 
The coil consists of a double Maxwell pair (yellow) and curved Helmholtz coil (blue) that are 
driven 90 deg out of phase. Unfortunately, this boxy coil geometry is not well-suited to the cylin-
drical Halbach magnet system. Image reprinted from [23].	  

The tentative design for the Halbach TRASE array is shown in Figure 41. This array contains a 
reverse Maxwell pair to provide the !!"# !"   B1 component (Figure 41a). The B1 
!!"# !"   component is created by an “Orthogonal Double Solenoid” (ODS) coil (Figure 41b) 
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[24]. The Maxwell coil will be wound on an 18 cm diameter cylinder, which will be nested inside 
the 20 cm diameter ODS coil. Along the x-axis, the design shows the desired field orientation and 
phase slope (Figure 42). However, as visible in Figure 41, substantial cross-term components ex-
ist for off-axis positions, causing variation in the phase slope and effective slice thickness. Pres-
ently the coil is being redesigned in an effort to reduce the concomitant fields. Techniques such 
as the target field method [25] will be explored as methods for generating winding patterns on 
the cylinder surface that minimize the unwanted field components. 
	  

 
Figure 41: B1

+ vector plots (white) and current paths (red) of the preliminary design for crossed 
solenoid (left) and Maxwell pair designs for the y and x oriented fields, respectively. The B0 back-
ground field is oriented along z and the axis of the Halbach cylinder is along x. Simulations are 
performed using a Biot-Savart magnetostatic calculation to approximate the 3.3 MHz RF field dis-
tribution. The plots show significant concomitant fields within the 16 cm-diameter spherical vol-
ume-of-interest. These field variations translate into variability in the slice thickness at different 
in-plane voxels. Refinements to the coils designs should mitigate the undesired off-axis concomi-
tant fields.	  
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Figure 42: Magnitude plots (left) along the Halbach axis for the Maxwell pair (B1x) and the crossed 
solenoids (B1y) provide good approximations for the desired sine and cosine field variation. The 
linear phase required for Fourier encoding is shown at right. Unfortunately, in this preliminary 
design, the linear phase slope varies by as much as a factor of two at points away from the Hal-
bach axis, causing variation in the encoded slice thickness and making direct Fourier reconstruc-
tion intractable.	  

Alternatively, if concomitant fields can not be mitigated with a practical, realizable coil design, 
then the plan is to implement the existing TRASE coil design along with full 3D image recon-
struction that explicitly accounts for variation in the slice thickness as a function of in-plane po-
sition. In this approach, care will be taken to avoid aliasing between slices due to under-encoding 
in regions where the B1 phase slope is weakest. One disadvantage of this approach is that it uses a 
time-consuming iterative solver for all three reconstruction dimensions, whereas TRASE data 
acquired using a suitably linear phase gradient can be reconstructed by simple Fourier transfor-
mation.  

TRASE coil implementation will occur during Q1–Q2 Y4. We are confident that the coils can be 
redesigned, built, and tested on the scanner during the first half of 2014. Once TRASE is func-
tioning, the Halbach system will stand as the world’s first truly portable, lightweight MRI brain 
scanner.  

RF power amplifier: 

In Q4Y3, we acquired a state-of-the-art 2 kW Tomco RF power amplifier with more than twice 
the available power of any other amplifier in the lab. This will permit shorter excitation and refo-
cusing pulses in the Halbach imaging sequence, broadening the bandwidth of the pulses. To ex-
cite the full imaging volume, the RF pulse must cover the full range of frequencies in the sample 
(~30-50 KHz). The Halbach magnet has a permanent quadrupolar inhomogeneity/encoding field 



 45 

that can not be switched off during excitation. Because of this, it is critical that the RF system de-
liver power across the entire spin bandwidth to obtain signal from every voxel in the sample. The 
new 2 kW amplifier will be instrumental in achieving this goal.  

Halbach array LFI: future work 

Once 3D spatial encoding is demonstrated on the Halbach proof-of-concept prototype, we sum-
marize here the steps needed extend the technique to human brain imaging, beyond the scope of 
the presently funded work. The roadmap for developing such a scanner is as follows: 

1. Design and build a modestly larger Halbach array to accommodate the human head. 

a. Include subject support structure to accommodate and support the subject’s 
shoulders while still permitting free rotation of the Halbach magnet assembly. 

b. Explore the use of trapezoidal rungs to permit the use of more magnetic material, 
maintaining or even increasing the B0 field strength as compared with the first 
prototype (78 mT). 

i. Optional: Interleaving Halbach rungs of NdFeB with SmCo would allow 
temperature stabilization of the magnetic field, at some detriment to the 
field strength and signal-to-noise ratio as described in [26]. 

2. Map the field of the new Halbach magnet in the brain region-of-interest using a field 
probe assembly.  

3. Build a set of transmit and receive coils at the frequency of the human Halbach magnet 
prototype. 

4. Procure a multi-channel RF receiver to allow true parallel imaging in order to limit the 
acquisition time. 
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TASK 1C: Demonstration of head imaging 

Brain MRI in the electromagnet LFI at 6.5 mT 

Single channel Transmit/receive helmet coil at 276 kHz 

Over the last quarter, a single channel head coil (Figure 43) was built in order to perform head 
MRI in healthy volunteers at 276 kHz. The coil features high sensitivity over the entire volume of 
interest thanks to a close-fit winding. The coil was designed to provide very homogeneous mag-
netic field profiles as all our imaging sequences rely on steady-state techniques [11], extremely 
sensitive to flip angle homogeneity. The coil was wound with a 45° oblique angle around a fiber-
glass head cast so that magnetic field B1 stays orthogonal to the main magnetic field B0, prevent-
ing coupling issues.  

 
Figure 43: Front, side and rear view of the single channel head coil placed on a head-shaped phan-
tom. 19 AWG insulated copper wire was wound in spiral around a fiberglass head cast. 

By design, the very homogeneous B1 field makes this specific coil suitable for both transmit and 
receive operations. The ability to use the single channel spiral coil with SSFP techniques (i.e. po-
tential artifacts resulting from flip angle inhomogeneity) was first tested in a 15 cm diameter 
plastic bottle filled with water (Figure 44). The sequence was combined with undersampling 
strategies as described in previous reports. The images show high signal to ratios (SNR) and very 
good signal homogeneity over the entire volume without any of the typical b-SSFP related arti-
facts [11]. 
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Figure 44: 3D images acquired in a plastic bottle filled with water. The imaging parameters were 
as follows: TE/TR=20/33 ms, Matrix=64×65×9, voxel size =3×3×10mm3, α = 90°. undersampling 
rate = 52%, number of averages (NA) = 50. Max SNR = 44. Total acquisition time was 8.5 min. All 
images acquired at 6.5 mT. 

The imaging sequence was then optimized with a head-shaped phantom. The image shown in 
Figure 45 shows 3D coronal slices in the head-shaped phantom seen in Figure 43.  

 
Figure 45: 3D images acquired in the head-shaped phantom (Figure 1), 7 central slices are shown. 
The imaging parameters were as follow: TE/TR=20/33 ms, Matrix=64×65×9, voxel 
size =3×3×10mm3, α = 90°. Number of averages (NA) = 100, undersampling rate = 52%. Max 
SNR = 56. Total acquisition time was 17 min. All images acquired at 6.5 mT. 

Non-magnetic subject table for human imaging in the electromagnet LFI 

A non-magnetic subject table was built out of Baltic birch plywood and aluminum strut (Figure 
46). Every conducting loop in the table near the receiver coil was eliminated to prevent electronic 
noise to be picked up by our NMR detection coil. 

 
Figure 46: Images of a. subject table built for in vivo human head imaging in the electromagnet 
LFI (the head coil is placed on the table top), and b. Detail of the aluminum strut from below the 
table. Conductive loops were removed in the vicinity of the detection coil (highlighted in red). 
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Head imaging in healthy normal subject at 6.5 mT 

Head images were acquired in a healthy volunteer in axial, sagittal and coronal orientations using 
b-SSFP combined with undersampling. Flip angle was set to 70° to maximize SNR in vivo, under-
sampling rate was set to 50%. Images in the coronal orientation are shown in Figure 47.  

 
Figure 47: 3D images acquired in a healthy volunteer. The imaging parameters were as follow: 
TE/TR=20/33 ms, Matrix=64×65×15, voxel size =3×3×10mm3, α = 70°, undersampling rate = 
50%, number of averages (NA) = 110.  Max SNR = 30. Total acquisition time was 29 min. Images 
acquired at 6.5 mT. 

Data in all three orientations were zero-filled so that the resulting interpolated matrices were 
128×128×15. Filtering was applied to all interpolated datasets using anisotropic diffusion filtering 
[27]. Anisotropic diffusion filtering is a powerful denoising filter that iteratively convolves imag-
es of interest with Gaussian filters of different sizes. The anisotropic diffusion filtering algorithm 
detects regions of high signal intensity (grey level) gradients after each iteration, and adapts the 
size of the Gaussian filter locally, thus preserving edges and high spatial frequencies and prevent-
ing image blurring. The processed interpolated matrices are shown in Figure 48. 
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Figure 48: 3D head images acquired in a healthy volunteer at 6.5 mT, a. axial, b. sagittal, and c. 
coronal orientations after interpolation and anisotropic diffusion filtering. The imaging parame-
ters were as follow: TE/TR=20/33 ms, Matrix=64×65×15, voxel size =3×3×10mm3, α = 70°, un-
dersampling rate = 50%, number of averages (NA) = 110. Max SNR after interpolation and 
filtering = 96. Total acquisition time was 29 min. 
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Comparison of 6.5 mT to 1.5 T 

The images acquired at 6.5 mT were compared to images of the same subject acquired at 230 
times higher magnetic field, (1.5 T) in Figure 49. The images acquired at low field show many of 
the anatomic features that are seen at higher magnetic field, such as CSF around the brain hemi-
spheres and in the ventricular system, grey and white matter, the cerebellum, the eyes, sinuses 
and ear ducts. The contrast obtained using b-SSFP at low magnetic field, which relies on the ratio 
T2/T1 of the imaged species, is closer to T2-weighted contrast, as suggested by the axial high mag-
netic field MR image presented in Figure 49 (lower row). In the latter case cerebrospinal fluid is 
bright and grey matter is darker than white matter. 

 
Figure 49: Comparison of the head images acquired at 6.5 mT with images of the same subject ac-
quired at 1.5 T in a. coronal and b. axial orientation. Ten and nine center-most slices are shown, 
in each orientation, respectively.  

Another benefit of low magnetic field imaging is that magnetic susceptibility differences are 
much smaller, preventing phase aberrations that will result in signal losses or image distortions at 
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air-tissue interfaces, or due to the presence of metal, such as in the case of dental work, as shown 
in Figure 50. 

 
Figure 50: At 1.5 T the presence of metal dental work in this subject results in signal losses in the 
mouth of the subject (inside the red circle) due to magnetic susceptibility artifact. Despite low 
SNR in this particular area due to coil coverage, no susceptibility artifact is seen at 6.5 mT. 

In summary, images of a human head were acquired in vivo in a human head in less than 30 
minutes with a single channel coil with 3x3x10 mm3 voxel size. The improvements required to 
decrease the acquisition time while increasing the spatial resolution are well known. To date, the 
major restrictions on our current setup are noise filtering on the gradient line and gradient 
strength provided by the LFI scanner, with a maximum of 1 mT•m-1, slewing at a maximum of 
0.75 mT•ms-1. With proper noise filtering and twice the gradient strength, the images shown here 
could be easily acquired in less than a minute. Combined with multi-channel detection strategies, 
the current images could be acquired within far shorter acquisition times. 

 

OMRI Injury Imaging 

TASK 2A: OMRI Hardware Development 

The optimization of hardware and pulse sequences required for Overhauser Magnetic Resonance 
Imaging (OMRI) is of key importance to Specific Aim 2. We describe below a new acquisition 
strategy aimed at improving the sensitivity of OMRI to free radicals in vivo. We also report in 
this section the realization of SENSE-based parallel imaging acceleration in combination with 
Overhauser-enhanced free radical fast imaging in the electromagnet LFI. 
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Improving radical detection sensitivity through pulse sequence design 

A key challenge in implementing OMRI for TBI will be detecting the small concentrations of 
radical present in vivo. We have previously shown (see Y2 Annual Report) that 10 !M nitroxide 
radical in water and 50 !M nitroxide radical in water can be detected with Overhauser spectros-
copy (Figure 51) and OMRI (Figure 52), respectively. The concentration of free radical at the lo-
cation of injury remains unknown, but estimates range from 50 nM to 50 !M [28]-[35]. 
Additionally, detecting free radicals in vivo will be more difficult than in phantoms due to extra 
relaxation pathways reducing the efficiency of DNP. Therefore we would like to try and improve 
our detection efficiency even further.  

 
Figure 51: Measurement of the sensitivity threshold to small concentrations of nitroxide radical 
via Overhauser enhanced NMR spectroscopy. These spectra were acquired in the electromagnet 
LFI at 6.5 mT (276 kHz). The ESR frequency was 140 MHz. 

 

 
Figure 52: Photograph of phantom used to demonstrate the sensitivity of OMRI to nitroxide radi-
cal concentration. All seven vials have very similar image magnitudes in the conventional MRI 
image. The OMRI scan demonstrates marked image-based free radical sensitivity. The signal 
magnitude from the control vial remains unchanged in OMRI scan. OMRI enhancement image 
is computed from the ratio of OMRI to MRI magnitude. MRI and OMRI were both obtained at 
6.5 mT. The NMR frequency is 276 kHz and the ESR frequency is 140 MHz. 
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There are a limited number of steps one can take to try and improve the detection sensitivity of 
the Overhauser effect to free radicals. One possible route would be to use three transmit coils 
tuned to each of the three EPR resonances of the nitroxide radical. This would result in a dra-
matic increase in SAR, but could in principle result in a threefold increase in detection sensitivity. 
Hardware limitations prevent us from testing this technique as our spectrometer has a single 
high frequency transmit channel. Another route is to take advantage of the fact that we can turn 
the DNP enhancement on and off with RF, unlike relaxation contrast agents. This means we can 
modulate the signal amplitude at a known frequency in regions where free radicals are present. 
We are inspired by the BOLD fMRI experiment [36] where changes in the oxygenation of the 
blood result in a small (1-5%) change from a known stimulus and are measured by analyzing the 
signal amplitude versus time. Fitting a known modulation function to the noisy data may be 
more sensitive to small amplitude changes than signal averaging alone. 

To test the feasibility of this technique, simulations were performed of small amplitude changes 
that are corrupted with noise (Figure 53, black line with open circles). The added noise ampli-
tude was two times larger than the change in signal amplitude (equivalent to an SNR of ½) and 
1% linear drift was added to emulate a small temperature change (the temperature can be moni-
tored in a real experiment and added into the modulation function used to fit the data). In the 
simulation two data points are acquired without application of DNP (i.e., zero amplitude 
change), followed by two data points acquired with DNP (decrease in signal of 0.3), and the se-
quence is repeated 15 times. Random noise with peak to peak amplitude of 0.6 was added to all 
data points. Looking at the noisy data alone, it is unclear if there is any signal change with DNP. 
However, fitting the data to the known modulation function gives a signal change of 0.31 ± 0.04 
which is in excellent agreement with actual signal change in the simulation. Moreover, the error 
in the fit is very small so there is little doubt that a signal change with DNP exist, meaning free 
radicals are present (in the simulation). 

A benefit of interleaving the reference and DNP images in this way as opposed to normal signal 
averaging is to lower the time averaged SAR. That is, by alternating between reference and DNP 
images, the time averaged SAR can be reduced by a factor of two without increasing the total ex-
periment time. As SAR is a concern for in vivo applications due to the high power of ESR irradia-
tion needed for DNP, interleaving the reference and DNP images could prove very beneficial to 
mitigate heating effects. 
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Figure 53: Simulation of interleaved reference and DNP signals. Two experiments are simulated 
with no DNP followed by two experiments with DNP (open circles, black line is to guide the eye). 
The added noise is two times larger than the simulated signal change of 0.3, yet the fit to the noisy 
data unambiguously determines a signal change with DNP (0.31 ± 0.04). 

Parallel imaging and SENSE with OMRI 

In Y3, we made significant progress incorporating DNP into parallel imaging. This is an im-
portant step because for larger samples, and particularly human subjects, parallel imaging is the 
standard technique for accelerated MRI. The addition of DNP into our parallel imaging setup 
required the construction of both a 140 MHz coil for saturation of the electron spin resonance 
and a larger 276 kHz coil for NMR transmit. The larger NMR transmit coil was required as both 
the 8 coil receive array and the 140 MHz coil must fit inside the NMR transmit coil (Figure 54). 
Large, high frequency coils can be particularly challenging to build due to increased radiation 
losses [37]. This problem is compounded by the need for high power continuous wave irradia-
tion for DNP; requirement commercial high field coils do not meet. As an initial step towards 
human head size coils, we constructed a 14 cm outer diameter saddle coil that fits inside our cur-
rent 8-channel array. This coil has proven handle high power CW irradiation for extended peri-
ods of time.  
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Figure 54: Photograph of the multi-channel OMRI system. The 8 channel receive parallel array 
was described in previous reports. The NMR Tx coil is a 30 cm diameter solenoid, and the ESR Tx 
coil is a 14 cm diameter saddle coil. The NMR frequency is 276 kHz and the ESR frequency is 140 
MHz. 

As discussed previously, SENSitivity Encoding (SENSE) at low magnetic field (and low frequen-
cy) is an unusual regime because the coil sensitivity is expected to be a constant, in contrast to at 
high magnetic fields where the coil sensitivity must be recalibrated for each sample. However, for 
this to be successful, it is crucial that the alignment of the parallel array with respect to both the 
sample and the EPR coil be repeatable. Misalignments can result in large artifacts as shown in 
Figure 55. 

SENSE, R=2 Unfolded Mask Applied 

   

A B C 
Figure 55: Example of misalignment between coil sensitivity map and sample. A is a typical ali-
ased image resulting from SENSE imaging with a reduction factor R=2. B is the unfold-
ed/unaliased image. The image of the phantom displaying the Harvard shield and logo has been 
coherently reconstructed. However, due to a small deviation in the placement of the sensitivity 
map and the sample, a crescent shaped wedge on the left side of the image has been mapped to the 
noise while a crescent wedge on the right has been reconstructed as containing no signal. The fi-
nal image in C was obtained by applying a mask obtained from the sensitivity map image.  
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In order to avoid these complications, an assembly for positioning the coils and phantoms was 
designed and 3D printed. This new assembly (shown in Figure 56) enables repeatable positioning 
within the transmit array (Figure 56-1) of the parallel array coil receive coil (Figure 56-2), EPR 
saddle coil (Figure 56-3) and phantom (Figure 56-4), with respect to each other. This assembly 
consists of four parts:  

a) A table to center the receive array inside the transmit coil. 

b) Two half rings that mount to the saddle coil to keep it concentric to the receive array and sup-
port and center the saddle coil inside the NMR transmit coil. 

c) A belt with knobs fastened to the saddle coil (not visible) to prevent the coil from rotating and 
maintain a repeatable orientation. 

d) Plugs for centering the phantom inside the parallel array. The arms register to the edges of the 
saddle coil. 

 
Figure 56: Schematic of the imaging assembly for Overhauser-enhanced parallel imaging 

Using the new kinematic mounting assembly we have achieved the first accelerated SENSE re-
construction images at low magnetic field with DNP (Figure 57b). Further, this reconstruction 
was performed using a coil sensitivity map acquired on a homogeneous sample. This is an en-
couraging first result as this is not possible at high magnetic field. However, while the SENSE re-
construction is of sufficient quality to see the object, there are still artifacts from unaliasing the 
undersampled image. We believe this artifact is caused in part by the very large SNR at the edge 
of the sample from DNP.  
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Figure 57: a) Parallel image with DNP and no acceleration. b) Parallel image with R = 2 SENSE 
reconstruction with DNP. 

We are encouraged by these early DNP results with parallel imaging and that we were able to ob-
tain a quality SENSE reconstruction using a sensitivity map acquired on a different sample. We 
are currently working on improving the SENSE reconstruction method to remove the artifact 
observed in Figure 57b. We are also exploring incoherent random undersampling strategies that 
we have used in the past [38]. We plan to compare the two approaches to determine which tech-
nique provides reliable image reconstruction in the shortest amount of time. 

 

TASK 2C: Ex vivo radical detection 

Free Radical Detection in Rodent Blood 

Our previous work on the detection of free radicals has focused on decreasing the image acquisi-
tion time [38] and improving the detection limit for low concentrations of free radicals (see Y2 
Annual Report). Our efforts on these two areas has focused on unique acquisition strategies and 
improved hardware. During this development stage we have used simple phantoms of dissolved 
free radicals in solution. In Year 3 we began experiments aimed towards in vivo applications with 
Dr. Peter Caravan’s group at the MGH/A.A. Martinos Center for Biomedical Imaging. Dr. Cara-
van is an expert in targeted molecular imaging and his group has labeled the protein albumin 
with the TEMPO free radical. Not only will these experiments provide a more realistic measure 
the DNP enhancements we can expect in vivo, but nitroxide labeled albumin may prove to be a 
new class of valuable, redox sensitive imaging contrast agent. 

Animal experiments were performed under an existing protocol from the Caravan group. The 
labeled albumin was injected into the bloodstream of an anesthetized rat, and blood draws were 
done at 2, 5, 15, 30, 60, and 90 minutes to estimate the lifetime and visibility of TEMPO in the 
blood. Overhauser-enhanced spectroscopy measurements were made shortly after each blood 
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draw, with the drawn blood stored on ice prior to measurement. Figure 58 shows the decay of the 
DNP enhancement factor with time. An exponential fit of the data gives a lifetime for the free 
radical in the blood of ~ 16.5 minutes. However, even at 30 minutes, there is still an easily 
measureable DNP signal.  

 
Figure 58: The decay of the DNP signal from the TEMPO radical attached to the protein albumin. 
The solid line is an exponential fit to the data giving a lifetime of 16.5 minutes. 

The enhancement factors shown in Figure 58 are relatively small; however, a small concentration 
of labeled albumin was used in this experiment due to a limited amount of material. The concen-
tration of free radical can be increased by a factor or ten, which would result in five to ten times 
larger DNP enhancements. The data in Figure 58 suggests that a fivefold increase in the DNP en-
hancement would push the visibility of free radical in the blood to approximately one hour. In 
Q4, we expect to increase the yield and efficiency of attaching TEMPO to albumin, and thus 
achieve much larger enhancements and visibility time than shown in Figure 58. 

Exogenous free radicals as probe of BBB and redox status in rats 

Our previous OMRI experiments focused on pushing the limits of speed, resolution, and sensi-
tivity to free radicals beyond what has previously been obtained. These experiments successful 
been successful in achieving the fastest and highest quality OMRI to date [38].While our OMRI 
strategy shows great promise, it is crucial that we test and verify the safety of OMRI experiments. 
Small animal imaging is the next logical step in the development of OMRI for diagnostic use. 

We have been collaborating with Dr. Cenk Ayata and Dr. Fannie Herisson in the departments of 
Neurology and Neuroscience at Massachusetts General Hospital. Dr. Ayata is stroke neurologist 
and neuroscientist with an interest in the use of OMRI in conjunction with injected nitroxide 
radicals as a new tool to probe hyperacute disruption of the blood-brain barrier (BBB). Dr. Ayata 
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provided several rats to our group for a pilot study on the feasibility of using OMRI to detect rad-
icals inside the brain. Dr. Ayata’s laboratory induced a reversible occlusion of the middle cerebral 
artery (fMCAO) in these rats as described below. 

Ischemia reperfusion model in rodents 

In the transient occlusion rodent models, a nylon filament is used to occlude the middle cerebral 
artery (MCA), one of the intracranial branches of the internal carotid artery. Rats are operated 
under anesthesia and temperature control system with a heating pad. After cervicotomy and dis-
section of the carotid bifurcation, the pterygopalatine artery, which is the only cervical branch of 
the internal carotid artery, is ligated. A nylon monofilament will be then inserted into the inter-
nal carotid artery from the external carotid artery and pushed in the circulation to the MCA in 
the brain. The right positioning and the effectiveness of the filament occlusion is continuously 
monitored by transcranial Doppler. After 30 to 60 minutes of filament occlusion, the reperfusion 
is allowed by removing the filament. 

Pilot study in rat 

In our initial experiment, a rat was subject to a 75 minute ischemia and 60 minute reperfusion 
according to the animal protocol in Dr. Ayata’s lab. A solution of 300 mM TEMPOL per gram of 
body weight was prepared, and 3.6 !L injected. The animal was sacrificed immediately after-
wards. The rat was then quickly brought to our laboratory and loaded into a coil specifically de-
signed for these experiments shown in Figure 59. Approximately 20 minutes after the animal was 
sacrificed, we began an OMRI experiment using our new b-SSFP OMRI sequence previously de-
scribed. The total imaging time was 3 minutes.  

 
Figure 59: Rat loaded into a coil designed for OMRI brain imaging. A solenoid coil is used for 
MRI transmit and receive while a single turn surface coil sits just above the head for EPR trans-
mit. 
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OMRI easily reveals the presence of free radical inside the rat brain as shown in Figure 60. This is 
an encouraging result as regions where nitroxide radicals are present were much more intense 
and easily distinguishable from non-affected tissue. This suggests that the nitroxide radical can 
provide excellent contrast inside the brain. Additionally, the high intensity of affected regions 
implies a smaller dose of radical and/or lower applied EPR power can be used and still provide 
contrast. As this was our first attempt at imaging a rat brain, no undersampling was implemented 
in this experiment. Previous experiments showed successful reconstruction with 50 – 70 percent 
undersampling rates. Assuming these can be applied to the rat brain, the acquisition time could 
be reduced to as little as 1 minute. 

 
Figure 60: Top row: Reference image of the rat brain acquired after the OMRI image below. Ac-
quisition time of the reference image was 23 minutes. Middle row: OMRI image acquired ~ 20 
minutes after death. Regions where the nitroxide radical is present have much larger signal ampli-
tude and are easily visible. Acquisition time was 3 minutes. Bottom row: The phase of the OMRI 
image is more sensitive to free radical concentration than the magnitude. Signal in the blue re-
gions have the opposite phase of the surrounding tissue, a signature of the Overhauser effect, and 
thus the presence of free radicals. OMRI and Reference Images were taken with the same b-SSFP 
sequence parameters: TE/TR = 25/50 ms, voxel size = 1.1 × 1.6 × 8 mm, matrix size = 128 × 35 × 
10. The OMRI image was acquired with NA = 10 while the reference image was acquired with NA 
= 80.  

Due to the protocol in place at the time of this pilot study, this experiment was performed on a 
rat sacrificed just prior to imaging. No attempt, therefore, was made to limit SAR. Before imaging 
live animals, it is important to determine if the heating caused by the EPR irradiation is suffi-
ciently low. To estimate the heating, a second rat was sacrificed according to Cenk Ayata’s proto-
col. The rat head was then immediately removed, brought to the laboratory, and placed inside the 
OMRI setup shown in Figure 59 above. A fiber optic temperature probe was placed into the brain 
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of the rat and the temperature was recorded during an OMRI experiment. The same sequence 
described in Figure 60 was used. Figure 61 shows the change in temperature over the course of 
the experiment for three different RF power levels. A ΔT < 2 °C over the imaging experiment is 
estimated to be acceptable given that there is no blood flow to help cool the brain in this experi-
ment. The EPR coil could handle a maximum input power of about 10.3 W forward power, but 
this power caused too much heating in the brain and is deemed unsafe. At 6.5 W forward power, 
the temperature increased 2.1 °C in 300 s, and thus is very close to the maximum power that may 
be acceptable. However, the acquisition time can be decreased to ~ 150 s by implementing 50% 
undersampling. At 150 s, the heating using 6.5 W forward power was 1.5 °C. Again, because this 
represents an upper limit, we believe this is an acceptable power to use for initial live animal ex-
periments.    

 
Figure 61: Plot of the temperature change in the brain of a decapitated rat vs. time during an 
OMRI sequence at various power. No actual imaging was performed. The sequence was run to 
determine a safe power level for EPR irradiation. The b-SSFP OMRI sequence has been previously 
described and used TE/TR = 25/50 ms. 

 

KEY RESEARCH ACCOMPLISHMENTS: 

Electromagnet LFI: 

• Designed, constructed, and characterized high-efficiency single channel spiral “helmet” 
for human head imaging at 6.5 mT 

• Constructed non-magnetic subject table suitable imaging in human subjects 
• Acquired high-quality head images from human subjects with 3×3×10 mm resolution in 

29 minutes 
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• Compared brain images obtained at 6.5 mT with images obtained at 1.5 T 

Permanent magnet Halbach LFI: 

• Automated magnet rotation with stepper motor under pulse sequence control 
• Integrated Halbach magnet and rotation assembly in a lightweight RF Faraday shield 
• Developed high-performance probe array for field mapping critical for reconstruction 
• Acquired single-channel 2D images of test phantoms to optimize reconstruction 
• Modeled angular dependence of array coil B1 profiles critical for multichannel image re-

construction 
• Acquired and reconstructed multi-channel 2D images of test phantoms and fruit 
• Simulated ultimate attainable image resolution in Halbach encoding field 
• Simulated TRASE array to enable 3D encoding 

Parallel imaging in electromagnet LFI 

• Evaluated accelerated imaging in new structured phantoms 
• Designed, built, and evaluated 8-channel “helmet” Rx array for head imaging at 276 kHz 
• Acquired the first 8-channel human head MRI image in the Johnson noise regime 
• Evaluated optimal coil element orientation 
• Evaluated several multi-channel decoupling strategies suitable at low frequency 

System control and image acquisition in electromagnet LFI 

• Integrated TNMR/MATLAB pulse sequence control and processing pipeline is stable 
• Developed and implemented k-space mapping pulse sequences 
• Implemented spiral imaging and image reconstruction 
• Implemented “magnetic resonance fingerprinting” and Bloch simulation engine 
• Migrated 8-channel SENSE reconstruction to a new optimized reconstruction code 

Overhauser MRI in electromagnet LFI: 

• Designed and simulated improved free radical detection methodology using interleaved 
OMRI/MRI acquisition 

• Acquired the first accelerated images combining SENSE and OMRI 
• Measured the decay of free radical in TEMPO bound to albumin in rodent blood 
• Designed and built combined MRI/OMRI probe for rodent imaging 
• Acquired 10 slice, 1.1×1.6×8 mm in-plane resolution MRI and OMRI in ex vivo rats 
• Measured temperature rise due to OMRI sequence in tissue sample 
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REPORTABLE OUTCOMES:  

1. M Sarracanie, BD Armstrong, and MS Rosen, “High speed 3D b-SSFP at 6.5 mT”, pre-
sented at the 2013 Experimental NMR Conference, 14–19 April 2013, Pacific Grove, CA. 

2. BD Armstrong, M Sarracanie, J Stockman, and MS Rosen, “High speed 3D Overhauser-
enhanced MRI using combined b-SSFP and compressed sensing”, presented at the 2013 
Experimental NMR Conference, 14–19 April 2013, Pacific Grove, CA. 

3. CD LaPierre, M Sarracanie, LL Wald, and MS Rosen, “Parallel imaging and acceleration 
in the Johnson noise dominated regime”, presented at the 2013 Experimental NMR Con-
ference, 14–19 April 2013, Pacific Grove, CA. 

4. CZ Cooley, JP Stockman, BD Armstrong, MS Rosen, and LL Wald, “A lightweight, porta-
ble MRI brain scanner based on a rotating Halbach magnet”, presented at the 2013 Exper-
imental NMR Conference, 14–19 April 2013, Pacific Grove, CA. 

5. M Sarracanie, BD Armstrong, and MS Rosen, “High speed 3D b-SSFP at 6.5 mT”, pre-
sented at the 2013 International Society for Magnetic Resonance in Medicine, 20–26 April 
2013, Salt Lake City, UT. 

6. BD Armstrong, M Sarracanie, JP Stockman, and MS Rosen, “High speed 3D Overhauser-
enhanced MRI using combined b-SSFP and compressed sensing”, presented at the 2013 
International Society for Magnetic Resonance in Medicine, 20–26 April 2013, Salt Lake 
City, UT. 

7. CD LaPierre, M Sarracanie, LL Wald, and MS Rosen, “Parallel imaging and acceleration 
in the Johnson noise dominated regime”, presented at the 2013 International Society for 
Magnetic Resonance in Medicine, 20–26 April 2013, Salt Lake City, UT. 

8. CZ Cooley, JP Stockman, BD Armstrong, MS Rosen, and LL Wald, “A lightweight, porta-
ble MRI brain scanner based on a rotating Halbach magnet”, presented at the 2013 Inter-
national Society for Magnetic Resonance in Medicine, 20–26 April 2013, Salt Lake City, 
UT. 

9. JP Stockman, CZ Cooley, MS Rosen, and LL Wald, “Flexible spatial encoding strategies 
using rotating multipolar fields for unconventional MRI applications”, presented at the 
2013 International Society for Magnetic Resonance in Medicine, 20–26 April 2013, Salt 
Lake City, UT. 
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10. MS Rosen, invited seminar, “High performance low-field MRI: fact or fiction?”, Southern 
Illinois University, Department of Chemistry and Biochemistry, Carbondale IL, 8 March 
2013. 

11. MS Rosen, invited talk, “Free Radical MRI”, MGH/NSF Physics of Cancer Imaging Work-
shop, MGH/A.A. Martinos Center, 6 November 2013. 

12. Six abstracts accepted for presentation in 2014 that result from research presently funded 
in the Rosen lab by DoD/DMRDP are attached below as Appendices 2–7. 

13. M Sarracanie, BD Armstrong, JP Stockman, and MS Rosen, “High Speed 3D Overhauser-
enhanced MRI using combined b-SSFP and Compressed Sensing”, published in Magnetic 
Resonance in Medicine, 2014; 71(2):735–45, attached as Appendix 8. 

14. CZ Cooley, JP Stockman, BD Armstrong, M Sarracanie, MH Lev, MS Rosen, and LL 
Wald, “2D Imaging in a Lightweight Portable MRI Scanner without Gradient Coils”, ac-
cepted for publication, Magnetic Resonance in Medicine, 2014, attached as Appendix 9 

15. Funding applied for: NIH R21 NS087344-01 (PI Rosen), “Non-invasive Free Radical MRI 
in Stroke”, 2013. 

16. Funding applied for NIH R01 EB018976-01 (PI Wald), “Technology for Portable MRI”, 
2013. 

17. Funding applied for: GE/NFL Head Health Challenge I (two proposals), 2013. 

18. Funding applied for: GE/NFL Head Health Challenge II (one proposal), 2014. 

CONCLUSION:  

The reason MRI is not widely deployable is that high-strength magnetic fields (of order 1 T) are 
necessary with conventional MRI to obtain useful brain images. Such high field scanners involve 
large, heavy, fragile, expensive equipment (such as superconducting magnets) that are difficult to 
site in field hospitals. We contend that that low-magnetic-field implementations of MRI can be 
developed to allow robust, transportable imaging modalities well suited to diagnose the types of 
battlefield injuries prevalent in TBI and practical for operation in field hospitals. Application of 
the suite of techniques and technologies from our work could advise future development of a de-
ployable device with a high diagnostic impact and could be transformative, enabling improved 
diagnosis and monitoring of battlefield injuries prevalent in TBI. 

The electromagnet LFI provides an ideal state-of-the art test bed for all of the novel acquisition, 
detection methodologies, and reconstruction algorithms including navigators and sparse sam-
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pling, and additionally will provide necessary experience and data to advise optimal construction 
and magnetic field for any future electromagnet-based deployable systems. In its current configu-
ration, this state-of-the-art scanner enables high-performance spectroscopy and 8-channel imag-
ing at 6.5 mT, and is fully equipped for Overhauser DNP experiments. We continue to improve 
the ability to acquire images based on the intrinsic 1H signal by combining new low-field hard-
ware methodology and advanced pulse sequence and reconstruction methods. 

Our second low field imaging test bed, the permanent magnet Halbach LFI is based around a 
lightweight (45 kg) and portable magnet with a built-in encoding field for MRI. It is a highly spe-
cialized and potentially disruptive scanner that could greatly ease both the cost and burden of a 
field-forward instrument purpose-built for TBI imaging. The 2D imaging results acquired in the 
highly inhomogeneous magnetic field of the Halbach scanner using simultaneous NMR meas-
urement to track magnet drift, and multi-channel receive arrays to unwrap image aliasing, and 
are encouraging. A truly portable MR system based on this technology has the potential to quick-
ly detect brain injury at the site of injury, for instance in an ambulance prior to transportation to 
the hospital. 

We have also been developing technology for a wholly new approach to brain imaging that may 
revolutionize the use of MRI for the assessment and treatment of secondary brain injury follow-
ing TBI: direct tomographic detection of endogenous free radicals as an early marker for TBI. 
This new form of contrast, “injury-sensitive MRI”, is based on the enormous signal enhancement 
attainable with Overhauser DNP, converting the electron spin of endogenous free radicals into 
nuclear polarization using the Overhauser effect and subsequently imaging that modified nuclear 
polarization using low-field MRI (OMRI). 

Much of the hardware development for the human head LFI test bed systems (Aim 1) and for the 
OMRI system (Aim 2) was completed in Y1. Progress in Y2 for Aim 1 focused on imaging se-
quence development and optimization, and implementation of parallel imaging acceleration. 
Aim 2 efforts included work to maximizing the OMRI signal attainable from free-radical test so-
lutions with a minimum of applied Overhauser power. In Y3, we have successfully demonstrated 
the first 3D human brain imaging in the 6.5 mT electromagnet LFI, and the first 2D imaging in 
the 100 lb permanent magnet based LFI. We have also demonstrated Overhauser-enhanced MRI 
in a pilot study in rodents ex vivo as a step toward the measurement of free radicals in vivo. 

The imaging experiments presented above in the optimized electromagnet LFI are compelling: 
high quality 1H brain MRI at 6.5 mT is in fact attainable over reasonable averaging times using 
high performance hardware and advanced MRI sequences. A critical question for this work is the 
understanding of the clinical balance and impact that the tradeoff between acquisition time and 
resolution implicit in imaging plays on the operation of a deployable scanner. 



 66 

The low-field OMRI results presented above demonstrate promise for high-speed high-
resolution free-radical imaging, and offers new perspectives for the measurement of free radicals 
in living organisms. The long-term goal of this work is an in vivo implementation of this tech-
nique. Free-radical sensitive low-field OMRI as a novel imaging and diagnostic MRI-based 
method with specificity to secondary-injury has the potential to clarify the mechanisms involved 
in secondary damage and the local effects of novel therapies. Time-critical imaging of free radi-
cals can provide the unique interventional access critically needed for drug therapies and this 
technique would fill the clear need for an “injury imager”, suitable for non-invasive tomographic 
measurement (Figure 62). 

 
Figure 62: Schematic of the development of a new interventional imaging and treatment tool for 
in vivo detection of endogenous free radicals associated with secondary injury following TBI us-
ing low-field OMRI as developed here. This same approach can similarly open up new treatment 
windows into stroke and other ischemic events. MRI-based in vivo free radical imaging using 
OMRI is impossible at high-field due to the inability of the ESR pulse to penetrate into tissue, and 
the danger of RF heating in the microwave regime. 

Successful demonstration of this system in vivo will provide image-based injury specificity for 
TBI and for the first time open a window into a critical mechanism of TBI-related disease and an 
unambiguous non-invasive in vivo marker for cerebral injury. Time-critical imaging of free radi-
cals associated with secondary imaging can provide the unique interventional access critically 
needed to develop and deliver drug therapies to mitigate brain damage, reducing disability and 
death from secondary injury following TBI. The low-field approach would allow placement of 
this critical new diagnostic “injury imager” tool close to the source of injury—as well as in hospi-
tals and clinics where rehabilitation takes place. 
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APPENDICIES: 

Year 3 Statement of Work 

We attach for reference the Year 3 SOW as Appendix 1. 

Abstracts accepted for presentation 

We attach six abstracts (Appendices 2–7) accepted for presentation in 2014 that result from re-
search presently funded in the Rosen lab by DoD/DMRDP. Abstracts marked with a ‡ will be 
presented as a poster at the 55th Experimental NMR Conference (ENC) to take place 23–28 
March 2014 in Boston, MA, and abstracts marked with a § will be presented as a poster at the 23rd 
Annual Meeting of the International Society for Magnetic Resonance in Medicine (ISMRM) to 
take place 10–16 May 2014 in Milan, Italy. A symbol printed in red indicates that the abstract will 
be presented as a talk. 

1. ‡§ High speed MR fingerprinting at 6.5 mT 
2. ‡§ An optimized 8-channel helmet array for head imaging at 6.5 mT 
3. ‡§ Overhauser-enhanced MRI with SENSE acceleration in the Johnson noise dominated 

regime 
4. ‡§ Overhauser-enhanced MRI as a non-invasive probe of BBB breakdown and redox 

state following ischemia/reperfusion 
5. § Spatial resolution in rotating spatial encoding magnetic field MRI (rSEM-MRI) 
6. ‡§ 2D imaging in a portable MRI scanner without gradient coils 

Manuscripts published/accepted for publication 

We attach as Appendix 8 our manuscript “High Speed 3D Overhauser-enhanced MRI using 
combined b-SSFP and Compressed Sensing”, published in Magnetic Resonance in Medicine 2014. 
We also attach as Appendix 9 our manuscript “2D imaging in a lightweight portable MRI scan-
ner without gradient coils”, currently in press in Magnetic Resonance in Medicine. 
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Appendix 1: Year 3 Statement of Work 

 (PI), Harvard University

Y3 1. Low Field Imager

Q1-4 1A

Low-field MRI Hardware

Development

OPTIMIZATION of low-field head MRI system
hardware performance.

Q1-4 1B
System Control and Image
Acquisition

OPTIMIZATION of image navigation and
reconstruction methods.

Q3-4 1C
Demonstration of Head Imager

DEMONSTRATION of low-field proton MRI in
head-shaped phantoms (including normal and
realistic TBI phantoms).

COMPARISON of low-field images of head-shaped
phantoms with images acquired with a commercial
high-field (1.5 T) MRI system.

INTEGRATION and TESTING of OEPS system
(from Task 2) with low-field head imager using
samples of NO-Hb and free-NO in aqueous solution.

Y3 2. OMRI injury imaging

Q1-4 2A

OMRI Hardware Development
OPTIMIZATION of OMRI system sensitivity based

on findings from subtasks 2B and 2C.

Q1-4 2C

Ex Vivo “Gold Standard” for NO

Detection

DETERMINATION of relevant sensitivity window

for NO detection in TBI phantom.

VALIDATION of sensitivity of PGS at

physiologically relevant NO levels in TBI phantom.

YEAR 3 DELIVERABLES: Detailed technical reports on final design and performance characterization
of the low-field human head imager and the OMRI system for imaging Overhauser-enhanced free
radicals.
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Appendix 2  

High Speed MR Fingerprinting at 6.5 mT 
 

Mathieu Sarracanie1,2, Brandon D. Armstrong1,2 and Matthew S. Rosen1,2,3
 

 
1A. A. Martinos Center for Biomedical Imaging, 149 13th St., Suite 2301, Boston, MA. 02129, 2Department of Physics, 

Harvard University, 17 Oxford St. Cambridge, MA. 02138, 3Harvard Medical School, 25 Shattuck St, Boston, MA. 02115 
 
High-field MRI instruments offer limited utility in field deployable and portable contexts. Our effort focuses on the critical 
challenges that must be solved to enable deployment of transportable MRI systems. In recent work [1], we demonstrated 
high performance MRI at low magnetic field by making use of high-efficiency steady state free precession techniques (b-
SSFP) [2] and undersampling for compressed sensing MRI. Earlier in 2013, a new imaging technique termed “magnetic 
resonance fingerprinting” (MRF) was proposed [3]. Unlike all other MRI sequence strategies, MR Fingerprinting allows the 
simultaneous quantification of multiple properties of a material or tissue in a single acquisition. In the present work, we 
show the first implementation of MR Fingerprinting at very low magnetic field in a multi-compartment phantom. 
 
MRF at low magnetic field creates a rapid dynamic series of low signal to noise ratio (SNR) images where the magnitude 
of each voxel of each image changes at every time step. The TR and flip angle of each image in the time series is varied 
pseudo-randomly [5]. No steady state is reached, and image voxels with different relaxation times evolve differently, 
thereby generating unique magnetization trajectories. The time evolution of each voxel is simulated offline using the Bloch 
equations with the TR and flip angle patterns used for the imaging sequence over a wide range of tissue parameters, and 
a database (dictionary) of trajectories is generated. The measured voxel trajectory is compared to the dictionary and the 
best match is chosen, identically providing the T1, T2, and off-resonance frequency value of that voxel. Lack of SNR at low 
magnetic field required redesigning our sequence to lower undersampling rates and bigger flip angle range. The resulting 
sequence is a 200 time points, 50% undersampled, slice-selective 20 spirals sequence. After an inversion pulse, flip angle 
ranges between 30 and 107°, TR varies between 46.1 ms and 52.7 ms. The dictionary was made of 2,751,975 signal time 
courses, each with 200 time points. MR total acquisition time was 13 min. The sequence was set with voxel size: 
3!3!10 mm3, FOV: 144!144!10 mm3, number of average (NA): 6. The low field MRI scanner was previously described [6]. 

Figure 1: Slice selective MRF results obtained at 6.5 mT. The four-compartment liquid filled structured phantom shown schematically in (a). The 
compartments vary in relaxation properties. Each compartment had T1 and T2 measured in separate reference experiments (Inversion recovery & T2 
CPMG respectively). 1: T1=1046 ms, T2=700 ms, 2: T1=425 ms, T2=418 ms, 3: T1=600 ms, T2=591 ms, 4: T1=340 ms, T2=286 ms. b-e show M0, T1, T2, 
and off-resonance frequency, respectively. 
 
Each image generated in the reconstructed 
fingerprinting set (Figure 1 b–e) reveals different 
information. The spin density (M0) map of Figure 1.a is 
equivalent to traditional b-SSFP, and no visible 
difference between compartments is seen. However, 
Figure 1. c–d reveals that compartments 1-4 have very 
different T1 and T2 relaxation properties. The MRF 
images show good agreement with the reference 
measurements. Additionally, a map of the magnetic 
field homogeneity of the LFI scanner is also generated 
during the MRF sequence (Figure 1.e). 
 
We have demonstrated MR Fingerprinting at low magnetic 
field, which results in simultaneous measurement of 4 quantitative parameters, and thus provides 4 different image 
contrasts in a single acquisition (proton density, T1, T2 and off-resonance) in less than 15 minutes. This technique is of 
particular relevance at low magnetic field where SNR and contrast are tied to long acquisition times. The combination of 
MRF with low field MRI scanners has great potential to revolutionize future transportable MRI systems. 
 
References: [1] Sarracanie M et al. ISMRM 2013 #5322; [2] Scheffler K et al. Eur Radiol 2003 13:2409-18; [3] Ma D et al. Nature 2013 
495:187-193; [4] Perlin K et al. Comput Graphics 1985 19:287–296; [6] Tsai LL et al. JMR 2008; 193:174-85. 
Ackowledgement: This research was supported by the Department of Defense, Defense Medical Research and Development 
Program, Applied Research and Advanced Technology Development Award W81XWH-11-2-0076 (DM09094). 

Figure 2: The magnetization trajectory of a single typical voxel over the 
200 image fingerprinting sequence is shown (blue: data, red: best 
match from dictionary). All the parameters of the voxel (M0, T1, T2, and 
off-resonance frequency) are determined once the trajectory match is 
made. 
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Figure 1: An 8Ch array designed as a tight-fitting helmet (gray) to an 
anatomically-correct CAD model of the human head (A), tiling of 8 re-
ceive-only coils (B) and construction on a 3D printed helmet. D) final 
assembly modeled in the 30 cm transmit coil. 

 

An Optimized 8-Channel Helmet Array for Head Imaging at 6.5 mT 
 

Cristen D. LaPierre1,2, Mathieu Sarracanie1,2, Lawrence L. Wald1,3,4, Matthew S. Rosen1,2,3 

 
1A. A. Martinos Center for Biomedical Imaging, Department of Radiology, Massachusetts General Hospital, Charlestown, 
MA, 2Department of Physics, Harvard University, Cambridge, MA, 3Harvard Medical School, Boston, MA, 4Harvard-MIT 

Division of Health Sciences and Technology, Cambridge, MA 
 
In many traumatic brain injury situations, time-critical diagnostic imaging is needed to properly triage and begin treatment. 
However, in some scenarios access to conventional MRI scanners is limited, owing in part to their siting requirements. A 
very low-field imager could enable a potentially transportable and rapidly deployable human imaging system free from 
many of the system requirements of high-field scanners. We previously demonstrated an eight-channel array [1] for our 
6.5 mT electromagnet based scanner [2] capable of imaging objects up to 15.6 cm in diameter and implemented SENSi-
tivity Encoding (SENSE). The present work demonstrates parallel imaging in vivo in the human head with an optimized 8-
channel array. 
 
A tight fitting helmet was designed and 3D printed in- 
house (Fig. 1). Eight 30-turn receive-only coils (24 
AWG, 4x12 cm and 4x14 cm loops) were tiled symmet-
rically about the sagittal plane. All coils were tuned to 
276.0 kHz and were matched to at least -27 dB and 
geometrically decoupled from their nearest neighbors 
by at least -30 dB. Decoupling from next-nearest 
neighbors was at least -6 dB. A 30 cm diameter sole-
noid was used for transmit. Passive decoupling be-
tween transmit and receive was achieved using 
crossed diodes in series with transmit, and in parallel 
with receive.  
 
Axial (Fig. 2.A) and sagittal (Fig. 
2.B) images were acquired using 
a 3D b-SSFP sequence with 50% 
incoherent undersampling of k-
space at 6.5 mT (276 kHz).  Im-
aging parameters were: 
TR/TE = 33.2/21.6 ms, acquisi-
tion matrix = (64!64!9), voxel 
size = (3!3!6) mm3, number of 
averages (NA) = 200, and flip 
angle = 70°. The readout duration 
was 7.04 ms with a 9091 Hz 
bandwidth. The total acquisition 
time was 30 min. Both figures 
reveal recognizable anatomic 
features in the head including the skull, cortical structures (gyri/sulci) and the corpus callosum.  
 
We have demonstrated that an optimized 8-channel helmet array combined with fast acquisition techniques and under-
sampling strategies enables 3D imaging at very low field in vivo. With (3.3!4!17) mm3 total voxel size, we obtain 2 times 
greater spatial resolution than very recently published work using a SQUID detector in an ultra-low field MRI system with a 
80 mT prepolarization field [3]. In addition, our 3D dataset (9 slices) was acquired more than seven times faster than the 
single slice 2D brain dataset of the SQUID-detected work. Future work will focus on improved coil decoupling schemes in 
this very-low-field regime as well as additional image acceleration techniques such as SENSE. 
  
Acknowledgements: This work supported by the Department of Defense, Defense Medical Research and Development 
Program, Applied Research and Advanced Technology Development Award W81XWH-11-2-0076 (DM09094). 
 
References: 1. LaPierre, M Sarracanie, LL Wald, MS Rosen. Proc. Intl. Soc. Mag. Reson. Med. 21 (2013) 2772., 2. LL 
Tsai, RW Mair, MS Rosen, S Patz, RL Walsworth. An open-access, very-low-field MRI system for posture-dependent 3He 
human lung imaging. J Magn Reson. 193(2): 274-85 (2008)., 3. B Inglis, K Buckenmaier, P SanGiorgio, AF Pedersen, MA 
Nichols, J Clarke. MRI of the human brain at 130 microtesla. PNAS (Nov. 2013). doi: 10.1073/pnas.1319334110.  
  

Figure 2: 3D b-SSFP performed in vivo in a human head in A. axial and B. sagittal orientation 
using the optimized 8-channel helmet array at 6.5 mT (276 kHz 1H frequency). Magnitude 
images are shown. Voxel size was (3.3!4!17) mm3.  Total acquisition time was 30 min. 
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Figure 1.  a) Schematic of phantom. 8 Ch. image: with b) no DNP 
and no acceleration (SNReff: 3.2; tacq=25.5 min), c) DNP and no 
acceleration (SNReff: 75.0; tacq=11.5 mins), d) DNP and SENSE 
acceleration (R=2, SNReff: 2.5; tacq=5.5 mins). SNReff is max SNR 
normalized by the square root of NA. Color scales are not identical. 
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!Figure 1. Noise covariance (a) and correlation 
coefficient (b) matrices for an 8-channel array 
assembled with NMR transmit and DNP 
saddle coils. 
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MRI at low magnetic fields is time consuming owing to small Boltzmann polarization and consequently low signal. 
Enhancement techniques such as Dynamic Nuclear Polarization (DNP), and image acceleration techniques like 
SENSitivity Encoding (SENSE) are compelling tools to obtain high-quality images in reasonable times. The present work 
combines DNP with eight-channel parallel imaging at 6.5 mT.  
 
Previously we constructed an 8-channel receive array1 at 276 kHz for our 6.5 mT electromagnet-based scanner2 and 
demonstrated SENSE reconstruction. This setup is now equipped to perform b-SSFP based Overhauser-MRI (OMRI)3. 
The 8-channel receive array nests inside a 14 cm diameter 140 MHz ESR saddle coil, which is placed inside a 30 cm 
diameter solenoid for NMR transmit at 276 kHz. . An OMRI image of a 13 cm diameter structured phantom was acquired 
both with- and without SENSE acceleration (reduction factor R=2). Coil sensitivity profiles were acquired with the saddle 
coil in position but without DNP. A 3D balanced Steady State Free Precession (b-SSFP) sequence with full Cartesian 
acquisition of k-space was acquired with FOV=304!170!60 mm3, acquisition matrix=130!128!3, TE/TR=25.2/50.4 ms, 
number of acquisitions (NA)=35 except for (b) where NA=140. 
 
Figure 1 shows the structured phantom (a) and 
images obtained without DNP or SENSE (b), with 
DNP but not SENSE (c) and using DNP and 
SENSE (d). The unenhanced image was acquired 
in 25.5 min. The DNP-only image was acquired in 
11.5 min, and adding SENSE acceleration (R=2) 
reduced this time to 5.5 minutes at 6.5 mT.  
 
Figure 2 shows the noise covariance matrix (a) 
and the correlation coefficient matrix (b) for the 8-
channel array. The 8 channels are fairly well 
decoupled from each other. Channels 6 and 7 
show increased mutual coupling—perhaps due to coupling via the EPR 
saddle coil. 
 
With DNP alone, the SNR efficiency (SNReff) increased 23.4 fold while 
there was a 1.8 fold reduction in acquisition time. Combining DNP and 
SENSE, the SNReff decreased 22% and acquisition time decreased 4.6 
fold. SNReff is max SNR in the sample normalized by the square root of 
NA. 
 
These results represent the first use of DNP hyperpolarization combined 
with SENSE acceleration attained at 6.5 mT and represent important 
steps towards accelerating hyperpolarized imaging at low field. Future 
work will improve SENSE reconstruction as well as compare it to 
incoherent random undersampling strategies.  
 
Acknowledgements: This work supported by the Department of Defense, Defense Medical Research and Development 
Program, Applied Research and Advanced Technology Development Award W81XWH-11-2-0076 (DM09094). 
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3. M Sarracanie, BD Armstrong, J Stockmann, MS Rosen. High speed 3D overhauser-enhanced MRI using combined b-
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Acute reperfusion therapies have changed ischemic stroke care, but treatments are limited because of a short therapeutic 
window owing to the risk of reperfusion injury and hemorrhage. Detection of early and mild BBB disruption is an unmet 
need in acute stroke diagnosis [1] and although contrast from relaxation-based MRI contrast agents such as Gd-DTPA is 
correlated with hemorrhagic transformation of an infarct, it is not sensitive enough to probe more mild BBB disruption [2]. 
Overhauser-enhanced MRI (OMRI) is a promising technique for imaging free radicals, and a recently developed fast high-

resolution OMRI methodology [3] offers new perspectives for the imaging of free radicals in liv-
ing organisms. We describe here a method to probe hyperacute BBB breakdown following is-
chemic stroke using OMRI in conjunction with an injected stable free radical. 
TEMPOL (4-hydroxy-TEMPO) is detected by OMRI with very high sensitivity. In a normal physi-
ological state, TEMPOL does not cross the BBB [4]. Because of its small size (172 Da) howev-
er, it may be able to cross the BBB under pathological circumstances associated with early BBB 
opening (e.g. ischemia), and act as an 
OMRI-detectable tracer. The use of TEM-
POL as a small, exogenous OMRI agent 
would allow monitoring BBB disruption in 
stroke at the hyperacute stage, potentially 
much earlier than the traditional relaxa-

tion-based MRI contrast agents that rely on the leakage of larger 
molecules (such as Gd-DTPA) across the BBB. 
A custom built, low-field 6.5 mT MRI scanner was used in these experiments [5]. 3D OMRI was performed using an opti-
mized sequence based around b-SSFP as described in [3]. Sensitivity of b-SSFP-based OMRI to free radical concentra-
tion was performed using the NMR/ESR coil setup of [3] using vials containing TEMPOL in concentrations from 50 mM–2 
mM, and a control containing only water. A rat model of cerebral ischemia/reperfusion was used to test the ability of our 
technique to detect injected TEMPOL free radicals crossing the BBB in vivo. In vivo experiments were performed using 

with a single loop ESR coil inside a solenoid NMR coil (Figure 1). Under 
anesthesia, MCAO occlusion was performed in a 3 month old Wistar rat 
by insertion of filament via external carotid artery. Following 75 min 
MCAO and 60 min reperfusion, 3.6 µl/gbw of 300 µM TEMPOL was in-
jected into the carotid artery after which the animal was sacrificed and 
OMRI imaging begun. The sensitivity of b-SSFP-based OMRI to free 
radical concentration is shown in Figure 2. The OMRI scan demonstrates 
marked image-based free radical sensitivity. The OMRI enhancement 
image is computed from the ratio of OMRI to MRI magnitude. In vivo 
OMRI signal enhancement in the frontal lobe and eye ipsilateral to the 
ischemic site is clearly visible in the OMRI images (Figure 3) following 
reperfusion. The phase of the OMRI image in Figure 3 provides sensitive 
contrast even in cases where the radical concentration is very low and 
the Overhauser enhancement may be small. 
We have imaged TEMPOL at low concentrations with OMRI methods in 
vitro, and crossing the BBB following ischemia/reperfusion in vivo. The 
use of OMRI in conjunction with the stable free radical TEMPOL as an 
exogenously administered probe in hyperacute stroke is a new and 

novel approach, and this study suggests that TEMPOL may be a suitable probe for observing early BBB breakdown fol-
lowing reperfusion in rodent I/R models. Additionally, as TEMPOL reduction has been used as a functional probe to study 
redox status in tissue [6], we hypothesize that temporally resolved OMRI may be used to indicate the redox status of is-
chemic tissue. 
References: (1) Pillai DR, et al. J Cereb Blood Flow Metab., 2009 Aug 5;29(11):1846–55 ; (2) Knight RA et al J Cereb 
Blood Flow Metab. 2009; 29(5):1048–58 ; (3) Sarracanie M et al. MRM 2013 DOI: 10.1002/mrm.24705 ; (4) Behringer W 
et al. J Cereb Blood Flow Metab. 2002 22(1):105–17 ; (5) Tsai LL et al. JMR, 2008 93(2):274–85 ; (6) Hyodo F et al. J 
Pharm Pharmacol.2008 60(8):1049–60. 
Acknowledgements: This work supported by the Department of Defense, Defense Medical Research and Development 
Program, Applied Research and Advanced Technology Development Award W81XWH-11-2-0076 (DM09094). 

Figure 1: Probe for OMRI rat 
imaging at 6.5 mT: NMR@: 
276 kHz, ESR@141 MHz. 

Figure 3: OMRI magnitude and phase images acquired 
from a rat at 6.5 mT following 75 min right MCAO and 60 
min reperfusion. Four coronal slices from 10 slice data set 
shown. OMRI (NA=10) imaging time was 195 seconds. 
Low-resolution anatomical MRI (NA=80) was acquired in 
the OMRI scanner at 6.5 mT with DNP pulses disabled. 
MRI imaging time was 17 min. All images, voxel size: 1.1 x 
1.6 x 8 mm3, TE/TR: 18/36 ms, Matrix: 128 x 35 x 10 
 

Figure 2: (left) Photo of TEMPOL concentration phantom All 
seven vials have very similar MRI magnitudes. OMRI demon-
strates marked image-based free radical sensitivity. 
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Figure 1: Simulated 2D (a) and 1D (b) images of a 
line of points starting at center of FOV using 
multiple rotating SEMs. (c) FWHM of the PSF 
along the radius. (x-axis common to fig. a,b, and c) 
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Spatial resolution in rotating Spatial Encoding Magnetic field MRI (rSEM-MRI) 
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TARGET AUDIENCE: MR system engineers and those requiring portable MRI systems.  
PURPOSE: As the premiere modality for brain imaging, MRI could find wider applicability if 
lightweight, portable systems were available for siting in unconventional locations. However, 
realization of such lightweight, low power systems will require non-standard spatial encoding 
approaches such as rotating non-linear Spatial Encoding Magnetic fields (rSEMs). In this work we 
examine the spatial variations in image resolution of different SEMs for rotating scanners. We 
compare modeled spatial resolutions to acquired images encoded by a rotating SEM from a light-
weight rotating Halbach magnet. 
METHODS: A small rotating permanent magnet Halbach array with an inhomogeneous field has 
been used to create a portable 2D MRI scanner1,2. The field distribution, which is predominately 
quadrupolar (~320 Hz/cm2), is used for image encoding instead of gradient coils. As the magnet is 
physically rotated around the object using a stepper motor, a RARE type spin echo sequence 
records the generalized projections onto the SEM. If sufficient multi-polar terms are present in the 
SEM, as is the case for the Halbach field, then parallel imaging is required to disambiguate the 
encoding3. We use a stationary 8 channel Rx array containing 8 cm overlapping loops whose 
sensitivity profiles vary with magnet rotation (as B0 is rotated relative to the coils). 
Data was acquired with the rotating Halbach scanner, and simulated for multiple rotating SEMs 
and simulation objects. These SEMs include the measured field of the Halbach magnet with and 
without an additional linear shim field (1.2mT/m), and a pure linear SEM with the same 
magnetic field range of the Halbach SEM (6 mT/m). In order to evaluate spatial resolution, a line 
of point sources spaced 5mm apart along the radius of the 16cm circular FOV were simulated. 
A 2D Gaussian low-pass filter was used to smooth the point sources to 0.5mm FWHM. In 
addition, images of single point sources were simulated to evaluate the varying FWHM of 
point spread functions (PSFs) along the radius.  
Assuming a 20 KHz sampling BW, 256 point spin echoes were simulated for each coil and 
each magnet rotation (181 angles spaced 1o apart). The phase accumulation with time in each 
voxel is calculated using the magnetic field map, then multiplied by the complex coil 
sensitivity map and the magnitude of the simulated object, and summed to form the net signal.  
Data is reconstructed using the encoding matrix which contains the phase information 
estimated from the encoding field, as well as the effect of the coil sensitivities. This general 
encoding model is solved iteratively using the Algebraic Reconstruction Technique 2,4.   
RESULTS: 2D and 1D images of a line of Gaussian points simulated from 3 rotating SEMs 
are shown in Figure 1a-b. Figure 1c shows variation in FWHM of simulated point spread 
functions along the radius. A uniform Rx coil was assumed for Fig. 1 simulations (the aliased 
portion is cropped). Simulated brain images using the 8 channel receive array, and the Halbach SEM or Halbach+linear SEM are shown in Figure 2 

(noise levels matched to experimental data). Figure 3 shows experimental images using the 
Halbach SEM of a �“MIT/MGH�” phantom (CuSO4-doped water, 1.7cm thick, 13cm dia.) acquired 
with 7 coils of the Rx array, 32 averages of a 6 spin echo train (TR = 550 ms, echo spacing = 
8ms) and 91 2o magnet rotations. Figure 4b shows a 1cm thick lemon slice imaged with 5 coils, a 
128 echo train (TR = 4500ms, echo spacing = 8ms), and 181 1° magnet rotations. 
DISCUSSION & CONCLUSION: As expected, the resolution resulting from the rotating linear 
SEM is nearly uniform (Fig 1). Multi-polar SEMs have a steep gradient near the periphery and a 
shallow gradient near the center. This translates to the resulting resolution in images acquired 
with rSEMs with multi-polar components �– higher resolution near the periphery and an 
�“encoding hole�” in the center (Fig 1, 2b, 3b). When a sufficient linear term is added to the SEM, 
the shallow encoding field region does not coincide with the axis of rotation. In this case, the 
�“encoding hole�” moves around the object resulting in less severe blurring (Fig 1, 2c). The 
simulations in Figure 2 show the theoretical resolution of the Halbach rSEM scanner when 
systematic errors are eliminated. These errors (effects seen in the experimental images, Fig. 3) 
likely result from field map or coil sensitivity profile inaccuracies propagating through the 
iterative reconstruction6. 
REFERENCES: (1) Zimmerman C, ISMRM 2012. (2) Cooley CZ, ISMRM 2013. (3) Schultz G, 
MRM 2010. (4) Gordon R, Journal of theoretical biology 1970. (6) Stockmann JP, MRM 2013. 
ACKNOWLEDGMENTS: The authors thank C Lapierre, M Christensen, E Siskind, B Guerin, 
and S Cauley. Support by DoD/USAMRRA W81XWH-11-2-0076 (DM09094) and NIH 
P41EB015896. 
 

 

Figure 2: Simulations. (a) T1-weighted brain 
reference. (b) Simulated using Halbach SEM. 
(c) Simulated with Halbach SEM + linear field. 

Figure 3: Experimental 16 cm FOV images. (a)
1.5cm thick phantom filled with CuSO4 doped
water. (b) 1 cm thick lemon slice.  
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High-field MRI instruments offer limited utility in field deployable and portable contexts. Our effort focuses on the critical 
challenges that must be solved to enable deployment of transportable MRI systems. In recent work [1], we demonstrated 
high performance MRI at low magnetic field by making use of high-efficiency steady state free precession techniques (b-
SSFP) [2] and undersampling for compressed sensing MRI. Earlier in 2013, a new imaging technique termed “magnetic 
resonance fingerprinting” (MRF) was proposed [3]. Unlike all other MRI sequence strategies, MR Fingerprinting allows the 
simultaneous quantification of multiple properties of a material or tissue in a single acquisition. In the present work, we 
show the first implementation of MR Fingerprinting at very low magnetic field in a multi-compartment phantom. 
 
MRF at low magnetic field creates a rapid dynamic series of low signal to noise ratio (SNR) images where the magnitude 
of each voxel of each image changes at every time step. The TR and flip angle of each image in the time series is varied 
pseudo-randomly [5]. No steady state is reached, and image voxels with different relaxation times evolve differently, 
thereby generating unique magnetization trajectories. The time evolution of each voxel is simulated offline using the Bloch 
equations with the TR and flip angle patterns used for the imaging sequence over a wide range of tissue parameters, and 
a database (dictionary) of trajectories is generated. The measured voxel trajectory is compared to the dictionary and the 
best match is chosen, identically providing the T1, T2, and off-resonance frequency value of that voxel. Lack of SNR at low 
magnetic field required redesigning our sequence to lower undersampling rates and bigger flip angle range. The resulting 
sequence is a 200 time points, 50% undersampled, slice-selective 20 spirals sequence. After an inversion pulse, flip angle 
ranges between 30 and 107°, TR varies between 46.1 ms and 52.7 ms. The dictionary was made of 2,751,975 signal time 
courses, each with 200 time points. MR total acquisition time was 13 min. The sequence was set with voxel size: 
3!3!10 mm3, FOV: 144!144!10 mm3, number of average (NA): 6. The low field MRI scanner was previously described [6]. 

Figure 1: Slice selective MRF results obtained at 6.5 mT. The four-compartment liquid filled structured phantom shown schematically in (a). The 
compartments vary in relaxation properties. Each compartment had T1 and T2 measured in separate reference experiments (Inversion recovery & T2 
CPMG respectively). 1: T1=1046 ms, T2=700 ms, 2: T1=425 ms, T2=418 ms, 3: T1=600 ms, T2=591 ms, 4: T1=340 ms, T2=286 ms. b-e show M0, T1, T2, 
and off-resonance frequency, respectively. 
 
Each image generated in the reconstructed 
fingerprinting set (Figure 1 b–e) reveals different 
information. The spin density (M0) map of Figure 1.a is 
equivalent to traditional b-SSFP, and no visible 
difference between compartments is seen. However, 
Figure 1. c–d reveals that compartments 1-4 have very 
different T1 and T2 relaxation properties. The MRF 
images show good agreement with the reference 
measurements. Additionally, a map of the magnetic 
field homogeneity of the LFI scanner is also generated 
during the MRF sequence (Figure 1.e). 
 
We have demonstrated MR Fingerprinting at low magnetic 
field, which results in simultaneous measurement of 4 quantitative parameters, and thus provides 4 different image 
contrasts in a single acquisition (proton density, T1, T2 and off-resonance) in less than 15 minutes. This technique is of 
particular relevance at low magnetic field where SNR and contrast are tied to long acquisition times. The combination of 
MRF with low field MRI scanners has great potential to revolutionize future transportable MRI systems. 
 
References: [1] Sarracanie M et al. ISMRM 2013 #5322; [2] Scheffler K et al. Eur Radiol 2003 13:2409-18; [3] Ma D et al. Nature 2013 
495:187-193; [4] Perlin K et al. Comput Graphics 1985 19:287–296; [6] Tsai LL et al. JMR 2008; 193:174-85. 
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Figure 2: The magnetization trajectory of a single typical voxel over the 
200 image fingerprinting sequence is shown (blue: data, red: best 
match from dictionary). All the parameters of the voxel (M0, T1, T2, and 
off-resonance frequency) are determined once the trajectory match is 
made. 



FULL PAPER

High Speed 3D Overhauser-Enhanced MRI Using
Combined b-SSFP and Compressed Sensing

Mathieu Sarracanie,1,2 Brandon D. Armstrong,1,2 Jason Stockmann,1,2 and

Matthew S. Rosen1,2,3*

Purpose: Overhauser-enhanced MRI is a promising technique
for imaging the distribution and dynamics of free radicals. A

key challenge for Overhauser-enhanced MRI is attaining high
spatial and temporal resolution while simultaneously limiting
resonator and sample heating due to the long, high power ra-

dio-frequency pulses needed to saturate the electron
resonance.

Methods: The approach presented here embeds EPR pulses
within a balanced steady state free precession sequence.
Unlike other Overhauser-enhanced MRI methods, no separate

Overhauser prepolarization step is required. This steady-state
approach also eliminates the problem of time-varying Over-

hauser-enhanced signal and provides constant polarization in
the sample during the acquisition. A further increase in tempo-
ral resolution was achieved by incorporating undersampled

k-space strategies and compressed sensing reconstruction.
Results: We demonstrate 1 � 2 � 3.5 mm3 resolution at
6.5 mT across a 54 � 54 � 110 mm3 sample in 33 s while

sampling 30% of k-space.
Conclusion: The work presented here overcomes the main lim-

itations of Overhauser enhanced MRI as previously described
in the literature, drastically improving speed and resolution, and
enabling new opportunities for the measurement of free radicals

in living organisms, and for the study of dynamic processes
such as metabolism and flow. Magn Reson Med 71:735–745,
2014. VC 2013 Wiley Periodicals, Inc.

Key words: 3D Overhauser MRI; free radicals; EPR; b-SSFP;
compressed sensing

Imaging of free radicals has been used to investigate a
number of important physiological processes such as the
mapping of pO2 (1–3), free radical distribution and me-
tabolism (4–7), molecular imaging (8), and to monitor
changes in local viscosity (9,10). Magnetic resonance

imaging (MRI) is a powerful and noninvasive tool that

provides excellent anatomical detail. However, MRI is

sensitive to nuclear spins (typically 1H of water) and

cannot alone reveal spatial information about the distri-

bution of free radical species. EPR imaging (11–17)

reveals the spatial distribution of unpaired electron

spins, but requires a separate reference MRI to determine

where the free radicals are located within the sample.

While EPR imaging is a sensitive technique, images have

poor resolution due to broad EPR lines, and are usually

time-inefficient due to the usual CW acquisition strategy.

Overhauser-enhanced MRI (18–23; OMRI, also known as

proton-electron double resonance imaging) exploits the

dipolar coupling between the unpaired electron of the

free radical and the 1H nuclei of water to increase nu-

clear magnetization via dynamic nuclear polarization

(DNP) and subsequently images the enhanced nuclear spin

polarization with MRI. OMRI provides an excellent way to

image free radical species as narrow NMR line widths ena-

ble imaging using reasonable-strength encoding gradients.

OMRI also benefits from the ability to use traditional MRI

sequences, though specialized hardware is needed to drive

the electron spin resonance, and the sequences must be

modified to allow for EPR saturation pulses.
A difficulty of OMRI is the need for high power radio-

frequency (RF) to saturate the electron spins. Addition-
ally, as EPR frequencies are two orders of magnitude
higher than 1H frequencies, a high frequency resonator is
required, and this leads to high specific absorption rate
(SAR) and limited penetration depth. For these reasons,
OMRI is usually performed at a low- to intermediate
magnetic field (5,22,24) or in a field-cycled setup (4,25).
A typical field-cycled OMRI experiment begins at very
low magnetic field (�5 mT) where EPR irradiation is
applied for approximately the nuclear T1 of the sample
at the irradiation magnetic field. The magnetic field is
then quickly ramped up to the imaging field and a line
or plane of k-space data is acquired. The magnetic field
is then ramped down for EPR irradiation and repolariza-
tion because the DNP signal decays with the 1H nuclear
T1. Field-cycled OMRI helps to overcome both the hard-
ware and penetration depth challenges by reducing the
EPR frequency, but these experiments are much slower
and more complex than traditional MRI due to the need
to refresh the DNP-enhanced signal many times over the
acquisition time.

We present here a new method for 3D OMRI based on
b-SSFP at a constant field of 6.5 mT that provides up to
7-fold acceleration compared to the fastest OMRI
sequence reported in the literature (24). We further
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maintain the high acquisition efficiency of b-SSFP by
applying the Overhauser saturation pulses during the
phase encode step, eliminating the time-consuming pre-
irradiation step done in all previously reported OMRI.
Additionally, we add undersampling strategies and com-
pressed sensing (CS) techniques to increase the temporal
resolution while also reducing the total number of EPR
RF pulses. We obtain 1 � 2 � 3.5 mm3 resolution on a
54 � 54 � 110 mm3 sample in 33 s. We show that a
steady-state signal is still achieved with this new OMRI
b-SSFP sequence, and that simulations with no free pa-
rameters agree very well with the experimental results.

METHODS

OMRI Setup

A custom built, low-field MRI scanner with a biplanar
6.5 mT electromagnet (B0) and biplanar gradients was
used for all experiments and was previously described
(26) (Fig. 1a). The system was upgraded and optimized
for 1H imaging for this work resulting in improved B0

stability, higher gradient slew rates, and lower overall
noise. This effort included the use of an improved power
supply (System 854T, Danfysik, Taastrup, Denmark) for
the electromagnet with 61 ppm stability over 20 min
and 62 ppm stability over 8 h, and the addition of high-
current shielded cables throughout the system. The

scanner operates inside a double-screened enclosure
(ETS-Lindgren, St. Louis, MO) with a RF noise attenua-
tion factor of 100 dB from 100 kHz to 1 GHz.

The transfer of electron spin polarization to dipolar or
scalar coupled nuclear spins via the Overhauser effect
requires high power irradiation of the electron spin reso-
nance (27,28). A 7 cm OD, 13 cm long Alderman-Grant
coil (29,30; Fig. 1b) with guard rings to reduce sample
heating was used to saturate the electron spin resonance
of the nitroxide radical 4-hydroxy TEMPO (Sigma-
Aldrich, St. Louis, MO). The electron spin resonance is
split into three transitions by the hyperfine coupling of
the spin 1 14N nucleus (at 6.5 mT, there still exist other
transitions described by the Breit-Rabi equations but
their transition probabilities are small and ignored here;
31). As SAR scales with v2 (32–36) the EPR coil was
tuned to the low energy transition of 140.8 MHz to mini-
mize SAR. The EPR coil was placed inside a 10 cm OD,
16 cm long solenoid coil used for NMR excitation and
detection at 276 kHz (Fig. 1c). The coils were oriented
such that their B1 fields were perpendicular to each
other and to B0. Placing the NMR coil outside the ESR
coil sacrifices NMR filling factor to gain larger B1 for
electron spin saturation as our DNP signal enhancement
(defined as <Iz > =I0 where I0 is the thermal equilibrium
NMR signal and <Iz > is the DNP signal) is limited by
the available RF power.

FIG. 1. OMRI setup. Photographs of (a) the custom built 6.5 mT MR scanner with bi-planar electromagnet and gradient set inside the
shielded room, (b) the EPR (141 MHz), and (c) NMR (276 kHz) coils used for the OMRI experiments.
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A Redstone NMR console (Tecmag, Houston, TX) was
used for data acquisition and controlled the gradients
and RF channels. The console has two transmit channels
allowing for both NMR and EPR irradiation. A 100 W,
CW amplifier (BT00100-DeltaB-CW) was used for EPR
saturation and a 500 W pulsed amplifier (BT00500-
AlphaS) was used for NMR (from both Tomco Technolo-
gies, Stepney, Australia).

Phantom Design

A configurable imaging phantom was built for these
experiments. Various pieces designed to demonstrate re-
solution in three dimensions and test the ability to
resolve sharp edges in under-sampled k-space were 3D
printed in polycarbonate on a Fortus 360 mc (StrataSys,
Eden Prairie, MN). The 3D printed pieces were stacked
inside a 5.5 cm ID, 13 cm long machined polycarbonate
cylinder. The advantage of this phantom is the flexibility
to design and 3D print any desired structure for a partic-
ular experiment. The cylinder was then filled with 250
mL of 2.5 mM 4-hydroxy TEMPO solution in water, and
a leak-tight polycarbonate cap inserted. The assembled
phantom and individual pieces are shown in Figure 2.
Imaging experiments were performed in two different
phantom stacking configurations. The first stacked geom-
etry consists of two interlocking sets of a trio of step-
wise-smooth cones and was used to evaluate the 3D
character of the sequence and the minimum structure
sizes that can be resolved for round-shaped objects (Fig.
2f–i). The second configuration used more complex
structures with finer details to assess the sequence per-
formance, ability to resolve small in-plane structures,
and the results of undersampling on sharp edges (Fig.
2b–e). Fiber optic temperature probes (Luxtron,

LumaSense Technologies, Santa Clara, CA) were placed
inside the phantom and near a ring capacitor on the EPR
coil during tests of the imaging sequence to monitor sam-
ple and coil temperatures.

3D Balanced SSFP with DNP

The pulse sequence used is shown in Figure 3. It is im-
portant to note that there is no separate EPR saturation
step unlike all OMRI sequences reported in the litera-
ture. The sequence is a b-SSFP sequence with the addi-
tion of EPR (Overhauser) irradiation during the balanced
phase encode gradients. The b-SSFP excitation train con-
sists of an initial �a/2 preparation pulse immediately
followed by a train of alternating 6a excitation pulses as
previously described by Sheffler and Lehnhardt (37).
The 6a pulses are separated by TR and the time interval
between the �a/2 preparation pulse and the first a pulse
was set to 2 ms. The main benefit of using a preparation
pulse is that it prevents large fluctuations of the pre-
steady state signal that would produce image artifacts
and thus could not be used for signal acquisition (37). In
b-SSFP, the optimal flip angle a is given by cos að Þ ¼
T1=T2�1
T1=T2þ1 (37). T1 and T2 in our phantom were measured to
be 545 ms and 488 ms, respectively, which leads to an
optimal flip angle of a�90�.

Bloch simulations were performed for a sequence
without phase gradients (i.e., at the center of k-space),
both with- and without EPR irradiation to model the
buildup and time course of transverse magnetization as
well as the signal enhancement provided by DNP. The
simulations were run in MATLAB (MathWorks, Natick,
MA) using code written in-house. Input parameters to
the simulations were the measured T1 and T2 relaxation
times, the measured enhancement provided by DNP with
a 1.5 s EPR pulse (�3 � 1H T1) in a 1D spectroscopy
experiment (�44.5 fold enhancement), TR/TE¼54/27 ms
and a¼ 90�. This negative enhancement results from

FIG. 2. Photograph of (a1) the assembled OMRI phantom, (a2) a
10 mm thick internal piece, and (a3) a stack of internal pieces.

Shown in (b–h) are individual pieces of the phantom in configuration
1 (f–h) and configuration 2 (b–e). A top view of the stacked pieces

for the phantom in configuration 1 as described in the text is shown
in (i). [Color figure can be viewed in the online issue, which is avail-
able at wileyonlinelibrary.com.]

FIG. 3. Diagram of the 3D b-SSFP sequence with embedded
EPR pulses (rf EPR). N is the total number of TRs in the sequence.
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Overhauser DNP pumping into the opposite spin nuclear
ground state compared with the Boltzmann case. This
sign is important for the simulations. OMRI experiments
with these parameters, a total bandwidth BW¼ 9091 Hz,
and a 71 Hz bandwidth per pixel, were run and com-
pared with the simulations.

The 3D imaging experiment was performed initially
with full Cartesian acquisition of k-space. The sequence
was set with TR/TE¼54/27 ms, a 256 � 64 � 112 mm3

field of view, and acquisition matrix of 128 � 64 � 32,
resulting in a 2 � 1 � 3.5 mm3 voxel size. The balanced
phase gradient durations were both set to 20 ms to reach
the desired in-plane spatial resolution when the gradient
amplifiers were at maximum power. The readout dura-
tion was 14 ms with 9091 Hz bandwidth and total acqui-
sition time was 114 s for fully sampled k-space. Critical
to the success of these experiments is a very stable mag-
netic field as off-resonance effects can distort the image
and cause severe banding artifacts (37).

It should be noted that the application of EPR saturation
pulses while the gradients are on is only possible because
our maximum gradient strength is low, 0.1 gauss cm�1,
giving a spread in electron resonance frequencies across
the 5.5 cm sample (in-plane dimension) of �1.54 MHz.
The loaded Q of the EPR coil was determined using a vec-
tor network analyzer and an untuned pick up coil to mea-
sure the transmission response of the EPR coil (S21). The
measured Q of 62 corresponds to a bandwidth of
�2.3 MHz, thus the spread in electron spin frequencies
during the phase encode step is well covered.

Compressed Sensing

Most images are sparse in the sense that they can be
accurately represented with fewer coefficients than one
would assume given their spectral bandwidth (38). CS is
a framework for exploiting sparsity to reconstruct high-
fidelity MR images from undersampled k-space datasets
that do not fulfill the Nyquist sampling theorem. In CS
image reconstruction, image sparsity is enforced by trun-
cating the small coefficients of an object’s representation
in a sparse basis, typically chosen to be a wavelet trans-
form domain. During image reconstruction, the data are
transformed from k-space (the sensing basis) into the
wavelet basis via a sparsifying transform, c, taken for
this work to be the Dirichlet wavelet transform.

CS uses norms to modify the objective function that is
optimized during image reconstruction. To understand
the role of norms in the objective function, it is helpful
to recall standard Fourier reconstruction. For a discrete
image m, Fourier operator F, and k-space dataset y, the
L2-norm, jjFm� y jj2 ¼ ð

P
ijðFmÞi � yij2Þ1=2, is implicitly

used to find an image whose Fourier transform differs as
little as possible from the k-space data in the Euclidean
sense. For fully sampled data, the least squares solution
is provided by the Fourier transform. In the case of
underdetermined matrix problems (as when the k-space
data is undersampled), the L2-norm may be additionally
used to constrain image reconstruction so as to reduce
the noise (an approach known as Tikhonov regulariza-
tion). However, when the L2-norm is used in this way, it
functions as a low-pass filter, penalizing noise at the

expense of introducing bias. It does not promote image
sparsity. By contrast, the L1-norm, defined as jjxjj1 ¼P

ijxij for an arbitrary function x, has a tendency to pre-
serve edges and large coefficients, e.g., for neighboring
voxels {0,3,0} the L2-norm will tend to penalize the dif-
ference toward {1,1,1}, while the L1-norm of both cases is
the same, preserving the edge.

The ability of the L1-norm to preserve large coefficients
makes it an appealing choice for enforcing sparsity in
images (39,40). In the CS framework, the L1-norm is
applied to the wavelet transform of the image, where it nat-
urally selects the large coefficients representing image fea-
tures while reducing the small coefficients corresponding
to noise and incoherent artifacts. For additional denoising
and artifact suppression, a finite difference norm (a dis-
crete implementation of the Total Variation, or TV, norm)
is applied in the image domain (41). This norm has been
shown to preserve object edges while eliminating noise.

As shown in (42), the resulting image reconstruction
problem is expressed as a balance between the L1-norm
constraints and the L2-norm data consistency constraint:

min jjFum� y jj2 þ ajjcmjj1 þ bTV mð Þ½ �

where Fu is the undersampled Fourier transform opera-
tor, y is the undersampled k-space data, and coefficients
a and b weight the relative contributions of each norm
to the final image. A variety of algorithms are available
for minimizing this nonlinear objective function (42).
Specific details about our implementation of CS for
OMRI b-SSFP are given below.

Undersampled OMRI b-SSFP

The use of CS in MRI relies on the possibility to acquire
a priori compressed information and be able to recon-
struct the original image as if the latter was fully
sampled (42). In the context of data acquisition, this
motivates the use of undersampling. CS has been found
to work best when k-space is randomly undersampled to
produce incoherent artifacts rather than the familiar
wrap-around ghosts due to field-of-view contraction
when k-space lines are skipped in a regular coherent pat-
tern as is done in conventional parallel imaging (43). For
the images presented here, a choice was made to acquire
random lines of k-space in the phase-encode directions
(ky, kz) following a gaussian probability density function.
The readout direction was fully sampled. The standard
deviations of the sampling pattern as a fraction of the
field-of-view along y and z, ry, and rz, respectively, were
adjusted manually to preserve adequate high-frequency
information for each undersampling rate. We investi-
gated four undersampling fractions, 50, 70, 80, and 90%.
The undersampling patterns are shown in Figure 4. On
the acquisition side, this resulted in programming differ-
ent phase encode tables for each undersampled
sequence. The total acquisition time for each undersam-
pling rate is shown in Table 1. To perform image recon-
struction according to the L1-norm and the data
consistency constraints, the Sparse MRI code (http://
www.eecs.berkeley.edu/�mlustig/Software.html) was
used. This code solves the optimization problem using a
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nonlinear conjugate gradient method along with back-
tracking line-search as described in (42). The parameters
for the wavelet and image domain norms were tuned
manually to produce low-noise images with preserved
object features. The missing values in the acquired k-
space data were made identically zero. To separate out
the data into slices, a Fourier transform was performed
along the readout direction (x). Each sagittal slice of k-
space data (y–z plane) was then reconstructed by the
Sparse MRI algorithm. After all slices were recon-
structed, the resulting 3D block of image domain data
was then displayed as transverse (x–y) slices. The com-
putation time for a laptop equipped with a 2.3 GHz
quad-core processor was 4.5 min, permitting CS image
reconstruction immediately following k-space
acquisition.

RESULTS

Steady-State Signal with Embedded EPR Pulses

To understand the approach of transverse magnetization
to steady state with embedded EPR pulses in the
sequence, Bloch simulations were performed without the
phase encode gradients and compared with acquired
data. The results are shown in Figure 5. The data was
normalized such that the maximum measured signal and
the maximum simulated signal were both set to 1. The
experimental data with DNP (&) begins at thermal equi-
librium, but rapidly builds up to 30 times that of the
non-DNP data (�). This build up corresponds to the T1

relaxation time of the sample (545 ms). The signal
reaches �90% of its steady state value after 24 echoes, or
1.3 s, and the simulation is in good agreement with the
data (dashed line; not a fit).

Fully Sampled Versus Undersampled

Images of the two different phantom configurations are
shown in Figures 6 and 7 after CS reconstruction. Images
reconstructed from fully sampled k-space and from 50,
70, 80, and 90% undersampling are shown. Figure 6a,b
shows the top and center structures of the interlocking
cones (configuration 1). Figure 6c displays 3D rendered
images of the segmented cones for each undersampling
fraction. Figure 7a–e shows the different segments of the
phantom in configuration 2. For both phantom configura-
tions, 50 and 70% undersampling reproduces the fully
sampled images well. Even small structures such as 2
mm diameter holes (Fig. 6a), 1 and 1.5 mm solid separa-
tors and 2.5 mm holes (marked by white arrows in Fig.
7b–d) are well resolved at 70% undersampling. For 80
and 90% undersampling, most of the structures are still
visible although substantial blurring and ghosting arti-
facts begin to appear. Figure 7a,e correspond to the top
and bottom slice of the phantom and show lower signal

Table 1
Comparison of Acquisition Time, Maximum SNR, and Mean Abso-

lute Error (MAE) as a Function of the Undersampling Fraction for
the Two Different Phantom Configurations with the Maximum
Applied RF Power of 62 W at the EPR Coil

Acq.

Maximum
SNR

time (s) No CS CS MAE

Configuration 1
Fully sampled 114 23 40.6

50% Undersampling 56 35.8 75.8 0.073 6 0.006
70% Undersampling 33 44.6 95 0.072 6 0.008

80% Undersampling 21 64.3 160 0.112 6 0.011
90% Undersampling 10 69.8 148 0.149 6 0.014

Configuration 2

Fully sampled 114 24.6 42.6
50% Undersampling 56 30.47 49.7 0.049 6 0.005
70% Undersampling 33 42 78.3 0.059 6 0.010

80% Undersampling 21 49.9 94.7 0.100 6 0.013
90% Undersampling 10 58.1 88.3 0.114 6 0.014

FIG. 4. Undersampling (US) patterns used for (a) 50% undersampling, (b) 70% undersampling, (c) 80% undersampling, and (d) 90%
undersampling. For an undersampling rate of 50%, 995 of 2048 lines were acquired. For 70% undersampling, 585 of 2048 lines were
acquired. For 80% and 90% undersampling, 383 and 185 of 2048 lines were acquired, respectively.
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magnitude due to the B1 profile of the EPR coil. The
maximum SNR was calculated from maximal signal
amplitudes divided by two times the standard deviation
of a user defined noise region before and after CS recon-
struction and is shown in Table 1. The increase in SNR
with undersampling rate is due to the undersampling

pattern acting as an apodization filter that removes high
spatial frequencies from k-space. However, all images
show an increase in SNR after CS reconstruction. The
SNR enhancement using CS increases with the initial
SNR of the image and ranges from about 1.5 to 2.5.

To quantify the errors that occur in the undersampled
images, the mean absolute error (MAE) was calculated
for each image (Table 1). The MAE was calculated by
first thresholding the images such that only points that
were five times greater than the noise (rn) were kept.
The undersampled image was then subtracted from the
fully sampled image and all non-zero values counted as
an error. As seen in Table 1, the MAEs for the 50 and
70% undersampling rates are small and comparable
while those for 80 and 90% increase significantly. The
MAE for each of the 32 phase encodes gradients along z
for configuration 1 is shown in Figure 8 for all under-
sampling rates. There is little difference across the entire
sample between 50 and 70%, again showing that the
image is well reproduced with only 30% of the k-space
data. Losses in SNR due to the B1 profile of the EPR coil
on slices 1–5 and 25–32 result in increased MAE values
for all undersampling rates.

SAR Considerations

A problem limiting the use of OMRI is that the high
power RF pulses necessary for DNP lead to high SAR.
Two methods were used to estimate SAR. A fiber optic
temperature probe was placed inside the sample and the
fully sampled k-space sequence was run several times,
waiting several minutes in between runs to allow the

FIG. 5. Simulation and measurement of the approach to steady-
state with- and without DNP. Plotted are the echo amplitudes
acquired during the pulse sequence in Figure 3 with only the read

gradient active. The DNP signal is nearly 30 times larger than the
signal without DNP after reaching steady-state. Solid curves plot-

ted are not a fit to the data but an exact simulation with no free
parameters as described in the text.

FIG. 6. Fully and undersampled (US) images of the phantom in configuration 1 after CS reconstruction as a function of undersampling

fraction. a: Representative slices: Top (a) and center (b) of the full 32 slice dataset. Acquisition matrix: 128 � 64 � 32, voxel size: 2 � 1
� 3.5 mm3. c: 3D rendered images of the interlocked cone structure obtained from the fully and undersampled datasets.
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EPR coil to cool. The maximum measured temperature
increase was 0.4�C. No temperature increase was meas-
ured for any of the undersampled sequences. Estimating

SAR � cT=Dt (44) where c is the specific heat, DT is the
temperature change and Dt is the time of the sequence
gives SAR¼ 15 W kg�1. We expect this to represent a
lower limit as heat may have dissipated during the
sequence. As a second method, the power dissipated in
the sample was estimated using (45):

Psample ¼ Pcoil 1�Qloaded=Qunloadedð Þ

The forward power was measured using a directional
coupler (Model 3020A, Narda Microwave, Hauppauge,
NY) and power meter (V3500A, Agilent Technologies,
Santa Clara, CA), and the maximum forward power to
the coil was �62 W. The loaded Q was measured to be
52 while the unloaded Q was 62. Thus the power to the
sample during an EPR pulse is �10 W. The EPR irradia-
tion is on for 73% of TR and the sample mass is 0.25 kg,
therefore SAR¼ 29 W kg�1.

The 50% undersampled images in Figures 6 and 7
have high SNR and accurately represent the phantom.
Therefore, we reduced the forward power to the coil by
factors of 2, 4, 8, and 16 to investigate how much the
SAR could be reduced (thusly reducing the Overhauser
enhancement) while maintaining high image quality.
The results are shown in Figure 9 and Table 2. Image
quality is well maintained for 31 and 15.5 W forward
power corresponding to an estimated SAR of �14.5 and
7.25 W kg�1, respectively.

FIG. 7. Fully and undersampled (US) images of five representative slices after CS reconstruction. The full 32-slice data set was

acquired with the phantom in configuration 2 as described in the text. MR images are shown alongside photographs of the correspond-
ing phantom piece. Acquisition matrix: 128 � 64 � 32, voxel size: 2 � 1 � 3.5 mm3. White arrows indicate 1 and 1.5 mm solid separa-
tors, (b) and (d), respectively, and 2.5 mm diameter structures (c).

FIG. 8. MAE computed each slice number for each undersam-

pling fraction with the phantom in configuration 1: 50% US
(black), 70% US (red), 80% US (green), and 90% US (blue). [Color

figure can be viewed in the online issue, which is available at
wileyonlinelibrary.com.]
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DISCUSSION

The 3D Overhauser-enhanced b-SSFP sequence pre-
sented here in combination with CS and undersampling
techniques allows us to attain 1 � 2 � 3.5 mm3 voxel
size in our phantom in 33 s (70% undersampling in
Figs. 6 and 7) at 6.5 mT. The resulting CS reconstructed
image is nearly identical to the original fully sampled
image and has �2 times higher SNR. This was achieved
by inserting the EPR saturation pulses within TR during
the prephase/rephase gradients, thus removing the time
consuming prepolarization step as in other OMRI
sequences. As shown in our experiments and simula-
tions (Fig. 5), a large steady-state signal is quickly
reached with 90% of the maximum signal reached in
<1.5 s, and constant polarization in the sample is main-
tained during the remainder of the acquisition. This
eliminates the need to correct acquisitions for T1 decay
and to rectify undesirable phase shifts that can occur
when using prepolarization techniques (25,46). The max-
imum signal with b-SSFP at thermal equilibrium is given
by Mss ¼ 1

2
M0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
T2=T1

p
¼ 0:47M0 (37). Overhauser satura-

tion pulses during the phase gradient increases MSS by
�30 for the sample used here, thus allowing high SNR
images comparable to those obtained with conventional
OMRI techniques. The simulations provide a reliable
tool to optimize the phase encode gradient durations
depending on T1 and T2.

The application of EPR saturation pulses during the
balanced phase encode gradient events is our first major
source of acceleration. This allows us to acquire images
twice as fast as spin echo OMRI sequences recently pub-
lished in the literature (24) with nearly seven times
higher spatial resolution (1 � 2 � 3.5 mm3 vs. 1.25 �
1.25 � 30 mm3). This is possible by covering the spread
in electron spin frequencies in the phantom when the
maximum 0.1 gauss cm�1 phase encode gradient was
turned on. This sets an upper limit on the Q factor of the
EPR coil, or alternatively, the maximum gradient
strength that can be used for these experiments. While
the maximum steady-state DNP enhancements would
benefit from a higher Q coil, the goal of maintaining
nearly constant signal enhancement across the sample
during imaging would suffer. However, when the EPR
irradiation occurs as separate step before imaging as in
other OMRI sequences, the DNP signal is also not con-
stant across the image due to the decay of polarization,
so a compromise of higher gradient strength for uneven
DNP polarization may be acceptable.

Partial sampling of k-space (and subsequent recon-
struction via CS) is our second major acceleration factor.
In the case of 70% undersampling, this result in addi-
tional 3.5 fold acceleration while keeping the voxel size

unchanged, thus resulting in seven times faster acquisi-

tion compared with recently published work (24). By

undersampling in each phase encode direction according

to a gaussian probability density function, the center of

k-space is emphasized, preserving image contrast with-

out completely sacrificing the high frequency informa-

tion at the edge of k-space. However, the choice of the

lines sampled in k-space was empirically determined

and only a few undersampling patterns were empirically

tested for a given undersampling rate. The degrees of

freedom in the generation of underspampling patterns is

large (choice of lines sampled, ry,z) and a large number

of combinations could have been tested with the oppor-

tunity to give even better results. However, for the ry,z’s

used here, the 50% and 70% undersampling rates accu-

rately reproduced the image for different random sam-

plings of k-space. In addition, this work focuses on

Cartesian sampling, but alternative sampling trajectories

(spiral and radial) have been shown to offer more flexi-

bility in the design of 3D incoherent sampling sequences

that are particularly well for the use of CS techniques

(47–50).

CS performs natural denoising, bringing an improve-
ment in SNR. Incoherent artifacts resulting from
subsampled k-space are efficiently suppressed using L1-
norm constraints in the image and wavelet domains as
previously detailed in the literature (42). However, more
than 70% undersampling could not provide satisfying
reconstruction in spite of high SNR. The incorporation
of prior knowledge (51–53) in the image reconstruction
process could overcome this limitation by partially
recovering irretrievable loss of information caused by
heavy undersampling and further increase our temporal
resolution. In addition, it is important to note that the
4.5 min computation time required for the CS recon-
struction does not significantly penalize the time saved
from undersampling.

The gain in temporal resolution obtained here for 70%
undersampling, around 1 s per acquired slice, provides
new insight for investigating cases where high temporal
resolution is needed, such as monitoring the concentra-
tion change, oxidation, and metabolism of free radicals
that correlate directly with organ functions and tissue
health. In addition, shorter durations for the read and
phase encode gradients could have been implemented to
give significantly shorter acquisition times but at the
cost of a decreased spatial resolution. Likewise, doubling
the gradient strength in read and both phase encode
directions would allow us to reach 23 times higher spa-
tial resolution for a fixed acquisition time.

Considering the SAR resulting from the sequence, the
amount of power sent to the EPR coil was decreased by
a factor of 4 while still keeping the SNR >25. Even if a
compromise has to be found between the desired spatial
resolution of the image and sample heating due to the
high power RF, the total amount of RF power sent to

the sample during imaging is considerably reduced by

the use of undersampling strategies. No temperature rise

was measured in the sample for the 50 to 90% under-

sampling fractions with the maximum EPR power used

in this study. With the maximum available EPR power,

we acquired images with an in-plane resolution of 1 � 1

mm2 as shown in Figure 10 with 70% undersampling

(while maintaining the 3.5 mm slice thickness). Total ac-

quisition time was 65 s. This image displays excellent

in-plane resolution with very little blurring of the 1 mm

features and high SNR.
The images presented here were acquired with a suffi-

ciently long TR to obtain the desired in-plane resolution
while keeping the gradient strength low enough for
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efficient EPR saturation during phase encoding. We note
that the phantom used here has significantly longer T2

and T1 relaxation times than would be expected for in
vivo applications. Bloch simulations were run to esti-
mate how the current sequence would perform with
relaxation times 10 times shorter than the phantom used
here. Keeping all simulation parameters as in Figure 5,
but decreasing T1 to 55 ms and T2 to 49 ms resulted in

<15% reduction in signal intensity (compared with the
dashed line in Figure 5). While relaxation times compa-
rable to TR tend to reduce signal, this is partially offset
by a faster approach to steady state. More likely to ham-
per the effectiveness of OMRI in vivo, however, is a
decrease in the maximum DNP signal enhancement due
to extra 1H nuclear spin relaxation pathways that com-
pete with relaxation caused by dipolar coupling to the
electron spin (27). To observe this effect, simulations
were run with the short T1 and T2 times above while
decreasing the maximum DNP signal enhancement to
�10 and �5. This reduced the steady state signal inten-
sity by 80 and 90%, respectively, compared with the
dashed line in Figure 5. Although the signal is much
smaller, it is still a factor of 7 and 3.5 times larger than
the thermal equilibrium signal with the same parameters,
and therefore still provides very useful contrast. In the
case of injected free radical detection, this decrease in
signal can be partially overcome by increasing the free
radical concentration. For example, injection of 0.6 mL

Table 2
The Maximum SNR as a Function of Power at the EPR Coil with

and without CS for the Phantom in Configuration 2

Power to EPR coil (W)

Max. SNR

No CS CS

62 36 75
31 29.3 48

15.5 21 26.4
7.8 15.2 18.2

3.9 11.4 16.2

FIG. 9. Images taken with the phan-
tom in configuration 2 and 50% under-
sampling as a function of Overhauser

drive power: (a) 62 W, (b) 31 W, (c)
15.5 W, (d) 7.8 W, and (e) 3.9 W EPR

power. Acquisition matrix: 128 � 64 �
32, voxel size: 2 � 1 � 3.5 mm3, and
TR/TE: 54/27 ms. Total acquisition time

per image was 56 s.
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of 100 mM nitroxide radical in mice has been reported
in recent work (24). Assuming 60–80 mL of blood per kg
of bodyweight (54), the dilution factor is between 3 and
4 for a 30 g mouse, resulting in a nominal 29 mM free
radical concentration, more than 10 times higher than
the 2.5 mM used in the work presented here.

CONCLUSION

We have demonstrated a new strategy for fast high-reso-
lution 3D Overhauser MRI using b-SSFP in a phantom
containing 2.5 mM 4-hydroxy TEMPO solution at 6.5 mT.
The embedding of EPR excitation pulses directly into the
b-SSFP sequence eliminates the prepolarization step
used in other OMRI sequences, reducing the acquisition
time and obviating the need for long, high power RF EPR
pulses. The use of undersampling strategies and CS
reconstruction algorithms further reduces imaging time.
We have shown that an undersampling rate of 70% gives
unperceivable reconstruction errors when compared with
the fully sampled data sets, allowing the acquisition of
32 slices in our phantom volume within 33 s. This work
overcomes the main limitations of Overhauser enhanced
MRI as previously described in the literature, drastically
improving speed and resolution, and enabling new
opportunities for the measurement of free radicals in liv-
ing organisms, and for the study of dynamic processes
such as metabolism and flow.
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Abstract 

Purpose: As the premiere modality for brain imaging, MRI could find wider applicability if 

lightweight, portable systems were available for siting in unconventional locations such as Inten-

sive Care Units, physician offices, surgical suites, ambulances, emergency rooms, sports facili-

ties, or rural healthcare sites.  

 

Methods: We construct and validate a truly portable (<100kg) and silent proof-of-concept MRI 

scanner which replaces conventional gradient encoding with a rotating lightweight cryogen-free, 

low-field magnet. When rotated about the object, the inhomogeneous field pattern is used as a 

rotating Spatial Encoding Magnetic field (rSEM) to create generalized projections which encode 

the iteratively reconstructed 2D image. Multiple receive channels are used to disambiguate the 

non-bijective encoding field. 

 

 Results:  The system is validated with experimental images of 2D test phantoms. Similar to oth-

er non-linear field encoding schemes, the spatial resolution is position dependent with blurring in 

the center, but is shown to be likely sufficient for many medical applications. 

 

Conclusion: This novel MRI scanner demonstrates the potential for portability by simultaneous-

ly relaxing the magnet homogeneity criteria and eliminating the gradient coil. This new architec-

ture and encoding scheme shows convincing proof of concept images that are expected to be 

further improved with refinement of the calibration and methodology.   
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Introduction 

Specialized, portable MRI systems have the potential to make MR neuroimaging possible at 

sites where it is currently unavailable and enable immediate, “point-of-care” detection and diag-

nosis of acute intracranial pathology which can be critical in patient management. For example, 

the characterization of acute post-traumatic space occupying brain hemorrhage is a time-

sensitive emergency for which simple clinical assessment and even urgent CT scanning may be 

insufficient. While conventional MR scanners are capable of making this diagnosis, they are not 

available in remote locations. In Intensive Care Units scanners are generally nearby, but are dif-

ficult to utilize because of the dangers associated with transporting critical care patients. A port-

able bed-side scanner could offer major benefits in such situations. Portable, low-cost scanners 

are compelling for applications where power, siting and cost constraints prohibit conventional 

scanners. Examples include clinics in rural or underdeveloped areas, military field hospitals, 

sports arenas, and ambulances. Finally, analogous to the current use of ultra-sound, a low-cost 

and easy-to-implement scanner could find uses in neurology, neurosurgery or neuro-oncology 

examination rooms for routine disease monitoring (e.g. monitoring ventricle size after stent 

placement). The development of a portable scanner relies on the co-design of a new image en-

coding methods and simplified hardware. This approach is detailed in the present work. 

Traditional Fourier MR imaging methods rely on homogeneous static polarizing fields (B0) 

and high strength linear Spatial Encoding Magnetic Fields (SEMs) produced by magnetic gradi-

ent coils. Conventional scanners utilize high cost superconducting wire, liquid cryogen cooling 

systems, and high power supplies and electronics. These aspects make it difficult to simply scale-

down conventional MRI scanners to portable, low cost devices. Recently in (1) and (2), high res-

olution imaging has been achieved with table-top and small bore permanent magnet systems with 

long acquisition times (1), including a mobile MRI system developed for outdoor imaging of 

small tree branches (2), but these scanners lack a bore size suitable for brain imaging and the 

long acquisition times are not conducive to imaging in triage settings. Other approaches that 

scale-down the size of conventional systems for intra-operative MRI show promise (3). Howev-

er, while these systems are relatively easy to retrofit in operating room, they are not truly porta-

ble.  
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In the present work, we use a novel image encoding method based on rotating spatial encod-

ing magnetic fields (rSEM) to create a portable scanner. We replace the B0 magnet and linear 

gradient coils with a rotating permanent magnet featuring an inhomogeneous field pattern used 

for spatial encoding. In this scheme, the inhomogeneity in the B0 field serves as a spatial encod-

ing magnetic field (SEM), and is requirement for image encoding not a nuisance. Loosening the 

homogeneity constraint of some conventional magnet designs leads to a reduction in the mini-

mum required magnet material, and allows for more sparse/lightweight designs (45kg in our pro-

totype). Additionally, the rotation of the magnet’s inhomogeneous field pattern replaces the 

function of heavy switchable gradient coils with significant power requirements. 

Several NMR devices for niche applications have explored relaxing the magnet homogeneity 

constraint, as well as reducing the reliance on traditional Fourier image encoding. The oil well-

logging industry was the first to explore the idea of mobile NMR using “external sample” or “in-

side-out” NMR tools for measuring fluid in rock formations down-hole (4). This work was ini-

tially done with electromagnets or in the earth’s field, but the advent of rare-earth magnets with 

high energy products such as SmCo and NdFeB (5), has allowed more effective borehole NMR 

tools to be developed (6). Some portable single-sided NMR devices (7,8) exploit inhomogeneous 

magnetic fields from permanent magnets for 1D spatial encoding. In these systems a rare-earth 

magnet array is placed against the object such that the field falls off roughly linearly with depth. 

Broadband excitation and spin-echo refocusing are used to obtain a 1D depth profile of the water 

content in the object (9–11). Thus, these systems use the inhomogeneity of the small magnet to 

spatially encode the depth of the water; a principle that we will exploit in a more complete way.   

Previously, Cho et al. implemented a mechanically rotating DC gradient field in conjunction 

with a conventional MRI scanner with the motivation of silent imaging (12). In that case, the ro-

tating electromagnet produced a linear gradient field so traditional projection reconstruction 

methods could be used. In the presently described portable scanner, the dominant SEM field term 

is quadrupolar, which requires specialized acquisition and reconstruction techniques. Spatial en-

coding with similar nonlinear fields created with electromagnets has recently drawn attention as 

a way to achieve focused high imaging resolutions, reduced peripheral nerve stimulation (13), 

and improved parallel imaging performance (14). In our scanner, the approximately quadrupolar 
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SEM fields are physically rotated around the object along with the B0 field, and stationary RF 

coils are used to acquire generalized projections of the object in spin-echo train form. 

In this manuscript, we describe the design, construction, and testing of a portable 2D MRI 

scanner. We show that the encoding scheme we introduce can achieve a resolution of a few mil-

limeters in phantom images. While full 3D encoding is not demonstrated, the system is compati-

ble with RF encoding schemes, such as the TRASE method (15,16), capable of adequately 

encoding the third dimension (along the axis of the cylindrical magnet).  The magnet design and 

initial encoding attempts were previously reported in abstract form (17–19). 

Methods 

Magnet and field mapping 

The described rSEM encoding method is valid for arbitrary encoding field shapes, although 

the shape will affect the spatially variable resolution of the images. A sparse dipolar Halbach cyl-

inder design similar to the “NMR Mandhala” (20,21) was chosen to produce to the rotating B0 

field presented here. This arrangement of permanent magnets produces an approximately uni-

form field directed transverse to the axis of the cylinder (22). The major design criteria for our 

Halbach magnet were: 1) maximum average field for highest SNR, 2) sufficient field variation 

for spatial encoding but not so inhomogeneous that excessive measurement or excitation band-

widths were required, 3) minimum volume of permanent magnet material to keep cost and 

weight down, 4) use of stock rare-earth magnet material shapes, and 5) minimum size to fit the 

head (in order to maximize B0). Note, the design was not focused on the specific spatial encoding 

field shape, and the resulting pattern in the constructed magnet was accepted as the SEM for the 

presented scanner. The Halbach cylinder design consists of a 36 cm diameter array of 20 rungs 

comprising N42 grade NdFeB magnets that are each 1x1x14” (magnetized through the 1” thick-

ness). Two additional Halbach rings made up of 20 1” NdFeB cubes are added to the ends of the 

cylinder to reduce field fall-off caused by the relatively short length of cylinder. Figure 1 shows 

a 3D drawing of the magnet, the simulated field, and constructed magnet.  

The predicted field pattern (Fig. 1a-b), as well as the forces between the magnet rungs were 

simulated using COMSOL Multiphysics (Stockholm, Sweden). This calculation estimated an 

internal force of 178 N, which is adequately handled by the fiberglass and ABS frame designed 
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to hold the NdFeB magnet array. The magnet rungs consist of NdFeB magnets stacked inside 

square fiberglass tubes (McMaster-Carr, Elmhurst, Illinois USA), which are fixed by five water 

jet cut 3/8”ABS rings (Fig. 1d). Each 14” long magnet rung is comprised of four individual bar 

magnets (Applied Magnet, Plano, TX, USA) which were bonded together (three 4” bars and a 2” 

bar). The ABS/fiberglass frame was assembled prior to NdFeB magnet handling, and then the 

magnet rungs were populated one at a time. Since the 4 magnets comprising each rung repel each 

other as they are inserted, a magnet loading and pushing jig was necessary to force the magnets 

together while the magnet bonding adhesive cured (Loctite p/n 331 and 7387, Düsseldorf, Ger-

many). The jig was a simple threaded rod mounted to the magnet assembly frame above the 

opening of the fiberglass tube.  

The constructed magnet weighs 45 kg and has a 77.3 mT average field in the 16cm FOV cen-

ter plane, corresponding to a 3.29 MHz proton Larmor frequency. The cylindrical magnet sits on 

PVC rollers covered with a high friction urethane. The MRI console is used to drive a stepper 

motor (model 34Y106S-LW8, Anaheim Automation, Anaheim, CA, USA) that is attached to the 

aluminum axis of one of the rollers through a 5:1 gearbox (model GBPH-0901-NS-005, Ana-

heim Automation, Anaheim, CA, USA). Magnet rotation is incorporated into the pulse sequence 

so that it is controlled by the MRI console to a precision of one degree at a rate of 10 deg/s. Pe-

ripheral nerve stimulation is not a concern with this B0 rotation rate. Even at 10x the current rota-

tion rate, the dB/dt from the rotating magnet is 2 orders of magnitude below the dB/dt generated 

by a modest clinical gradient system. The magnet assembly is enclosed in a copper mesh Faraday 

cage to reduce RF interference. 

An initial 3D field map was obtained with a 3-axis gaussmeter probe attached to a motorized 

stage. The measured field shape is roughly quadrupolar, similar to the fields used in the initial 

realization of multipolar PatLoc (Parallel Imaging Technique using Localized Gradients) encod-

ing (13), but with significant higher-order components as well. The measured field variation 

range in y-z (imaging plane), x-z, and x-y planes of a 16 cm sphere were Δfyz = 95 kHz, Δfxz = 60 

kHz and Δfxy = 52 kHz. Large Larmor frequency bandwidths make it difficult to design RF exci-

tation and refocusing pulses that achieve the same flip angle and phase across all the spins. In 

addition, it is difficult to make transmit and receive coils uniformly sensitive over the entire 

bandwidth. Therefore, shimming was done to decrease field variation (no attempt was made to  
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reshape the SEM). The field variation was shimmed down to Δfyz = 32 kHz, Δfxz = 32.5 kHz and 

Δfxy = 19 kHz with the addition of small shim magnets (0.5” diameter, 0.25” length cylindrical 

NdFeB magnets) which were attached to the fiberglass rungs. The 3 planes of the shimmed field 

map are shown in figure 2. 

An accurate field map is critical for image reconstruction, particularly when nonlinear encod-

ing fields force the use of iterative matrix solvers rather than the Fourier transform (14). The 

field is perturbed by external fields (including the earth’s magnetic field), and must be remapped 

when the magnet is relocated. In order to quickly acquire center-plane field maps, a linear array 

of 7 field probes spaced 1.5cm apart was constructed (Fig. 3a). The field probes are tuned 5mm 

long, 4mm diameter, 18-turn solenoids measuring signal from 1mm capillaries of CuSO4-doped 

water (23). To acquire a field map the probes are held stationary while the magnet is rotated 

around them. Polynomial basis functions are then fit to the measured points and the field map 

(Fig. 3b) is synthesized. The polynomial coefficients up to 6th order of one magnet rotation angle 

are shown in table 1. The net magnetic field from the NdFeB magnets is sensitive to temperature 

(on the order of 4 kHz/deg C for the Halbach magnet) as well as interactions with external fields, 

so an additional field probe is used to monitor field drift during data acquistion. This navigator 

probe is mounted to the Halbach array and rotates with the magnet. The measured field changes, 

ΔB0, are then accounted for in the image reconstruction. 

Acquisition Method 

To acquire data, the magnet is physically rotated around the sample in discrete steps. At each 

rotation step, generalized projections onto the nonlinear field are acquired (similar to those de-

scribed in (24)). Examples of these projections are shown in Fig. 4 for a simple two-sphere phan-

tom. The field experienced by the spheres changes at each rotation due to the non-linear SEM, 

providing new information in each projection.  

The constructed Rx coil array (Fig. 5a) consists of eight 8cm diameter loops of wire encir-

cling the FOV on the surface of a 14cm diameter cylinder. The inductances of the coils are 

roughly 230 nH, requiring capacitors on the order of 10 nF (Voltronics, Salisbury, MD) for tun-

ing. Geometric decoupling and PIN diode detuning were implemented (25, 26). The coils are 
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tuned and matched to 50 Ohm impedance low noise preamplifiers (MITEQ P/N AU-1583, 

Hauppauge, NY). 

A Tecmag Apollo console with TNMR software (Houston, TX) was used. The console has 1 

transmit channel, 3 gradient channels, and 1 receive channel. Since the programmable gradient 

analog outputs are not needed for gradient coils, they are used for other purposes. For example, 

the Gz gradient output is used to control the stepper motor for magnet rotation. The fact that the 

console only has 1 receive channel means that true parallel imaging cannot be performed. In-

stead, the receive channel is switched between the coils in the array, acquiring data serially. The 

Gx gradient output along with a RelComm Technologies (Salisbury, MD) relay and Arduino 

UNO board are used to switch between the receive coils. Although pre-amp decoupling has not 

been implemented yet, data is being acquired from one coil at a time, permitting the other receive 

coils to be detuned to prevent coupling.  

Two scanner coordinate systems are defined because the object and RF coils remain station-

ary while B0 is rotated. The rotating coordinate system of the magnet and the spins is defined as 

x’, y’, z’ (examples shown in Fig. 6b), and fixed coordinate system for the coils and objects is 

defined as x, y, z (shown in Fig. 1a-b). Image reconstruction requires accurate knowledge of the 

coil sensitivity map, !!,! ! . Here the index q refers to the coil channel and r to the rotation po-

sition of the magnet. The coil sensitivity map is different for each rotation position since B1
- is 

formed from a projection of the coil’s B1 field onto the x’-y’ plane (which rotates with the mag-

net).  In conventional MRI, B1
- is mapped by imaging the object or a phantom with fully sampled 

encoding by the gradient waveforms. However, this approach is not possible with our encoding 

scheme because knowledge of !!,! !  is necessary to form an image without aliasing.  

Because of the difficulty of measuring B1
- on our scanner, we use estimated B1

- maps. Mag-

netostatic approximations are suitable at the 3.29 MHz Larmor frequency, so B1 of the individual 

coils was modeled with Biot-Savart calculations. By symmetry, the x component of the circular 

surface coils’ B1 is zero in the center plane FOV. The x’ component B0 is also nearly zero be-

cause of the geometry of the magnet. So the coil sensitivity calculation reduces to a two dimen-

sional problem, since only the B1 component perpendicular to B0 contributes to the sensitivity 

map.  
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To calculate the coil sensitivity map for each rotation (r), the B1 component parallel to B0r 

(the B0 vector for rotation r) is subtracted and we are left with the perpendicular component.  

!!!
! =   !! − !! ⋅ !!!   !!!         [1] 

The phase is equal to the angle, !!, between !!!
!   and !!!, which will either be +90° or – 90° due 

to the symmetry properties discussed above. The variation in a single coil’s B1
- as a function of 

B0 angle is illustrated in Figure 6a-b, and the B1
- magnitude for 4 coils and a single B0 angle is 

shown in Figure 6c. When B0 points along the normal to the coil, the sensitivity profile resembles 

a “donut” pattern with low sensitivity in the center of the FOV. Maximum signal sensitivity oc-

curs when B0 is oriented orthogonal to the normal vector of the coil loop. 

Similar to single-sided imaging methods (7), echo formation requires the use of spin echo se-

quences in the presence of the inhomogeneous field. The T2* of the signal is short due to the stat-

ic Spatial Encoding Magnetic field (SEM) and it is impossible to do the equivalent of gradient 

echo refocusing because the sign of the SEMs cannot be quickly switched. However, the encod-

ing can be repeated and averaged to improve SNR in a spin-echo train, which does refocus the 

SEM. Unlike in high-field systems, the specific absorption rate (SAR) from the consecutive 180o 

pulses is negligible because of the low excitation frequency (3.29 MHz).  

Unlike conventional MRI scanners, the B0 field of the Halbach magnet is oriented radially in-

stead of along the bore of the magnet. This means that in order for B1
+ to be orthogonal to B0 at 

all rotations, it should be directed along the cylindrical axis of the Halbach magnet. This makes a 

solenoid more suitable than a birdcage coil for RF excitation. The constructed solenoid, shown in 

figure 5c, has a 20cm diameter and a 25cm length. N=25 turns of AWG 20 was chosen as a rea-

sonable value in the tradeoff between B1
+ homogeneity and parasitic capacitance from closely 

spaced windings. The 70 uH Tx coil is tuned to 3.29 MHz with eight 230pF series capacitors dis-

tributed along the length of the solenoid, which reduces the susceptibility to stray capacitance. 

Because the static SEM field is “always on”, the transmit coil must have a relatively low Q in 

order to excite a wide bandwidth of spins. The Q of the coil is about 60 corresponding to a 55 

KHz bandwidth. A 1 KW power amplifier (Tomco, Stepney, SA, Australia) is used to produce 

short 600W pulses for broadband excitation (25µs for 90o pulses and 50µs for 180o pulses).  
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PIN diode detuning is used in the transmit and receiver coils to prevent coil interaction (25). 

The tuning/matching circuits are constructed so that the transmit coil is tuned and the receive 

coils are detuned when the pin diodes are forward biased with console controlled DC voltage. 

The converse is true when the diodes are reverse biased (Tx coil detuned and Rx coils tuned).   

Reconstruction Method 

The Halbach magnet’s spatial encoding field is approximately quadrupolar and therefore 

produces a non-bijective mapping between object space and encoding space. This encoding am-

biguity leads to aliasing in the image through the origin. As described by Schultz et al. (27), par-

allel imaging with encircling receive coils can be used to disambiguate the non-bijective 

mapping. This is possible because the coil sensitivity profiles provide additional spatial encoding 

that localizes signal within each source quadrant of the FOV, eliminating aliasing. This idea is 

illustrated in Figure 5b. This specific implementation of the portable scanner closely resembles 

the case of PatLoc imaging with quadrupolar fields and a radial frequency-domain trajectory 

(28). However, the measured Halbach SEM is not purely quadrupolar, and the presence of arbi-

trary field components prevents the decomposition of the rotating SEM into linear combinations 

of 2 orthogonal encoding fields. For this reason, the direct back-projection reconstruction method 

described in (28) is not valid, and iterative matrix methods such as those described in (29) are 

used. 

The discretized signal acquired by a coil (q) at a given magnet rotation (r) at time n can be 

described as 

!!,! ! = !!,! ! !!!!!" !,!,! !(!)!     [2] 

where !(!) is the magnetization of the object at location vector x, !!,! !  is the complex sensi-

tivity of the coil at location x, and ! !,!,!  is the evolved phase from the nonlinear gradient at 

rotation r, location x, and time n. The exponential term and coil sensitivity term can be grouped 

together to form the encoding function !"!!,!(!,!). 

!!,! ! = !"!!,!(!,!)!(!)!               [3] 

98



	   	   	   11	  
	  

The matrix form of this signal equation for a single projection readout acquired with one RF 

coil is simply 

!!,! = !!,!   !.               [4] 

The acquired signal, Sq,r, is a vector made up of the sampled readout points (Nsmp). The ob-

ject that we are solving for, m, is a vector made up of all the image voxels (Nvox). The encoding 

matrix, Eq,r, contains the evolved phase of each voxel in the FOV for each time point in the ac-

quisition as well as the coil sensitivity multiplier. With linear gradient fields, E is made up of the 

sinusoidal Fourier basis set, which allows the image to be reconstructed using radial back-

projection, k-space re-gridding, and other approaches. In the nonlinear SEM case, E is more 

complicated, but can be calculated from the measured field maps. Before the appropriately rotat-

ed field map is used to calculate the phase evolution, the field change captured by the navigator 

probe during the acquisition is added as a global offset. 

A separate block of the encoding matrix, Eq,r is calculated for the data acquired by each coil 

at each rotation. There will be a total of R*C blocks (where R is total number of rotation and C is 

the total number of coils), which are vertically concatenated to form the full encoding matrix, E. 

S is also made up of vertically concatenated subparts, Sq,r, which are the signals acquired from 

each coil at each rotation.  

 To reconstruct the image from the acquired data, the object, m, can be found by inverting the 

matrix, E. However, the full encoding matrix size is Nsmp *R*C x Nvox. In the typical case of 256 

readout points, 181 rotations, 8 coils and a 256x256 voxel reconstructed image, the full matrix 

size is 371K x 65K. Since it is not computationally feasible to invert this matrix, iterative meth-

ods such as the Conjugate Gradient method (30) and the Algebraic Reconstruction Technique 

(31,32) can be used to solve for the minimum norm least squares estimator of m. The generality 

of this approach allows arbitrary field shapes and coil profiles as well as systematic errors such 

as temperature-dependent field drifts to be incorporated into the encoding matrix.  

  The reconstructed images and simulations shown here were done using the Algebraic Re-

construction Technique. The encoding matrix was calculated line by line during the reconstruc-

tion using the appropriately rotated and temperature drift-corrected field map and the calculated 

coil sensitivity profiles for the given B0 direction. To demonstrate the importance of temperature 
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drift compensation, a phantom image was also reconstructed with an uncorrected encoding ma-

trix. The field of view of the images is 16 cm and the in-plane voxel size is 0.625 mm.   

Phantom Imaging Methods 

Images of a “MIT/MGH” phantom were acquired both with a single channel solenoid Rx coil 

and with 7 coils of the Rx array. The 3D printed polycarbonate phantom is 1.7cm thick with a 

13cm diameter, and is filled with CuSO4-doped water. Thirty-two averages of a 6 spin-echo train 

(TR = 550 ms, echo-spacing = 8ms) were acquired for 91 rotation angles over 180 degrees. Nav-

igator field probe data was also acquired at each rotation. The coil array’s lengthy acquisition 

time of 66 minutes results from multiplexing a single console receiver and would be reduced to 

7.3 minutes by acquiring data from all channels and the field probe in parallel. 

A 1cm thick lemon slice was imaged using only the bottom 5 surface coils with 181 1° rota-

tions. The total acquisition time was 93 minutes (15.5 minutes if surface coils and navigator 

probe were acquired in parallel). A single average of a 128 echo train at each rotation provided 

sufficient SNR. Each echo was recorded as 256 pts with a 20KHz BW (TR = 4500ms, echo spac-

ing = 8ms). For comparison, the lemon image was also reconstructed using only 91 rotations out 

of 181 acquired rotations in addition to the full reconstruction.  

Image simulation methods 

The described acquisition method was simulated using the measured field map from the 

central slice of the Halbach magnet. Images were simulated using a high resolution T1 brain im-

age or a numerically generated checkerboard with 2.5mm grid size as the “object.” The measured 

field map and calculated coil profiles of the 8 coil array were used in the forward model to gen-

erate the simulated data. In one simulation, an artificial field map was used to simulate the addi-

tion of a linear field component to measured SEM. Complex noise was added to the simulations 

to match noise levels observed in comparable phantom projection. These simulations were done 

with the same sequence parameters of the lemon image: 181 1o magnet rotations, 256 pt readout, 

20KHz BW, echo spacing = 8ms.  

Results 
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Experimental images of the 3D printed “MIT MGH” phantom are shown in Figure 7. The 

image acquired with the solenoid coil used in transmit/receive mode is shown in Figure 7a. Only 

the “MGH” part of the phantom was filled at the time, so the top half of the image should ideally 

be empty. Instead the expected aliasing pattern is seen through the center onto frequency 

matched quadrants of the FOV. The aliased image is markedly more blurry than one would ex-

pect for a purely quadrupolar field, which maps all signals symmetrically about the center during 

reconstruction. This discrepancy likely arises due to the presence of first-order and higher-order 

field terms which perturb the symmetry of the dominant quadrupolar field.  

The importance of monitoring and correcting for field drift due to temperature is emphasized 

by comparing Fig. 7b and Fig. 7c which show images with and without temperature drift correc-

tion. The drift correction is achieved by monitoring the frequency seen by the navigator field 

probe which rotates with the magnet. This probe’s frequency is ideally independent of the rota-

tion angle during the acquisition, but varies due to two causes. Firstly, small changes in room 

temperature translate to a global scaling of the Halbach array’s magnetization and thus the cen-

tral B0. With no attempt to insulate or stabilize the magnet’s temperature, changes up to 0.4 °C 

and 1.6 KHz were observed over an hour. The second cause for the fixed probe’s change in field 

as a function of rotation is due to the changing vector sum of the earth’s field and the Halbach 

field. This effect creates a peak-peak variation of 3.7 kHz for the magnet location and orienta-

tion. This effect must also be incorporated in the encoding matrix. Even though field drift correc-

tion is applied to Fig. 7c, some of the letters are sharper than others; this is likely attributable to 

field map inaccuracies. 

The 1cm lemon slice images are seen in Figure 8. The use of 5 out of 8 coils of the receive 

array prevents aliasing in the image, but center blurring is more pronounced in these images than 

in the simulations (Fig. 9). Figure 8a was reconstructed using half of the rotations angles of Fig-

ure 8b, resulting in poorer image quality and streaking artifacts.  

Figure 9 shows an encoding and reconstruction simulation using a typical high field T1-

weighted brain MRI as the imaging object (Fig. 9a). Noise was added to the object model to 

simulate the lower SNR of the low field scanner. Figure 9b shows a simulated image using the 

measured encoding field of Halbach magnet. There is no aliasing in the image because the 

calculated coil sensitivity profiles of the 8 channel Rx array were used. However, there is 
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blurring in the center which coincides with the shallow region of the nonlinear gradient field. 

The center blurring in Figure 9c is reduced because the image was simulated using an artificial 

field map that consists of our measured SEM plus an additional linear field.  The simulation of 

the 2.5mm grid numerical phantom (Fig. 9d) shows the ultimate resolution possible with the ex-

isting experimental protocol in the absence of systematic errors. Outstanding resolution at the 

periphery gradually gives way to a blurry central region.   

Discussion 

As expected, the non-bijective mapping of the Halbach magnet’s SEM results in aliasing. 

Fortunately, as described in (13) the aliasing is resolved by the addition of a multi-channel re-

ceive array with differing spatial profiles and an appropriate geometry. Since the Halbach encod-

ing is dominated by the quadrupolar "PatLoc" SEM, the system's spatially-varying voxel size 

changes approximately as c/ρ within the FOV, where ρ is the radius and the constant c depends 

on the strength of the SEM and the length of the readout (27). This means that our Halbach mag-

net encoding field results in higher resolution at the periphery due to the uniform nature of the 

SEM near the center of the FOV. This center blurring is seen in both the experimental images in 

Fig. 8 and the simulations in Fig. 9.  

While we did not attempt to control the precise spherical harmonic distribution in the magnet 

design, future work will likely benefit from shimming the magnet to obtain a more desirable 

SEM. For example, if a sufficient linear term were added, the uniform encoding field region 

would not lie on-axis with the rotation. In this case, which is simulated in Fig. 9c, the “blind-

spot” would move around the object allowing some rotations to contribute to encoding of any 

given pixel, as previously explored in “O-Space imaging” (14).  Pursuing this strategy even fur-

ther would result in a SEM containing only a linear term. In this case, the encoding becomes 

very similar to a radial imaging scheme with conventional gradients, and to the strategy proposed 

by Cho et al. who used a rotating gradient coil in a conventional magnet (12). With accurate field 

mapping instrumentation and shimming software, we suspect that the magnet could be shimmed 

to a more desirable SEM. Although a linear SEM would eliminate the encoding hole and allow a 

more straightforward reconstruction method, there are advantages to second-order SEMs includ-

ing the coincidence of the high spatial resolution area and high coil sensitivity area near the edge 

of the FOV. Note that in our configuration, where the magnet and encoding field rotate together, 
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we would still have to deal with the effects of the changing orientation of B0 relative to the body 

and Rx coils. 

 The lemon images of Fig. 8 show that when 91 projection rotations are used instead of 181, 

a radial streaking artifact is visible. The streaking artifacts are consistent with those arising in 

conventional undersampled radial trajectories played by linear SEMs as well as undersampled 

radial trajectories played by PatLoc SEMs (27). It has been shown that the use of total variation 

and total generalized variation priors during reconstruction suppresses streaking artifacts in un-

dersampled conventional radial (33) and PatLoc radial (34) acquisitions. Similar techniques may 

be pursued in future work to suppress streaking in images obtained with fewer projection rota-

tions of our scanner. 

The simulations in Figure 9 show the theoretical resolution of the scanner when systematic 

errors are eliminated. These errors are most likely a result of field map and coil sensitivity profile 

inaccuracies, which are critical to the iterative reconstruction (14). The current coil sensitivity 

profiles facilitate proof-of-concept reconstructions, but their fidelity is suspect because they were 

calculated rather than measured. In these calculations the magnetostatic Biot Savart approxima-

tion was used with no external structures present. While wavelength effects in the body are not 

expected at this frequency, the close proximity of the conducting magnets and other coils might 

perturb the experimental fields. Additionally, a 2D field map is currently used to reconstruct thin 

samples (1 to 1.5cm thick), but field variation does exist in the ! direction (along the axis of the 

Halbach cylinder) within the sample thickness. This causes through-plane dephasing and must be 

incorporated into the encoding matrix based on a 3D field map.  

Field map errors arise from temperature drifts which are significant on the time scale of the 

imaging and mapping acquisitions. We have shown that any uncorrected temperature drift causes 

substantial blurring in the image (Fig. 7b). Temperature drift is a pervasive problem in perma-

nent magnet MRI and has been addressed in a number of ways. In the current experimental pro-

tocol the frequency at a fixed point is measured at every rotation and the drift is built into the 

encoding matrix as a global offset to the field maps. This method reduces blurring considerably 

(Fig. 7c), but other options have been proposed for permanent magnet NMR and MRI that may 

offer higher encoding matrix accuracy. For example, Kose et al. (1) describes the implementation 

of a NMR lock method plus thermal insulation. Additionally, a new Halbach design was recently 
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reported which uses two types of magnet materials with different temperature coefficients to 

substantially reduce the effect of temperature changes on the B0 field (35). When compared to an 

uncompensated SmCo magnet, this reduced their temperature coefficient 100 fold, bringing the 

field drift down to 10ppm for a 3°C temperature change. However this method has the disadvan-

tageous of producing a lower field and requiring more magnet material than the traditional de-

sign.   

For time-efficient acquisitions, true parallel imaging will be needed. To accomplish this goal, 

a multi-channel receiver console is required, as well as the implementation of pre-amp decou-

pling. This is advantageous for practical diagnostic reasons and will also alleviate the field drift 

problem by shortening acquisition times. In addition to multiple channels, future prototypes must 

be made larger to accommodate the human head. Although the head can be fit into the presented  

magnet, its 36cm diameter does not leave sufficient room for the transmit and receive arrays as 

well as the structural supports for the magnetic material. Construction of a larger diameter mag-

net with the same basic design will result in a reduced B0 field, although this could be mitigated 

by adding more magnet material and/or higher grade material. The current B0 field of 77.3 mT is 

estimated to decrease to 62 mT if the diameter is increased to 40cm. However if 24 N45 NdFeB 

magnet rungs are used instead of 20 N42 rungs, a field of 80 mT is theoretically achievable. The 

standard landmark for brain imaging (between the eyebrows) is 18cm above the shoulders. The 

presented Halbach magnet was designed using the maximum cylinder length that allows the 

brain to be centered in the magnet, 14” (~2x18cm). Future magnet designs will likely adhere to 

this constraint because increasing the length of the magnet requires increasing the bore size to fit 

shoulders, which would result in a considerably weaker B0.  

In the described experiments the B0 field rotates relative to the receiver coils (coils are sta-

tionary), which causes the shape of the coil profiles to change with each acquisition angle. How-

ever this arrangement is not a requirement for rotating SEM imaging, and in theory the receiver 

coils could rotate with the magnet. In this case, the coil sensitivity profiles are simply rotated for 

each acquisition angle, but the shapes of profiles do not change. Data acquisition with rotating 

coils and stationary coils was simulated. However, there was not a significant difference in per-

formance in either the visual appearance of the reconstructed images or the RMSE (root mean 

squared error). For data simulated with 91 magnet rotations there was a 0.2% RMSE improve-

104



	   	   	   17	  
	  

ment when using the rotating coil profiles, and for data simulated with 23 magnet rotations (un-

dersampled) there was a 3.6% RMSE improvement. This suggests that rotating the coil array 

may improve performance when data is undersampled. The 23 rotation simulated images are in-

cluded in the supplemental material. The rotating receive coil case is similar to the RRFC (Rotat-

ing RF Coils) method described in (36, 37), where continuously rotating surface coils are used in 

a conventional magnet for parallel imaging.  

The goal of the current work was to provide a proof-of-principle that the basic 2D encoding 

scheme can be performed, which was demonstrated with 2D imaging of thin samples. However, 

the addition of 3rd axis encoding is an obvious requirement for medical applications. A promising 

possibility for encoding the 3rd dimension (along the axis of rotation) is Transmit Array Spatial 

Encoding (TRASE) (15,16). TRASE uses custom-designed RF coils to generate uniform ampli-

tude but linear B1
+ phase variation along the encoding axis. Spatial encoding is achieved using at 

least two Tx coils with different phase gradients (typically differing by their sign). Spin-echo 

trains are used in which the linear phase variation is changed by 180 degrees in between succes-

sive refocusing pulses. As the sign of the refocusing pulse is flipped over the course of the echo 

train, k-space is traversed one echo at a time. The resolution depends on the number of echoes 

used and the slope of the transmitted B1 phase ramp across the FOV (16). The approach is syner-

gistic with the echo trains used in the Halbach encoding scheme for purposes of signal averaging. 

Furthermore, at low field, TRASE spin-echo trains do not suffer from the SAR limits that may 

impact the method's performance at high field.  

Conclusion 

Using an inhomogeneous magnet for spatial encoding in lieu of gradient coils, we have con-

structed and demonstrated a lightweight scanner for 2D MR imaging with minimal power re-

quirements. The 2D proof-of concept images from this nearly head-sized imager show the ability 

of this encoding scheme to produce sufficient spatial resolution and sensitivity for the detection 

and characterization of many common neurological disorders such as hydrocephalus and trau-

matic space-occupying hemorrhages. Future work in perfecting the calibration methods is likely 

to bring experimental image quality closer to the theoretical limit, but the resolution of the cur-

rent system is sufficient for identifying gross pathologies. With the future implementation of true 
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parallel imaging and 3D encoding, this scanner has the potential to enable a truly portable, low-

cost brain imaging device. 
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Figure Captions 

Figure 1: The magnet array consists of twenty 1”x 1”x 14” NdFeB magnets oriented in the k = 2 

Halbach mode. Additional Halbach rings made of 1”x 1”x 1” magnets were added at the ends to 

reduce field fall off along the cylindrical axis. (A,B) Simulation of the magnetic field in two 

planes. The field is oriented transverse to the cylinder axis (z-direction). (C) Schematic of 

NdFeB magnets composing array. The targeted spherical imaging region (18 cm dia.) is depicted 

at isocenter. (D) End-view photo of the Halbach magnet mounted on high friction rollers.  Mag-

net was constructed with ABS plastic and square fiberglass tubes containing the NdFeB magnets. 

Faraday cage not shown. 

Figure 2: Measured Larmor frequency maps of the spatial encoding magnetic field (SEM) in the 

z-y (imaging plane), z-x, and y-x planes of shimmed Halbach magnet. The B0 field is oriented in 

the z direction.  

106



	   	   	   19	  
	  

Figure 3: (A) Linear array of 7 NMR field probes used for mapping the static magnetic field.  

The probes are held stationary, while the magnet is rotated around them and points on the 2D 

center plane are sampled. (B) Measured field map for the center transverse slice through the 

magnet after fitting 6th order polynomials to the probe data. The black dots mark the location of 

the probe measurements. The field is plotted in MHz (proton Larmor frequency). This field dis-

tribution serves as the SEM information used in image reconstruction. 

Figure 4: Schematic depiction of the generalized projections (bottom row) of an object onto the 

rotating SEM field. The object consists of two water-filled spheres depicted as dashed black lines 

which are superimposed on the Halbach magnet’s SEM field at a few rotations (black arrow de-

picts B0 orientation). The NMR spectrum was acquired with a single volume Rx coil. The second 

spectrum illustrates the frequency aliasing associated multipolar SEMs because the two spheres 

are located in a nearly common frequency distribution. 

Figure 5: (A) Photo of the 8 channel receiver array coil with 3D printed disk-phantom at isocen-

ter. The 14cm diameter array is made up of eight, 8 cm loops overlapped to reduce mutual in-

ductance. (B) Relative voxel size is illustrated as a function of radius from the center using two 

rotations of the magnet’s SEM (field isocontour lines illustrated in figure). Symmetry of the iso-

contours causes aliasing of each voxel through the origin.  Using the local sensitivity profiles of 

an encircling array of coils, the correct location of each signal source in the FOV can be re-

solved. (adapted from (28)) (C) Photo of the 25 turn, 20cm diameter, 25cm length solenoid 

transmit coil.  

Figure 6: Biot-Savart calculation of the sensitivity map of the Rx coil array. The white arrows 

show representative orientations of B0, which define the spin coordinate system orientation 

(x’,y’,z’). Image reconstruction requires accurate coil sensitivity profiles for each B0 angle used 

in the experiment. (A-B) B1
- magnitude and phase for a single representative surface coil located 

at the right side of the FOV (position marked with white line). Because of the symmetry of the 

coils’ at isocenter, the coils’ x’ component is always zero, and the process of taking the projec-

tion onto the x’-y’ plane (to solve for B1
-) will produce a vector parallel or anti-parallel to y’. 

Therefore, the B1
- phase is always +90° or -90° in the depicted transverse isocenter plane. (C) B1

- 

magnitude of 4 different coils of the array (marked with white lines) for a single magnet rotation 

position. 
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Figure 7: Experimental 256×256 voxel, 16cm FOV images of a 3D printed phantom with CuSO4 

doped water occupying the interior of the letters and polycarbonate plastic surrounding it.  The 

phantom has a 13cm dia. and is 1.5cm thick. 91 magnet rotations spaced 2o apart were used, 

readout bandwidth/Npts = 20 KHz/256, TR = 550ms, spin-echo train length = 6 or 16, with 8ms 

echo-spacing.  Echoes in the spin-echo train for a given rotation were averaged. (A) Image ac-

quired with solenoid Rx coil (32 averages of a 6 spin-echo train). (B)  Image acquired with 7 

coils of the Rx coil array (8 averages of a 16 spin-echo train).  Temperature drift was not correct-

ed for. (C)  Image from same data as (B), but with temperature drift correction implemented. 

Figure 8: Experimental 256 x 256 voxel, 16cm FOV image of a 1 cm thick slice of lemon placed 

off axis in the magnet.  5 receiver coils of the array were used to acquire 1 average of a 128 spin-

echo train, readout bandwidth/Npts = 20 KHz/256, TR = 4500ms, echo-spacing = 8ms.  A) 91 

magnet rotations spaced 2o apart were used (B) 181 magnet rotations spaced 1o apart were used. 

Figure 9: Simulated images using the calculated sensitivity profiles of the 8 coil Rx array to gen-

erate the forward model for 181 1o rotations of the encoding field, 6.4ms, 256 point readouts. 

The data seen by the Halbach scanner was simulated by processing this “object” through the 

forward model and adding noise to make it consistent with the SNR of the time-domain signals 

measured in a water phantom. The model data was then reconstructed using the Algebraic Re-

construction Technique in a 16cm FOV. (A) Reference high resolution 3T T1 weighted brain im-

age used as the model object. Note: the SEMs were scaled to the brain FOV. (B) Simulated 

reconstruction using the measured SEM to generate the forward model. (C) Simulated recon-

struction using the measured SEM with the additional artificial linear field component (500 

Hz/cm). (D) Simulated reconstruction of a 2.5mm grid numerical phantom.  Only one quadrant 

of the FOV is shown, the center of the FOV is marked with white cross-hairs in the upper right.   

Table 1: The calculated polynomial coefficients composing the z-y plane (2D imaging plane) of 
the Halbach spatial encoding field are shown. Measured points from the linear array of field 
probes (fig. 3) were used for this 6th order polynomial fit.  

Supplemental Figure: Simulated images comparing the performance of rotating and stationary 

receiver coil arrays in the rotating Halbach magnet. Data was simulated using 23 8o rotations of 

the encoding field and 6.4ms, 256 point readouts. The model data was then reconstructed using 

the Algebraic Reconstruction Technique in a 16cm FOV. (A) Reference high resolution 3T T1 
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weighted brain image used as the model object. Note: the SEMs were scaled to the brain FOV. 

(B) Simulated reconstruction with added noise using stationary coil profiles (same as experi-

mental setup).  The root mean squared error (RMSE) of the simulated image compared with the 

reference image is 208.3. (C) Simulated reconstruction with added noise using coil profiles that 

rotate with the magnet, RMSE = 201.1. Compared to brain simulations in figure 9, these simulat-

ed images contain more artifacts because the data was undersampled (23 magnet rotations versus 

181 rotations).  
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