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INTRODUCTION 
 

Background: Traumatic brain injury (TBI) has been labeled as a “signature wound” in the anti-terrorism wars 
in Iraq and Afghanistan. 15% - 25% of surveyed returning service members have been reported to have possible 
long-term mild traumatic brain injury (mTBI) or concussion. In the civilian sector, the prolonged neuro-
cognitive and functional symptoms following mTBI affects over 1.2 million Americans annually. However, our 
understanding of the neuropathology of mTBI and its recovery process is still very limited due to the lack of 
sensitive clinical and diagnostic tools. First, current TBI classification scales are mainly based on results from 
computed tomography (CT) scans of moderate to severe TBI patients, and thus can hardly be applied to mTBI 
cases. Secondly, current laboratory biological markers, clinical CT and conventional magnetic resonance 
imaging (MRI) are either insensitive or not specific to the subtle abnormalities in mTBI and poorly predict 
patient’s long-term outcome.  It is in urgent need of developing a set of advanced MR imaging biomarkers that 
can: i) be sensitive enough to differentiate mTBI patient population from normal healthy subjects, ii) have the  
potential for outcome prediction; and iii) assist in management of mTBI patients in acute settings.  
 
Objective/Hypothesis: The overall goal of the current research is to develop imaging-based biomarkers to 
improve diagnosis and outcome prediction of mTBI. Advanced MRI techniques reveal many more details than 
conventional imaging. For example, susceptibility weighted imaging (SWI) and susceptibility mapping (SWIM) 
can detect and quantify temporal reduction of hemorrhagic lesions associated with mTBI patients’ functional 
outcome and diffusion tensor imaging (DTI) can detect axonal injury at the acute stage and possible changes 
over time. As the next generation of SWI developed in our lab, SWIM will be used to quantify iron in 
microbleeds and oxygen saturation in major veins throughout the brain. Our central hypothesis is that axonal 
injury (measured by DTI) and vascular damage (detected as hemorrhagic lesions by SWI/SWIM) are important 
pathologies in mTBI that are associated with patients’ neurocognitive and clinical symptoms in their recovery. 
 
Study Design: The original project was designed for a two-phase study. Phase I — “Technical Development,” 
was to develop our susceptibility weighted imaging and mapping (SWIM) for quantitative measurement of 
traumatic hemorrhage and venous blood oxygenation as well as to recruit a relatively small cohort of mTBI 
patients and controls. Phase II — “Clinical Application,” is to apply the developed SWIM technique, along with 
diffusion tensor imaging (DTI), into a relatively large number of mTBI patients. Our work was funded for 
Phase I, Technical Development. To date, 40 adult mTBI patients were screened and enrolled at the acute stage 
(within 24 hours after injury) from the emergency department of our local Level-One Trauma Center. Both up-
to-60-minute MRI scan and neuropsychological/clinical assessment was conducted in mTBI patients. In the 
subacute (1 month) and chronic (6 months) stages after injury, the patients were brought back to repeat both the 
MRI scans and neurocognitive evaluations. Age/gender/education-matched healthy controls will be recruited 
and followed up using the same imaging and neuropsychological protocol of evaluation.  
 
Specific Aims: Specific Aim 1 was to assess whether the advanced MRI data (SWI and DTI) acquired acutely 
(within 24 hours after injury) are more sensitive than conventional imaging (CT and cMRI) in detecting mTBI. 
Specific Aim 2 was to determine at what time point after the injury (i.e., acute, subacute and chronic) these 
advanced MR techniques can differentiate mTBI patients from healthy controls. Specific Aim 3 was to use 
susceptibility weighted imaging and mapping (SWIM), our next generation of SWI technique, to quantify the 
amount of iron in microbleeds, to monitor any changes (evolution) of the microbleed over time and to monitor 
oxygen saturation compared to normal volunteers. And Specific Aim 4 was to determine which MRI indices 
have statistically significant associations with neurocognitive outcome in mTBI patients over all time points.  
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BODY 
 

Technical Development: We have developed SWIM as a means to quantify hemorrhagic blood and venous blood 
oxygenation (1-3). For the clinical study, we collected 40 mTBI patients at the acute stage (within 24 hours after injury) 
and 40 demographically matched controls. Below is a summary of our progress report in support of each aim. 
 
Development of SWI/SWIM: We successfully developed the SWIM technique to quantify iron and blood oxygenation of 
the brain (2) (see Figure 1). We validated the susceptibility measure in both an iron phantom and a cadaver brain (4). We 
made technical improvements of the SWIM technique by removing various artifacts (3). As a result, we were able to 
differentiate hemorrhagic bleeds from veins. We quantified the partial volume effect of veins with different diameters for 
an improved correction of venous blood oxygenation. In addition, we further improved our SWI sequence to acquire both 
angiography and venography data at the same time to have a global picture of both the arterial and venous systems (5, 6). 
At the end of the Phase I study, we have gained significant experience with SWIM in this area which can be shared with 
the military and civilian research groups promoting TBI imaging methods (7). 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
Validation of susceptibility measurement of iron content: We further validated our SWIM estimation of iron 
content in human cadaveric brain with multiple sclerosis by using X-ray fluorescence (XRF) imaging and 
inductively coupled plasma mass spectrometry (ICPMS) (see Figure 2) (4). The relationship between 
susceptibility and ferritin iron was estimated at 1.10±0.08 ppb susceptibility per µg iron/g wet tissue, similar to 
that of iron in fixed (frozen/thawed) cadaveric brain and previously published data from unfixed brains. We 
conclude that magnetic susceptibility can provide a direct and reliable quantitative measurement of iron content 
and that it can be used clinically in brain regions with high iron content (4). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 1: The image on the left is a state-of-the-art SWI image from a 3T scanner. 
The image on the right is the SWIM data which can be used to quantitatively 
differentiate basal ganglia, microbleeds and veins. 

Figure 2: Correlation between susceptibility and XRF imaging of iron 
measurements for data points taken from left hemisphere of a cadaveric 
brain with multiple sclerosis. R = 0.87.
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Iterative SWIM: We developed an advanced form of susceptibility mapping, which we refer to as “Iterative 
SWIM”, to reduce the artifacts caused by the ill-posed behavior of the inverse filter (3). These artifacts are 
particularly severe for subjects with microbleeds that have a very high susceptibility. An example is shown 
below in Figure 3 (3). Note that microbleeds are surrounded by black ring artifacts with the usual quantitative 
susceptibility mapping methods (indicated by arrows in Fig. 1c) and that these are significantly reduced using 
iterative SWIM (Fig. 1d). These artifacts can cause misinterpretation of the images (i.e., the presence of false 
structures). Removing this systematic error helps improve the accuracy and diagnosis of CMB detection in TBI.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
Improved background phase removal using variable high-pass filtering: The background field induces aliasing 
and low spatial frequency artifacts in the phase images. In the past it has been most commonly removed using 
homodyne high-pass filtering. This easy-to-apply filter is effective in removing the background phase but it also 
causes signal loss to the local field variation in larger objects. Even though this is less of a problem for veins, 
which are usually small in size and have relatively high spatial frequency, it leads to an under-estimation of the 
susceptibility for larger structures such as the basal ganglia. It also prevents an unbiased estimate of the oxygen 
saturation level. To solve this problem, we applied a variable high-pass filter which is weaker in the central part 
of the brain and stronger near the edge of the brain. In this way, the low spatial frequency signal of the bigger 
deep grey matter structures is preserved, while the background phase, which is mainly induced by the air-tissue 
interfaces, is removed. By using the variable high pass filter, the contrast in the veins is enhanced, as is the 
contrast in the globus pallidus. As a result, the variable high pass filter provides a much better estimate of the 
iron content in the tissue. This could be useful in quantification of venous blood oxygenation. See Figure 4. 
 
 
 
 
 
 
 
 
 
 
 
 

Before After

Figure 3: Comparison of susceptibility map from conventional SWIM (left) and 
iterative SWIM (right). As can be seen, black ring artifacts associated with 
microbleeds permeate the image in (left) and are significantly reduced in (right), 
which shows higher image quality with better SNR and better microbleed detection. 



 

6 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
Concurrent Acquisition of MR Angiography (MRA) and Venography (MRV): To have a complete examination 
of both arterial and venous systems of the brain, we have developed a dual echo SWI technique that will 
provide the ability to acquire both SWI/SWIM and MRA images at the same time (5, 6). This is not the ordinary 
double echo sequence but a fully flow compensated double echo sequence so no interference from arteries takes 
place (see Figure 5) (5). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

MRA MRV 

Figure 4 (above): The processed susceptibility maps. The susceptibility maps in a) and 
b) are generated using the phase processed with the variable high-pass filter, while c) and 
d) are generated using the homodyne high-pass filtered phase images. The red arrows 
indicate the damaged medullary vein. Note that in a) and b) the contrast even in the veins 
is enhanced in this case as is the contrast in the globus pallidus so that one obtains a much 
better estimate of the iron content in the tissue. 

Variable 
high-pass 
filter 

a b 

c d 

Homodyne 
high-pass 
filter 

Figure 5: The double echo SWI sequence makes it possible to acquire both arteries and veins at 
the same time. The rephased/dephased version of the double echo SWI could generate 
angiography (MRA) with all the arteries demonstrated. The image on the right is the venography 
(MRV) in usual SWI generated in the second echo. 
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Differentiating hemorrhage from veins: Based on our technical development in SWIM, we were able to apply it 
to TBI patients to semi-automatically differentiate microbleeds from major veins, which is a challenge in 
everyday radiological diagnosis. From their histogram, it can clearly show that the microbleeds have much 
higher susceptibility than major veins (see Figure 6). By using  threshold of 200ppb, we will be able to semi-
automatically differentiate bleed form veins with both sensitivity and specificity of 92%. 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Correction of partial volume effects for blood oxygenation estimation: Due to partial volume effect of the 
different sizes of veins, they may show different susceptibility values. We have further determined the 
correlation between venous size and its susceptibility values, which will be used as a correction factor in our 
further blood oxygenation quantification (See Figure 7).  
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
Clinical Investigation 
As the clinical arm of the Phase I study, we have successfully enrolled 44 mTBI patients from the emergency 
department (within 24 hours after injury) and 45 demographically matched controls. Patients were being 
followed up at 1 month and 6 months after injury (8). Controls repeated the study at 1 month after first visit. We 
have implemented our SWIM technical improvements into the clinical protocol and made significant advances 
for each specific aim set forth for both Phases I and II. The following preliminary data were laid out according 
to each aim.  
 
To assess whether the advanced MRI is more sensitive than CT and conventional MRI in mTBI detection: SWI 
detected 6 out of 40 cases with hemorrhages. Of these, 4 had positive CT findings. Our MRI data showed that 
all mTBI patients with positive CT have parenchymal injury, though CT only detected extra-axial injury. This 

Figure 6: Susceptibility histograms of major veins (dotted line) and hemorrhages 
(solid line). The venous histogram is significantly shifted to the left compared to 
that of the hemorrhagic component showing the relatively lower susceptibility of 
the veins. The two histograms cross over at 200 ppb, which serves as a threshold to 
differentiate hemorrhage from the veins.   

Figure 7: Correlation of venous blood susceptibility and diameter due 
to partial volume effect. 
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finding explains the reason why CT-positive mTBI patients tend to have prolonged symptoms as compared to 
CT-negative mTBI patients. In the follow-up study of these patients in the subacute stage, SWI detected a 
decrease of hemorrhagic lesion load over time. Our DTI data demonstrated that DTI can detect lesions that are 
invisible on conventional MRI (9). 
 
Imaging the Progression of Brain Pathology: There is very limited data regarding imaging findings of 
pathological changes over time in mTBI patients. Recently, two studies revealed the possible normalization of 
DTI FA over time after injury (10, 11). In a longitudinal, prospective study of 42 severely injured adults (12), 
our collaborating center at LLUMC indicated the time course of N-acetyl aspartate (NAA) changes following 
injury. In addition, they also performed a follow-up analysis of SWI lesions in 25 patients ranging in age from 
16 to 80 years (mean=26) imaged within 2-23 days (mean=6) of injury (12). They found the total number of 
lesions decreased by 41.2% over time. The greatest percentage of decrease in lesion number/volume occurred 
after 30 days from injury. SWI can be used to follow the evolution of traumatic brain hemorrhages, which can 
be useful in patient management. These findings provide a rationale for comparing imaging findings at acute 
and later time points in our proposal to reveal the pathological changes of the brain after mild TBI and its 
association with patients’ neurocognitive outcome.  
 
Initial Attempt to Classify TBI using SWI: Our group also made the first attempt to develop an SWI 
classification scheme to predict moderate to severe TBI patients’ outcome measured by Glasgow Outcome 
Score (GOS) (13, 14). SWI data were collected in 63 moderate to severe TBI patients with conventional MRI 
data between 1 to 30 days after injury along and CT on the first day of injury. In this classification scheme, 
different types of injuries (diffuse vs. focal or both) along with different levels of injury severity (severe, 
moderate and mild in diffuse injury; and lesion size in focal lesions) in 15 different brain regions were assigned 
with different weighting factors. The total score from these weighting factors was used as the SWI score for 
each patient. The SWI scores were then compared with the GCS and GOS scores. The scatter plot between SWI 
imaging scores and long term outcome is shown in Figure 8. This plot reveals that there was no overlap in SWI 
scores between the group of patients with favorite outcomes (GOS of 5) and the group of patients with 
unfavorable outcomes (GOS less than 5). In particular, an SWI score of 8 could be used as a threshold value to 
predict whether the patients will have a favorable or unfavorable outcome, while the initial or discharge GCS 
failed to distinguish outcomes. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

Figure 8 (Above): Correlation of SWI score with outcome (GOS score). 
Notice there is no overlap of the SWI score between the favorable outcomes 
and unfavorable outcomes (horizontal line). The points above the threshold 
of 8 represent all 15 of the poor outcome patients.  
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Quantifying venous blood oxygenation. We are also the first group using SWIM to quantify venous blood 
oxygenation in TBI patients. Our data in mTBI demonstrate a decreased venous blood susceptibility, which 
suggests increased blood oxygenation in left thalamostriatal vein and right basal vein (See Figure 9). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
To determine mTBI hemodynamic profile and its relationship with functional network disturbance. 
We performed extensive analysis of rsfcMRI data. Our independent component analysis (ICA) indicates 
decreased connectivity within the default mode network (DMN) in patients as compared to controls. 
Specifically, the functional connectivity between the precuneus, posterior cingulate cortex (PCC), and frontal 
lobe shows significant decreases in the patient group, and these differences are consistent with different group 
ICA analysis by using our permutation validation analysis (Figure 10) (15). Additionally, our seed region 
analysis showed increased inter-network connectivity. By using PCC as a seed region, a 2-sample t-test showed 
significantly higher correlations with several regions of the frontal lobe in patients than controls, including the 
dorsolateral prefrontal cortex, Brodmann area (BA) 9, and adjoining voxels in BA 8 and the anterior cingulate 
cortex (BA 32) (see Figure 11). These regions belong to other brain networks instead of the DMN. Similarly, by 
choosing the precuneus, thalamus, and hippocampus as seed regions, the results also show decreased intra-
network connectivity and increased inter-network connectivity (15, 16).  
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Figure 9: Mean susceptibility values and standard error in major veins. * indicates statistically 
significant difference. R.S.: Right Septum, L.S.: Left Septum, C.S.: Central Septum, R.T.S.: Right 
Thalamostriate, L.T.S.: Left Thalamostriate I.C.: Internal Cerebral Vein, R.B.: Right Basal Vein of 
Rosenthal L.B.: Left Basal Vein of Rosenthal.

Figure 10 (Above): Cross validation results: Number of associated voxels to the resting 
state networks: The default mode network shows a difference between two groups in the 
posterior cingulate cortex (a), and precuneus (b), while the Basal ganglia network (c) does 
not show any significant difference. Error bar is one standard deviation beyond the mean.  
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To investigate the hemodynamic underpinnings, we also performed perfusion imaging analysis with arterial 
spin labeling (ASL) data in the same patient population. We found increases in regional CBF (rCBF) in the left 
striatum and in the frontal and occipital lobes in patients as compared to controls (p = 0.01, 0.03, 0.028, 
respectively). See Figure 12. This result is also in agreement with our SWIM data, which shows increases in 
oxygenation of the venous system in the same patients as in Specific Aim 2. Taken together, our hemodynamic 
data show an early elevated CBF as a potential compensatory mechanism. However, it is still unknown to what 
extent this hemodynamic response correlates with patients’ rsfcMRI data.  
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

 

Neuropsychological Studies in TBI: Over the past 15 years, our collaborating research team at WSU has 
published extensively in the areas of functional outcome following TBI, psychometrics, and neurobehavioral 
instrument development. We have investigated the impact of focal frontal lesions on community re-integration, 
examined the relationship between NP functioning and the level of caregiver supervision needed following TBI, 
developed models to predict return-to-work following TBI using NP tests scores collected acutely, used 
executive function measures to predict functional outcome and social integration, determined NP predictors of 
motor vehicle driving following TBI, and identified different subtypes of verbal learning and memory deficits 

Figure 11 (Above): Two-sample t-test (p=0.01) for the posterior 
cingulate cortex (PCC) correlation map (using PCC as seed region): The 
cold color labels the region that has more correlation with the posterior 
cingulate in the patients than in controls. Two levels show to highlight 
the two areas.  
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Figure 12 (Above): Perfusion analysis of mTBI at the acute stage using ASL shows 
increased cerebral blood flow (CBF) in several regions of the brain at the acute stage 
in comparison with controls (* p<0.05), including the left striatum and frontal and 
occipital lobes. This suggests that increased CBF results in the increased blood 
oxygenation in venous system as shown in SWIM data in the same patient population.  
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following TBI. We have examined the capacity of the GCS and Revised Trauma Score to predict functional 
outcome following TBI. We have precisely defined the “dose-response” relationship in TBI with regard to 
initial injury severity and NP impairment and have examined the long-term NP outcome following TBI.  
 
We have published a series of studies that have provided normative data and psychometric analyses of many NP 
tests used in TBI samples, including the Visual Form Discrimination Test, Warrington Recognition Memory 
Test, California Verbal Learning Test, Wisconsin Card Sorting Test and Visual Object and Space Perception 
Battery. Our collaborating team was the first to identify psychometric difficulties with the Wechsler Memory 
Scale – III via confirmatory factor analysis (17, 18). We were first to use Bayesian model averaging in the 
detection of malingered neurocognitive disorder (19). We have developed validity indicators for several NP 
tests to determine whether a test score may be invalid due to an examinee’s failure to provide sufficient effort to 
complete the test.  
 
Our preliminary data on mTBI demonstrated significant reductions in patients’ memory, attention and executive 
functions at the acute stage. Though they tend to recover at the subacute stage, a significant percentage of the 
patients still have neurocognitive problems (see Figure 13 as an example). Our further imaging correlation with 
patients neurocognitive data demonstrated that the DTI lesion load is negatively correlated with patients 
memory (see Figure 14) (9). This also further suggests the superiority of DTI over cMRI for the detection of 
microstructural lesions, in support of Aim 1.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 13 (Up): Memory deficit and recovery pattern after mTBI (n=36) over 
different time points. Time1-within 3 days, Time2-one month, and Time3-6 month. 
Left: SAC delayed recall; Right: Brief Visuomotor Memory Test-Revised for visual 
memory test, total recall. 

Delayed Recall  Visuomotor Memory
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Correlation MR imaging data with blood biomarker data: In addition to MR imaging, we also collected serum 
blood sample in a subset of patients and, for the first time, demonstrated the relationship between serum blood 
biomarkers and MRI findings. Our data demonstrated that a) serum blood biomarkers, including UCH-L1 and 
GFAP, significantly increased in mTBI (Figure 15), and b) GFAP levels are significantly higher in patients with 
intracranial bleeding than those without bleeding (Figure 16). This finding has never been reported before. It 
implies that a blood biomarker might be able to serve as a screening tool for MRI in the acute stage. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 15: Serum biomarker levels elevated in mTBI at the acute stage. As shown above, mTBI patients’ 
UCH-L1 and GFAP levels at the acute stage are significantly higher than demographically matched controls.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
Figure 16: Box-and-whisker plots demonstrating UCH-L1 and GFAP concentrations in patients with 
ventricular hemorrhages and hemorrhagic contusions and in patients with non-hemorrhagic lesions. The 
black horizontal line in each box represents the median, with the boxes representing the interquartile range. 
Significant differences are indicated * (P< 0.05) or ** (P <0.01) (Mann–Whitney U-test). 

 
Connectome-scale Assessment of Brain Connectivity after mTBI 

Figure 14: Correlations between DTI lesion load and patients’ neurocognitive data. As 
demonstrated in the figures, DTI lesion load (both TBSS and VBA data) are significantly 
correlated with patients’ overall SAC score and delayed recall. R squared values are shown 
on each figure for linear regression. 
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In addition to analysis of specific white matter tracts or certainly functional networks, we also adopted a novel 
analytical approach for DTI and fMRI analysis, called dense individualized and common connectivity-based 
cortical landmarks (DICCCOL). Instead of co-registering each individual subject onto a normalized template to 
define each functional network, which overlooks the individual variations, DICCCOL approach defines 358 
individualized functional region of interests (ROIs) or network nodes for each subject and also consistent across 
the group. Our DICCCOL analysis of acute state mTBI identified 41 discrepant functional nodes among total 
358 nodes. The emanating white matter fibers from these 41 discrepant nodes are significantly different 
between mTBI patients and controls, which is likely caused by the brain injury. As shown in Figures 17 and 18, 
the structural connectivity changes are cross the whole brain, involving almost all of the major white matter 
tracts.   
      

 
Figure 17: Visualization of location of discrepant nodes (landmarks) (red sphere) and the common nodes 
(landmarks) (green sphere) on cortical surface. IDs of discrepant nodes are labeled. Discrepant nodes are those 
landmarks from which emanating white matter fibers showing group difference between mTBI patients and 
controls.  

 

 
 
 
 
Figure 18: Comparison of white matter fibers emanating from discrepant nodes between a healthy control (left) 
and a mTBI patient (right), both are randomly chosen. The yellow bubbles are the discrepant functional 
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landmarks. As shown in the figure, the mTBI patient’s white matter tracts are significantly affected by the 
injury at the whole brain level.  

We performed functional connectivity analysis of those 317 common functional nodes. We identified 60 
functional connectivity networks as the most distinctive and discriminative features of our data to differentiate 
patients from healthy control subjects, and labeled them connectomic signatures. As shown in Figure 18, in 
addition to structural changes over the whole brain, functional connectivity changes of the brain in the resting 
state are at a large scale across the whole brain. Our work represents the first connectome-scale analysis of TBI.  
 

 
Figure 19: Visualization of discriminative functional connectivities at resting state (gray lines) between mTBI 
patients and normal controls and the location of related functional landmarks. The landmarks were represented 
by color-coded spheres (blue: common landmarks with discriminative functional connectivities; red: discrepant 
landmarks with discriminative structural connectivity; green: rest common DICCCOLs without showing 
discriminative functional connectivity). 

 
Summary of Work 
Our data demonstrated that we have successfully accomplished Phase I study, Technical Development, for 
SWIM and related pilot data collection. We have made significant advances in the development of the SWIM 
technique. Further application into clinical studies suggest that 1) advanced MRI improves detection of mTBI 
over CT and cMRI (9, 20); 2) SWIM can quantify traumatic hemorrhage and blood oxygen saturation. In some 
cases, mTBI patients have demonstrated abnormal venous blood oxygen saturation at the acute stage, which 
tends to return to normal levels over time (1, 2); 3) traumatic hemorrhagic is related with the changes in serum 
blood biomarker elevations, particularly GFAP increase, in mTBI patients; 4) mTBI induces both cerebral 
hemodynamic disturbance and functional network disruptions (15); 5) DTI lesion load accounts for mTBI 
neurocognitive symptoms at the acute stage (9); and 6) brain injury in both structural connectivity and 
functional connectivity are at connectome scale. Of particular note, the investigation of cerebral hemodynamics 
and functional networks as well as serum blood biomarkers were not in the original plan. This work exceeds 
what was promised in content in the original proposal.  
 
Meanwhile, our Aims were originally planned for a two-phase study in a large number of patients. To 
fully achieve these aims set forth for two phases, it is critical to continue the Phase II Clinical Application.  
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KEY RESEARCH ACCOMPLISHMENTS 
 

The following accomplishments have been made in the past two years: 
 

 Developed SWIM technical for traumatic hemorrhage quantification and venous blood oxygenation 
measurement. 

 Validated the susceptibility measurement of irons in hemorrhage. 
 Quantified the susceptibility difference between hemorrhage and venous blood oxygenation.  
 Recruited and followed up an initial cohort of patients and controls. We have recruited 44 mTBI patients 

from the emergency department and followed them up at the 1 month and 6 months after injury for both 
imaging and neuropsychological assessment. 

 Applied SWIM technique into mTBI. Our data demonstrated that in addition to small hemorrhages in a 
small fraction of patients, mTBI also demonstrated venous blood oxygenation changes at the acute stage 
and then returned back to normal at the subacute stage. 

 Integrated other advanced imaging techniques, including DTI, perfusion, and fMRI, for mTBI detection 
and outcome prediction. Our data suggest that, in addition to an increased cerebral blood flow as an 
early response to brain concussion, mTBI patients show demonstrated white matter injury, measured by 
DTI lesion load, and changes of functional connectivity. DTI lesion load is negatively correlated with 
mTBI neurocognitive performance at the acute stage. 

 Combined serum blood biomarker with advanced MRI for an improved detection and outcome 
prediction. Our data demonstrated that GFAP levels significantly increased in intracranial hemorrhage 
cases. This implies serum blood biomarker might be used as a screening tool for MRI identification of 
traumatic hemorrhages. 

 Disseminated our findings regularly to the TBI neuroscience community and the military. 
 

 
 

REPORTABLE OUTCOMES 
 
Papers and book chapters: 
 
1) S. Liu, J. Neelavalli, Y.-C. N. Cheng, J. Tang, and E. M. Haacke, Quantitative susceptibility mapping of 
small objects using volume constraints, Magn. Reson. in Med., vol. 69, no. 3, pp. 716-723, 2013.  
 
2) J. Tang, S. Liu, J. Neelavalli, Y.-C. N. Cheng, S. Buch, and E. M. Haacke, Improving susceptibility mapping 
using a threshold-based k-space/image domain iterative reconstruction approach, Magn.  Reson. in Med., vol. 
69, no. 5, pp. 1396-1407, 2013. 
 
3) W. Zheng, H. Nichol, YC Cheng, EM Haacke. Measuring iron in the brain using quantitative susceptibility 
mapping and X-ray fluorescence imaging. Neuroimage, Sep;78:68-74, 2013. 
 
4) Zhifeng Kou, Ramtilak Gattu, Firas Kobeissy, Robert Welch, Brian O’Neil, John Woodard, Sayed Imran 
Ayaz, Andrew Kulek, Robert Kas’shamoun, Valerie Mika, Conor Zuk, Francesco Tomasello, Stefania 
Mondello.  Combining Biochemical and Imaging Markers to Improve Diagnosis and Characterization of Mild 
Traumatic Brain Injury in the Acute Setting: Results from a Pilot Study. PLoS One. 2013 Nov 19;8(11):e80296. 
doi: 10.1371/journal.pone.0080296. 
 
5) Zhifeng Kou, Pamela VandeVord. Traumatic White Matter Injury and Glial Activation. GLIA, invited 
review. In press. 
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6) Zhifeng Kou, Armin Iraji. Imaging Brain Plasticity after Trauma. Neural Regeneration Research. 9(7): 693-
700. 2014. 
 
7) Zhifeng Kou and E Mark Haacke. Neuroimaging of Mild Traumatic Brain Injury, in Concussions in 
Athletics: From Brain to Behavior. Edited by Semyon M. Slobounov and Wayne Sebastianelli. Springer, 2013.  
 
8) Benson RR, Gattu R, Sewick B, Kou Z, Zakariah N, Cavanaugh JM, Haacke EM. Detection of hemorrhagic 
and axonal pathology in mild traumatic brain injury using advanced MRI: implications for neurorehabilitation. 
NeuroRehabilitation. 2012;31(3):261-79. doi: 10.3233/NRE-2012-0795. 
 
9) Feng W, Neelavalli J, Haacke EM. Catalytic multiecho phase unwrapping scheme (CAMPUS) in multiecho 
gradient echo imaging: Removing phase wraps on a voxel-by-voxel basis. Magn Reson Med. 70(1):117-26, 
2013. 
 
10) Y. Ye, J. Hu, D. Wu, E.M. Haacke., Noncontrast-enhanced magnetic resonance angiography and 
venography imaging with enhanced angiography. J Magn Reson Imaging, 2013. 38(6): p. 1539-48. 
 
11) Ye, Y., J. Hu, and E.M. Haacke, Robust selective signal suppression using binomial off-resonant 
rectangular (BORR) pulses. J Magn Reson Imaging, 2014. 39(1): p. 195-202. 
 
12) E.M. Haacke, W. Raza, W. Bo and Z. Kou. The Presence of Venous Damage and Microbleeds in Traumatic 
Brain Injury and the Potential Future Role of Angiographic and Perfusion Magnetic Resonance Imaging in 
Cerebral Blood Flow, Metabolism, and Head Trauma: The Pathotrajectory of Traumatic Brain Injury, Chapter 
4, editors C. W. Kreipke and J. A. Rafols, Springer, 2012.  
 
13) Sagar Buch, MS1, Yu-Chung Norman Cheng, Ph.D.2, Jaladhar Neelavalli, Ph.D.2, E. Mark Haacke, Ph.D.1-3 
Susceptibility Mapping of Air, Bone and Calcium in the Brain using Short Echo Times. Conditionally accepted 
in MRM, 2014. 
 
14) Armin Iraji, Robert Welch, Brian O’Neil, Randall Benson, Syed Imran Ayaz, Andrew Kulek, E Mark 
Haacke, Zhifeng Kou. Resting State Functional Connectivity in Mild Traumatic Brain Injury in the Acute 
Setting. In submission. 
 
15) Armin Iraji, Hanbo Chen, Robert Welch, Brian O’Neil, E Mark Haacke, Tianming Liu, Zhifeng Kou. 
Connectome-scale assessment of mild traumatic brain injury at the acute stage. In submission.  
 
16) Jun Liu, Shuang Xia, Robin Hanks, Changya Peng, E Mark Haacke, Zhifeng Kou. Susceptibility Weighted 
Imaging and Mapping of Small Hemorrhages after Traumatic Brain Injury. In submission. 
 
 
Presentations: 
Our group has given numerous presentations in national and international meetings. These include: 
 
Student oral presentations:  
Hardik Doshi, Cerebral Hemodynamic Changes in Mild Traumatic Brain Injury at the Acute Stage. Feb 7. 
2014. San Francisco, California. 
 
Hardik Doshi, Hemorrhagic Lesions Based on Venous and Arterial Damage and its Clinical Correlation in 
Traumatic Brain Injury. Feb 7. 2014. San Francisco, California. 
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Hardik Doshi, Volumetric analysis of cingulum in retired NFL players: Its relationship with NFL experience 
and subjects’ cognitive and functional performance. 2014 Annual Conference of International Society for 
Magnetic Resonance in Medicine. May, Milan, Italy. 
 
Meeting Poster: 
Jie Yang, Zhifeng Kou, Robert Dean Welch, Randall Benson, Ramtilak Gattu, Valerie Mika, and E. Mark 
Haacke.  Neuroimaging biomarkers of mild traumatic brain injury (mTBI) and its recovery:  A preliminary 
study in   acute setting 30pm. 21st Annual ISMRM Salt Lake City, 2013. Electronic poster 3561. 
 
Invitations to speak for Prof. Haacke and Prof. Kou 
Human Brain Mapping Society, SWIM, June 29th, 2011, Quebec City, Canada, Prof. Haacke. 
NABIS Meeting, Brain Trauma, September 15th, 2011, New Orleans, Louisiana, Prof. Kou. 
Wayne State University, TBI Workshop, New venous concepts in TBI, November 18, 2011, Detroit, Prof. 
Haacke  
 
Wayne State University, TBI Workshop, Mild TBI, November 18, 2011, Detroit, Prof. Kou. 
Henry Ford Hospital. The role of the vasculature in neurodegenerative disease with a focus on TBI and CCSVI. 
January 5th, 2012, Detroit, Prof. Haacke. 
 
The Society for Cardiovascular Magnetic Resonance. CCSVI: Abnormal Venous Flow and Neurodegenerative 
Disease. ) American Society of Functional Neuroradiology (ASFNR) 6th Annual Scientific Meeting. March 7th, 
2012. Orlando, FL, USA, SWI, oxygen saturation and TBI, Prof. Haacke 
 
19th Annual Audiology Conference at the VA Hospital in Johnson City, Tennessee, on June 21st, 2012, 
Susceptibility weighted imaging and TBI, Prof. Haacke 
 
2012 Annual National Neurotrauma Symposium, Pheonix, AZ. Susceptibility weighted imaging and mapping in 
traumatic brain injury. Prof. Haacke and Prof. Kou. 
Penn State University Brain Concussion Workshop, 2012. Neuroimaging of mild traumatic brain injury at the 
acute stage, Prof. Kou 
 
10th Annual Society for Brain Mapping and Therapy, Baltimore, 2013, Development of MRI Biomarkers for 
Improved Diagnosis of TBI, Prof. Haacke and Prof. Kou.  
 
ISNVD, San Francisco, February 7-9, Marines Memorial Club and Hotel, special session on TBI and venous 
abnormalities, organized by Prof. Haacke. 
 
4th Annual Meeting of International Society for Neural Vascular Diseases. Feb 7. 2014. San Francisco, 
California. The Role of Imaging and Venous Abnormalities in Traumatic Brain Injury, Prof. Kou. 
 
Grants, Honors and Awards 
 
A major award (Seed Grant Award) was received by Dr. Zhifeng Kou from the International Society for 
Magnetic Resonance in Medicine (ISMRM) to investigate the relationship between MR imaging and blood 
biomarkers in acute detection and outcome prediction of mTBI.  
 
Zhifeng Kou won the prestigious Charles Hayes award from the North American Brain Injury Society (NABIS) 
in 2011. 
 
Zhifeng Kou, Session Chair and Moderator for Next Generation Imaging session, 2012 National Neurotrauma 
Symposium meeting.  
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Zhifeng Kou, Session Chair and Moderator for Clinical Study session, 2014 National Neurotrauma Symposium 
meeting.  
 
 
List of Personnel Receiving Pay from this Research Effort:  
 
Syed Ayaz, Anamika Chaudhary, E. Mark Haacke, Jiani Hu, Robert Kas-Shamoun, Yashwanth Katkuri,   
Zhifeng Kou, Zahid Latif, Andria Norman, Brian O'Neil, Annalise Rahman, Craig Thomas, Robert Welch,   
John Woodard, Bo Wu, Yang Xuan and Yongquan Ye. 
    
 

CONCLUSION 
 
During the last two years we have made significant progress in SWIM technical development and its clinical 
application. We have developed SWIM technique to quantify traumatic hemorrhage over time and venous blood 
oxygenation. SWIM technique has the potential to quantify the recovery of brain injury. Our data also 
demonstrated that advanced MRI, including DTI, fMRI and perfusion, can improve the detection of 
microstructural, functional, and physiological aspects of the brain injury. Our data suggest that SWIM, along 
with other advanced MRI techniques, should be incorporated into clinical radiology practice to improve the 
detection of brain injury on daily basis. Meanwhile, a continuous collection of more clinical cases will certain 
help make more meaningful conclusions in mTBI outcome prediction.  
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REVIEW ARTICLE

Traumatic White Matter Injury and Glial
Activation: From Basic Science to Clinics

Zhifeng Kou1,2 and Pamela J. VandeVord3,4

An improved understanding and characterization of glial activation and its relationship with white matter injury will likely serve
as a novel treatment target to curb post injury inflammation and promote axonal remyelination after brain trauma. Traumatic
brain injury (TBI) is a significant public healthcare burden and a leading cause of death and disability in the United States. Par-
ticularly, traumatic white matter (WM) injury or traumatic axonal injury has been reported as being associated with patients’
poor outcomes. However, there is very limited data reporting the importance of glial activation after TBI and its interaction
with WM injury. This article presents a systematic review of traumatic WM injury and the associated glial activation, from basic
science to clinical diagnosis and prognosis, from advanced neuroimaging perspective. It concludes that there is a disconnec-
tion between WM injury research and the essential role of glia which serve to restore a healthy environment for axonal regen-
eration following WM injury. Particularly, there is a significant lack of non-invasive means to characterize the complex
pathophysiology of WM injury and glial activation in both animal models and in humans. An improved understanding and
characterization of the relationship between glia and WM injury will likely serve as a novel treatment target to curb post injury
inflammation and promote axonal remyelination.

GLIA 2014;00:000–000
Key words: traumatic brain injury, traumatic axonal injury, diffuse axonal injury, glial activation, neuroinflammation, microglia,
astrocyte, biomarkers, magnetic resonance imaging, neuroimaging, diffusion tensor imaging

Introduction

Traumatic brain injury (TBI) is a significant public

healthcare burden in the United States and worldwide.

Each year, 1.7 million Americans suffer from a TBI (Faul

et al., 2010; Kay, 1993; National Institutes of Health,

1999), with major causes including motor vehicle crash

(MVC) accidents, falls, assaults, and sports. TBI has been

referred to as “a silent epidemic” (Goldstein, 1990). After

TBI, the cognitive, physical, and emotional symptoms and

disabilities significantly impact the patients’ quality of life

and their family members. Currently 5.3 million Americans

live in the shadow of TBI-related long-term disability

(Thurman et al., 1999). The direct and indirect cost of TBI

in the United States was around $60 billion per year (Fin-

kelstein et al., 2006). Traditionally, TBI has been classified

into three categories of severity using Glasgow Coma Scale

(GCS) score: mild (GCS 13–15), moderate (9–12), and

severe (8 or below) (Teasdale and Jennett, 1974). Among

them, mild TBI (mTBI) accounts for the majority of the

TBI cases (CDC, 2003).

Despite its name of “mild,” the consequences of mTBI

are not mild at all (CDC, 2003). It has been recognized that

TBI is a not a single event or single disease entity, but has a

heterogeneous spectrum of pathophysiology and has progres-

sive and complex consequences (Maas et al., 2007; Saatman

et al., 2008). The underpinning pathophysiology involves

hemorrhage, axonal shear injury, ischemic/hypoxic injury, and

glial injury and reactivity (Maas et al., 2007), and can be clas-

sified pathoanatomically as either focal injury or diffuse

injury. Focal injury or focal contusion tends to occur on the

cortical surface of inferior frontal and temporal lobes and the

inferior part of the cerebellum, where the surface of the basal

frontal and temporal cortices impact or sweep across rigid

inner table of the skull, sphenoid wing, and petrous ridges,

leading to hemorrhagic contusion. However, focal injury

patients have the potential for more favorable outcomes as
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compared with diffuse injury patients. Diffuse axonal injury

(DAI), also called traumatic axonal injury (TAI), is more dev-

astating and tends to result in long-term neurocognitive

sequelae (Gennarelli, 1993). As the name implies, DAI or

TAI manifests as multi-focal injury in clinical evidence. Major

WM tracts, including subcortical WM, corpus callosum

(CC), internal capsule, brain stem, and sometimes cerebellar,

are the main locations susceptible to TAI (Adams et al.,

1989; Grossman and Yousem, 2003). Mounting evidence sug-

gests that even mTBI has diffuse manner of WM injury

(Blumbergs et al., 1994), especially in MVC, due to the rota-

tional motion or angular acceleration of the head versus neck

during vehicle impact, which causes the shearing and stretch-

ing injury of brain WM (Adams et al., 1982, 1989).

Despite its clinical and social impact, DAI is very diffi-

cult to detect in the clinical setting. Because axonal damage

occurs at the microscale level, it is technically challenging to

diagnosis and study these injury events. Most DAI cases,

especially in mTBI, have normal findings in conventional

neuroimaging, including computed tomography (CT) and

magnetic resonance imaging (MRI), although recent advances

in MRI have improved detection of WM injury and patients’

outcome prediction. Additionally, tremendous efforts in basic

science have been invested to understand the cellular and

molecular mechanisms of axonal injury. Although both basic

and clinical research have made significant advancements, fur-

ther studies are necessary to fill the translational gap.

To advance clinical patient care, it is important to

understand the cellular injury mechanisms for effective diag-

nosis and treatment targets. The brain is a complex organ

principally composed of neurons and glial cells. Although the

number of neurons varies from one brain region to another,

it is accepted that neurons make up less than 25% of the cells

in the brain, yet are responsible for information processing

and control of bodily functions. Astrocytes, which make up

30–65% of glial cells in the brain, are multifunctional cells

whose roles range from homeostatic, information processing,

and response to central nervous system (CNS) injury (Buffo

et al., 2010). Microglia compose approximately 10% of total

glial cells in the brain and function as the immune cell of the

CNS, arriving first at the site of injury to initiate the inflam-

matory cascade (Parekkadan et al., 2008). Lastly, oligodendro-

cytes provide support to axons to produce the myelin sheath,

which has several functions such as insulating axons. Myelin

is 80% lipid and 20% protein and covers 99% of the axon

surface. There is a high density of Na and K channels which

allows for preserving the efficient conduction of action poten-

tials down the axons (Poliak and Peles, 2003). These cells all

work together to maintain a physiological homeostasis and

functionality. The significance of glial cells to the CNS func-

tion and plasticity has only been noticed relatively recently;

over the last 25 years, glial cells have been demonstrated to

be more than structural components of the brain. It has

become clear that glial cells are intimately involved in the

complexities of neural network system. Moreover, the impor-

tance of glia in TAI has come to the forefront in discussions

to improve axonal regeneration and functional recovery.

When the architecture of myelinated fibers becomes disrupted

from injurious forces, the glial response to the primary injury

and can be the deciding factor for axonal regeneration.

This article reviews the most recent advances in WM

injury, from the advanced imaging perspective, with an

emphasis on the relationship between glial injury and WM

injury from basic science to clinical studies. Considering that

both WM injury and glial activation could be different in

immature and aged brains, the article mainly focuses on adult

TBI. In the end, it highlights major gaps in the field and

points to potential directions of investigation.

Basic Science

Traumatic Axonal Injury at Cellular Level
Axonal injury is a common pathological feature of TBI.

Axons are known to be highly susceptible to mechanical

forces produced during TBI and their viscoelastic properties

lead to increased damage with high rate deformations. It has

been thought that axonal disruption mainly occurs in primary

injury (Adams et al., 1982; Gennarelli et al., 1982; Strich,

1961), and is caused by the stretching and shearing forces

and strains at the moment of a direct impact. A number of

studies have demonstrated that rapid stretching of axons

induces axonal cytoskeleton impairment (Bain and Meaney,

2000; Tang-Schomer et al., 2010). Recent studies have

branched into both experimental and computational models

which serve to determine a threshold for various types of

mechanical forces on axons (Hampton et al., 2013; Magde-

sian et al., 2012; Peter and Mofrad, 2012). Mounting evi-

dence suggests that, except during severe impact which causes

a significant portion of axons severed directly, most TAI is a

temporal progression that starts from axonal impairment to

final axonal disconnection to form the axonal retraction balls

and neuronal death (Maxwell et al., 1993, 1997; Povlishock

et al., 1983).

Although the exact mechanism of primary injury from

the initial insult is still under investigation, several molecular

cascades are known to be triggered by the acute deformation

injury [see Stys (2005) and B€uki and Povlishock (2006) for

comprehensive reviews of general axonal injury mechanisms]

(B€uki and Povlishock, 2006; Stys, 2005). Briefly, the biome-

chanical stretching or shearing forces during impact will result

in an impaired morphology and physiology in axons. This

includes increased axolemmal membrane permeability

through a mechanoporation mechanism (Pettus et al., 1994;
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Pettus and Povlishock, 1996). Failure of the ion-pumping

ATPases appears to be a primary event which includes the

impairment of the Na–K ATPase, promoting ionic imbalance

within the axon as Na1 enters and K1 is lost. Activation of

Na1 channels triggers the voltage sensitive Ca21 channels

(Wolf et al., 2001), resulting in an increase of intracellular

Ca21 as storage units within the axon (endoplasmic reticu-

lum) fail as a consequence of the energy depletion. Elevated

levels of intracellular Ca21 initiate calpain-mediated spectrin

proteolysis (CMSP) (Roberts-Lewis et al., 1994; Siman et al.,

1984). Spectrin provides cytoskeletal support of axon struc-

ture, so irreversibly cleavage in the CMSP process can destroy

the cytoskeleton. Indeed, the CMSP cascade of processes

includes spectrin compartmentalization (B€uki et al., 1999),

neural filament compaction (NFC) (Lee et al., 1987; Maxwell

et al., 1997; Okonkwo et al., 1998), microtubular loss, and

local mitochondrial swelling (B€uki et al., 1999). As a result of

CMSP, the affected axons will have impaired axoplasma trans-

port and swelling, and some segments will have loosened

myelin sheaths with pathologic formation of a periaxolemmal

space (B€uki et al., 1999). Finally, due to excessive sequestra-

tion of Ca21, the opened mitochondrial membrane perme-

ability transition pore will further damage the local

mitochondria (B€uki and Povlishock, 2006).

The pathological increase of Na1 and Ca21 within the

axoplasm leads to collapse of several other transporters, most

notably the Na-dependent glutamate transport, initiating the

release of glutamate from the axon and glial cells. The high

levels of extracellular glutamate lead to an overstimulation of

voltage-gated channels leading to further ionic disruption

within the axon and contributing to conduction abnormal-

ities. The injured axons will lead to a destroyed ionic homeo-

stasis environment (B€uki and Povlishock, 2006). Another

devastating consequence of mitochondrial swelling is the

release of pro-apoptotic substances (Krajewski et al., 1999;

Mancini et al., 1998; Susin et al., 1999) that lead to activa-

tion of the caspase death cascade (Cai et al., 1998; Montal,

1998; Susin et al., 1998, 1999). The caspase death cascade

will eventually lead to irreversible structural proteolysis to the

injured axons and ultimate disconnection (Bal-Price and

Brown, 2001; Borutaite et al., 1999; B€uki and Povlishock,

2006). The continuous supply of cellular organelles in proxi-

mal axonal segment will accumulate at the disconnected end

of axons to form axonal retraction balls, which can be

detected by both silver staining and an immunochemical

technique beta-APP as a hall marker of axonal disruption.

The proximal segment will eventually undergo atrophy and

lead to cell death (B€uki and Povlishock, 2006), while the dis-

tal segments of disconnected axon undergo Wallerian degener-

ation over weeks to months in human (B€uki and Povlishock,

2006). Evidence also suggests that the amount of degenerated

nerve terminals downstream far exceeds the number of

actually injured axons, which implies a diffuse deafferentation

and provides possibility of neuronal plasticity in recovery pro-

cess (Phillips et al., 1994; Phillips and Reeves, 2001).

This complex cascade of molecular events following TAI

has been and continues to be the target of therapeutic strat-

egies to protect the axons from degeneration. Although the

intra-axonal cascades are ongoing, it is clear that surrounding

glial cells play a key role in maintain a healthy environment

for axons following TAI. Local astrocytes and microglia release

a number of different molecules which contribute to neuronal

survival, axonal preservation, and regeneration. Although the

knowledge about the precise role glia play in TAI is still

unknown, several protective factors have been identified which

promoted axonal repair and functional recovery.

The Role of Glial Cells in Normal Brain Condition
and Its Relationship with WM Injury

Astrocyte Behavior in Normal and Injured WM Tissue. As-

trocytes function to not only provide mechanical support the

mature neuronal circuits but also provide growth cues to neu-

rons during axonal regeneration, buffer neurotransmitters (spe-

cifically glutamate) and ions released during neuronal signaling,

help control the chemical environment of the neurons, transfer

nutrients across the blood brain barrier, and modulate the firing

activity of neurons (Fitch and Silver, 2008; Negi et al., 2010;

Polikov et al., 2005). Astrocytes are a major source of extracel-

lular matrix (ECM) proteins and adhesion molecules such as

laminin, fibronectin, cytotactin, and nerve cell adhesion mole-

cule (N-CAM) (Miller and Peppas, 1985). They produce

growth factors to regulate the morphology, proliferation, differ-

entiation, and survival of neuronal subpopulations in vivo and

in vitro (Oberheim et al., 2012). Astrocytes contain ion chan-

nels for K1, Na1, Cl2, HCO3, and Ca21. Most WM astro-

cytes are considered to be fibrous in appearance and have long

processes which establish perivascular endfeet and extensions

that contact axons at the nodes of Ranvier (Matute,

2010).They are critical for synaptogenesis and play an impor-

tant role in synapse maintenance (Pfrieger, 2009a, 2009b,

2010). Understanding how astrocytes contribute to WM health

is relevant to the development of therapeutic targets for clinical

management of WM injury (Colangelo et al., 2012).

Astrocytes become activated (termed reactive gliosis) in

reaction to CNS injury (Buffo et al., 2010). Moreover, astro-

cytes are responsible for blockading damaged areas after

injury from the healthy brain tissue (Fitch and Silver, 2008;

Nimmerjahn, 2009). Astrocytic activation occurs through a

mechanism of hypertrophy and an upregulation of intermedi-

ate filaments such as glial fibrillary acidic protein (GFAP)

and vimentin (Buffo et al., 2010; Gervasi et al., 2008; Seker
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et al., 2010). Classically, reactive astrocytes form locally at the

site of injury but are thought to migrate from distant sites

(Seker et al., 2010; Squire et al., 2012; Turner et al., 1999).

However, astrocyte migration historically has been determined

from postmortem studies. New in vivo evidence has ques-

tioned whether astrocyte migration is occurring or if selective

proliferation at the injury site is occurring (Bardehle et al.,

2013). Studies have shown a variety of cytokines involved

with either the initiation or modulation of reactive astrogliosis

(Farina et al., 2007; John et al., 2003; Liberto et al., 2004;

Rao et al., 2012). These cytokines include interleukin-1beta

(IL-1b), tumor necrosis factor alpha (TNFa), and transform-

ing growth factor beta 1 (TGFb1), of which astrocytes

express receptors and result in an astrocytic reactive response.

Astrocyte-derived cytokines such as IL-1b and TNFa are con-

sidered to promote neurotoxicity whereas TGFb1 is neuro-

protective (Farina et al., 2007; John et al., 2003; Liberto

et al., 2004; Rao et al., 2012).

Microglial Behavior in Normal and Injured WM Tissue. Mi-

croglia are termed the resident macrophages of the CNS. Like

astrocytes, they are dispersed throughout the brain and

occupy a specific territorial domain. Microglia have small

somata and multiple fine processes that assist them in survey-

ing the environment (Nimmerjahn et al., 2005). Microglia

continuously migrate and sample their local environment,

and they are the first cells at the site of injury. They work to

promote neuroplasticity and axonal regeneration, in addition

to the monitoring and pruning of synapses. The function of a

potent microglial response and the release of cytokines follow-

ing TBI remain controversial, as effects may be neuroprotec-

tive, neuroregenerative, or neurodegenerative.

Under pathological conditions, microglia rapidly

respond and become activated (activated microglia). Activated

microglia undergo essential morphological changes from a

branched phenotype to active amoeboid cells (Aihara et al.,

1995). Moreover, there is an upregulation of a variety of

membrane receptors which include those which support phag-

ocytosis. Microglia protect neurons by migrating to the site

of injury surrounding damaged or dead cells. They clear

debris from the area such as myelin, as myelin debris can act

as a rate-limiting factor in the process of remyelination, ham-

per axon regeneration, and stimulate inflammatory responses

(Kotter et al., 2011). They are also known to release neuro-

trophic factors such as nerve growth factor (NGF), brain-

derived neurotrophic factor (BDNF), and neurotrophin-3

(NT-3) which aid in neuronal growth and survival (Parekka-

dan et al., 2008). Microglia also have detrimental effects,

although, including secretion of various cytotoxic and neuro-

toxic factors that can lead to neuronal death (Streit et al.,

2004). They release pro-inflammatory factors such as cyto-

kines and react to injury by secreting proteolytic enzymes to

help degrade ECM and cellular debris (Fitch and Silver,

2008; Polikov et al., 2005). These pro-inflammatory cyto-

kines include IL-1a, IL-1b, IL-6, and TNFa, and the chemo-

kine monocyte chemoattractant protein-1 (MCP-1) used in

the recruitment of macrophages and additional microglial

activation (Parekkadan et al., 2008). IL-1 specifically pro-

motes microglial proliferation, activation of astrocytes, and is

known to be upregulated following axonal injury. Microglia

also secrete excitatory amino acids, such as glutamate, reactive

oxygen intermediates, such as hydrogen peroxide, and reactive

nitrogen intermediates, such as nitric oxide. Increasing evi-

dence has demonstrated that microglial activation is a key

component of neuropathology that occurs following single

and repetitive brain injuries (Smith, 2013). Understanding

the acute microglial response following injury may provide

clues to improving chronic functional outcomes.

Oligodendrocyte Behavior in Normal and Injured WM Tis-

sue. The central function of oligodendrocytes is to produce

the myelin sheaths that surround CNS axons. Each oligoden-

drocyte may branch to form myelin on many axons within

the surrounding tissue. Oligodendrocytes and their precursor

cells (OPCs) are distributed throughout both gray and white

matter of the CNS. They can provide trophic factors by the

production of glial cell line-derived neurotrophic factor

(GDNF), BDNF, and insulin-like growth factor-1 (IGF-1)

(Dougherty et al., 2000; Du and Dreyfus, 2002). Oligoden-

drocytes have extremely high metabolic rates which are

required to properly myelinate axons. As such, they consume

large amounts of oxygen and ATP (McTigue and Tripathi,

2008), which makes them highly susceptible to the molecular

consequences of tissue damage. Glutamate and other neuro-

transmitters triggering Ca21 signaling have a major role in

both normal oligodendrocyte development and oligodendro-

cyte injury in WM disorders. Oligodendrocytes are known to

undergo programmed cell death when exposed to excitotoxic

damage, oxidative stress, and effects of specific cytokines and

their death causes demyelination, impairment of axonal con-

duction, and ultimately axon death.

In response to WM injury, oligodendrocyte loss can

occur from TAI events which lead to hypoxia and lack of

metabolic requirements such as oxidative stress and mitochon-

drial injury, or as a result of exposure to inflammatory cyto-

kines found in the environment. To promote axonal

regeneration, OPCs become activated, undergoing prolifera-

tion, migration to the site of damage, and differentiation into

mature myelinating oligodendrocytes. In both clinical injuries

and experimental models, newly formed oligodendrocytes

have been shown to replace the damaged myelin sheath in a

process known as remyelination. When injuries cause a
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significant loss of myelin, permanent loss of the myelin

sheath can lead to functional deficits and irreversible axonal

degeneration. Understanding the mechanism by which oligo-

dendrocytes may support axon survival following injury is a

current topic for the development of novel therapeutic

avenues.

Glial Response to Traumatic Brain Injury
When TBI occurs, quiescent glia of multiple types become

rapidly activated in a process termed “reactive gliosis.” This

process involves activated microglia initiating and sustaining

astrocytic activation through the production and release of

inflammatory mediators that in turn act on surrounding glia

and neurons. This acute inflammatory process following the

initial insult can function to regulate both degenerative and

reparative events in the injured and recovering brain. This

neuroinflammation, a term which only recently has been

widely accepted and used, sensitizes neurons and facilitates the

degeneration process (Mrak and Griffin, 2005; Streit et al.,

2004). Glial activation causes morphological and functional

changes within the cells which effect the neural–glial and

glial–glial interactions. This response can cause dysfunction of

synaptic connections, imbalances of neurotransmitter homeo-

stasis, and potential axonal degeneration and neuronal death

(Bal-Price and Brown, 2001). Because of the recent highlight

of sport and military concussions, the concept of chronic neu-

roinflammation and WM injury has been discussed within the

context of TBI. Historically, chronic neuroinflammation had

been associated with neurological diseases, such as multiple

sclerosis, instead of injury (Kutzelnigg and Lassmann, 2014).

However, several reports are linking single and repeated TBI

events to chronic WM outcomes associated with neuroinflam-

mation. Neuropathology in pre-clinical and clinical studies has

provided evidence that glial cells are a central component to

the chronic WM degenerative process (Glushakova et al.,

2014; Mouzon et al., 2014; Sajja et al., 2014).

Impact-Related TBI. Experimental evidence that associates

neuroinflammation with traumatic WM injury and chronic

degeneration has been growing. Oligodendrocyte injury and

related myelin loss have been reported following fluid percus-

sion injury in rats, where studies have demonstrated a signifi-

cant loss of mature oligodendrocytes and myelin for up to 21

days following injury (Flygt et al., 2013; Lotocki et al.,

2011). This oligodendrocyte vulnerability may influence the

ongoing inflammatory process. Several TBI rodent models

have reported long-term activation of astrocytes and microglia

as a consequence from a single impact event. Activated micro-

glia contained myelin debris 4 weeks following injury (Kelley

et al., 2007), and studies in mice have demonstrated that

microglia play an important role in the pathogenesis of TAI

within the CC both acutely and chronically (Jacobowitz

et al., 2012; Venkatesan et al., 2010). Using p38a MAPK

knockout mice, cytokine signaling pathways in microglia were

found to inhibit chronic microglial activation, linking micro-

glia activation to secondary neuropathologic sequelae after

TBI (Bachstetter et al., 2013). Another study inducing senso-

rimotor cortex injury in rodents focused on deciphering the

molecular mechanisms controlling the CNS glial reactivity to

degeneration of axons in a CNS pathway (Basiri and Douc-

ette, 2010) and found that microglial reactivity always pre-

ceded that of astrocytes by at least 1 week. A study on non-

human primates demonstrated that microglia remain reactive

at the site of WM injury for at least 12 months following

TBI (Nagamoto-Combs et al., 2007). Repeated TBI models

have also elucidated the role of glial activation in WM injury.

Using a repetitive mild or “concussive” TBI mouse model,

reactive microglia were observed to be located surrounding

injured axons of several WM tracts and remained up to 7

weeks following injuries (Shitaka et al., 2011). Additional

studies have used anti-inflammatory agents to demonstrate

that reducing inflammation after repeated mild brain injury

in rats leads to improved behavioral outcomes (d’Avila et al.,

2012; Kabadi et al., 2012; Shultz et al., 2013).

Blast-Related TBI. The role of neuroinflammation as a

chronic pathology with the military population suffering

from blast exposure and TBI is a recent topic of investigation.

A significant number of these individuals are presenting with

clinical symptoms of neurodegenerative diseases and cognitive

decline (Gavett et al., 2010). To further complicate the sce-

nario, combat personnel can be and have been exposed to

repeated concussions which could lead to the long-term

sequelae (Elder et al., 2010). Clinical research indicates that

TBI is associated with various cognitive deficits in memory,

problem solving skills, and attention (Belanger et al., 2009,

2010; Hoge et al., 2008). Many individuals have delayed

onset of these symptoms, which is one of the major issues

associated with the diagnosis of those affected by TBI (Caw-

ley and Mokadam, 2010; Kochanek et al., 2009).

Limited experimental research has been conducted

focusing on the association between neuroinflammation and

WM injury. Neuroinflammation has been commonly reported

as an acute pathological response to blast (Leung et al,.

2008). Some early studies identified both astrocytes and

microglia as being key components in the neuropathology

found after blast (Kaur et al., 1995, 1997a, 1997b). More

recently, specific inflammatory markers have been found in

animals exposed to blast (Ahlers et al., 2012; Dalle Lucca

et al., 2012; Koliatsos et al., 2011; Readnower et al., 2010;

Sajja et al., 2012a, 2012b, 2013; Vandevord et al., 2012). A

significant up-regulation of mRNA and protein expressions of
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pro-inflammatory mediators, such as interferon-c (IFN-c) and

MCP-1, have been found in the hippocampus of rats exposed

to blast (Cho et al., 2013b). However, the link between neu-

roinflammation and axonal injury has not yet been

established.

Imaging Characterization of WM Injury and Glial
Reactivation
Recent decades witnessed tremendous advancement of neuroi-

maging techniques, including MRI. Among advanced MRI

techniques, diffusion tensor imaging (DTI) might be the

most widely used technique with high sensitivity to WM

injury. Several other techniques are also reported to be sensi-

tive to glial injury as well. Table 1 summarizes the pros and

cons of several imaging techniques.

Diffusion Tensor Imaging. Diffusion sequences are sensitive

to TAI secondary to stretch and shear forces. DTI measures

the bulk motion of water molecular diffusion in biological tis-

sues (Le Bihan et al., 2001). It is most useful when tissues are

anisotropic, that is, when diffusion is not equivalent in all

directions, such as in skeletal muscle or axons in WM of the

CNS (Le Bihan et al., 2001). The apparent diffusion coeffi-

cient (ADC) and fractional anisotropy (FA) (Conturo et al.,

1996; Shimony et al., 1999) are two parameters derived from

DTI that have been extensively studied in TBI. ADC is an

estimate of the average magnitude of water movement in a

voxel (regardless of direction), while FA is an index of the

directional non-uniformity, or anisotropy, of water diffusion

within a voxel (Le Bihan et al., 2001).

FA in WM is high when well myelinated axonal fibers

are oriented in parallel within a voxel and low when fibers

bundles are crossing (Alexander, 2005; Tuch et al., 2002) or

have been damaged (Le Bihan et al., 2001). When axons are

injured, as in acceleration/deceleration injuries (such as

MVCs), diffusion anisotropy typically decreases (Kou et al.,

2010; Niogi and Mukherjee, 2010). Theoretically, loss of dif-

fusion anisotropy could be the result of a number of axonal

changes after injury (Song et al., 2002, 2003, 2005), includ-

ing: (1) increased permeability of the axonal membrane, caus-

ing an increase in radial diffusivity; (2) swelling of axons and/

or derangement of axonal cytoskeletal structure, causing

reduced axial (longitudinal) diffusivity; (3) degeneration or

demyelination in the chronic stage, causing increased radial

diffusivity; and (4) loss of axons in the chronic stage, result-

ing in a more isotropic diffusivity. In contrast, other causes of

FA increase after injury include: (1) cytotoxic edema, which

decreases the extra cellular space and reduces radial diffusivity

(Jiang et al., 2011; Lundbaek and Hansen, 1992; Sykova

et al., 1994); (2) loss of crossing fibers; and (3) axonal regen-

eration and plasticity (Jiang et al., 2011). As DTI FA fails in

crossing fiber areas, an alternative diffusion measure to FA is

Shannon’s entropy (Shannon, 1997), which has been reported

to be more sensitive to axonal density rather than axonal ori-

entation (Fozouni et al., 2013). This aids in distinguishing

axonal remodeling after injury, in which fibers reorganize in

different orientations (fiber crossing) (Fozouni et al., 2013).

In contrast, ADC, FA, and directionally selective diffusiv-

ities (longitudinal and radial components of diffusion) can

help to better characterize brain injury pathologies. It has long

been accepted that cytotoxic edema results in increased ADC

and vasogenic edema causes a reduction in ADC (Unterberg

et al., 2004). Song et al. was the first to use DTI directional

diffusivity to characterize axonal pathology in mouse models of

white matter injury (Song et al., 2002), reporting that

decreased axial diffusivity is associated with axonal injury and

dysfunction, and increased radial diffusivity is associated with

myelin injury (Song et al., 2002, 2003, 2005).

DTI Findings in Animal Work. Despite its hypothetical expla-

nation of DTI signature, there are very limited histological

studies to reveal axonal and glial signature underneath the

TABLE 1: Available Techniques Sensitive to White Matter and Glial Injury

Imaging technique Imaging target Pros Cons

PET Specific glial activations High sensitivity and
specificity to glial injury

Use of radioactive tracers;
short half life of radiotracer

FLAIR Glial scar (gliosis) Low sensitivity Low-specificity

DTI WM injury High sensitivity Low-specificity

DKI Astrogliosis High sensitivity Low-specificity

DBSI Whiter matter injury
and glial infiltration

High sensitivity Non-specific to what
type of glial response

Note: PET-positron emission tomography, FLAIR-fluid attenuated inversion recovery, DTI-diffusion tensor imaging, DKI-diffusion kurtosis
imaging, and DBSI-diffusion basis spectrum imaging.
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abnormal DTI findings in TBI research. Mac Donald per-

formed the validation of DTI findings in a controlled cortical

injury (CCI) mouse model induced with moderate to severe

TAI (Mac Donald et al., 2007a, 2007b). In the ipsilateral peri-

contusional region, they found the reduction of axial diffusiv-

ity, but no change of radial diffusivity, as well as a negative

correlation between relative anisotropy (RA) (similar to FA) to

the density of beta-APP immunohistochemical staining at the

acute stage (within 24 h after injury) (Mac Donald et al.,

2007b). This suggests that axonal disruption and breakdown of

axonal cytoskeleton structure are the major pathology of TAI

at the acute stage (Mac Donald et al., 2007b). Over 4 weeks

after injury, the RA remains decreased with axial diffusivity

“pseudo-normalized” and radial diffusivity increased, confirmed

by histology of demyelination, edema, neurofilament compac-

tion as well as axonal disruption (Mac Donald et al., 2007a).

Furthermore, they also reported reactive astrogliosis since 4

days after injury and microglial activation at 4 weeks after

injury (Mac Donald et al., 2007a). Taken together, their work

depicts a systematic picture of temporal progression of axonal

injury pathologies in association with DTI parameter changes,

suggesting that changes of different directional diffusivities

could represent different stages of the injury (Mac Donald

et al., 2007a). The same group also conducted DTI imaging

of a repetitive mild head injury model in mice. At 7 days after

injury, they reported reduced axial and mean diffusivity as well

as the strong correlation between reduced RA and silver stain-

ing, which is in line with their previous findings (Bennett

et al., 2012). They also reported microglial activation at 7 days

after injury (Bennett et al., 2012). However, it is still not cer-

tain to what extent microglial activation affects the DTI

parameter changes, and the DTI parameters still cannot differ-

entiate different pathophysiologies at the same stage.

Meanwhile, DTI offers macro-level measurement of over-

all WM effect of both axonal injury and glial activations. It

has never been the case of pure WM injury after TBI. As

reported by Johnson et al, inflammation and WM degenera-

tion could persist for years after a single TBI (Johnson et al.,

2013). Figure 1 shows the co-existence of microglial activation

and axonal demyelination in CC among three patients who

survived from TBI and later died of other causes (Johnson

et al., 2013). The imaging measures, particularly DTI, use the

bulk movement of water molecules in the injured WM envi-

ronment as a surrogate marker of WM injury. This makes it

sensitive to WM injury, but not specific to its underlying

pathophysiology due to the abundance of water molecule in

both axons and glial cells.

Contribution of Astrogliosis to DTI Signature. Budde et al.

(2011) performed both in vivo and ex vivo DTI study of TBI

in a rat CCI model to quantify the contribution of astrogliosis

to DTI findings at subacute to chronic stage. They reported

an increase in FA in peri-lesion cortical area with axial (longi-

tudinal) diffusivity increase but no change in radial (perpendic-

ular) diffusivity; and a decrease in FA in peri-lesion WM (CC)

with increased radial (perpendicular) diffusivity but no change

of axial (longitudinal) diffusivity. Instead of directly correlating

DTI finding with histology, they applied 2D-Fourier Trans-

form to quantify the anisotropy of histology images so that

they could correlate histology FA with DTI FA. They report

that gliosis, as detected by GFAP immunohistology, is corre-

lated with increased cortical anisotropy; in contrast, WM

demyelination (detected by myelin basic protein) is correlated

with reduced WM FA (Budde et al., 2011). Taken together,

their data show that reactive astrogliosis is the major contribu-

tor to the gray matter DTI finding and demyelination is the

major contributor to the WM DTI finding at the subacute to

chronic stages. This is also in the same line as Mac Donald’s

work (Mac Donald et al., 2007a). Further, Budde et al.

showed that the astrogliosis also affects DTI fiber tractography,

suggesting that data leading to spurious conclusions of fiber

crossing in lesioned gray matter may be caused by the glial

activation instead of fiber reorganization (Budde et al., 2011).

Diffusion Kurtosis Imaging of Astrogliosis. One limitation

of DTI model is a simplified assumption of a Gaussian distri-

bution of water molecule diffusion. In reality, biological tissue

is far more complex and many structures, including various

types of cells and their membranes, could restrict water diffu-

sion, and cause the decay of the diffusion signal to substan-

tially deviate its Gaussian distribution (Karger, 1985). This

excess deviation from its Gaussian behavior, in return, could

be used as a measure of a tissue’s degree of structure (Jensen

et al., 2005; Jensen and Helpern, 2010). Especially when high

b-values are used and the diffusion gradients are programmed

to probe restricted diffusion in small molecular structure, the

signal decay substantially deviates from Gaussian distribution

(Fig. 2). As a model free approach, diffusion kurtosis imaging

(DKI) measures the non-Gaussian distribution of the water

molecular diffusion by estimating the deviation of water signal

decay at high b values from its linear estimate in the DTI

model (Jensen et al., 2005; Jensen and Helpern, 2010). This

deviation can potentially reveal more information about brain

tissue microstructure changes in normal conditions like moving

from adolescence to adulthood (Falangola et al., 2008), which

features increased myelination and cell packing density, and in

pathological conditions like tumor (Falangola et al., 2013;

Raab et al., 2010), ischemia stroke (Jensen et al., 2011), neu-

rodegenerative diseases (Falangola et al., 2013), multiple sclero-

sis (Raz et al., 2013), and TBI (Jiang et al., 2011).

After injury, astrocyte proliferation and disrupted astro-

cyte domains as well as microglial activation make the brain
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microstructure more complicated and likely results in

increased kurtosity (Sofroniew and Vinters, 2010). Zhuo

et al. reported the use DKI to detect astrogliosis, validated by

GFAP staining, in a rat CCI model (Zhuo et al., 2012).

They reported an increase of Mean Kurtosis (MK) over base-

line in association with increased reactive GFAP staining at

the contra-lateral cortex at 7 days after injury, in which DTI

failed to detect any changes over baseline (Zhuo et al., 2012).

This suggests the potential use of DKI in detection of astro-

glial reactivity (see Fig. 3 as an example). However, in recent

clinical studies, Grossman et al. reported decreased, instead of

increased, MK in mild TBI patients in comparison with con-

trols and a correlation between MK in thalamus region and

mTBI patients’ neurocognitive status (Grossman et al., 2012,

2013). The seeming contradiction between animal models

and clinical study suggests a far more complicated pathology

spectrum than just glial activation in TBI. Despite its pro-

gress over DTI in the detection of glial response and micro-

structural changes, DKI still lacks specificity in identifying

the underlying pathology.

FIGURE 1: Representative images showing co-existence of microglial activation (CR3/43 labeling, green color) and demyelination (myelin
basic protein labeling, red color) in the CC following survival from TBI. (A–C) A 67-year-old male 8 months following TBI caused by a fall.
(D–F) A 44-year-old female 2 years post-TBI caused by a fall. (G–I) A 37-year-old male 4 years post-TBI caused by a fall. Note the co-
localization of myelin basic protein immunoreactivity within CR3/43 reactive cells, indicating the co-existence of both white matter injury
and microglial activation. Reproduced with permission from Johnson et al. (2013) and Oxford University Press.
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Diffusion Basis Spectrum Imaging. The complex patholo-

gies in WM injury, including increased membrane permeabil-

ity, derangement of axonal cytoskeleton, axonal swelling,

loosened myelin sheaths, and even demyelination, all lead to

changes of DTI diffusivities and FA. In addition, glial reacti-

vation and edema, including both vasogenic and cytotoxic

edema, also contribute to the changes of DTI FA, axial, or

radial diffusivity (Anderson et al., 2000; Kuroiwa et al.,

2009). To make it worse, the crossing fibers (Wheeler-King-

shott and Cercignani, 2009) and partial volume effects caused

by CSF or gray matter (Karampinos et al., 2008) also cause

DTI FA decreases. As a gross measure, DTI cannot effectively

differentiate these underneath pathologies. Characterization of

the pathology will likely shed light on potential treatment

plans. A novel technique, diffusion basis spectrum imaging

(DBSI), holds promise in this direction (Wang et al., 2011b).

It considers the diffusion-weighted MR signal as a linear com-

bination of multiple anisotropic and a spectrum of isotropic

diffusion tensors. Among them, myelinated and unmyelinated

axons are considered as anisotropic, and edema and glial cell

infiltration due to inflammation or gliosis as isotropic. In

addition, vasogenic edema and CSF have non-restricted water

diffusion and have been recognized to result in elevated ADC

(Kuroiwa et al., 2009; Naismith et al., 2010; Pasternak et al.,

2009), while increased cellularity (astroglial or microglial infil-

tration) has restricted isotropic diffusion and likely result in

decreased ADC (Anderson et al., 2000). Using a certain data

acquisition scheme as determined in a gradient table, DBSI

could differentiate these anisotropic and isotropic signals

(Wang et al., 2011b) (Fig. 4). As a result, after separating the

isotropic contribution, the axial and radial diffusivities on

DBSI are better correlated with the axonal injury or demyelin-

ation on histology data that DTI failed to detect. Further-

more, the separation of the isotropic effects also results in an

improved reconstruction of crossing fibers with more correct

angles (Wang et al., 2011b) over diffusion spectrum imaging,

which is a popular fiber tracking algorithm (Wedeen et al.,

2005). For the isotropic part, the DBSI-derived cell ratio

(restricted diffusion ratio) is significantly correlated with the

density of cell infiltration measured in histology (Wang et al.,

2011b). To date, DBSI might be the most promising MRI

technique for characterizing brain injury pathology, including

both axonal injury and glial activation. The interplay between

inflammation and neurodegeneration at chronic stage is one

area in particular which would benefit from such distinctions;

being able to identify increased cellularity, as seen in neuroin-

flammation, from axonal loss or axonal swelling would be val-

uable in understanding the pathophysiology. This would be

enormously informative in examining the changes in white

matter tracts that occur over time after TBI. However, DBSI

was originally developed for neuroinflammatory diseases like

multiple sclerosis, and its potential in TBI research is yet to

be fully investigated.

Clinical Studies

Advances in basic science have tremendously enhanced our

understanding of the pathophysiology of TAI and glial activa-

tion. Although clinical study has far less means than basic sci-

ence to characterize the underlying pathology, advanced

neuroimaging has allowed researchers to gain more insights

into TAI for an improved detection of TBI and prediction of

TBI patients’ long-term neurologic and neuropsychological

outcome. In diagnostic radiology, TAI is classified as hemor-

rhagic or non-hemorrhage, based on multi-focal hyper-inten-

sities on fluid attenuated inversion recovery (FLAIR) image,

edema on T2-weighted images or hemorrhage on T2-

weighted gradient recalled echo (GRE) images (Grossman

and Yousem, 2003). Because focal hemorrhagic lesions at

major WM tracts were usually associated with microscopic

diffuse axonal damage (Adams et al., 1982, 1989), these focal

lesions have become clinical diagnostic markers of DAI/TAI.

Hemorrhages are mostly seen at the junction of gray matter

and white matter (GM/WM), the CC, and in the dorso-

rostral quadrant of the brain stem (Grossman and Yousem,

2003). Susceptibility weighted imaging (SWI) is the most

sensitive technique to detect hemorrhagic focal lesions

(Haacke et al., 2004), and it has been reported three to six

FIGURE 2: Comparison of DTI and DKI fitting models in a diffu-
sion weighted imaging dataset obtained from the CC of rat brain
using various b-values. For DTI, the logarithm of diffusion
weighted signal intensity as a function of the b-value fits to a
straight line for small b-values, up to 1,000 s/mm2. When the b-
values exceed 1,000 s/mm2, the data fits the DKI model much
better than the DTI model. Reproduced with permission from
Zhuo et al. (2012) and Neuroimage Journal.
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times more sensitive to hemorrhage than gradient recalled

echo (GRE) sequence, which is the clinical standard of hem-

orrhage (Tong et al., 2003). Higher lesion load has been

reported being associated with unfavorable outcome after TBI

(Tong et al., 2004). Meanwhile, most DAI cases are non-

hemorrhagic (Grossman and Yousem, 2003), in which cases

DTI is the most widely used techniques for DAI detection

and outcome prediction (Kou et al., 2010).

FIGURE 3: Comparison of immunohistochemical stains using glial fibrillary acidic protein (GFAP) in two representative CCI exposed rats
(Rats A and B) at 7 days post-injury and a sham rat. In addition to increased GFAP immunoreactivity at the site of the injury, Rat A also
expressed significantly elevated GFAP compared with Rat B in the contralateral cortex. Scattered plots are the mean Kurtosis (MK) ver-
sus mean diffusivity (MD) from the contralateral cortex of both rats. The GFAP stains (340 magnification) are shown from the ipsilateral
cortex, hippocampus and contralateral hippocampus, cortex of each rat. Increased MK was associated with increased GFAP staining as
in the case of Rat A while it remained the same among rats that did not show elevated GFAP staining as in the case of Rat B. However,
no changes are seen in MD for Rat A between the baseline and 7 days post-injury despite an increase in MK. Reproduced from Zhuo
et al. (2012) with permission.
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Temporal Progression of DTI Signature in TBI
Patients

Findings in Moderate to Severe TBI. Similar to animal

data showing a temporal progression of axonal injury, meas-

ured as changes of DTI parameters (Mac Donald et al.,

2007a), clinical studies of TBI patients at different stages also

report different DTI findings, suggesting a temporal progress

of TBI pathology. All DTI studies of moderate to severe TBI

patients (Benson et al., 2007; Kou et al., 2008; Levin et al.,

2008; Newcombe et al., 2007) and subacute/chronic mTBI

patients (Inglese et al., 2005; Jang et al., 2013; Kraus et al.,

2007; Niogi et al., 2008a, 2008b; Rutgers et al., 2008; Woz-

niak et al., 2007) report FA decreases and/or ADC increase

in major WM tracts that are correlated with clinical or neuro-

psychological measures in different degrees, interpreted as

axonal injury and edema. Adnan et al. (2013) prospectively

scanned 29 moderate to severe TBI patients at two time

points: 5 months and 29 months after injury. They reported

that the loss of WM continues in fornix, part of the memory

network, in moderate and severe TBI patients even after the

acute neurological effects of TBI have resolved (Adnan et al.,

2013). Similarly, Wang et al. did a DTI tractography study of

28 patients, mostly severe TBI, scanning them at both acute

and chronic stages (Wang et al., 2011a). They reported that

WM tract change over time was correlated with patients’

long-term outcome (Wang et al., 2011a). This correlates with

autopsy data that shows microglial activation continuing years

after injury (Johnson et al., 2013).

DTI Findings on Mild TBI. In contrast to DTI studies of

moderate to severe TBI, there are seemingly contradictory

findings in mild TBI in the acute stage (within 1 week after

injury) in the literature. Chu et al. (2010) and Wilde et al.

(2008) (Wu et al., 2010) scanned 10–12 adolescents with

mTBI within 6 days of injury and reported increased FA,

reduced ADC, and reduced radial (perpendicular axis) diffu-

sivity in WM regions and left thalamus. Similarly, Bazarian

et al. (2007) studied six mTBI patients within 72 h of injury

and reported increased FA in the posterior CC and reduced

ADC in the anterior limb of the internal capsule (IC). Addi-

tionally, Mayer et al. (2010) studied 22 mTBI patients within

12 days of injury and reported increased FA and reduced

radial diffusivity in the CC and left hemisphere tracts.

However, Inglese et al. (2005) found reduced FA in the

splenium of CC and posterior limb of IC in 20 mTBI

patients imaged up to 10 days after injury (mean 5 4 days).

In the same line, Arfanakis et al. (2002) studied a handful of

mTBI patients at the acute stage and reported decreased FA

in major WM tracts. Furthermore, Lipton et al. (2012)

reported bi-directional changes (both increases and decreases)

of FA in chronic mTBI patients. Bazarian et al. (2012) stud-

ied nine high school athletes with diagnosed concussion or

multiple sub-concussive blows and also reported bi-directional

changes of FA at chronic stages. Most recently, Kou et al. also

reported bi-directional changes of FA at the hyperacute stage

(within 24 h after injury) in mTBI patients with the increased

FA as the dominant abnormality over reduced FA (Kou et al.,

2013).

These seemingly conflicting results may make sense in

the context of multiple simultaneous processes. One explana-

tion of increased FA is cytotoxic edema (Wilde et al., 2008),

particularly astrocyte swelling, because astrocytes are more

susceptible to pathological swelling than neurons or axons

(Liang et al., 2007). In animal models of stroke, astrocyte

swelling initiates within 30 min of injury and results in an

average reduction of extracellular space from the normal 20%

down to 10% (Lundbaek and Hansen, 1992; Sykova et al.,

1994). The shunted extracellular space will result in reduced

axial diffusivity and increased FA in WM fiber tracts. Sup-

ported by the animal data that astroglial activation is associ-

ated with an increased FA in gray matter area (Budde et al.,

FIGURE 4: Schematic view of different white matter pathologies
associated multiple tensor representation and DTI simplification.
Gray ellipsoid represents the diffusion tensor profile for normal
myelinated white matter with axial diffusivity great than radial
diffusivity. Black drawings represent the diffusion profiles for
multiple tensor representation or DTI simplification: (A) co-
existing axonal and myelin injury of coherent pure myelinated
axons; (B) axonal and myelin injury with cell infiltration; (C) axo-
nal and myelin injury with axonal loss; and (D) axonal and myelin
injury, cell infiltration, or proliferation and axonal loss. Repro-
duced with permission from Wang et al. (2011b) and Oxford Uni-
versity Press.
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2011; Zhuo et al., 2012), the clinical studies suggest that

astroglial activation could also be a significant pathology in

mTBI patients at the acute stage that lead to increased FA.

The bi-directional changes of FA may suggest the co-existence

of both axonal injury (impaired axonal transportation and/or

demyelination) and astroglial activation. All this evidence fur-

ther demonstrates the heterogeneity of mTBI pathology at

this stage and the necessity of developing new techniques that

could better characterize both axonal injury and glial

response.

What do we Know and we do not Know. It is clear that

(a) TBI pathologies in human patients progress temporally;

(b) glial cells likely play an important role during this pro-

gression; and (c) even at the same stage, the pathology may

be heterogeneous across different populations. However, the

underlying pathophysiology of this temporal progression is

still not clear, due to the lack of necessary non-invasive imag-

ing tools. Particularly, the role of glial reactivity in neuropro-

tection and repair at the acute and subacute stage as well as

the role of neuroinflammation at the chronic stage are still

unknown in clinical studies. Delineation of these roles could

likely provide novel treatment target for TBI patients at dif-

ferent stages.

Mapping White Matter Injury with Higher Level
Neurocognitive Deficits
In clinical imaging, one important issue is to predict TBI

patients’ outcome at the early stage so that clinicians can

institutes proactive treatment or management plans, poten-

tially including patients’ family members preparing in

advance for long term care, both financially and logistically.

In moderate to severe TBI, the neurocognitive sequelae could

easily last for years and even be lifelong in some patients.

Among them, four major domains have been shown being

widely existed in TBI patients: attention deficits, memory

problems, deficits in speed of information processing, and

deficits in executive functions. The most widely used neuro-

logic outcome measure is Glasgow Outcome Scale score

(GOS) or extended GOS (GOSE) (Wilson et al., 1998). In

mild TBI, memory and attention deficits are major complains

(Dikmen et al., 1986a, 1986b; Levin et al., 1987; Macciocchi

et al., 1996), in addition to a constellation of their post con-

cussive symptoms (CDC, 2003). However, the pathophysio-

logical underpinning of these functional, neurocognitive,

physical, and emotional symptoms/deficits are still not well

understood. It has been thought that disruption of certain

functional and structural brain networks can account for the

patients’ symptoms (Kou et al., 2010; Niogi and Mukherjee,

2010). Major WM tracts, including the CC, the major tract

that connects the two hemispheres; cingulum; long associa-

tion fibers, including superior and inferior longitudinal fasci-

culus; and WM structure in frontal and temporal lobes are

well studied.

Predicting Moderate to Severe TBI Outcome. In moderate

to severe TBI, Galanaud et al. performed a multicenter DTI

study of 105 TBI patients at the subacute stage (Galanaud

et al., 2012). They reported that DTI has a sensitivity of

64% and specificity of 95% for the prediction of patients’

unfavorable outcome, measured as GOSE (Galanaud et al.,

2012). Most recently, Spitz et al. studied 68 mild to severe

TBI patients at the chronic stage (Spitz et al., 2013). They

reported a significantly decreased FA in moderate to severe

TBI patients and a trend of decreased FA in mild TBI.

Decreased FA of major WM tracts has been shown to be

strongly associated with patients’ speed of information proc-

essing and executive abilities (Spitz et al., 2013). Arenth et al.

(2014) studied 12 chronic TBI patients, ranging from com-

plicated mild, moderate to severe severity, and reported

decreased FA in the CC, in correlation with patients’

impaired performance, both in terms of cognitive tasks and

reaction time.

Predicting MTBI Outcome. As most mTBI patients have

normal structural findings, outcome prediction of mTBI

could be more challenging. It has been reported that damage

to different WM tracts were related with patients’ specific

neurocognitive symptoms (Kou et al., 2012; Niogi and

Mukherjee, 2010). Figure 5 summarizes the reported litera-

ture regarding functional mapping of structural WM abnor-

mality with corresponding neurocognitive impairment in

mTBI.

Frontal WM Injury. Damage to the frontal WM has been

reported to be associated with impaired executive function

and attention. Lipton et al. (2009) studied 20 acute to suba-

cute patients and reported that reduced FA in WM of dorso-

lateral prefrontal cortex (DLPRC) is correlated with worse

executive function. Niogi et al. (2008a, 2008b) reported that

reduced FA in the left anterior corona radiata correlates with

attention control in chronic mild TBI patients.

Temporal WM and Cingulate Bundle Injury. Injury at the

temporal WM tracts or cingulum bundle may cause memory

problems. Niogi et al. reported that reduced FA in the unci-

nate fascilulus correlated with memory performance (Niogi

et al., 2008a, 2008b). Wu et al. (2010) reported that the FA

of the left cingulum bundle correlated with delayed recall.

Baek et al. (2013) performed a diffusion tractography study

of chronic TBI patients and reported that the integrity of the

basal forebrain and cingulum are associated with patients’

overall cognition and memory. Similarly, Treble et al. (2013)

performed diffusion tensor tractography study of 74 pediatric
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TBI patients and suggested that reduced microstructural

integrity of the CC, particularly in subregions connecting

parietal and temporal cortices, may act as a neuropathological

mechanism contributing to long-term working memory defi-

cits (Treble et al., 2013).

Corpus Callosum Injury. As the largest WM fiber bundle in

the brain that bridges left and right hemispheres, the CC is

highly susceptible to injury during rotational motion of the

brain in the sagittal and coronal planes, striking the falx cere-

bri and tentorium cerebri (Blumbergs, 1997). Injury of the

callosal fibers has been reported to be associated with post

concussion symptom (PCS) scores in mTBI. Wilde et al.

(2008) studied 10 adolescent mTBI patients in the acute

stage and reported that increased FA and reduced ADC and

mean diffusivity (MD) in the CC is correlated with patients’

PCS score. Bazarian et al. (2007) studied six mild TBI

patients in the acute stage and reported a lower mean trace in

the left anterior interior capsule and a higher FA in the poste-

rior CC. FA values correlated with patients’ 72 h PCS score

and visual motor speed and impulse control.

Injury at Whole Brain Level. Because of the complex biome-

chanical scenario during impact, which can vary across indi-

viduals, the injury locations could vary individually. Instead

of looking at injury at certain specific locations, an assessment

of whole brain lesion could be more meaningful for predic-

tion of patients’ outcome. The overall burden or extent of

WM injury is associated with both speed of information

processing and overall functional outcome. Niogi et al.

(2008a, 2008b) studied 34 subacute to chronic mTBI

patients and reported that FA was decreased in several WM

regions, including anterior corona radiata, uncinate fascilulus,

CC genu, and cingulum bundle. They demonstrated that the

number of damaged WM regions is correlated with patients’

reaction time. Miles et al. (2008) studied 17 mTBI patients

at the acute stage and followed them up to 6 months after

injury. They reported that, at the acute stage, the increased

MD in centra semiovale, the genu, and splenium of CC and

the posterior limb of the internal capsule tended to correlate

with patients’ response speed at 6 months after injury.

Regarding the overall outcome, Mess�e et al. (2011) divided

mTBI patients into two outcome groups: poor outcome versus

good outcome. Poor outcome patients showed significantly

higher mean diffusivity values than both controls and good

outcome patients in the corpus callosum, the right anterior

thalamic radiations and the superior longitudinal fasciculus,

the inferior longitudinal fasciculus, and the fronto-occipital

fasciculus. Most recently, Kou et al. studied mTBI at the

hyperacute stage (within 24 h after injury) and reported that

the volume of clusters with abnormally increased FA in

FIGURE 5: Summary of reported functional mapping with structural WM damage in mild TBI patients. Acronyms: ACC—anterior corona
radiata, DLPFWM—dorsal lateral prefrontal white matter, CC—corpus callosum, CG—cingulum, SLF—superior longitudinal fasciculus,
UF—uncinate fasciculus, IC—internal capsule, ILF—inferior longitudinal fasciculus, and FOF—fronto-occipital fasciculus.
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comparison with controls is correlated with patients’ delayed

recall at this stage.

What do we Know and we do not Know. It is known that

brain injury affects multiple WM tracts and that the mapping

of certain brain regions to some specific neurocognitive

domain may not approach the ideal. Instead, the brain per-

forms tasks by recruiting certain neural networks. It is still

not clear of the brain injury at network level, particularly at

the large scale network or connectome level. Irimia reported a

whole brain connectomics approach in three TBI patients in

this direction (Irimia et al., 2012). However, its value is still

yet to be proved in a large number of patients. Further, how

the alternations of both structural and functional networks

account for patients’ neurocognitive performance is still

unknown. Furthermore, at different stages, it is still not

known how glial reactivity affects patients’ high level neuro-

cognitive performance.

Detecting Glial Activation in TAI Patients
Despite promising progress in DTI characterization of TAI,

it is still a gross biomarker of overall effect of WM pathol-

ogy after injury. It still cannot effectively detect glial activa-

tion. Indeed, autopsy studies of human TBI patients have

suggested that neuroinflammation is persistent following

TBI and can be associated with chronic deficits. Using

immunohistochemistry techniques, TBI cases with survival

times of less than 12 months or with survival times from 12

months up to 22 years were found to have elevated micro-

glial activity maintained with time following injury (Gentle-

man et al., 2004). Another study found ongoing

inflammation in the CC up to 18 years following TBI. Fur-

thermore, the inflammatory cells were associated with

increased axonal pathology and marked thinning of the CC

(Johnson et al., 2013). In addition to DTI, the hyperinten-

sity on FLAIR imaging is also a conventional diagnostic bio-

marker of WM injury (Grossman and Yousem, 2003). It

represents the water content due to edema at the acute stage

or gliosis at later stage (glial scar) in the sheared or stretched

lesion area in WM tracts. It has been reported that FLAIR

lesion load is correlated with DAI patients’ outcomes (Mar-

quez de la Plata et al., 2007). This data indicated that TBI

is capable of inducing chronic neuroinflammation which

facilitates MW degradation. Together with animal model

work, these studies provide evidence that inhibitors of

microglial activation following injury could be highly benefi-

cial in reducing chronic outcomes.

Meanwhile, like DTI technique, FLAIR hyperintensity

is not specific to glial activation, either. It is also quite com-

mon to see the co-existence of FLAIR hyperintensities and

DTI FA abnormalities. As shown in Fig. 6 in a chronic TBI

case, the hyperintensity on FLAIR image is likely due to glio-

sis, which co-exists with the micro-hemorrhages on SWI

images. The non-symmetry of DTI fiber tractography on the

same region does not represent the orientation change of

WM tracts. Instead, it is caused by the change of water diffu-

sivities due to the existence of gliosis and paramagnetic hem-

orrhagic blood product.

Positron emission tomography (PET) Molecular Imaging. An-

other way to detect glial activation in TBI patients is PET

molecular imaging. Because activated microglia express trans-

locator protein receptors (TSPO) and are the primary source

of TSPO expression in neuroinflammation (Banati et al.,

FIGURE 6: White matter injury and glial activation in a chronic TBI case. FLAIR image demonstrates a foci of hyper-intensity in right ante-
rior corona radiata, suggesting gliosis (see arrow). SWI image shows the co-existence of small hemorrhages at the same location (see
arrow). DTI color-encoded directional diffusivity map demonstrates asymmetry of contralateral locations (see arrow). As opposed to
pure axonal injury, the altered directional diffusivity of DTI map is a gross indicator of potential gliosis, hemorrhage, and axonal injury
at the same foci.
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1997), these receptors can be exploited to image activated

microglia using positron emission tomography (PET) with a

suitable radiotracer bound to a ligand specific for the TSPO

receptors (Venneti et al., 2006). The PET tracer (R)-11C-

PK11195 (PK), or 1-(2-chlorophenyl)-N-methyl-N-(1-meth-

ylpropyl)-3-isoquinoline carboxamide, is one such specific

ligand for TSPO. Several studies have shown increased PK

binding in a wide variety of neurological diseases character-

ized by underlying activated microglial neuroinflammation,

reviewed in Cagnin et al. (2002, 2007) and Venneti et al.

(2006). To date, only a couple of studies have been per-

formed using PK PET in a handful of TBI patients. Folk-

ersma et al. found increased cerebral PK uptake and

glutamate release in a rat model of TBI (Folkersma et al.,

2011b). Subsequently, the same group studied eight patients

with moderate to severe TBI and seven demographically

matched controls (Folkersma et al., 2011a). They reported

increased binding of PK throughout the whole brain in TBI

patients 6 months after the injury. In another study, Ramlack-

hansingh et al. (2011) evaluated 10 patients with moderate to

severe TBI and 15 controls and found that PK binding was

significantly increased in the thalami, putamen, occipital cor-

tices, and posterior limb of the internal capsules, suggesting

microglial activated neuroinflammation in TBI patients up to

17 years after injury. However, they did not find increased

PK binding at the original site of focal brain injury identified

by structural MRI, and PK binding was not found to be cor-

related with either the time since injury or the extent of struc-

tural damage on MRI. They suggested that TBI can trigger a

chronic inflammatory response, particularly in sub-cortical

regions, protracted over a long period of time. Taken

together, these PET studies suggest that neuroinflammation

could persist for a long time after injury in moderate to

severe TBI, although existing data are very limited and rather

preliminary.

Further, there are several other unresolved issues that

can be addressed with PET, including delineation of the

extent and temporal progression of neuroinflammatory

changes after TBI, its relationship with neurodegeneration at

chronic stage, and its predictive value of patients’ neurocogni-

tive outcome. Presently, confirmation of microglial activation

cannot be obtained with any other standard radiological or

biochemical techniques, except for direct histopathological

examination of brain tissues, a procedure which is quite inva-

sive and possible only post-mortem. These novel techniques

can help in developing novel therapeutic intervention. They

can also help in selecting or categorizing such patients for

possible anti-inflammatory treatment, evaluation of treatment

response and subsequent follow-up. Furthermore, it is still

unknown whether PK ligand is sensitive to the microglial

activation in mild TBI. This is of particular importance in

chronic mTBI patients, so-called “miserable minorities,” who

suffer prolonged symptoms after injury (Ruff et al., 1996),

because confirmation of neuroinflammation could provide a

novel treatment target at the chronic stage. Indeed, a recent

animal study of mTBI suggests that glial activation and BBB

impairment could last at least 18 days after mTBI, with no

further time points assessed (Perez-Polo et al., 2013). Further

investigation with the PK ligand is warranted in chronic

mTBI patients.

Not surprisingly, PET imaging, using PK or similar

tracers, has some technical issues. Arterial input function is

usually required for exact quantification, which is not always

possible to obtain. A reference tissue model has been pro-

posed as a solution with use of clustering analysis to get the

value of reference region, as a surrogate for input function.

This could be a problem in case of diffuse brain injury

patients, where a “normal” reference region is difficult to

define. Further, PK brain uptake can increase with age, which

could be a confounding factor in data analysis and interpreta-

tion, particularly in cases of longitudinal follow-up (Kumar

et al., 2012). Therefore, in these cases PK brain dynamics

will have to be taken into consideration and adjusted for.

Another limitation of PK PET imaging is the limited avail-

ability of these scanners compared with MRI or CT and the

short half-life (about 20 min) of radioactive tracer (11C-

labeled PK ligand), necessitating an on-site cyclotron and

likely preventing its wide spread use in routine clinical

practice.

Combinational use of Imaging and Blood Biomarkers. An-

other potential solution to characterize glial activation and

WM injury is the combinational use of both glia-specific

blood protein biomarkers and imaging techniques. Table 2

summarizes a panel of protein biomarkers that are both sensi-

tive and specific to certain types of glial activation. By com-

bining it with advanced imaging, which offers high resolution

anatomical information, researchers might be able to probe

the in-depth response of glial cells along with WM structural

injury and even vascular damage of the brain. Kou et al. were

the first group to investigate in this direction by a combina-

tional use of advanced MRI and serum blood biomarkers

(Kou et al., 2013). They reported elevated GFAP and UCH-

L1 protein biomarkers at the acute stage in mTBI patients in

comparison with controls. GFAP in particular was signifi-

cantly elevated in patients with hemorrhage on SWI images

(Kou et al., 2013). Figure 7 presents a sample mild TBI case

to show activation of astrocytes (GFAP) along with small

hemorrhages on SWI and WM injury on DTI images. This

finding suggests that blood protein biomarkers could be

potentially used as a screening tool for positive MRI findings,
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which could be very useful in clinical diagnosis of intracranial

bleeding in the acute setting (Kou et al., 2013).

Future Directions

Overall, there are clear shortages in several areas. First, the

relationship between glial activation and WM injury in both

basic science and clinical studies, particularly the role of glia

following axonal injury, degeneration, and possible regenera-

tion, requires more research. Glial cells are fundamental for

controlling WM health. When injury occurs, glial cells are

crucial in responding to repair the environment to promote

neuronal survival, axonal preservation, and regeneration. Fur-

thermore, TAI is often accompanied by demyelination and

oligodendrocytes damage. Decades of pathological and physi-

ological studies have focused on neurons when describing

brain injury cascades, but it is becoming increasingly evident

that glial cells play an irreplaceable part in brain homeostasis

and repair. Acute neuroinflammation is characterized by wide-

spread astroglial and microglial response to brain injury, and

while glial cells play a necessary role to protect neurons after

injury, their activities have also been linked to neurodegenera-

tion and cognitive decline. A comprehensive investigation of

the potential relationship between traumatic WM injury and

glial injury will likely shed the light to TBI patients’ identifi-

cation, management, and treatment.

A detailed understanding of how glial cells contribute to

axonal recovery or degeneration following traumatic injury

currently lacking. Historically, preclinical experimental models

of TAI have focused on in vitro cell culture models which

contain only single cell types, with several studies on axonal

injury limited by their use of only cultured neurons (Chung

et al., 2005; Kilinc et al., 2008; Mesfin et al., 2012; Skotak

et al., 2012; Smith, 2009; Staal et al., 2009; Tang-Schomer

et al., 2010; von Reyn et al., 2012). Although these models

have provided exceptional data on TAI threshold, the lack of

inclusion of glia inhibits gaining accurate knowledge on

recovery following injury. Similarly, with glial injury and acti-

vation cell culture experiments, studies have focused on single

cell types (Kane et al., 2012; Ralay Ranaivo et al., 2011; Van-

deVord et al., 2008; Wanner, 2012). Mixed cell cultures and

FIGURE 7: MRI and biomarker profile in a mTBI patient with intraventricular hemorrhage missed by CT. Panels (A) and (B) are SWI
images at different locations of the brain showing intraventricular blood and left lingual gyrus blood product (see arrows); panel (C) is a
FLAIR image showing non-specific WM hyperintensities (see arrows); panel (D) is a DTI FA map showing the co-existence of voxels with
increased and decreased FA measures (red color indicates decreased FA and blue color indicates increased FA in comparison with con-
trols, t > 3 for t-test); and panel (E) shows a blood biomarker temporal profile, which exhibits extraordinarily high GFAP levels over time
in comparison with controls. Despite being missed by CT, the injury was still detected by both blood biomarker and MRI. Image adapted
with permission from Kou et al. (2013) and PLoS ONE.
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organotypic brain tissue slices will be most helpful in eluci-

dating how glial cells contribute to WM degeneration and

repair following injury.

Second, How this glio-axonal interaction could serve as

a target for novel treatment, which should be reflected as

both structural plasticity or neural restoration at microscopic

level and neurocognitive improvement at higher functional

level also warrants further research. Promising data from TBI

animal models and other neurological disorders, including

stroke and multiple sclerosis, have demonstrated the potential

roles of neurorestorative agents, for example, thymosinb4

(Tb4) and erythropoietin (EPO), to promote oligodendro-

genesis and axonal remodeling (Morris et al., 2010, 2012;

Xiong et al., 2011; Zhang et al., 2009b, 2010) and of bone

marrow stromal cells to facilitate axonal sprouting and remye-

lination (increased of OPC cells) in the cortical ischemic

boundary zone and CC (Shen et al., 2006; Zhang et al.,

2005, 2009a), among others. Collectively, they reported an

improvement in animal neurological or behavioral function-

ing. However, there is still a paucity of data on the use of

glial activation as a beneficial target to promote anti-

inflammation, re-myelination, and neural restoration in TBI.

Particularly, how these treatment schemes could be translated

into human TBI patients to improve their neurocognitive per-

formance still needs extensive investigation.

And finally, but not of least importance, the develop-

ment of novel imaging and molecular biomarkers to quantita-

tively assess and characterize the glial response and axonal

injury requires further research. Not only in identification of

biomarkers that can reveal either the stage of recovery or level

of neurodegeneration but also in development and validation,

which would be remarkably beneficial in diagnosis, and even-

tually, rehabilitation strategies for our civilian and veteran

TBI populations. The current limited number of imaging

indices are far from enough to characterize the complexity

and heterogeneity of TBI pathophysiology. Novel imaging

techniques need to be further developed to identify WM

injury, neuroinflammation, and astrogliosis across different

stages. A recent study reported that veterans with a history of

mTBI could not be differentiated from those without TBI at

the acute stage (Jorge et al., 2012). However, several years

after the trauma, veterans with a history of mTBI were found

to have abnormal DTI results, highlighting the importance of

identifying injury at the acute stage so that treatment can be

provided to prevent further degeneration. In addition, a com-

binational use of both molecular biomarkers and advanced

imaging could also serve as a feasible solution for human TBI

investigation. To date, this is still a wide-open field of

investigation.

In summary, glial activation is initiated from the begin-

ning of traumatic white matter injury and can continue for

several years afterward. This chronic pathology may explain

why white matter injury patients tend to suffer continued

brain atrophy and degeneration and neurocognitive decline

over the long run. Investigation into the role of glial activa-

tion in association with white matter injury has the potential

to provide novel treatment targets for inhibition of neuroin-

flammation and for axonal regeneration. Development of

advanced neuroimaging techniques and novel molecular bio-

markers which correlate with this glial response will likely

help to characterize the pathophysiological processes, as well

as help translate the glial activation-targeted treatment in

basic science to an improved neurocognitive performance in

human patients.
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Abstract
To improve susceptibility quantification, a threshold-based k-space/image domain iterative
approach that uses geometric information from the susceptibility map itself as a constraint to
overcome the ill-posed nature of the inverse filter is introduced. Simulations were used to study
the accuracy of the method and its robustness in the presence of noise. In vivo data was processed
and analyzed using this method. Both simulations and in vivo results show that most streaking
artifacts inside the susceptibility map caused by the ill-defined inverse filter were suppressed by
the iterative approach. In simulated data, the bias toward lower mean susceptibility values inside
vessels has been shown to decrease from around 10% to 2% when choosing an appropriate
threshold value for the proposed iterative method. Typically, three iterations are sufficient for this
approach to converge and this process takes less than 30 seconds to process a 512 × 512 × 256
dataset. This iterative method improves quantification of susceptibility inside vessels and reduces
streaking artifacts throughout the brain for data collected from a single-orientation acquisition.
This approach has been applied to vessels alone as well as to vessels and other structures with
lower susceptibility to generate whole brain susceptibility maps with significantly reduced
streaking artifacts.

Keywords
oxygen saturation; susceptibility mapping; susceptibility weighted imaging

INTRODUCTION
Susceptibility weighted imaging (SWI) using phase information has become an important
clinical tool [1–3]. However, the use of phase information itself has stimulated great interest
both as a source of contrast [4–6] and a source for producing susceptibility maps (SM) [7–
24]. The impetus for solving the inverse problem from magnetic field perturbation came
from the work described in Deville et al. [25]. This was noted by Marques and Bowtell in
2005 [26]. Salomir et al. [27] were the first group to utilize this concept in MRI.
Unfortunately, this inverse process is ill-posed and requires a regularization procedure to
estimate the susceptibility map. There are a variety of approaches to tackle this problem [7–
24]. One unique method uses a multiple orientation data acquisition to remove the
singularities [17]. Constrained regularizations [14,20,22,23] have shown good overall
results, but they require longer reconstruction times and assumptions about the contrast in or
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near the object to be detected. Threshold-based, single-orientation regularization methods
(TBSO) [11,15,18,24] provide the least acquisition time and the shortest computational time
to calculate SM. However, their calculated SMs lead to underestimated susceptibility values
(Δχ) and display severe streaking artifacts especially around structures with large Δχ, such
as veins or parts of the basal ganglia.

Based on TBSO approaches, we propose an iterative method to overcome the singularities in
the inverse filter and produce improved accuracy for susceptibility mapping. In this
approach, we iteratively replace k-space values of the susceptibility maps, χ(k), near the
singularities to obtain an almost artifact free SM, χ(r). The k-space values used for
substitutions are estimated using structural information from the masked version of χ(r).
Simulations using 2D cylinders and full brain 3D models were performed to examine the
efficacy of this iterative approach. High resolution human data are also evaluated.

MATERIALS AND METHODS
Briefly, the expression for the susceptibility distribution [26,27] derived from the phase data
can be written as (for a right handed system[28]):

[1]

where,

[2]

and Φ(r) is the phase distribution, TE is the echo time, γ is the gyromagnetic ratio for
hydrogen protons, B0 is the main field strength, kx, ky and kz are coordinates in k-space, and
g(k) is the Green’s function or filter. Clearly, the analytic inverse filter g−1(k) = 1/g(k), is ill-
posed when g(k) is equal or close to zero, i.e., points on or near two conical surfaces in k-
space at the magic angles of 54.7° and 125.3° from the Bo axis. This ill-posedness leads to
severe artifacts (including severe streaking) in χ(k) and noise amplification [29]. Thus, for a
proper pixel-by-pixel reconstruction of χ(r), recovering the correct values of χ(k) near the
region of singularities is critical.

K-space Iterative Approach
If the shapes of the structures of interest are known, then one can use this information in the
SM to create a more accurate k-space of said SM in the conical region. The structure of the
vessels is obtained directly from the first pass susceptibility map χi=0(r). The detailed steps
of the iterative method are discussed below and shown in Fig. 1.

Step-1 An initial estimate of the SM, χi=0(r), is obtained by applying a regularized
version of the threshold-based inverse filter, greg

−1(k) [18], in Eq.[1] using the
suggested threshold value, thr=0.1. The subscript “i” denotes the SM after the
ith iteration (“i=0” denotes the initial step before doing the iterative method
and i=1 for the first iteration).

Step-2 The geometry of the structures of interest is extracted from χi=0(r) using a
binary vessel mask, i.e. outside the veins, the signal in the mask is set to zero,
and inside it is set to 1. Since streaking artifacts associated with veins in the
SM are usually outside the vessels, after multiplying the χi(r) map by the
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mask, little streaking remains in the SM. This leads to χvm, i(r) as shown in
part (b) of Fig.1. Vessel mask generation will be addressed in the next section.

Step-3 χvm, i(k) is obtained by Fourier transformation of χvm, i(r) (part (c) in Fig. 1).

Step-4 The pre-defined ill-posed region of k-space in χvm, i(k) is extracted (part (d)
in Fig. 1). These extracted k-space data are denoted by χvm, cone, i(k). The size
of χvm, cone, i(k) is decided by a threshold value, a, which is assigned to g(k).
For the matrix size 512×512×512, the percentages of the cone region in k-
space for a given a, are 2.4% (a=0.01), 24.1% (a=0.1), 47.1% (a=0.2) and
70.6% (a=0.3), respectively. When a increases, the size of χvm, cone, i(k)
increases too and if a is increased too much then most of the original
information will be lost.

Step-5 Data from χvm, cone, i(k) and χi=0(k) (part (e) in Fig. 1) are merged. This
means part of χi=0(k) has been replaced by χvm, cone, i(k). The merged data
are denoted by χ′merged, i(k) (part (f) in Fig. 1).

Step-6 Inverse Fourier transformation of χ′merged, i(k) gives the improved SM,
χi+1(r) (part (g) in Fig. 1).

Step-7 χi(r) in step-1 is replaced by χi+1(r) from step-6 and the algorithm is repeated
until

[3]

where N is the number of pixels in χi(r) and ε is the tolerance value (chosen
here to be 0.004ppm).

Binary Vessel Mask Generation
The binary vessel mask was generated using thresholding from the χ(r) map itself. The
detailed steps are discussed below and shown in Fig. 2.

Step-1 A threshold, th1, is applied to χi=0(r) to create an initial binary vessel mask,
M0. The pixels whose susceptibility values are lower than th1 will be set to
zero while those greater than or equal to th1 will be set to unity. In this study,
a relatively low susceptibility of 0.07 ppm is used for th1 to capture most
vessels. However, this choice of threshold inevitably includes other brain
structures in M0 that have high susceptibility.

Step-2 A morphological operation i.e., a closing operation is performed to fill in
holes in M0 to generate an updated mask M1.

Step-3 A median filter is applied to remove noise in M1 and create M2.

Step-4 False positive data points from M2 are removed as follows: First, the χ(r)
map is Mipped over 5 slices centered about the slice of interest to better
obtain contiguous vessel information, as seen in χMIP(r). Second, another
threshold, th2 = 0.25ppm, is performed on χMIP(r) to create a new χMIP_vm(r)
and binary mask MP, which only contains predominantly vessels. Here, 0.25
ppm was chosen to isolate the major vessels in the MIP image. Third, each
slice from M2 is compared with MP on a pixel by pixel basis to create M3. If a
data point from M2 does not appear on MP, this data point will be treated as a
false positive and removed from M2. This process can be equally well applied
to extract other tissues by choosing appropriate values for th1 and th2.

Tang et al. Page 3

Magn Reson Med. Author manuscript; available in PMC 2014 May 01.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



2D Cylinder Simulations
Simulation of a two dimensional cylinder and its induced phase was first performed using a
8192 × 8192 matrix. A lower resolution complex image was then obtained by taking the
Fourier transform of this matrix and applying an inverse Fourier transform of the central 512
× 512 matrix in k-space. This procedure is to simulate Gibbs ringing effects caused by finite
sampling which we usually see in conventionally required MR data sets. Gibbs ringing
comes from discontinuities in both the magnitude and phase images. To avoid Gibbs ringing
from magnitude discontinuities, we used a magnitude image with a uniform signal of unity.
A large sized object of 32 pixels was chosen to avoid major partial volume effects. All phase
simulations were performed using a forward method [8,26,27,32] with Bo= 3T, Δχ =0.45
ppm in SI units, TE = 5 ms, and the cylinder perpendicular to the main magnetic field. The
susceptibility value of 0.45ppm represents venous blood when the hematocrit (Hct) = 0.44,
Δχdo = 4π·0.27ppm [30] and the oxygen saturation level = 70%, where Δχdo is the
susceptibility difference between fully deoxygenated and fully oxygenated blood [31]. A
relatively small echo time was chosen to avoid phase aliasing that can affect the estimated
susceptibility values.

Selection of a TBSO Method to Generate the χi=0(r) Map—Threshold based single-
orientation (TBSO) methods [11, 15, 18, 24] use a truncated g(k) to solve the singularity
problem in the inverse filter g−1(k) when g(k) is less than a predetermined threshold value,
thr. When g(k) < thr, g−1(k) is either set to zero [11, 24]; or to 1/thr [15]; or set to g−1(k) = 1/
thr first and then g−1(k) is brought smoothly to zero as k approaches kzo. This smoothing is
accomplished by multiplying g−1(k) by α2(kz) with α(kz) = (kz−kzo)/|kzthr−kzo | where kz is
the z component of that particular point in k-space, kzo is the point at which the function
g −1(k) becomes undefined, and kzthr is the kz coordinate value where |g(k)| = thr [18].

SMs using the methods in ref. [11,15,18] were calculated based on Eq. 1 using the 2D
cylindrical model. Eq.1 is also valid to use for the simulated 2D cylinder phase to calculate
SM since the 2D version is a special case of a 3D study with 1 slice and our actual study
model is essentially an infinite cylinder perpendicular to the main field. Streaking artifacts
are obvious in all three SMs (figures are not shown). The calculated mean susceptibility
values inside the cylinder are around 0.40±0.01ppm for all SMs. The background noise
levels, (i.e., standard deviation of the susceptibility values) measured from a region outside
the streaking artifact in SM using ref. [18] are around 1/2 to 2/3 of the background noise
levels in SMs using ref. [11,15] using thr = 0.06, 0.07 and 0.1, which are the optimal
threshold values suggested in [11, 12, 18]. Given this result, the method [18] was chosen to
generate a χi=0(r) map.

Finding an Optimal Threshold Value—To find the optimal threshold, a series of χ(r)
maps were reconstructed by the iterative method using threshold values a of 0.01, 0.03, 0.07,
0.1, 0.15, 0.2, 0.25 and 0.3. The larger this threshold, the closer the final estimate for χ(r)
will be to χvm(r). The optimal threshold value was found by comparing the accuracy of the
estimated susceptibility values as well as the effects on reducing streaking artifacts in the
reconstructed χ(r) maps. To study the effect of noise in χ(r) maps due to the noise in phase
images, complex datasets for cylinders of diameter 2, 4, 8, 32 voxels, respectively, were
simulated with Gaussian noise added to both real and imaginary channels. Noise was added
in the complex images to simulate an SNRmagnitude of 40:1, 20:1, 10:1 and 5:1 in the
magnitude images. Since σphase = 1/SNRmagnitude, this corresponds to σphase = 0.025, 0.05,
0.1 and 0.2 radians.

To estimate the improvement in the SM by the iterative method, we used a root mean
squared error (RMSE) to measure streaking artifacts outside the cylinder. Background noise

Tang et al. Page 4

Magn Reson Med. Author manuscript; available in PMC 2014 May 01.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



in the SM is measured in a region away from all major sources of streaking artifacts to
compare to the noise measured in the phase image (i.e., so we can correlate noise in the
phase with the expected noise enhancement from the inversion process).

Effect of High-Pass Filter—The effect of high-pass (HP) filtering the phase data on the
χ(r) map generated by the iterative method was also studied. Phase images of a cylindrical
geometry with diameters of 2, 4, 8, 16, 32, and 64 voxels were simulated. Homodyne HP
filters [33] with a 2D hanning filter (full width at half-maximum, FWHM = 4, 8, 16, and 32
pixels) were applied on these phase images in both in-plane directions. SM reconstructions
were stopped based on the criteria in step 7 of the iterative process.

Three Dimensional Brain Model Simulations
To address the potential of the iterative technique to improve the SM of general structures
such as the basal ganglia, a 3D model of the brain was created including the: red nucleus
(RN), substantia nigra (SN), crus cerebri (CC), thalamus (TH), caudate nucleus (CN),
putamen (PUT), globus pallidus (GP), grey matter (GM), white matter (WM), cerebrospinal
fluid (CSF) and the major vessels [34]. The structures in the 3D brain model were extracted
from two human 3D T1 weighted and T2 weighted data sets. Basal ganglia and vessels are
from one person; grey matter and white matter are from the other person’s data set. Since all
structures are from in vivo human data sets, this brain model represents realistic shapes and
positions of the structures in the brain. Susceptibility values in parts per million (ppm) for
the structures SN, RN, PUT and GP, were taken from ref. [12] and others were from
measuring the mean susceptibility value in a particular region from SMs using ref. [18] from
in vivo human data: RN = 0.13, SN = 0.16, CC = −0.03, TH = 0.01, CN = 0.06, PUT = 0.09,
GP = 0.18, vessels = 0.45, GM = 0.02, CSF = −0.014 and WM=0. All structures were set
inside a 512×512×256 matrix of zeros. The phase of the 3D brain model was created by
applying the forward method [8,26,27,32] to the 3D brain model with different susceptibility
distributions using the imaging parameters: TE = 5ms and B0 = 3T. A comparison between
the phase maps from this brain model and a real data set is shown in Fig.3. To match the
imaging parameters of the real data set, B0=3T and TE=18ms were applied for the results
presented in Fig.3. Except for Fig.3, all other figures in the paper associated with the 3D
brain were simulated by using TE=5ms.

In Vivo MR Data Collection and Processing
A standard high-resolution 3D gradient echo SWI sequence was used for data acquisition. A
transverse 0.5 mm isotropic resolution brain dataset was collected at 3T from a 23-year-old
healthy volunteer. The sequence parameters were: TR = 26 ms, flip angle = 15o, read
bandwidth = 121 Hz/pixel, TE = 14.3 ms, 192 slices, and a matrix size of 512 × 368. To
reconstruct χi=0(r) with minimal artifacts, the following steps were carried out:

1. The unwanted background phase variations were removed using either: a) a
homodyne HP filter (FWHM = 16 pixels) [33] or b) Prelude in FSL [35] to unwrap
the phase, followed by the process of Sophisticated Harmonic Artifact Reduction
for Phase data (SHARP) [36] with a filter radius of 6 pixels. To reduce artifacts in
the calculated SMs, regions with the highest phase deviations due to air/tissue
interfaces were removed manually from the HP filtered phase images and the phase
in those regions were set to be zero.

2. A complex threshold approach [37] was used to separate the brain from the skull.

3. The phase image with an original matrix size of 512 × 368 × 192 was zero filled to
512 × 512 × 256 to increase the field-of-view and to avoid streaking artifacts
caused by the edge of brain to alias back to the reconstructed SM.
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4. The regularized inverse filter, greg
−1(k) [18] was applied to obtain χi=0(r), followed

by the iterative process using a = 0.1. For in vivo data, the iterative program was
terminated at the third iterative step.

RESULTS
Selection of threshold level based on simulations

To find the optimal threshold value, SMs were reconstructed using a= 0.01, 0.03, 0.07, 0.1,
0.15, 0.2, 0.25 and 0.3, respectively, with different noise levels (Fig. 4). The streaking
artifacts shown in χi=0(r) (the first column in Fig. 4a) have been significantly reduced by the
iterative method and fall below the noise level when a >= 0.1. Also, when a >= 0.1, the
mean susceptibility value inside the cylinder was found to increase to 0.44ppm when the
diameter of the cylinder was larger than 8 pixels (Fig. 4b) and this trend is independent of
the object size and the noise in the phase image. The optimal result in terms of obtaining the
true susceptibility value was with a threshold of 0.1. Fig. 4c shows a plot of RMSE of the
susceptibility values from the whole region outside the 32-pixel cylinder using different a.
The RMSE of the susceptibility values decreases as a increases. Therefore, for vessels, a
value of 0.3 would be the optimal value. However, a large threshold value means replacing
more original k-space with the k-space only consisting of vessel information which will
reduce the signals from other brain structures and blur these structures. Since the SM using a
= 0.1 already reveals the optimal susceptibility value for the vessels and an acceptable
RMSE, it is appropriate to choose 0.1 for more general application to study the entire brain.

Fig. 4a compares the converged χi=b(r) map with the χi=0(r) map, where b is the iterative
step required to reach convergence. In this data, b = 2 when a = 0.01 and 0.03, b = 3 when a
= 0.07, 0.1 and 0.15 and b = 4 when a = 0.2, 0.25 and 0.3 for σphase = 0. When σphase
increases, more iterative steps were required to reach convergence. For instance, the
maximum iterative step number is 9 when σphase = 0.2 radians. Using a noise level of 0.025
radians in the phase image as an example, greg

−1(k) [18] leads to a susceptibility noise of
roughly 0.025 ppm in the χi=0(r) map. The iterative approach leads to a slight decrease in
background noise, 0.021 ppm, in χi=3(r) map when a= 0.1. The background noise was
measured in a region outside the streaking artifact indicated by the black circle in Fig. 4a.
The overall decrease in RMSE in the background (Fig. 4c) is a consequence of both a
decrease in streaking artiacts and a reduction in thermal noise contribution.

Selection of the Optimal Iterative Step
The inverse process [18] was applied to the dipole field in Fig. 5a to give the χi=0(r) map
shown in Fig. 5b; prominent streaking artifacts are evident in this image. Streaking artifacts
are significantly reduced at each step of the iterative method quickly reaching convergence
(Figs. 5c to 5e). The largest improvement is seen in the first iterative step, which is verified
by Fig. 5f, showing the difference between Fig. 5c (χi=1(r) map) and Fig. 5b (χi=0(r) map).
After the second iteration, we can see some minor streaking reductions (Fig. 5g, the
difference between the χi=1(r) map and χi=2(r) map). The mean susceptibility value
approaches 0.44ppm in a single step. Similar results (not shown) are also obtained when the
iterative method is run with different aspect ratios between the in-plane resolution and the
through plane resolution (such as 1:2 and 1:4). The iterative results always lead to higher
final susceptibility values compared to the initial value in χi=0(r). Finally, even when an HP
filter is applied, up to a 10% increase in the susceptibility is realized (Fig. 5i). Large vessels
benefit from a HP filter (FWMH = 4 pixels) and small vessels up to 8 pixels can still benefit
from a HP filter (FWMH = 16 pixels).
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Effect of the Iterative Approach on Surrounding Brain Tissues in the 3D Brain Model
a) SM Reconstruction using a vessel mask only—Figs. 6a and 6d represent χi=0(r),
without noise and with 0.025 radians of noise in phase images. Fig. 6f is the vessel map.
Streaking artifacts (delineated by the black arrows) are obvious in Figs. 6a and 6d and
completely disappeared in the χi=3(r) maps (Figs. 6b and 6e) using a = 0.1. Fig. 6c is the
χi=3(r) map using a = 0.2. As can be seen, when a increases, the iterative method still works
for vessels, but brain tissues become more blurred. Fig. 7a plots the mean susceptibility
values inside the vessel (vein of Galen), GP, SN, RN, PUT and CN from χi=3(r) maps
generated by using a=0.1, 0.15, 0.2, 0.25 and 0.3, respectively. The susceptibility value in
the brain model and χi=0(r) map are also provided in the plot as references. Generally, the
susceptibility values of brain tissues except vessels decrease as a increases while, for
vessels, the susceptibility value is 0.41ppm in the χi=0(r) map and is increased to 0.45ppm
in the χi=3(r) maps.

b) SM Reconstruction using a mask including vessels and brain structures—
The iterative method is not limited to improving SM from just vessels; it can also be applied
to the entire brain. Figure 6g shows a coronal view of the χi=0(r) map for the brain model.
The χi=3(r) map using a mask keeping all major structures (GP, SN, RN, PUT, CN) and
vessels is shown in Fig. 6h. In practice, this is equivalent to setting thresholds in the χi=0(r)
map to be greater than 0.009ppm to extract all these high susceptibility structures from the
χi=0(r) map to create the mask. Fig. 6h reveals that streaking artifacts associated with veins
as well as all major structures have been reduced. Fig. 6i shows the difference between Fig.
6g and 6h. In addition, streaking artifacts sometimes cause the appearance of “false”
structures. For instance, there is no internal capsule (IC) included in the model (Fig. 6l), yet
we see an IC like structure in the χi=0(r) map (Fig. 6j) (indicated by a dashed white arrow in
Figs. 6j to 6l). The iterative method removes the streaking artifacts and the “false” IC (Fig.
6k). Fig. 7b shows susceptibility values in each structure in the brain model for χi=0(r) and
χi=3(r) when the mask includes vessels and all major structures. The underestimated
susceptibility values of all major structures and vessels in the χi=0(r) map have been
recovered by the iterative method in the χi=3(r) map.

Effect of Errors in the Vessel Map
Accurately extracting vessels from χi=0(r) is critical for the iterative method. Figs. 8b–8d
and the corresponding enlarged views (Figs. 8f–8h) from the rectangular region indicated in
Fig. 8a, show the χi=3(r) maps using an accurate (Fig. 8j), a dilated (Fig. 8k) and an eroded
(Fig. 8l) vessel map to show the effect of errors in the vessel mask on the χi=3(r) map. The
dilated and eroded vessel maps were generated using Matlab functions based on a 3-by-3
square structuring element object. The susceptibility values measured from a vein indicated
by the white arrow in Fig. 8e are 0.40±0.03ppm (Fig. 8e), 0.45±0.03ppm (Fig. 8f),
0.45±0.03ppm (Fig. 8g) and 0.40±0.07ppm (Fig. 8h), respectively. The iterative method still
works if the vessel is slightly enlarged but does little to change the original χi=0(r) map if
the vessels are too small or absent in the mask. As we just discussed, streaking artifacts
produced “false” vessels indicated by the dashed black arrow in Fig. 8e since these vessels
are not in the model (Fig. 8i). These false vessels disappeared in Fig. 8f.

Results from the In Vivo Dataset
In the in vivo example, we compare the differences between SHARP (Figs. 9a to 9d) and a
homodyne HP filter (FWHM = 16 pixels) (Figs. 9e to 9h). Compared to the transverse view,
streaking artifacts are more obvious in the sagittal or coronal view. Fig. 9a shows the χi=0(r)
map with severe streaking artifacts. The streaking artifacts were significantly reduced in the
χi=3(r) map (Fig. 9b) using a = 0.1. The streaking artifacts associated with the superior
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sagittal sinus vein (indicated by two black arrows in Fig. 9a) were significantly decreased in
Figs. 9b and 9d. The subtracted image (Fig. 9c), Fig. 9a minus Fig. 9b, reveals the removed
streaking artifacts. These streaking artifacts are one of the reasons why the χi=0(r) maps
appear noisy. In the χi=3(r) map, the reduction in streaking artifacts from individual veins
leads to a decrease of noise therefore an increased SNR of veins. If veins are the only
interest, even a threshold of 0.2 can work reasonably well (Fig. 9d). Two relatively big
veins, V1 and V2, indicated by the white dashed and white solid arrows, respectively, in Fig.
9b, were chosen to measure the susceptibility values. Results are provided in Table 1. The
susceptibility values of these two veins have been improved by roughly 16% by the iterative
method. The standard deviation of the susceptibility values measured from a uniform region
inside the white matter decreased from 0.042 ppm in χi=0(r) map to 0.035ppm and
0.023ppm in the χi=3(r) map with a = 0.1 and 0.2, respectively. The baseline susceptibilities
of the major structures are higher with SHARP than with the HP filter. The iterative method
works for brain structures also when the structure is included in the mask. For instance, the
mean susceptibility values of the GP and SN have been increased from 0.155±0.058 ppm
and 0.162±0.067ppm in the χi=0(r) map to 0.163±0.070ppm and 0.186±0.083ppm in the
χi=3(r) map, from the dataset processed using SHARP. The result after HP filtering (Fig. 9e)
shows more edge artifacts indicated by the left arrow in Fig. 9e. Much of this error was
reduced by the iterative method (Fig. 9f). It seems that the iterative method compensated for
the worse first guess (Fig. 9e) and ended up with almost the same result (Figs. 9f and 9h) as
having started with SHARP (Fig. 9b and 9d) from the image perspective. Since a small sized
HP filter cannot remove rapid phase wrapping at air-tissue interfaces; we had to cut out the
region near the sinuses in the phase images.

DISCUSSION
In this article, a threshold-based k-space/image domain iterative approach has been
presented. Simulations and in vivo results show that the ill-posed problems of streaking
artifacts and biases in the estimates of susceptibilities can be significantly reduced. The
replacement of the χ(k) values near the singularities by χvm(k), which is obtained from the
geometric information from the χ(r) map itself, obviates many of the current problems seen
in the TBSO methods. Since χvm(r) contains little streaking artifacts itself, the values used
inside the thresholded regions in χ(k) now contain no artifact either. In this sense, we obtain
an almost perfect k-space without bad data points in the region of singularities. This explains
why this method converges quickly and the major improvement is in the first iterative step
(Fig. 5).

The proposed iterative approach is different from the other threshold based methods
[11,15,18,19,24] which fill a pre-defined conical region using a constant, zero or 1/thr
threshold [11, 15, 24] or the first-order derivative of g−1(k) [19]. The iterative method uses
full geometry information from the SM (vessels or pre-defined structures and not edge
information) to iteratively change k-space values in the conical region using the forward
model. This is also quite different than other currently proposed solutions [9, 12, 20, 22].
Even though spatial priors such as gradients of the magnitude are used [9, 12, 20, 22], in
those methods, the meaningful values of the singularity regions in k-space are obtained
through solving the complex cost function problem. However, the iterative method uses
priors not from the magnitude image but from the SM. The missing data in the singularity
regions are obtained through iterating back and forth between the SMs and their k-space.
The advantage of cost function approaches is that they do not need to pre-define the
singularity region in k-space which is solved by the optimization process automatically
(although the optimization process itself is usually quite time-consuming). On the other
hand, the iterative method is the most time-efficient. It is fast enough to reconstruct SMs for
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a 512 × 512 × 256 data set using an Intel Core i7 CPU 3.4GHz processor in less than 30
seconds, since in practice usually 3 iterations are good enough to generate decent results.

The threshold value also plays a key role. A threshold value of 0.1 is a reasonable choice
since a lower threshold value leads to an increase in noise and a higher threshold value leads
to a blurring of the object (Fig. 6c, Figs. 9d and 9h).

It is known that the ill-posedness of the inverse filter will increase the noise level from the
phase to the SM. Based on both simulations and real data, we find that there is a factor of 4
increase in noise in the SM relative to the original phase data. This result and the fact that at
Bo = 3T, TE = 5ms and σχi=0(r) = 0.025ppm, makes it possible to write the white noise error
in χi=0(r) as 0.025·4· (3/Bo) · (5/TE) in ppm. White noise error in χi=3(r) will be less than
this value since the iterative method will decrease noise in SM.

The iterative method can be used to remove streaking artifacts associated with not only
vessels but also other brain structures as well. Fig. 6h shows a reduction in artifacts
associated specifically with iron-rich regions such as the GP and CN.

Accurately extracting vessels from the χi=0(r) map is critical for the iterative method (Fig.
8). In this study, vessels were segmented directly from the SM (Fig. 2). It may also possible
to segment veins from original magnitude images [9,12,20,22], phase images and/or SWI
images. Extraction of accurate anatomic information from phase data sometimes is difficult
since phase is orientation dependent and phase changes are generally nonlocal. SWI images
work better for an anisotropic dataset rather than an isotropic dataset since phase
cancellation is needed to highlight vessel information. Therefore, we may consider
combining SMs with magnitude images, phase images and/or SWI images together to
segment the veins, since different types of images can compensate for missing information.

The iterative method appears to help even in the presence of non-isotropic resolution with
partial volume effects and to a minor degree when an HP filter is applied. A smaller sized
HP filter would be better, since a larger HP filter will significantly underestimate the
susceptibility value (Table 1). SHARP gave us better results compared with the HP filter
(FWHM=16 pixels) (Fig. 9), but SHARP requires phase unwrapping which can be time
consuming and is noise dependent [19]. From this perspective, an HP filter has the
advantage since it does not need unwrapped phase. If the forward modeling approach of
Neelavalli et al [38] can be used to reduce air/tissue interface fields, then it may be possible
to use a small size HP filter (FWHM=8 pixels) which may provide similar results to
SHARP.

Severe streaking artifacts associated with structures having high susceptibility values such as
veins can lead to major changes in the appearance of the brain structures with low
susceptibility. Practically, the susceptibility of the veins is a factor of 2.5 to 20 times higher
than other structures in the brain. Therefore, even a 10% streaking effect can overwhelm the
information in the rest of the brain and create false appearing structures as in (Fig. 6j) and in
(Fig. 8e). The reduction of these artifacts makes a dramatic difference in the ability to
properly extract the susceptibility of other tissues.

In conclusion, both simulations and human studies have demonstrated that the proposed
iterative approach can dramatically reduce streaking artifacts and improve the accuracy of
susceptibility quantification inside the structures of interest such as veins or other brain
tissues. Given its fast processing time, it should be possible to expand its use into more daily
clinical practice. With the improved accuracy of the susceptibility values inside veins, this
method could be used potentially to improve quantification of venous oxygen saturation
[18].
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Figure 1.
Illustration of the iterative reconstruction algorithm to obtain artifact free χ(r) maps.

Tang et al. Page 13

Magn Reson Med. Author manuscript; available in PMC 2014 May 01.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



Figure 2.
Illustration of the binary vessel mask generation process.
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Figure 3.
a) A transverse view of the 3D brain model. b) The simulated phase map from the model
using parameters: Bo=3T and TE=18ms which are consistent with imaging parameters in the
real data c). Images b) and c) have the same window level setting.
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Figure 4.
Simulations showing the comparison of the calculated susceptibility distributions for a
cylinder perpendicular to Bo at different threshold values (a) applied to g(k) as well as the
initial χi=0(r) map. The direction of Bo is indicated by a black long arrow. The
susceptibility, Δχ, inside the cylinder is 0.45 ppm. a) The comparison of the converged
χi=b(r) map with the χi=0(r) map for a diameter of 32-pixel cylinder, where b is the iterative
step required to reach convergence. In this data, b = 2 when a = 0.03, b = 3 when a = 0.1 and
b = 4 when a = 0.2when σphase = 0. The top row of images shows simulations with no phase
noise. The second and the third row show simulations with added phase noises σphase =
0.025 and 0.05 radians, respectively. The first column of images show initial χi=0(r) maps
for reference. b) The variation of the mean calculated susceptibility inside the cylinder with
different threshold value, a, for diameter (d) = 2, 4, 8 and 32 pixels cylinders. The mean
susceptibility value is independent of the noise level; therefore, only mean values from
σphase = 0 were provided. c) The variation of the RMSE of the susceptibility values outside
the cylinder as a function of the threshold value, a, and the noise level. The d=32 pixels
cylinder was used to generate (c).
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Figure 5.
a) Phase images from a cylinder with a diameter of 32 pixels are simulated with:
Δχ=0.45ppm, Bo=3T and TE=5ms. The cylinder is perpendicular to the main field. No
thermal noise was added in these images. b) The initial χi=0(r) map. c) The SM from the
first iteration, χi=1(r) map, d) χi=2(r) map and e) χi=3(r) map using threshold value a = 0.1.
The SM has converged at χi=3(r) map. The streaking artifacts are reduced as the number of
iterative steps increases. f) The difference image of c) subtracted from b) illustrates that the
streaking artifacts were reduced by the iterative procedure and the largest improvement
happens in this first iterative step. g) The difference image of the χi=1(r) map subtracted
from the χi=2(r) map indicates that the streaking artifacts were further reduced by the second
iterative step. h) The difference image of χi=2(r) map subtracted from χi=3(r) map shows
much less improvement at the third iterative step. Thus it indicates a convergence of the
iterative procedure. All images were set to the same window level setting for direct
comparisons and for enhancing the presence of the streaking and the remnant error. i) The
effect of the iterative approach on the changes in susceptibility values from HP filtered
phase images. Differences between the values in iterative and non-iterative susceptibility
map reconstruction (i.e. χconverged(r) − χi=0(r)) from HP filtered phase images are plotted
for different filter sizes. Results for four filter sizes (FWHM = 4, 8, 16 and 32 pixels) are
shown here. Applying an HP filter leads to an underestimation of Δχ [18]. The iterative
approach helps to improve the accuracy of the estimated susceptibility values.
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Figure 6.
Results before and after the iterative method using a region of interest map which consists of
either only vessels or specific brain structures (in this case the basal ganglia) plus vessels. a)
The initial χi=0(r) map without noise added in the original simulated images. b) χi=3(r) map
of (a) using threshold value a=0.1. c) Similar to (b), a=0.2. d) The initial χi=0(r) map with
noise added in original images, resulting a standard deviation of 0.025 radian in phase
images. e) χi=3(r) map of (d) using a=0.1. f) The associated vessel map. g) The χi=0(r) map
in the coronal plane as a reference. The streaking artifacts are clearly shown in every
structure. h) The χi=3(r) maps created by using a region of interest map which consists GP,
SN, RN, PUT, CN and vessels. i) The difference image of (g) and (h). j)The initial χi=0(r)
map in the transverse plane has “false” internal capsule (IC) (pointed by an arrow) around
GP; k) The χi=3(r) map shows no “IC.” This matches the originally simulated model (l). No
noises were added to images from (g) to (l).
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Figure 7.
The plots of mean susceptibility values inside the vessel (vein of Galen), GP, SN, RN, PUT
and CN from χi=3(r) maps. The first two data points of each curve is the value inside each
structure from the brain model and the χi=0(r) map, respectively. a) χi=3(r) maps generated
by applying a region of interest map which consists only vessels using a=0.1, 0.15, 0.2, 0.25
and 0.3, respectively. b) χi=3(r) maps generated by applying a region of interest map which
consists the GP, SN, RN, PUT, CN and vessels using a=0.1.

Tang et al. Page 19

Magn Reson Med. Author manuscript; available in PMC 2014 May 01.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



Figure 8.
Comparison of the reconstructed χi=3(r) maps using j) accurate, k) dilated and l) eroded
vessel maps. Their corresponding vessel maps and the enlarged views from the rectangular
regions are provided in b) – d) and f) – h). a) and e) The initial χi=0(r) maps and i) the
original brain model as references. The circle in the midbrain in the χ(r) maps represents the
red nucleus (RN) and is indicated by a black arrow in i). Other hyper-intense regions in SMs
are vessels.
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Figure 9.
Comparisons of SMs using SHARP or a HP filter (FWHM = 16 pixels) to remove the
background field. The iterative method with a = 0.1 and 0.2 is applied after the background
is removed. a – d) and e – h) are results after the application of SHARP and the HP filter,
respectively. a) and e) the initial χi=0(r) maps. b) and f) The χi=3(r) maps generated from the
iterative method with a = 0.1. c) and g) The differences of images between (a) and (b), and
between (e) and (f), respectively. These two images show the successful reduction of the
streaking artifacts. d) and h) The χi=3(r) maps generated from the iterative method with a =
0.2.
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Table 1

Δχ measured in vivo in two veins in χi=0(r) maps and χi=3(r) maps with different threshold values

χi=0(r) map χi=3(r) map/a=0.1 χi=3(r) map/a=0.2

V1 (SHARP) 0.32 ± 0.07 0.37 ± 0.08 0.38 ± 0.09

V1 (HP) 0.24 ± 0.05 0.28 ± 0.06 0.28 ± 0.06

V2 (SHARP) 0.35 ± 0.04 0.40 ± 0.05 0.41 ± 0.05

V2 (HP) 0.25 ± 0.05 0.31 ± 0.06 0.30 ± 0.06

Mean and standard deviation for the susceptibility values (in ppm) of two veins processed using SHARP and a HP filter (FWHM = 16 pixels),
respectively, were chosen from the 0.5 mm isotropic resolution data. V1 and V2 are shown in Fig. 9. The susceptibility values of these two veins
have been slightly increased by the iterative method. There is not much variation of the susceptibility value with different threshold values.

Magn Reson Med. Author manuscript; available in PMC 2014 May 01.
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Introduction
Traumatic brain injury (TBI) is a significant public health 
care burden, with over 1.7 million incidents every year in the 
United States alone (Kay, 1993; National Institutes of Health, 
1999). Currently, over 5.7 million Americans live in the shad-
ow of TBI-induced disability (Kay, 1993; National Institutes 
of Health, 1999). Design of proper rehabilitation program is 
urgently needed to help them cope with TBI-induced chal-
lenges on daily basis. Evidence demonstrates that, even with 
damage in certain functional structures or networks, e.g., 
motor control and somatosensory networks, many patients 
can still pick up these functionalities during their recovery. 
This leads to the possibility that the brain could reorganize 
itself either through natural recovery or acquired training 
experience to cope with deficits. 

More evidence also suggests a cumulative effect of brain 
injury, which may depend on changes in the baseline status 
of the brain at each injury. Most recently, the TRACK TBI 
study reported that TBI patients who had a previous head 
injury history, even just a brief loss of consciousness, tend to 
have worse outcomes than those without a history of brain 
injury (Dams-O’Connor et al., 2013). This evidence suggests 
that, after TBI, the brain does not return to its previous 
state. The neurocognitive recovery could be largely due to 
the brain remodeling to compensate for impaired function, 
called brain plasticity. In addition, the advent of advanced 
magnetic resonance imaging (MRI) techniques has signifi-
cantly changed the view of our brain in both normal and 
pathological conditions. High resolution structural imaging 

enables improved quantification of even small anatomical 
changes; diffusion tensor imaging (DTI) allows us to probe 
the brain’s physiological conditions at microstructural lev-
el that is invisible on structural MRI; and functional MRI 
(fMRI) detects brain functional changes in response to 
external stimuli. The use of advanced MRI to detect brain 
plasticity has expanded drastically in cognitive neuroscience. 
From an imaging point of view, brain plasticity could be 
broken down into structural reorganization and functional 
compensation (Voss and Schiff, 2009). 

Previously, Chen et al. (2010) gave a systematic review of 
brain plasticity after stroke. Dijkhuizen (2012) summarized 
recent DTI and fMRI findings of brain plasticity in ani-
mal stroke models. Kolb et al. (2010) summarized factors 
that influence cerebral plasticity in the normal and injured 
brain based on animal studies. Staudt (2010) gave insights 
into brain plasticity following early life brain injury (at the 
perinatal stage) from an imaging perspective. This mini-re-
view adds to these efforts by summarizing the most recent 
imaging evidence of brain plasticity in TBI patients, from 
synaptic, microstructural, to functional network levels of the 
brain, particularly focusing on advanced MRI. At the end of 
the paper, the authors also point out the future directions for 
further investigation.
 

Brain plasticity at the synaptic level
Brain plastic changes are age-, gender-, time-, experience-, 
and region-dependent (Chen et al., 2010; Kolb et al., 2010; 
Staudt, 2010). Among all regions, the cortex is the most 
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widely reported as the most plastic region after injury. These 
plastic changes can be seen as reorganization in regions sur-
rounding the damaged area and recruitment of new regions 
or use of alternative networks (Muñoz-Cespedes et al., 2001; 
Chen et al., 2010; Nishibe et al., 2010). In experimental an-
imal models, extensive synaptic remodeling can be seen in 
the ipsilateral neocortex at the acute stage, as shown by a 
decrease in the density of pedunculated spines on apical den-
drites (Campbell et al., 2012). Depending on the injury type, 
animals with focal injury show reinnervation of damaged 
tissue by surrounding tissue, and animals with diffuse injury 
show regenerative responses in damaged tissue areas at the 
acute stage (Hall and Lifshitz, 2010). At the chronic stage, 
there is a drag during neuroinflammatory microglial acti-
vation, which could be detrimental to brain recovery, along 
with continuous expression of plasticity-relevant proteins in 
promotion of cortical plasticity, including microtubule-asso-
ciated protein-2 (MAP2) and synaptophysin (SYN) (Hall and 
Lifshitz, 2010; Jones et al., 2012; Morris et al., 2013).

Another important region of brain plasticity investigation 
is the striatum, including the thalamus. The thalamus serves 
as a relay station of somatosensory and motor function, and 
the striatum is full of dopaminergic neurotransmitters and 
plays an important role in motor control, motivation, arous-
al, cognition, and reward. Using fMRI, manganese-enhanced 
MRI and histological validation, Yu et al. (2012) demonstrat-
ed that thalamocortic inputs may represent a major site for 
adult plasticity, in contrast to the consensus that adult plas-
ticity mainly occurs at cortico-cortical connections. Synaptic 
plasticity in the striatum is also linked to the activation of 
dopamine receptors with DARPP-32 as well as glutamatergic 

transmission (Calabresi et al., 2000), and tyrosine hydroxylase 
serves to catalyze the formation of dopamine precursors (van 
Bregt et al., 2012). van Bregt et al. (2012) reported lasting 
alterations in dopamine metabolism in association with neu-
ronal degeneration in the substantia nigra at the acute stage 
but no tyrosine hydroxylase change. At the chronic stage, 28 
days after injury in rodent TBI models, both van Bregt et al. 
(2012) and Yan et al. (2007) reported alternations of tyrosine 
hydroxylase in the striatum as a compensatory mechanism to 
counteract dopamine defficiency after TBI. 

Additionally, the hippocampus in particular has been an 
important region of interest for plasticity investigation in 
animal models, due to its theorized role in memory modula-
tion, which are widely reported across different populations 
and can persist for long time. Early after TBI, at 24 hours, a 
substantial increase in spine density on dendrites bilaterally 
in CA1 and CA3 and the dorsal dentate gyrus could be seen, 
indicative of an increase in excitatory synapses (Campbell et 
al., 2012). Later, from the first week up to 2 months after in-
jury, aberrant mossy fiber prouting in the dentate gyrus at the 
ipsilateral side of brain injury can be seen, which is associat-
ed with spontaneous convulsive seizures (Hunt et al., 2009). 
Therefore, mossy fiber sprouting may play a role, along with 
neuron loss, neurogenesis, gliosis, and morphological chang-
es that alter sensitivity to stimulation after TBI in animal 
models (Hunt et al., 2009).

Brain plasticity at microstructural level
It has been reported that brain injury in early life, at the 
perinatal stage, can trigger structural and functional reorga-
nization of the brain, which can be seen in both structural 

Figure 1 Brain activations in the pre- and post-training conditions of two chronic traumatic brain injury patients receiving a combined robotic 
and cognitive training for rehabilitation.
The highlighted warm areas designate signal intensity of brain activation. For the first patient at left side (L), combined training increased the re-
cruitment of cingulate motor area and supplemental motor area in compensation of brain function. For the second case at right (R), combined 
training increased recruitment of more brain regions for compensation. M1: Primary motor cortex; S1: primary somatosensory cortex; CMA: cin-
gulate motor area; SMA: supplemental motor area. Image courtesy Sacco et al. (2011) and Frontiers in Human Neurosciences.
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and functional MRI. Among structural MRI, DTI has been 
reported being sensitive to white matter (WM) injury at a 
microstructural level that is invisible on conventional MRI 
(Niogi et al., 2008a, 2008b).

Evidence of brain plasticity includes reorganizations of the 
motor system, somatosensory system, and language regions 
detected by structural T1, DTI tractography and task ori-
ented fMRI (Staudt, 2010). In the early childhood, a patient 
who was born prematurely with serious injury on the arcu-
ate fasciculus, the critical pathway for language processing, 
could still have preserved language and reading functions 
(Yeatman and Feldman, 2013). Instead, DTI tractography 
demonstrated intact ventral connections between the tem-
poral and frontal lobes through the extreme capsule fiber 
system and uncinate fasciculus. This connection is likely to 
take over the language processing functionality as a com-
pensational mechanism (Yeatman and Feldman, 2013). In 
adult brain injury patients, Yogarajah et al. (2010) conducted 
a DTI study of 46 epilepsy patients with anterior temporal 
lobe resection. They reported increased fractional anisotropy 
(FA) in the ventro-medial language network, in suggestion 
of structural reorganization in response to the resection 
(Yogarajah et al., 2010). In a case study of a patient suffer-
ing from tuberous meningitis at the age of 12 years, Jan et 
al. reported a new motor pathway posterior to the lesion in 
the midbrain and upper pons, evidenced by diffusion tensor 
tractography, task oriented fMRI, and transcranial magnetic 
stimulation (Ndode-Ekane et al., 2010). Laitinen et al. (2010) 
also reported increased fractional anisotropy in the hippo-
campal dentate gyrus in ananimal model induced with sta-
tus epilepticus, and the FA changes are correlated (P < 0.01) 

with histologically verified axonal plasticity of myelinated 
and non-myelinated neuronal fibers. This evidence demon-
strated that morphological structural is the foundation 
of brain plasticity. In case of injury at one location, other 
possible alternative routes must be intact to compensate the 
impaired function. Zhou et al. (2014) demonstrated that rats 
with partial corpus callosotomy can have restored functional 
connectivity between hemispheres at 28 days after injury, 
but rats with complete corpus callosotomy cannot, likely due 
to the compensation that occurred through the remaining 
interhemispheric axonal pathways. Their data suggest that 
axonal connections are the indispensable foundation for 
resting state functional connectivity.

Brain plasticity at functional network level
Task-oriented fMRI findings
fMRI is the most widely used modality to investigate brain 
functional network alternations in pathological conditions. 
Task-based fMRI is considered the gold standard for identi-
fying corresponding functional activations. In a case study of 
two chronic TBI patients, Sacco et al. (2011) reported greater 
activation in the sensorimotor and supplementary motor 
cortices after a combined robotic and cognitive rehabilita-
tion training, as well as enhanced functional connectivity 
within the motor network (Figure 1). Improvements in bal-
ance and, to a lesser extent, in gait outcomes were also found 
in these two patients. In another study of 20 patients at 1 
month after mild TBI (mTBI) and 18 healthy controls, Chen 
et al. (2012) demonstrated that brain activation patterns 
differed between mTBI patients and controls in response to 
increasing working memory loads (P < 0.01, uncorrected). 
mTBI patients were impaired in their ability to increase ac-
tivation in working memory circuitry under both moderate 
and high working memory load conditions in contrast with 
controls. However, mTBI patients showed cerebral plastici-
ty, as evidenced by more activation in some areas outside 
and inside the working memory circuitry as compared with 
control subjects (P < 0.01, uncorrected). This work is in line 
with the earlier study by McAllister et al. (1999) on mTBI. In 
addition, Tivarus et al. (2012) reported the reorganization 
of language network to the right hemisphere after early left 
hemisphere injury by using task-based fMRI. In a study of 
a severe and persistent speech disorder, dysarthria, Morgan 
et al. (2013) reported functional reorganization involved 
over-recruitment of left-hemisphere motor regions for lan-
guage processing. In contrast with these beneficial findings 
of brain plasticity, Hampshire et al. (2013) studied 13 retired 
National Football League players by using task-based fMRI. 
They reported that the players showed pronounced hyperac-
tivation and hypoconnectivity of the dorsolateral frontal and 
frontopolar cortices. Critically, abnormal frontal lobe func-
tion was correlated with the self-reported number of times 
of the players’ being removed from play due to head injury 
(Hampshire et al., 2013). This might be a direct evidence of 
pathological plasticity due to maladaptive recruitment of 
brain resources and activations.

Figure 2 Functional compensation for structural damage after 
traumatic brain injury.
(A) Structural connectivity of white matter by using poster cingulate 
bundle as the seed region for probabilistic tractography analysis: The 
pink color shows the areas in which the patient group has lower con-
nectivity (two sample t-test, P < 0.05). (B) Overlay of functional con-
nectivity onto DTI structural connectivity. The blue color shows the 
areas in which the patient group has higher functional connectivity by 
using posterior cingulate cortex as the seed region (two sample t-test, P 
< 0.005). The figure clearly shows that the increased functional connec-
tivity on resting state functional MRI (fMRI) tends to compensate for 
structural damage in the cingulate bundle in TBI patients. This demon-
strates the complementary role of DTI and fMRI in delineating brain 
plasticity after TBI.

A

B
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Resting state functional connectivity MRI (fcMRI) findings
Despite the popularity of task-based fMRI in mapping func-
tional activations, it is not possible to use it to identify all 
functional networks of the brain. As a complement, resting 
state fcMRI is the most widely used technique in recent years 
to identify the brain network connectivity. Among all brain 
networks in the resting state, the “Default Mode Network” 
(DMN) is the most studied in mTBI (Mayer et al., 2011; John-
son et al., 2012; Stevens et al., 2012). The DMN is assumed 
to control passive mental activities in which individuals are 
awake and alert but do not specifically perform any “goal-di-
rected task” (Broyd et al., 2009). The posterior cingulate 
cortex (PCC) and the medial prefrontal cortex (MPFC) are 
two important components of the DMN. PCC and MPFC are 
associated with self-referential and emotional processing, as 
well as semantic processing, and their activity is attenuated 
when attention to the “goal-directed task” increases (Gilbert 
et al., 2007). The DMN’s important role in several cognitive 
functions and its disruption in several neurocognitive disor
ders both highlight the importance of the DMN’s connections 
and possible alterations in its activity as a possible diagnostic 
marker of injury-related neural damage. In mTBI inves-
tigation, most studies demonstrated decreased functional 
connectivity among the regions of the default mode network 
(DMN) and increased connectivity of DMN regions with 
brain regions that belong to other functional networks, in 
suggestion of functional network remodeling of the brain 
after injury. Mayer et al. (2011) studied mTBI patients at the 
semi-acute stage (within 2 weeks after injury) by choosing 
the rostral anterior cingulate gyrus (rACC) as the seed region 
and demonstrated a reduction in connectivity within DMN 
for mTBI and an increase in connectivity within a task-re-
lated network (TRN) relative to matched controls. Similarly, 
Johnson et al. (2012) scanned sports athletes with mTBI 
at the sub-acute phase (10 ± 2 days). By using voxel-based 
and region of interest (ROI)-based analysis, they focused on 
DMN regions such as PCC, MPFC, the lateral parietal lobes, 
and the parahippocampal gyrus. They indicated that both the 
number and strength of connections decreased in the PCC 
and the lateral parietal cortices but increased in the medial 
prefrontal cortex following mTBI. With an independent com-
ponent analysis (ICA) analysis, Stevents et al. (2012) explored 
different ICA components to find alterations between healthy 
subjects and mTBI patients who were scanned 61 days after 
injury. They found diminished functional connectivity in the 
DMN and many other networks in the patient group, such as 
the primary visual processing circuit, the motor system, the 
left-lateralized frontoparietal circuit, the dorsomedial circuit, 
the frontoparietal executive system, and the frontostriatal 
network. They found that the precuneus had greater connec-
tivity with the default mode network, while the connectivity 
between the cingulate and the DMN was diminished. 

In a severe TBI study, Nakamura et al. (2009) studied six 
TBI patients at 3 months and then followed them up at 6 
months after injury. By using a graph theory-based analysis of 
whole brain networks, they reported reduced overall strength 
in connectivity and increased “small-worldness” of TBI pa-

tients at 3 months after injury. At 6 months after injury, these 
parameters tend to return back to normal level as healthy 
controls (Nakamura et al., 2009). Despite their obvious struc-
tural damage on conventional MRI in these severe TBI pa-
tients, their brain overall connectivity could still come back to 
normal level as controls at the chronic stage. This is another 
piece of direct evidence for brain plasticity after injury as an 
important determiner of recovery.

Combining structural imaging with fcMRI
A combinational analysis of DTI (white matter structural 
damage) and fcMRI (functional network alternation) could 
offer more meaningful insights of the brain plasticity to cope 
with injury. We acquired MRI data in a preliminary dataset 
from 7 healthy controls (27.71 ± 10.43 years old) and 7 pa-
tients (33.57 ± 8.44 years old) with mTBI within 24 hours 
after injury. Both DTI probabilistic tractography and resting 
state fcMRI analysis have been performed to investigate the 
structural damage on DTI and functional alternatives on 
fcMRI. Our fcMRI analysis showed a decreased strength of 
connectivity within the DMN but an increased connectivity 
between posterior cingulate cortex (PCC) and other brain 
networks (especially supplementary motor cortex) in mTBI 
patients, which is consistent with our previous work and oth-
er studies. The DTI probabilistic tractography analysis also 
showed structural damage in the cingulate bundle. Statistical 
analysis on the fMRI functional connectivity map demon-
strated significantly decreased connectivity in the angular 
gyrus (P = 0.0005) with cluster size = 64, PCC (P = 0.005), 
and orbitofrontal gyrus (P = 0.005) (Figure 2). In other brain 
areas, such as in a big cluster in the supplementary motor 
cortex (Brodmann area 6), connectivity was significantly in-
creased (P = 0.0005) with cluster size = 116, which may be 
related to motor disabilities after injury. The PCC also showed 
higher connectivity with the middle cingulate gyrus in the 
patient group than in the control group. This region of high 
functional connectivity on fcMRI closely opposes a region of 
lower structural connectivity in DTI probabilistic measure-
ments in the middle part of cingulum bundle in patients (P = 
0.05) (Figure 2). Our data represent the first report regarding 
the relationship between structural damage and functional re-
sponse in mTBI at the hyperacute stage. It suggests that, along 
with structural damage in white matter tract after TBI, the 
brain is trying to recruit more neuronal resources to compen-
sate for changes in functionalities.

Brain plasticity at connectomic scale
Unlike stroke or epilepsy, in which the injury lesion tends to 
be restricted to a focal region, TBI pathology is much more 
heterogeneous and tends to have multi-focal lesions. One 
example is diffuse axonal injury, which always has more than 
one WM tract involved in TBI on DTI findings (Kou et al., 
2010; Niogi and Mukherjee, 2010; Kou and VandeVord, 2014). 
Despite the plasticity findings in memory, sensorimotor and 
other functions, the extents of brain injury and responsive 
plasticity at a large scale brain network level or connectome 
level are still unknown. By using ICA analysis, Stevens et al. 
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(2012) identified the reduced connectivity in several brain 
networks and increased connectivity in other networks. How-
ever, ICA may not be the ideal approach to analyze whole 
brain connectivity: it is not clear which ICA network rep-
resents which brain function and using different numbers of 
components will result in different results. The combination 
of DTI, for the detection of structural damage, with fcMRI, 
for functional network identification, offers a unique oppor-
tunity to investigate the functional brain plasticity in response 
to structural damage over the whole brain. However, due 
to the lack of dense and corresponding cortical landmarks 
across individuals, the systematical alterations of functional 
connectivities in large-scale brain networks and the alter-
ation of structural brain architecture in TBI brain are largely 
unknown. A newly developed data-driven strategy, called 
Dense Individualized and Common Connectivity-Based 
Cortical Landmarks (DICCCOL), might hold the promise 
in this avenue (Zhu et al., 2013a). It has been reported as 
being sensitive to brain network alterations at a connecto-
mics level in mild cognitive impairment patients (Zhu et al., 
2013b) as well as prenatal cocaine expose (PCE) patients (Li 
et al., 2013). It is based on the hypothesis that the common 
cortical architecture can be effectively represented by group-
wise consistent structural fiber connections. Each DICCCOL 
node is a functional land marker on cortical area, defined by 
group-wise consistent white matter fiber connection patterns 
derived from DTI data (Zhu et al., 2013a). The analysis of 
PCE patients discovered informative functional connectom-
ics signatures among consistent landmarks that distinctively 
differentiate PCE brains from their matched controls (Li et 
al., 2013). Taking it one step further, this approach could be 
used in TBI patients to detect their connectomics signature, 
including both structural deficit and functional connectivity 
remodeling.

Brain plasticity as a treatment target
Training promoted brain plasticity
It has been well recognized in both animal models and hu-
man studies that brain plasticity is experience dependent, 
even in adulthood (Chen et al., 2010; Kolb et al., 2010). The 
brain can be altered by a wide variety of experiences across 
the lifespan as summarized by Kolb et al. (2010). These in-
clude sensory and motor experience, e.g., sports training; 
psychomotor stimulus, e.g., drug use; and career related 
training experience. These changes can also be detected 
in modern MRI techniques. As an example, London taxi 
drivers tend to have increased hippocampal volumes with 
the length of their career, which is thought to be a result 
of navigating the streets of London on daily basis because 
of the hippocampus role in spatial navigation (Maguire 
et al., 2000). Another fMRI study of subjects who learned 
sequential finger movements demonstrated changes in the 
motor cortex, cerebellum and basal ganglia following the 
training (Ungerleider et al., 2002). Therefore, brain plastici-
ty could be used as a treatment target even in TBI patients, 
by prescribing a method called training-induced recovery 
(Chen et al., 2010). Specific rehabilitation programs could 

be designed to address certain deficit aspects of brain injury 
to stimulate the reorganization of functional brain regions. 
Advanced MRI, particularly fMRI, could play a significant 
role in assessing the treatment effect. Successful examples 
include language training in aphasia patients after stroke, 
which shows right-hemisphere activation shifted to left 
hemisphere activation at the chronic stage (Meinzer et al., 
2007; Richter et al., 2008), and robot-based hand motor 
therapy, which promotes motor cortex activation and reor-
ganization in chronic stroke patients (Luft et al., 2001; Taka-
hashi et al., 2008). 

Proactive neurorehabilitation, which targets specific im-
paired neurocognitive domain(s) in TBI patients, holds the 
promise of improving patients’ recovery by stimulating brain 
remodeling of functional regions. Evidence also demonstrat-
ed that TBI patients who actively returned back to work that 
requires highly intellectual involvement tend have a favor-
able outcome. As a matter of fact, the highly intellectually 
involved work itself provides an ideal environment of neu-
rorehabilitation that may promote brain reorganization. To 
date, its underlying brain plasticity mechanism is still yet to 
be investigated.

The role of microglial activation
One important aspect of TBI at the chronic stage is the per-
sistent microglial activated neuroinflammation, which may 
contradict the effort of treatment plans that promote brain 
plasticity. Recent positron emission tomography studies using 
11C-(R)-PK11195 (PK) tracer have demonstrated persistent 
microglial activation even 17 years after injury (Ramlack-
hansingh et al., 2011). This work is also confirmed in TBI 
animal model using PK binding (Folkersma et al., 2011). An 
autopsy study of brain injury patients also demonstrated that 
persistent microglial activation could be a major cause of pro-
gressive atrophy of the brain, indicating that one single brain 
injury can result in microglial activation persisting for de-
cades (Ungerleider et al., 2002). However, we are still short of 
means to non-invasively quantify microglial activation in TBI 
patients (Kou and VandeVord, 2014). The field is still lacking 
in knowledge about the role of microglial activation and how 
it can negatively affect the efforts towards brain plasticity (Kou 
and VandeVord, 2014). As a matter of fact, the neuroscience 
community has been dramatically changing the view about 
the role of microglia in recent years (Eyo and Dailey, 2013). A 
recent systemic review reported on microglial activation and 
white matter injury, a potential treatment target (Kou and 
VandeVord, 2014). Under the notion of combinational ther-
apy (Margulies et al., 2009), anti-inflammatory treatments 
may also need to be considered along with the brain plasticity 
stimulation plan to achieve better patient outcomes over the 
long run.

The caveat
Not all plasticity is good
Despite its overall beneficial role in brain functional compen-
sation in the literature, not all brain plasticity is beneficial to 
the brain function (Chen et al., 2010; Kolb et al., 2010; Li et 
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al., 2014). Some plasticity can induce pathological conditions, 
or called pathological plasticity (Li et al., 2014). Examples 
include pathological pain (Baranauskas, 2001), pathological 
response to sickness (Raison et al., 2006), epilepsy (Tes-
key, 2001), schizophrenia (Black et al., 2004) and dementia 
(Mattson et al., 2001). One well-known example is that some 
drug treatments can cause maladaptive brain plasticity for 
drug addiction (Kolb et al., 2010). Another example is the 
mossy fiber sprouting and reorganization in hippocampus af-
ter TBI that may lead to epilepsy due to pathological firing of 
neurons and reduced synaptic inhibition in the region (Hunt 
et al., 2009). In addition, maladaptive changes during plastici-
ty can have detrimental effects on the brain itself (Carey and 
Seitz, 2007; Chen et al., 2010) and interfere with regaining 
of normal functions (Murphy and Corbett, 2009). In stroke, 
recruitment of the contralateral region is compensatory in the 
early stage but may become maladaptive in later stages (Car-
ey and Seitz, 2007; Chen et al., 2010). One challenge during 
pharmacological treatment or in the designing of rehabilita-
tion programs for TBI patients is to minimize the side effects 
of treatment so that it will not induce maladaptive plastic 
changes that could actually interfere with recovery. Particular 
caution has to be taken during drug treatment to avoid mal-
adaptive behavior of drug addiction (Kolb et al., 2010).

The spurious fibers may not be fibers
Another example is the spurious WM fibers after TBI on DTI 
either in contralateral or ipsilateral side of injury. It has been 

recognized that reactive astroglial activation occurs in either 
ipsilateral or contralateral side of brain injury (Budde et al., 
2011; Zhuo et al., 2012). In the DTI signature, the cellular 
infiltration of reactive astroglial cells will cause reduced radi-
al diffusivity and increased FA, which is similar to neuronal 
regeneration or reorganization. DTI fiber tractography will 
show spurious WM fibers (Figure 3). As demonstrated by 
Budde et al. (2011), the spurious WM fibers on DTI trac-
tography are caused by reactive astrocytes, as validated his-
tologically, instead of axonal regeneration or reorganization. 
Particularly in neuroimaging of clinical patients, due to the 
lack of histological validation, caution should be taken before 
drawing any conclusion of axonal regeneration or reorganiza-
tion after TBI, especially in cortical regions.

Summary
As the most important organ of human body, the brain is 
highly plastic even in the adulthood in response to external 
stimuli, either favorably or unfavorably. Damage to certain 
areas of brain can be compensated for, either structurally 
or functionally. Due to the heterogeneity and multi-focal 
nature of TBI, the brain network alternations in response to 
injury at a connectomic scale are still largely unknown. Fur-
ther, the choice of pharmacological treatment plan and the 
design of proper rehabilitation programs hold the promise 
to stimulate functional brain plasticity for a favorable recov-
ery. Methods to avoid pathological plasticity are an import-
ant area of investigation which can be strongly aided by the 

Figure 3 Comparison of diffusion tensor tractography and histology-derived tractography demonstrates that the spurious fibers can be caused by 
reactive astrogliosis.
Three representative controlled cortical impact animals are shown. (A) Ex vivo 3D diffusion tensor tractography (DTT) maps depict tracts prop-
agating in and along the lesion periphery similar to those observed in vivo. (B) 2D diffusion tensor tractography was subsequently performed to 
allow direct comparison to the 2D histology-derived tractography. (C) 2D tractography maps from the glial fibrillary acidic protein (GFAP)-stained 
sections revealed similarities to the DTI-derived maps near the lesion border. (D) The coherent orientation of astrocytes is shown on confocal im-
ages from selected regions. (E) 2D tractography maps from the Sternberger monoclonal antibody (SMI) 32-stained sections revealed fewer, if any, 
tracts propagating into the cortex near the lesion periphery. (F) A loss of structural integrity is noted for both the injured white matter and grey 
matter along the lesion border. These three examples demonstrate spurious WM tracts that are actually caused by reactive astrogliosis instead of 
fiber reorganization during brain plasticity. Image reproduced with permission from Budde et al. (2011) and Brain journal.
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use of advanced MRI.
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Abstract

Background: Mild traumatic brain injury (mTBI) is a significant healthcare burden and its diagnosis remains a
challenge in the emergency department. Serum biomarkers and advanced magnetic resonance imaging (MRI)
techniques have already demonstrated their potential to improve the detection of brain injury even in patients with
negative computed tomography (CT) findings. The objective of this study was to determine the clinical value of a
combinational use of both blood biomarkers and MRI in mTBI detection and their characterization in the acute setting
(within 24 hours after injury).
Methods: Nine patients with mTBI were prospectively recruited from the emergency department. Serum samples
were collected at the time of hospital admission and every 6 hours up to 24 hours post injury. Neuronal (Ubiquitin C-
terminal Hydrolase-L1 [UCH-L1]) and glial (glial fibrillary acidic protein [GFAP]) biomarker levels were analyzed.
Advanced MRI data were acquired at 9±6.91 hours after injury. Patients’ neurocognitive status was assessed by
using the Standard Assessment of Concussion (SAC) instrument.
Results: The median serum levels of UCH-L1 and GFAP on admission were increased 4.9 folds and 10.6 folds,
respectively, compared to reference values. Three patients were found to have intracranial hemorrhages on SWI, all
of whom had very high GFAP levels. Total volume of brain white matter (WM) with abnormal fractional anisotropy
(FA) measures of diffusion tensor imaging (DTI) were negatively correlated with patients’ SAC scores, including
delayed recall. Both increased and decreased DTI-FA values were observed in the same subjects. Serum biomarker
level was not correlated with patients’ DTI data nor SAC score.
Conclusions: Blood biomarkers and advanced MRI may correlate or complement each other in different aspects of
mTBI detection and characterization. GFAP might have potential to serve as a clinical screening tool for intracranial
bleeding. UCH-L1 complements MRI in injury detection. Impairment at WM tracts may account for the patients’
neurocognitive symptoms.
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Introduction

Traumatic brain injury (TBI) is a significant public healthcare
burden in the United States, accounting for 1.7 million incidents
in the United States each year [1,2]. The majority of TBI
patients belong to the mild TBI (mTBI) severity group due to
the improvement of motor vehicle safety design in recent years
[3]. mTBI leads to over 1 million emergency visits in the United
States each year [4]. It causes a constellation of physical,
cognitive, and emotional symptoms that significantly impact the
patients’ quality of life, and costs the nation $16.7 billion each
year [3,5,6]. Currently, most mTBI patients stay in the
emergency department (ED) for only a few hours and then are
discharged home without a concrete follow-up plan or an
understanding of potential symptoms. Up to 50% of mTBI
patients develop neurocognitive problems within the first month
[7,8], and 5-15% of them continue to manifest neurocognitive
sequelae at one year [7,9]. Often, their neurocognitive
outcomes inconsistently correlate with clinical measures such
as the Glasgow Coma Scale (GCS) score and post-traumatic
amnesia. Most mTBI patients do not have abnormalities on
computed tomography (CT) and conventional magnetic
resonance imaging (MRI) [10,11] in the emergent setting. The
immediate challenge for emergency physicians is to identify
intracranial abnormalities in those CT-negative patients, who
may have long-term neurocognitive symptoms [12].

Advanced MRI has demonstrated improved sensitivity in
detecting TBI pathologies and functional impairments that
underlie patients’ cognitive symptoms [13,14]. Examples
include diffusion tensor imaging (DTI) of axonal injury [15-24],
susceptibility weighted imaging (SWI) of hemorrhagic lesions
[25-27], and others. Advanced MRI offers anatomical and
pathological information, reflecting brain damage with high
spatial resolution [13,14]. The American College of Emergency
Physicians and Center for Disease Control Joint Study Panel
highly recommended examining the role of advanced MRI in
the acute setting (within 24 hours after injury) [12]. However, to
date, very few studies have scanned mTBI patients within 24
hours after injury when the patients are still in the ED. This is
mainly due to, first the high cost of MRI making it prohibitive to
scan all mTBI patients, and second the inability to access the
MRI acutely 24/7. Consequently, in the majority of medical
centers in North America, MRI is not a standard of care of
mTBI patients in the acute setting.

In addition to patient’s clinical characteristics and advanced
neuroimaging studies, brain–specific proteins released into the
bloodstream after brain injury, as a result of cellular damage
and activation, have demonstrated the potential to serve as
diagnostic and prognostic markers in mTBI [28,29]. Along with
providing improved diagnostic capability and molecular
characterization of subjects who sustained mTBI, appropriate
biomarker screening may lead to a more selective strategy for
neuroimaging, reducing the need for a substantial number of
unnecessary imaging exams. With these aims in mind, several
groups recently reported the application of neuroproteomics to
identify and characterize biochemical markers of TBI [30].
Among the variety of biomarkers that have been used to
investigate the neuronal marker, Ubiquitin C-terminal

Hydrolase-L1 (UCH-L1) [31-33] and the astrocyte-specific
protein Glial Fibrillary Acidic Protein (GFAP) [34], and αII-
Spectrin Breakdown Products (SBDPs) for axonal injury [35,36]
seem particularly promising.

UCH-L1 is a small (25 kDa), neuronal protease involved in
either the addition or removal of ubiquitin from proteins that are
destined for metabolism via the ATP-dependent proteasome
pathway; it is highly enriched in the brain (1 - 5% of total
soluble brain protein)[37,38]. Mutations and polymorphisms of
UCH-L1 have been associated with familial Parkinson’s
Disease [39]. UCH-L1 is released into the extracellular space
as a consequence of cell destruction under diverse
pathological conditions affecting the brain. Previous clinical
studies have demonstrated increased UCH-L1 levels in
cerebral spinal fluid (CSF) and in serum in severe TBI patients
and that the magnitude of this increase correlated with injury
severity, CT finding and patient outcome [31,33]. Recently, a
study was completed investigating UCH-L1 in adults with mild
and moderate TBI showing increased UCH-L1 levels in mTBI
patients compared to uninjured controls and that UCH-L1 was
able to detect intracranial lesions on CT with an area under the
curve (AUC) of 0.73 [40]. Based on these encouraging results
and the fact that UCH-L1 is specific to neurons and its high
specificity and abundance in the CNS, it appears to be an
excellent candidate biomarker for the brain injury clinical
studies.

Compared with UCH-L1, GFAP is a monomeric intermediate
filament protein, a major constituent of the astroglial
cytoskeleton, and highly brain-specific [41,42]. This glial protein
represents an ideal complement of the neuronal UCH-L1, as
demonstrated by a recent study showing that the correlations
between these 2 markers reflect structural changes detected
by neuroimaging and may be used as an indicator for differing
intracranial pathologies after brain trauma [43]. Additionally,
previous studies evaluating severe TBI patients demonstrated
that GFAP concentrations were associated with injury severity
and outcome [44,45]. Recently, in a prospective cohort study of
108 patients with mild or moderate TBI, GFAP was found to be
elevated in the serum within 1 h after injury, discerning TBI
patients from uninjured controls with an area under the curve
(AUC) of 0.90 and discriminating patients with and without
intracranial lesion as assessed by CT with an AUC of 0.79 [46].
The same study also reported a significant difference in GFAP
levels between mild TBI (GCS 15) and general trauma controls
[47], in suggestion of the CNS-specific nature of GFAP.

As a simple biofluid-based rapid diagnostic tool, serum
biochemical markers offer great potential for rapid, accurate,
and cost-effective diagnosis of brain injury, and a temporal
profile of blood protein levels might be indicative of disease
progression or resolution. Particularly, several biochemical
markers, including UHC-L1 and GFAP, among others, are
reported being CNS-specific, which makes them ideal for brain
injury detection. On the other hand, emerging data suggest that
MRI and especially advanced MRI techniques are very
sensitive in detecting brain injury that are occult in clinical
imaging by providing spatial and pathophysiological
information. Although the combinational and complementary
use of these tools is promising and might have important
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implications for improving injury detection and outcome
prediction, the correlation among injury pathologies at tissue
level assessed by neuroimaging and at the protein level as
assessed by blood biomarker profiles has not yet been
elucidated.

We hypothesized that, in mTBI patients, elevated GFAP
levels will be associated with intracranial abnormalities
detected by baseline MRI and SWI, and elevated UCH-L1 will
be associated with white matter damage indicated by DTI. Our
objective in this study was to evaluate serum GFAP and UCH-
L1 levels after mTBI and their correlation to the advanced MRI
findings, including SWI and DTI, in a pilot cohort in an acute
setting. In particular, we were interested in establishing a
serum profile of these biomarkers that might serve as
signatures for the presence of brain pathology as assessed by
advanced MRI methods, and thus aid in the identification of
patients who need an MRI scan in the acute setting.

Materials and Methods

Patient Recruitment
This study was approved by both the Human Investigation

Committee of Wayne State University and the Institutional
Review Board of Detroit Medical Center. Written informed
consent was obtained from each subject before enrollment.

A total of 9 patients who sustained mTBI were prospectively
recruited from the ED of Detroit Receiving Hospital (DRH), a
Level-1 trauma center, which is an affiliated hospital of Detroit
Medical Center (DMC). Patient eligibility was based on the
mTBI definition by the American Congress of Rehabilitation
Medicine [48] with the following inclusion criteria: Patients aged
18 or older with an initial Glasgow Coma Scale (GCS) score of
13-15 in ED with any period of loss of consciousness less than
30 minutes or any post traumatic amnesia less than 24 hours,
or recorded change of mental status (confused, disoriented or
dazed). Patients with a GCS of <15 were screened with the
Conley test for the ability to consent. All patients required a CT
scan as part of their clinical evaluation. All of them were be
able to speak English. The exclusion criteria included patients
under the age of 18 years, pregnant woman, medically
documented history of brain injury, neurological disorders or
psychoactive medications, history of substance abuse, CT
indication of any metal in the brain and body, known
contraindication to MRI such as a pacemaker or other non-MR
compatible implanted device as defined by metal screening
procedure, or patients without a clear history of trauma as their
primary event (e.g., seizure, epilepsy, etc). In the acute stage,
a patient might have mental status change or amnesia in which
medical history may not be properly obtained, thus the patient's
record was retrospectively screened as well to exclude any
patient who does not fit our inclusion criteria. Additionally, we
performed an imaging study of 18 healthy controls without
history of head injury or antecedents of central nervous system
disease.

Neurocognitive Assessments
At the acute setting, once a patient was conscious and

stable, they were administered neurocognitive tests and

surveyed about their post-concussion symptoms (PCS). Given
the situation of emergency care, it is not feasible to perform a
full battery of neuropsychological assessment. Instead, a short
instrument called Standardized Assessment of Concussion
(SAC) [49] was used to assess the patients’ neurocognitive
status. The SAC instrument was originally developed for onsite
testing of subject’s neurocognitive performance after sports
concussion [50]. It has been reported that SAC is sensitive to
the acute changes following concussion and it only requires
limited training of an administrator [51]. The SAC assesses 4
cognitive domains including orientation, attention, immediate
memory and delayed recall, and the resulting points give a
patient score between 0 (indicating greater cognitive deficit)
and 30. Previous results report its sensitivity to brain injury in
the emergency setting, particularly in that delayed recall is
more sensitive to brain injury [51]. The Emergency Room
Edition of the SAC instrument also has a graded symptom
checklist with all PCS symptoms listed. The patients were
asked to grade each symptom from none, mild, moderate, to
severe, (graded from a 0 to 3 respectively). The total points
were the overall PCS score.

Neuroimaging Protocol
In the ED, once a patient was cleared of any immediate life-

threatening risk following a CT scan and was stable enough for
an MRI, the patient was transported to the MRI center for
imaging scan. All MRI data were collected on a 3-Tesla
Siemens Verio scanner with a 32-channel radio frequency
head coil. The subject’s head was fixed by a foam pad to
restrict motion. Imaging protocol included SWI, DTI, and resting
state functional MRI, in addition to the baseline structural
imaging (T1, T2 gradient recalled echo [GRE] and T2 fluid-
attenuated inversion recovery [FLAIR]) sequences, with total
data acquisition time of 39 min. Of the 9 patients, resting state
fMRI data was collected in decent quality for only 4 of them.
The rest of the patients either could not stay in the magnet any
longer after baseline MRI and SWI and DTI sequences or did
not cooperate for resting state data collection. Therefore, this
paper focuses on the relationship between blood biomarkers
and SWI and DTI data.

SWI is a 3-dimentional, T2* based GRE sequence with long
TE and 3-D flow compensation. The phase images were high-
pass filtered (96x96 filter size) by using an in-line manufacture-
applied filter and then integrated with magnitude images to
generate the processed SWI image to better delineate the
spatial relation between microhemorrhages and veins [13,52].
SWI parameters include TR/TE of 30/20ms, flip angle of 15
degree, bandwidth of 100 Hz/Px, field of view (FOV) of
256x256 mm2, imaging matrix of 512x256, 25% oversampling,
slice thickness of 2 mm, total 64 slices, 20% distance factor,
GRAPPA iPat factor of 2, with resultant voxel size of 0.5x1x2
mm3 and imaging acquisition time 4m and 18s.

DTI sequence is a standard echo planar imaging (EPI) 2D
sequence provided as part of the Siemens package. The
parameters include TR/TE of 13300/124 ms, EPI factor of 192,
bandwidth of 1240 Hz/Px, FOV of 256x256 mm2, imaging
matrix of 192x192, slice thickness of 2 mm, total 60 slices, no
gap between slices, 30 gradient directions, 2 averages, B
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values of 0/1000 s/mm2, anterior-posterior phase encoding,
GRAPPA acceleration factor of 2, with resultant voxel size of
1.3x1.3x2 mm3 and data acquisition time of 14m 26s.

Image Processing and Interpretation
All SWI and DTI images were processed by a co-author who

was blinded to the subjects’ clinical conditions to avoid any
bias. All SWI images were further processed by using our in-
house software SPIN (signal processing for NMRI) (MRI
Research Institute, Detroit, Michigan). All structural MRI
images, including SWI images, were read by two board
certified neuroradiologists to identify other conditions that may
confound the findings. The neuroradiogists were blinded to the
medical history and conditions of subjects to avoid any bias as
well. We also graded the structural imaging findings based on
their radiologic report for statistical analysis: 0 for negative
finding; 1 for non-specific finding, including non-specific WM
hyperintensities; and 2 for traumatic hemorrhage.

DTI image processing.  Given the relatively long sequence
in our DTI data collection (2 averages, total 14m 26s), several
steps were taken to overcome the potential motion artifacts: 1)
During every scan, each subject’s head was tightly enclosed
within the head coil with soft padding in a comfortable position;
2) Instead of inline averaging of two volumes of data, each
volume was saved individually for later motion correction; 3) A
motion correction and eddy current correction algorithm,
automatic image registration (AIR) [53], was applied to correct
all the diffusion-weighted images for each volume of data by
using B0 image as the reference image; and, finally, 4) two
volumes of motion-corrected images were averaged for further
preprocessing.

Preprocessing of DTI images was carried out by using DTI
Studio (https://www.dtistudio.org). Fractional Anisotropy (FA)
maps were created from the tensor calculations by suppressing
the background noise on B0 image in DTI Studio. Skull
stripping of the B0 image was done by using the BET routine
package in Mricro with a fractional intensity of 0.1. A binary
mask of the skull-stripped B0 image was used on the FA map
to preserve the pure brain parenchyma.

Voxel based analysis (VBA).  VBA was performed after the
skull stripped FA image was spatially normalized, by using a
non-linear algorithm, to the standard FMRIB FA template for all
the 27 subjects (9 mTBI patients and 18 healthy controls) in
SPM8 software

(http://www.fil.ion.ucl.ac.uk/spm/software/spm8/). A mean FA
map and a standard deviation of FA map were created for the
controls. A Z-score map was created for each individual patient
in a voxel-based approach: For each voxel, the FA difference
between each individual patient and the mean of controls was
divided by the standard deviation of the controls at the same
voxel. Voxels with Z-score > 2 for increased FA and Z-score <
-2 for decreased FA were selected for further consideration.

Tract based spatial statistics (TBSS).  A similar approach
was also used to evaluate the lesion load by using the TBSS
method after registering each subject nonlinearly to the
standard FMRIB FA template. The TBSS analytical approach
was used to compare patient and control groups to evaluate
the WM changes after TBI. All the processing steps were

performed according to the TBSS manual (http://
fsl.fmrib.ox.ac.uk/fsl/fslwiki/TBSS/UserGuide). Briefly, every
subject’s FA image was spatially and non-linearly normalized to
a standard FA FMRIB template and transformed into a
standard space using FNIRT algorithm from FSL software
package. Subsequently, a mean FA image was created from
this set of non-linearly transformed images. A search algorithm
then created a mean skeleton, looking for the local maxima
perpendicular to the WM tract across the whole brain volume in
all the transformed images, and then projected this skeleton
across all the subjects in the group to extract the skeleton of
individual subject. Next, a voxel-wise permutation-inference
analysis was carried out between the skeletons of two groups,
and a two tailed t-statistics was performed to extract the voxels
that fall below or above a certain threshold. These voxels were
converted to a p value based on the threshold set by the t-stat
value and the cluster size. In TBSS analysis, a skeleton
threshold of 0.3 was used to eliminate grey matter (GM) voxels
or partial volume effects, and cluster forming threshold t of 4
was used.

Masking out non-white matter voxels.  The selected
abnormal voxels were further filtered to eliminate the GM and
the non-WM voxels accounting for the partial volume effects
arising from CSF and GM. This filtering was done by
segmenting each non-linearly normalized FA map and the
mean FA map from the controls into WM, GM and CSF in
SPM8 and consequently creating a compound mask by
applying a threshold (p>0.78) on these two segmented WM FA
images. In this way, we were able to get rid of the false
positives arising on the edges of WM because of the mis-
registration, and voxels having FA < 0.3 were considered to be
non WM voxels and discarded by using a mask. Spurious
voxels that doesn’t form a cluster size of at least 10 voxels
were discarded as random noise in VBA and cluster size of
less than 5 were discarded as random noise in TBSS. Clusters
were extracted using the cluster tool in FSL. As a result, the
total number of selected voxels was defined as the lesion load
for each subject in both VBA and TBSS analyses.

Blood Collection and Biomarker Analysis
All blood samples were collected within 6 hours after injury,

beginning upon subject’s arrival to ED and then every 6 hours
thereafter, until discharge or up to 24 hours. Samples were
immediately centrifuged at 4000 rpm for 10 min and frozen and
stored at -80°C until the time of analysis. Blinded sample
analysis was conducted in a central laboratory (Banyan
Biomarkers, Alachua, FL) employing electro-chemiluminescent
immunoassay method (ECL-IA) for quantitative analysis of
UCH-L1 and GFAP in human serum samples using the MSD
platform (MesoScale Discovery, Gaithersburg, MD). The UCH-
L1 assay system utilizes a mouse monoclonal IgM anti-human
UCH-L1 antibody for solid phase immobilization to capture
UCH-L1 from samples. The UCH-L1 antigen in turn binds to a
sulfo-tag labeled anti-mouse antibody. The GFAP ECL-IA
utilizes a proprietary mouse monoclonal IgG anti-human GFAP
antibody for solid phase immobilization and a proprietary
polyclonal rabbit antibody for detection. The rabbit IgG
polyconal detection antibody in turn binds to a sulfo-tag labeled
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anti-rabbit antibody. Detection signal can be measured when
an electrical current is applied to the electrodes at the bottom
of each well of the plate. The signal is measured at 620 nm.
Quantitative determination of the biomarker concentration is
achieved by comparing the unknown sample signal intensities
to a standard curve, obtained from the calibrators run in the
same assay. Target concentrations are reported in ng/ml. Each
assay plate included 3 QC controls at high, medium and low
concentrations of the assay range, each plated in duplicate.
Calibrators were prepared in Pooled Human Serum (PHS)
matrix. Specifically, a serial dilution of the calibrator protein is
prepared and aliquots of that calibrator solution are assayed in
the same assay volume and under the same conditions as the
samples. The calibrator signal intensities were used to
generate a dose-response curve and to calculate the sample
concentrations using a weighted four-parameter logistic
function (MSD software and MSD reader). The lower limit of
detection of the UCH-L1 and GFAP assays was determined to
be 0.10 and 0.008 ng/mL, respectively. Samples with
undetectable levels of UCH-L1 or GFAP were assigned a value
of 50% of the lower limit of detection (ie, 0.05 and 0.004 ng/mL,
respectively). The median (IQR) serum UCH-L1 and GFAP
concentrations determined in blood samples from 29 healthy
volunteers recruited as part of an ongoing biomarker study
were used as normal reference values. Healthy subjects were
age and gender matched with TBI patients.

Statistical analysis
Statistical analyses were performed by using SAS version

9.2 (Cary, NC, USA) and R software (http://www.r-project.org).
Data normality was assessed by using the Kolmogorov–
Smirnov test. Results for continuous variables are presented as
mean (SD) or median (interquartile range) as appropriate.
Frequencies and percentages are presented for categorical
variables. Between-group differences were assessed by the
Student’s t-test (for normally distributed continuous variables)
and the Mann–Whitney U test (non-normal continuous
variables). Pearson's chi-squared test was used to explore the
relationships between categorical variables. Pearson
correlations were performed to determine the relationships
among different parameters, including imaging, biomarkers and
patients neurocognitive measurements. The relationship
between biomarker concentration and parameters for TBI
severity, neuroimaging and neurocognitive scores was
assessed by bivariate correlations (Spearman’s). Two sided
tests were used and p<0.05 was considered significant.

Results

Characteristics of the Subjects
Individual patient demographic and clinical characteristics

are presented in Table 1. In our mTBI cohort (n = 9), with 8
(89%) male subjects and 1 (11%) female subject, the average
patient age was 41.22±14.37 (mean ± standard deviation)
years, and all of their GCS scores were 15 upon ER admission.
All patients had various length of loss of consciousness (LOC).
Five (55%) patients were injured in assault and 4 (45%) were
victims of motor vehicle accidents. The median SAC and PCS

scores were 23.5 and 15.5, respectively. Two patients
presented positive findings in acute CT scan: one with epidural
hematoma and cortical contusion in the parieto-temporal region
and the other with a small subarachnoid hemorrhage (SAH).
MRI scans were performed at 9 ±6.91 hours after injury. Three
patients, including those two CT positive patients, presented
hemorrhagic findings on structural MRI. One of these patients
(Case 1) presented small hemorrhages that were completely
missed by CT, and another patient was CT positive but missed
the intraventricular hemorrhage by CT. In the control population
(n=18), 61% were male and 39% female, and the average
patient age was 34.83±14.30 years. There was no age
difference between patients and controls, but a significant
gender difference was found between these two groups
(p=0.002, Chi-square test).

Patients’ Neurocognitive Performance
The mean patients’ SAC score was 22.75 ±SD 2.6. We

compared this mean with published normative data of over 568
subjects [54] (mean ± SD, 26.3±2.2). The patients’ mean SAC
score was significantly below this published mean score
(t(8)=-4.180, p=0.0041). Among each subcategory of SAC test,
patients’ delayed recall and immediate memory were both
significantly lower than published normalized data (p=0.042
and p=0.021, respectively), and concentration had a trend of
reduction towards significance (p=0.056).

MRI Findings
In structural MRI (T1, T2 FLAIR, and SWI) analysis, there

was no group difference in SAC scores between patients with
positive anatomical MRI findings and patients with negative
anatomical MRI findings. In DTI analysis, both increased and
decreased FA beyond the threshold (t>=4) were found in all
patients with variable number of clusters in different locations
of the WM. By adding these clusters together, the volume of
abnormal FA, called “lesion load”, was used to correlate with
patients’ neurocognitive and biomarker data. DTI lesion load
with pure increased FA was found significantly higher than that
with pure decreased FA (student t-test, p=0.034 for TBSS
analysis; and p=0.017 for VBA analysis). This suggests the
increased FA as the main pathology.

Figure 1 presents the relationship between SAC scores and
overall DTI lesion load, which contains total number of voxels
with abnormal FA (either increased or decreased). Specifically,
SAC scores were found to be inversely correlated with DTI-
TBSS lesion load (Pearson r=-0.883, p =0.004) and DTI-VBA
lesion load (r=-0.796, p=0.018) and had an almost significant
correlation with age (r=-0.701, p =0.053). By looking at
subcategories of SAC scores, both DTI-TBSS lesion load and
DTI-VBA lesion load were correlated with SAC delayed recall
(r=-0.834, p=0.010 and r=-0.796, p=0.018, respectively). DTI-
TBSS and DTI-VBA lesion loads were strongly correlated
(Pearson r=0.881,p=0.002). There was also a partial
correlation of SAC scores with DTI-TBSS and DTI-VBA lesion
loads after controlling for age (r=-0.893, p=0.0001; r=-0.82,
p=0.0016, respectively) and a partial correlation of SAC
delayed recall with patients’ DTI-TBSS and VBA lesion loads,
controlling for age (r=-0.858, p=0.001; r=-0.811, p=0.002,
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respectively). Similarly, after controlling for age, DTI-TBSS and
DTI-VBA lesion loads remained significantly correlated
(Pearson r=0.853 and p=0.001).

By further investigating the FA increase vs. FA decrease in
association with patients’ SAC score, the lesion load for pure
FA increase was found to be significantly correlated with
patients SAC scores (Pearson r=-0.87, p=0.005 for TBSS; and
r=-0.86, p=0.005 for VBA) and delayed recall (Pearson r=-0.79,
p=0.018 for TBSS and r=-0.770, p=0.025 for VBA). In contrast,
the lesion volume for pure FA decrease was neither correlated
with SAC nor delayed recall (all p>0.05 for Pearson
correlation).

The structural imaging finding, including SWI, was neither
correlated with patients’ SAC scores nor PCS scores (all
p>0.05).

Given the fact that over half of cases have non-specific
findings on structural MRI, particularly WM hyperintensities,
student T-tests were further performed to see its effect. No
group difference was found between cases with non-specific
findings and cases without non-specific findings (all with
p>0.3), in terms of their SAC score, DTI lesion loads (both
TBSS and VBA data), or biomarker levels (both UCH-L1 and
GFAP).

Serum Concentrations of UCH-L1 and GFAP
Median serum concentrations taken at the time of hospital

admission in the patients, within 6 hours after injury, were
raised 4.9 folds for UCH-L1, and 10.6 folds for GFAP
compared to the laboratory reference values in controls (see
Table 2 and Figure 2). Serum UCH-L1 concentrations on
admission did not correlate with GFAP (r=-0.24, p=0.52).
Serum biomarker concentrations at the time of hospital
admission did not correlate with age, time to sample
withdrawal, GCS, duration of LOC, SAC or PCS score (all
p>0.5). Patients injured in assault had significantly higher UCH-
L1 concentrations than patients injured in a MVA (median 0.35
vs 0.10 ng/ml, p=0.03) (Figure 3) while GFAP concentrations
were not associated with mechanism of injury.

Neither UCH-L1 nor GFAP concentrations were associated
with structural MRI grading or DTI lesion load, as assessed by
Pearson correlation (p>0.05). However, patients with
hemorrhages on structural MRI presented significantly higher
levels of GFAP compared with the non- hemorrhagic group
(p=0.002) (see Table 2 and Figure 3).

Temporal profile of biomarker levels indicates that UCH-L1
tend to peak at the admission (within 6 hours after injury) and
GFAP at 12 hours after injury. See supplement Figure S1 for
details.

Length of Loss of Consciousness
All patients had variable length of loss of consciousness

(LOC). While length of LOC has often been considered as an
injury severity measure, we did not find any correlation
between LOC length and any other variables, including SAC,
structural MRI, DTI lesion load, and blood biomarkers (Pearson
correlation p>0.05).
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Illustrative Cases
Case 1 - Intraventricular Hemorrhage Missed by CT.  A

56-year old male driver suffered mental status change after his
car was rear-ended by another vehicle. He presented in the ED
with a GCS score of 15 with abrasion and a small laceration on
his left eyebrow without closure and left clavicle fracture. His
major clinical symptoms were left shoulder pain and headache.
Non-contrast CT scan showed no intracranial abnormalities.
Initial MRI scanning performed at 20 hours after injury revealed
small foci of intraventricular blood on the left side, small blood
product in the left lingual gyrus seen on SWI images and

several nonspecific WM hyperintensies on FLAIR images
(Figure 4). Graphs displaying time course of UCH-L1 and
GFAP are shown in Figure 4. In the sample obtained on
admission, GFAP levels were markedly high. GFAP elevation
persisted throughout the monitoring time gradually decreasing
at 24 hours post injury (median 4.610, range 3.241–6.475 ng/
ml). In contrast, in the same blood samples, UCH-L1 levels
were only slightly high compared to controls (median 0.098,
range 0.055–0.1410 ng/ml).

Case 2 – Traumatic axonal Injury case with normal
structural MRI and high UCH-L1 level.  This 64-year old male

Figure 1.  Correlations between DTI lesion load and patients’ neurocognitive data.  As demonstrated in the figures, DTI lesion
load (both TBSS and VBA data) are significantly correlated with patients’ overall SAC score and delayed recall. R squared values
are shown on each figure for linear regression.
doi: 10.1371/journal.pone.0080296.g001

Figure 2.  Dot plots demonstrating UCH-L1 and GFAP concentrations.  Serum UCH-L1 (A) and GFAP (B) concentrations on
admission in TBI patients and in controls. Error bars represent median and range. Significant differences are indicated with ** (P<
0.01) or *** (P <0.001) (Mann–Whitney U-test).
doi: 10.1371/journal.pone.0080296.g002
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patient was a victim of an assault and suffered brief loss of
consciousness and femur fracture. He presented in the ED with
a GCS score of 15 with symptoms of severe headache,
dizziness, not feeling sharp, memory problems, poor
concentration, fatigue/sluggish, sadness/depression, and
irritability. His SAC score was 19 out of 30, and delayed recall
0 out of 5. Non-contrast CT scan showed no intracranial
abnormalities. MRI scan performed at 7 hours after injury
demonstrated multiple foci of non-specific WM hyper-intensities
on FLAIR, but no intracranial bleeding on SWI. DTI data
revealed multi-clusters with significantly decreased FA in the
superior corona radiata and corticospinal tract (see Figure 5);
these findings were suggestive of traumatic axonal injury at
microstructural level. The results of neurochemical of
biomarker time course demonstrated UCH-L1 being

Table 2. Serum concentration of UCH-L1 and GFAP in
patients with mTBI and in controls.

  Serum UCH-L1 (ng/mL) Serum GFAP (ng/mL)
 Admission 0.242 (0.096-0.336)* 0.043 (0.015-0.375)*

TBI Hemorrhagic 0.164(0.098-0.314)* 0.517(0.239-4.610)** †

 Non-Hemorrhagic 0.171(0.107-0.248)** 0.015(0.015-0.06)**

Controls 0.05 (0.05-0.153) 0.004 (0.004-0.015)

Data are given as median (interquartile range).
* p <.01 and ** p<.001 (p values of the Mann-Whitney test for differences between
the groups [TBI versus Controls])
†. p<.01 (p values of the Mann-Whitney test for differences between the groups
[Hemorrhagic versus Non-Hemorrhagic])
doi: 10.1371/journal.pone.0080296.t002

consistently elevated (>0.2ng/ml) with high initial values that
gradually decreased. GFAP was slightly increased with a peak
at 12 hours post-injury (peak 0.063 ng/ml).

Discussion

To our knowledge, this is the first effort to combine both
blood biomarker and advanced MRI to improve the detection
and characterization of mild TBI in the acute setting (within 24
hours after injury). We found that a) the biomarker levels were
significantly higher in mTBI patients after injury; b) the levels of
GFAP were highest in all subjects with intracranial bleeding on
SWI, which is new finding in mTBI research; c) the total volume
of WM voxels with abnormal DTI FA measures is correlated
with patient’s neurocognitive status, including memory; and d)
DTI FA values could both increase and decrease in the acute
setting, which is also a new finding in mTBI research. In the
acute setting, the immediate challenge for emergency
physicians is to identify those CT negative but symptomatic
patients with intracranial abnormalities that may be predictive
of long term neurocognitive sequalae [12]. Given the fact that
most mTBI patients stay in the emergency department from
only a few hours to 24 hours’ observation, our comprehensive
approach at this stage, while the patients are still in the
emergency department, is more likely to help emergency
physicians make decisions on patient management.

This study also ideally extends the previous work by our co-
authors demonstrating the relationships between different
pathways for UCH-L1 and GFAP and different types of brain
injury pathophysiology after severe TBI as characterized by CT
[55]. In addition to the previous findings, these pilot data
suggest that the combined use of biochemical markers and

Figure 3.  Box-and-whisker plots demonstrating UCH-L1 and GFAP concentrations.  (A) Serum UCH-L1 and GFAP
concentrations in patients who were victims of assault and in patients injured in a MVA. (B) Serum UCH-L1 and GFAP
concentrations in patients with ventricular hemorrhages and hemorrhagic contusions and in patients with non-hemorrhagic lesions.
The black horizontal line in each box represents the median, with the boxes representing the interquartile range. Significant
differences are indicated * (P< 0.05) or ** (P <0.01) (Mann–Whitney U-test).
doi: 10.1371/journal.pone.0080296.g003
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advanced MRI techniques may provide an important tool to
evaluate and characterize mTBI patients, which is of
importance for the understanding of the different
pathophysiological mechanisms following TBI and for the
development of effective therapies.

The heterogeneity of brain injury pathology
It is well recognized that brain injury pathology is

heterogeneous and complex [56]. Each technique employed in
this study brings unique aspects of brain injury pathology and
contributes to the whole picture: intracranial bleeding, detected
by SWI, manifests blood vessel damage [25]; DTI finding
signifies the damage of WM integrity [13,14]; UCH-L1 for
neuronal injury [44,57]; and GFAP for glial damage [55,58].
These different pathologies may be correlated with each other
and, together, they can cover the spectrum of brain injury that
contributes to impaired brain function. Our data demonstrated
that intracranial bleeding was associated with elevated GFAP
levels, which validated our first hypothesis regarding the
association between GFAP and structural MRI. It also suggests
an association between glial injury and vascular damage in
mild TBI. Meanwhile, the non-association between UCH-L1
and MRI data goes against our second hypothesis on the

Figure 4.  Case 1. MRI and biomarker profile in a patient
with intraventricular hemorrhage missed by CT.  Panels a)
and b) are SWI images at different locations of the brain
showing intra-ventricular blood and left lingual gyrus blood
product (see arrows); panel c) is FLAIR image showing non-
specific white matter hyper- intensities (see arrows); panel d) is
DTI FA map showing the co-existence of voxels with increased
and decreased FA measures (red color means FA decrease
and blue color FA increase in comparison with controls, t>3 for
t-test); and panel e) is blood biomarker temporal profile, which
exhibiting extraordinarily high GFAP levels over time in
comparison with controls (median 0.004, interquartile range
0.004-0.015). Despite being missed by CT, the injury was still
detected by both blood biomarker and MRI.
doi: 10.1371/journal.pone.0080296.g004

relationship between UCH-L1 and DTI findings. As a matter of
fact, both imaging and biochemical markers demonstrated
abnormalities of mTBI in different aspects, suggesting that they
are also complementary to each other for brain injury detection.
This further confirms the heterogeneity of brain injury
pathology.

Intracranial bleeding and elevated GFAP levels
Searching for intracranial bleeding is critically important in

diagnostic radiology. Despite the fact that most mild TBI
patients have negative CT findings, those mTBI patients (GCS
13-15) with positive CT findings are classified as “complicated
mild TBI” [59]. As a subcategory of mTBI, their outcome tend to
be worse than other mTBI patients with negative CT findings
and even close to moderate level of TBI [59]. Regarding the
role of structural MRI findings on mTBI classification, a recent
study of 135 mTBI patients, scanned at 12 days after injury,
demonstrated that one or more brain contusions on structural
MRI, and ≥4 foci of hemorrhagic axonal injury on MRI, were

Figure 5.  Case 2. MRI and biomarker profile in a patient
with traumatic axonal injury but normal-appearing
structural MRI.  Panels a-d) are MRI images at the corpus
callosum and fornix level. Panels e-h) are MRI images at the
level of superior coronal radiata. Panel i) is blood biomarker
profile. FLAIR and SWI images both indicate the skalp
contusion at the parieto-occipital region (long arrows) but
normal-appearing brain structure. However, both DTI TBSS
and VBA analyses detected significantly reduced FA values at
the ipsilateral side (corticospinal tract) and contralateral side
(superior corona radiata) of brain white matter (arrow heads), in
suggestion of coup and contra coup injury at the microstructure
of white matter. Cold color indicates reduced FA values in
comparison with controls (t>3 for t-test). Blood biomarkers
indicate slightly increased GFAP levels over time but
significantly increased UCH-L1 at the admission.
doi: 10.1371/journal.pone.0080296.g005
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each independently associated with poorer 3-month outcome
[60].

From pathophysiological perspective, GFAP is a structural
protein of astroglial cells that are located in the intracellular
space of astrocytes. The damage to astrocytes will cause the
release of GFAP into extra-cellular space and that might leak
into the blood stream through a compromised blood-brain
barrier (BBB) [61]. Furthermore, the end processes of
astrocytes surround the endothelial cells of vasculature system
and make astrocytes an integral part of neural vascular unit
[62]. The damage or temporal opening of the BBB will also
likely further damage to the surrounding astrocytes as well.
Supporting this, in stroke studies, considerable amount of data
demonstrated significantly increases in GFAP in expanding
intra-cerebral hemorrhage (ICH) than that in ischemic stroke
[63,64]. Other studies reported a close correlation between
GFAP serum concentration and ICH volume [65,66]. Even a
multi-center clinical trial was conducted to use GFAP to
differential ICH from ischemic stroke [65]. In addition to ICH,
our data demonstrated that all intracranial hemorrhage cases,
including both extra-axial and parenchymal hemorrhage, have
significantly elevated GFAP levels. This implies that GFAP
levels in blood serum have the potential to serve as a quick
screening biomarker to triage mTBI patients for MRI
confirmation of intracranial bleeding for prediction of an
unfavorable outcome.

The role of BBB
The elevated biomarker levels measured in our patients

support the idea of a BBB breakdown that has often been
documented in patients with TBI even after mild injuries [67].
Indeed, both UCH-L1 and GFAP are CNS-specific proteins with
very low concentrations in blood in healthy people, almost
below the threshold of detection by using current biomarker
technology [40,46]. The elevated level of either one requires
the same pathway to leak into the blood pool: the compromise
or breakdown of the BBB. Given the much smaller size of
UHCL-1 and GFAP than red blood cells, these proteins could
more easily get into the blood stream through BBB temporal
opening. Consequently, the elevated biomarker levels seem to
detect a BBB compromise more relevant than the MRI-
detectable bleeding. At a microcopic level, the BBB damage
may not be severe enough or the temporal opening of BBB
may not be long enough to allow enough red blood cells to
pass through or cause sufficient amount of leakage that makes
it visible as bleeding on neuroimaging at the macro-level [40].
However, this BBB compromise may be already big enough for
sufficient amount of small protein biomarkers to leak into the
blood stream and become detectable with modern biomarker
detection techniques. Compared with detectable bleeding,
which consists of only a small fraction of mTBI patients, the
elevation of CNS-specific proteins in the blood pool might be
able to serve as a more sensitive biomarker for the
compromise of BBB in mTBI at the acute stage.

Correlation with patients’ neurocognitive performance
Our data showed that DTI lesion loads, measured as both

TBSS FA and VBA FA lesion loads, are correlated with their

SAC score and delayed recall. More evidence reported that
DTI FA values are correlated with mTBI patients’
neurocognitive outcome [14,68]. Particularly, certain regions of
DTI WM tract are correlated with patients’ specific
neurocognitive outcome [14,68]. As an example, Muhkerjee et
al reported that DTI findings are correlated with patients’
neurocognitive performance, but not hemorrhage [69,70]. Our
DTI finding at the acute stage is in the same line as the
published result at the sub-acute or chronic stage. This further
confirms the hypothesis that there might be microstructural
damages or changes in WM tracts that account for patients’
neurocognitive deficits. However, this small-scale damage may
not reach to the degree of vessel rupture that causes bleeding
or hemorrhage.

DTI FA increase or decrease
In this study, we also noticed the co-existence of both

increased and decreased FA values in mTBI patients within 24
hours after injury and the dominance of increased FA lesions.
All DTI studies of moderate to severe TBI patients [23,71-73]
and subacute/chronic mTBI patients [22,69,74-76] report FA
decreases which are correlated with clinical or
neuropsychological measures. However, there are seemingly
contradictory findings in mild TBI in the acute stage (within one
week after injury) in the literature: Inglese [22] and
Arfanakis[21] both reported FA decreases, while Wilde [77],
Bazarian [78], and Mayer [79] reported FA increases and
decreased radial diffusivity. Furthermore, Michael Lipton et al
[80] reported bi-directional changes (both increase and
decrease) of FA in chronic mTBI patients. Most recently,
Bazarian et al [81] studied 9 high school athletes with
diagnosed concussion or multiple sub-concussive blows and
also reported bi-directional changes of FA at chronic stages. Of
particular note, the terminology “acute stage” could mean quite
different timing frames across the studies: some defined it as
within 24 hours after injury and some even as within 7 days
after injury. To date, only two studies reported MRI scan of
mTBI patients within 24 hours after injury and they both have
only a handful of patients [21,77]. The co-existence of both FA
decrease and increase within 24 hours after injury is a
relatively new in the field and needs further investigation in a
relative large number of patients. It further demonstrates the
heterogeneity of mTBI pathology at this stage. Meanwhile,
lesion load with increased FA is significantly higher than the
lesion load with decreased FA in our study. Increased FA
lesion load, but not decreased FA lesion load, is correlated with
patients’ SAC and delayed recall scores in our data. It has
been suggested that increased FA acutely may reflect cytotoxic
edema [77], which would shunt extracellular fluid into swollen
cells. This could have the effect of reducing inter-axonal free
water and therefore reducing radial diffusivity and increasing
overall fractional anisotropy. In contrast, a decreased FA could
be due to several possible mechanisms: a) an impaired axonal
transportation or axonal swelling, both of which cause
decrease of longitudinal diffusivity along white matter tract; and
b) vasogenic edema, which causes an enlarged extra-cellular
space and an increased radial diffusivity. Our data of bi-
directional changes of FA and the dominance of FA increase
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demonstrates the heterogeneous pathology while cytotoxic
edema might be a leading cause for patients’ neurocognitive
symptoms at hyper-acute stage (within 24 hours after injury).

The need for an axonal injury biomarker
Our findings confirm that a panel of biomarkers rather than a

single analyte seem to have the most utility for the diagnosis of
mTBI patients, and improved characterization of the injury.
Importantly, in the current study neither UCH-L1 nor GFAP was
associated with WM injury identified by DTI. Because traumatic
axonal injury is believed to be a major determinant of functional
and neurocognitive symptoms following TBI as demonstrated
by the correlation between DTI and patients’ neurocognitive
deficits, there might be a need for specific axonal injury
biomarkers. Further work is needed to develop additional
biomarker platforms, including axonal injury markers, in
addition to the neuronal and glial damage proteins examined
here, and to identify the relationships with advanced MRI
techniques and patient outcomes that will help validate and
confirm their clinical utilities in the acute setting [12].

Limitations and future work
Despite its encouraging finding, this preliminary work has

limitations, including a small sample size and the lack of long-
term outcome data. It has been reported that DTI FA
abnormality in certain WM tracts is correlated with patients’
specific neurocognitive deficits in TBI [14,68]. This correlation
between DTI lesion load and SAC score is consistent with the
literature. However, the findings in our study with relative small
sample size need further validation in a large number of
patients. Further, it has been reported that orthopedic injury
cases could also have slightly increased GFAP levels [47].
Though not significantly higher than controls, this could be
another confounding factor which makes blood biomarker non-
specific to brain injury. Therefore, a cohort of orthopedic injury
controls is also needed for this study validation. Another
confounding factor is that the mTBI patients and healthy
controls are not age-matched. As demonstrated in our data,
age is also correlated with patients’ neurocognitive score. A
demographically (included age, gender and education)
matched study in future will be able to eliminate this
confounding factor. In short, additional research will be
required to validate our current findings in a large cohort of
patients and demographically matched controls with
longitudinal follow up and to further determine the relationships
between neuroimaging and biomarker findings in the prediction
of mTBI outcome.

Conclusions

To summarize, this work represents the first effort of
combining both blood protein biomarkers and advanced MRI to

improve the detection and characterization of brain injuries
after mild TBI in the acute stage (within 24 hours after injury).
Our data demonstrate elevated GFAP and UCH-L1 levels in
mTBI patients at the acute stage in comparison with controls.
Particularly, all cases with intra-cranial hemorrhage had
significantly higher GFAP levels than those without
hemorrhage. Patients’ DTI measures were correlated with their
neurocognitive status at this stage. This overlapping and
complementary role of blood biomarkers and imaging in brain
injury detection offers the promise that they might be used in
conjunction in the management of patients with mTBI. Further
studies with larger numbers of patients will be required to
assess the reproducibility of these findings and to confirm the
potential clinical utilities as diagnostic adjuncts in the acute
setting.

Supporting Information

Figure S1.  Serum biomarker levels over the first 24 hours
after mTBI compared with controls. Serum UCH-L1 (A)
levels are maximal early after injury (on admission) (TE=0.24
[0.096-0.346]), while GFAP (B) concentrations peaked 12
hours after injury (0.35 [0.036-2.56]). Error bars represent
median and IQR.
(TIF)
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Quantitative Susceptibility Mapping of Small Objects
Using Volume Constraints

Saifeng Liu,1 Jaladhar Neelavalli,2* Yu-Chung N. Cheng,2 Jin Tang,1

and E. Mark Haacke1–3

Microbleeds have been implicated to play a role in many neu-
rovascular and neurodegenerative diseases. The diameter of

each microbleed has been used previously as a possible quan-
titative measure for grading microbleeds. We propose that
magnetic susceptibility provides a new quantitative measure of

extravasated blood. Recently, a Fourier-based method has
been used that allows susceptibility quantification from phase
images for any arbitrarily shaped structures. However, when

very small objects, such as microbleeds, are considered, the
accuracy of this susceptibility mapping method still remains to

be evaluated. In this article, air bubbles and glass beads are
taken as microbleed surrogates to evaluate the quantitative ac-
curacy of the susceptibility mapping method. We show that

when an object occupies only a few voxels, an estimate of the
true volume of the object is necessary for accurate susceptibil-

ity quantification. Remnant errors in the quantified susceptibil-
ities and their sources are evaluated. We show that quantifying
magnetic moment, rather than the susceptibility of these small

structures, may be a better and more robust alternative. Magn
Reson Med 69:716–723, 2013. VC 2012 Wiley Periodicals, Inc.

Key words: susceptibility mapping; microbleeds; air bubbles;
magnetic moment

The measurement of magnetic susceptibility offers an
entirely new form of contrast in magnetic resonance
imaging (1–6). More specifically, susceptibility quantifi-
cation has already found applications in mapping out
iron in the form of ferritin in brain tissues such as the
basal ganglia (1,4,6) and in the form of deoxyhemoglobin
for measuring the oxygen saturation in veins (1,4). This
new form of imaging may provide a means for monitor-
ing longitudinal changes in iron content in dementia,
multiple sclerosis, traumatic brain injury, and Parkin-
son’s disease. It may also be used to monitor microbleeds
which have been implicated in the progression of vascu-
lar dementia (7), Alzheimer’s, and other neurovascular
disorders (8,9).

One of the most recent susceptibility mapping meth-
ods is a Fourier-based method (2,3,5,10) which utilizes
phase images. The accuracy of such a method depends
on the volume measurement of the object. For example,
to quantify the susceptibility of a given microbleed, usu-
ally the center and the radius of the microbleed have to
be determined (10–13). Alternate volume estimations of
the microbleed from high-resolution spin echo images
may overcome these limitations. With a gradient echo
sequence, the apparent volume of the object is increased
owing to what is commonly referred to as the ‘‘bloom-
ing’’ effect, a signal loss around the object caused by T2*
dephasing. This increased apparent volume may be used
to obtain an estimate of susceptibility while the product
of the apparent volume and the estimated susceptibility
is much more robust and should still provide a good
estimate of the magnetic moment of the object.

The goal of this article is to evaluate the quantitative
accuracy of a Fourier-based susceptibility mapping
method when it is applied to small structures, and to
show that: (1) an accurate estimate of the magnetic
moment is possible using multiecho gradient echo imag-
ing; and (2) the accuracy of the effective susceptibility
can be improved using the magnetic moment when an
estimate of the true volume is available. For validation,
we used a gel phantom with air bubbles and glass beads
to mimic the clinical situation of microbleeds. The
method illustrated here does not depend on the suscepti-
bility value or the size of the object.

THEORY

Current susceptibility mapping methods are based on the
relationship between the susceptibility distribution and the
magnetic field variation in the Fourier domain (1–6,10):

DBðkÞ ¼ GðkÞDxðkÞ ½1�

where DB(k) is the Fourier transform of the magnetic
field variation DB(r), Dx(k) is the Fourier transform of the
susceptibility distribution Dx(r), and G(k) is the Green’s
function

GðkÞ ¼ 1=3� k2
z=ðk2

x þ k2
y þ k2

z Þ ½2�

assuming that the main field direction is in the z-direc-
tion. Susceptibility quantification is an ill-posed inverse
problem, owing to zeros in the Green’s function G(k)
along the magic angle in the k-space domain. As a result,
regularization is required, as G(k)�1 is needed in the
evaluation of susceptibility. In this study, we applied the
regularization procedure described in a previous study
(1) in which the intensity of G(k)�1 is reasonably attenu-
ated when the absolute value of G(k) is below a
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threshold value. The selection of this threshold is a
trade-off between the susceptibility-to-noise ratio of the
reconstructed susceptibility map and the accuracy in
susceptibility quantification (1,6). The threshold value
was chosen to be 0.1 in this study.

Although ideally Dx is the sought after parameter,
when reduced resolution or T2* effects confound a clean
measurement of the object’s volume, it is more appropri-
ate to investigate the associated magnetic moment (or,
equivalently, the total or integrated susceptibility
weighted by the voxel volume (12)). To see why this is
the case, consider a sphere with a susceptibility differ-
ence Dx, the induced magnetic field at point P(r, y) out-
side the sphere is given by (14):

DBoutðrÞ ¼
Dxr30 ð3cos2h� 1ÞB0

3r3
½3�

where Dx ¼ xin � xout, xin is the susceptibility inside the
object, xout is the susceptibility outside the object, r0 is
the radius of the sphere, r is the distance from the point
P(r, y) to the center of the sphere, and y is the angle
between the point P and the main field direction. For
simplicity, the meaning of susceptibility in this article
will be taken to be Dx rather than xin or xout. Equation 3
also indicates that the product DxV is independent of
echo time (TE), where V ¼ 4pr30/3 is the true volume of
the sphere. The magnetic dipole moment of the spherical
object is given as (14):

m ¼ 4pr30M

3
� 4pr30DxB0

ð3m0Þ
½4�

when Dx is much smaller than 1. Here m0 is the perme-
ability of free space and M is the induced magnetization.
The product of Dx and volume V is the effective magnetic
moment term (DxV) and is simply referred to as magnetic
moment hereafter in this paper. The phase value at a par-
ticular TE is given in a right-handed system by:

DfðrÞ ¼ �gDBoutðrÞTE ½5�

The susceptibility Dx may be quantified using the phase
information if the true volume (V) of the object is known.
Otherwise, the magnetic moment (DxV) may be found. As
gradient echo images lead to a dephasing artifact and the
object appears larger than its actual size, we defined an
apparent volume V0 and assuming that the susceptibility
of this larger object can be accurately quantified, the mag-
netic moment could still be accurately calculated. An esti-
mated susceptibility value Dx0 can be calculated from the
Fourier-based method using Eqs. 1–5. The quantity Dx0V0

provides an estimate of the magnetic moment. Finally, the
true susceptibility Dx can be calculated using the follow-
ing equation:

Dx ¼ Dx0V 0=V ½6�

In this study, we use three volume definitions. The
first one is the true volume V. The second one is
the apparent volume V0, which is used in estimating the

magnetic moment. The apparent volume is related to the
signal loss owing to T2* dephasing and is determined
from gradient echo magnitude images, as described later.
The last one is the spin echo volume Vse, which is meas-
ured from the spin echo images. This volume is used as
an MR-based estimate of the true volume. We used simu-
lations and multiecho gradient echo images of a gel
phantom containing air bubbles and glass beads of
varying sizes to test Eq. 6. Although glass beads can be
considered as almost perfect spheres, air bubbles are
closer to the clinical situation of variable-shaped
microbleeds.

METHODS

Simulations

To evaluate the validity of Eq. 6 for susceptibility calcu-
lation of small objects, we simulated magnitude and
phase images of four spheres with different radii at 21
different TEs (from 0 to 20 ms, with a step size of 1 ms).
In each simulation, the sphere was placed in the center
of a 10243 matrix with complex elements. The radii of
four spheres tested, within this 10243 matrix, were 32,
48, 64, and 96 pixels, respectively. The magnitude inside
each sphere was set to 0, whereas the background magni-
tude was set to 300 to simulate intensities in the experi-
mental data from the gel phantom. The phase images of
the spheres were generated according to Eqs. 3 and 5
with Dx ¼ 9.4 ppm. To simulate Gibbs ringing as well as
partial volume effects seen in actual MR data, a process
simulating the MR data sampling was used. Complex
images generated in each 10243 matrix were Fourier
transformed into k-space. The central 323 region was
selected from k-space and was inverse Fourier trans-
formed back to the imaging domain generating low-reso-
lution data containing both Gibbs ringing and partial-vol-
ume effects. The radii of the four spheres became 1, 1.5,
2, and 3 pixels, respectively, in this final 323 volume.
White gaussian noise was then added to the real and
imaginary channels of the complex data in the image do-
main such that the signal-to-noise ratio in resultant mag-
nitude images was 10:1. Susceptibility and the magnetic
moment values were quantified for each of the spheres
at all TEs and errors associated with these measurements
were evaluated.

Phantom Experiments

A gel phantom, containing 14 small air bubbles and 9
glass beads of varying sizes, was imaged at 3T (Siemens
VERIO, Erlangen, Germany) using a five-echo 3D gradi-
ent echo sequence. The TEs were 3.93, 9.60, 15.27,
20.94, and 26.61 ms, respectively. Other imaging parame-
ters for the gradient echo sequence were repetition time
33 ms, flip angle 11�, read bandwidth 465 Hz/pixel,
voxel size 0.5 � 0.5 � 0.5mm3, and matrix size 512 �
304 � 176. A multislice 2D spin echo data set was also
collected with flip angle of 90�, repetition time of 5000
ms, and TE ¼ 15 ms and with the same field of view,
bandwidth, resolution, and matrix size as in the gradient
echo data set. This is to maintain a one-to-one correspon-
dence of the spin echo with the gradient echo images of

Small Objects Susceptibility Mapping 717



the phantom. To ensure that the field perturbation meas-
ured in the phase images is the actual perturbation pro-
file from the gel phantom, we first performed shimming
using a spherical phantom immediately before perform-
ing the imaging experiment. Manual shimming was per-
formed on the spherical phantom, to a spectral full-
width at half-maximum of 13 Hz and the shim coeffi-
cients were noted. The same shim settings were used
while imaging the gel phantom to ensure that field per-
turbation profile owing to the presence of the phantom
in the magnet is not influenced by any additional
shimming.

For the construction of the phantom, an agarose gel so-
lution was prepared with an 8% concentration by weight
and poured into a cylindrical container. In the lower
portion of the container, the gel was first filled to one-
third the height of the cylinder and nine glass beads of
various sizes were embedded in the gel. The true diame-
ter of the glass beads was roughly measured using cali-
pers before the glass beads were put into the gel solu-
tion. Specifically, four glass beads were 2 mm in
diameter, three glass beads were 3 mm in diameter, one
glass bead was 5 mm in diameter, and the largest glass
bead was 6 mm in diameter. The phantom was allowed
to cool so that the gel solidified and properly engulfed
the glass beads. The rest of the prepared gel solution was
then poured into the cylindrical container and variable-
sized bubbles were injected by pumping various amount
of air into the gel using an empty syringe (two smallest
air bubbles were excluded from this study, owing to the
limitation in volume estimation of small objects; details
are provided in later sections). The theoretical suscepti-
bility difference between air and water is known to be
9.4 ppm and will be used to compare with the measure-
ments from our method. For glass beads, the susceptibil-
ity values were measured independently in a former
study to be �1.8 6 0.3 ppm relative to water (15).

First, to identify air bubbles and glass beads in the col-
lected MR data, binary masks from magnitude data were
used. The intensity variation in the magnitude images
caused by the RF field inhomogeneity was first removed
using a 2D quadratic fitting, before the binary masks
were created. A reasonably uniform magnitude intensity
profile across the phantom was obtained after this inten-
sity correction. The binary masks were created by local
thresholding of the corrected magnitude images (11).
First, a relatively strict threshold was used to pick only
the voxels where the signal was <50% of the signal in
the gel away from the air bubbles or glass beads, as both
air bubbles and glass beads have much lower intensities
than the intensity of the surrounding gel. Next, the mean
(amag-gel) and standard deviation (smag-gel) were calcu-
lated for a cubic 21 � 21 � 21 voxels volume of interest
for each bubble or glass bead. A voxel roughly at the cen-
ter of the bubble or glass bead was first chosen to center
this 213 voxel window. The voxels picked up in the first
step were excluded in the mean and standard deviation
calculation. If a neighboring voxel has intensity lower
than amag-gel � bsmag-gel, it was regarded as a voxel
belonging to air or glass bead. For the high signal-to-
noise ratio data used here, b was empirically chosen to
be 4 to separate air bubbles and glass beads from gel.

Susceptibility Quantification

To reduce the background field or phase variation, a for-
ward modeling approach was used to estimate air/gel-
phantom interface effects (16). The phase processing
steps were as follows:

i. The original phase images were first unwrapped
using the phase unwrapping tool, PRELUDE, in
FMRIB Software Library (FSL) (17). With the geom-
etry of the gel phantom extracted from the magni-
tude images at the shortest TE (3.93 ms in this
study), the background field effects were reduced
by fitting the predicted phase to the unwrapped
phase by a least squares method. An additional 2D
quadratic fitting was added to remove the induced
phase owing to eddy currents.

ii. The phase value inside a particular air bubble/glass
bead (where the binary mask is 1) was set to the
mean phase (essentially 0) from the local 21 � 21
� 21 window excluding the voxels which belong
to the air bubble or glass bead. This is owing to the
fact that the phase inside a sphere is theoretically
zero and the nonzero phase is induced by the rem-
nant background field variation as well as Gibbs
ringing. This step also determines the apparent
volume (V0) from magnitude images.

iii. At each TE, a 160 � 160 � 87 voxel volume was
cropped from the original phase images. This vol-
ume was selected because it covers most of the air
bubbles and glass beads, whereas voxels near the
edge of the gel phantom were excluded. The
selected volume was then zero-filled to a 512 �
512 � 256 matrix.

iv. Susceptibility maps were generated using a thresh-
old-based approach described previously in Ref.
(1). The mean (ax-air or ax-glass) and standard devia-
tion (sx-air or sx-glass) of the susceptibility values of
air bubble (or glass bead) were measured, taking
into account the background susceptibility of the
gel. Measurements were obtained in the following
manner: the background mean (ax-gel) and standard
deviation (sx-gel) of the local gel susceptibility
value around each bubble or glass bead was first
calculated from the 213 voxel region centered
around each of the bubble/bead. Within this 213

volume, the voxels belonging to the bubble or
glass bead, as determined by the binary mask,
were excluded for this background mean and
standard deviation calculation. Once these meas-
ures were obtained, for susceptibility of air bub-
bles, only voxels with susceptibility values higher
than ax-gel þ 3�sx-gel were used for calculation pur-
poses; whereas for glass beads, only voxels with a
susceptibility value lower than ax-gel � 3�sx-gel

were used. This process assumes that the noise in
the susceptibility maps follows a gaussian distri-
bution, and the susceptibility of a voxel consisting
of air or glass is statistically different from a voxel
consisting of gel. The change in sign is owing to
the fact that the air bubbles are paramagnetic rela-
tive to the gel, whereas glass beads are diamag-
netic. To account for the baseline shift caused by
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remnant field variation, the susceptibility of the
air bubble (or glass bead) was taken as ax-air �
ax-gel (or ax-glass � ax-gel).

Volume Measurement

The apparent volume of the air bubble or glass bead was
determined from the binary masks directly, i.e., by
counting the number of voxels inside the air bubble or
glass bead. On the other hand, the spin echo volume is

measured utilizing the ‘‘object strength’’ notion proposed
by Tofts et al. (18), in which the total intensity is meas-
ured for a particular volume of interest. For a volume
composed of two types of tissues, a and b, the total in-
tensity can be expressed as

I ¼ Ia � na þ Ib � ðN � naÞ ¼ ðIa � IbÞ � na þ Ib �N ½7�

where I is the total intensity, ‘‘Ia’’ and ‘‘Ib’’ are the inten-
sities of the voxels containing purely tissue ‘‘a’’ or tissue
‘‘b,’’ respectively. The total number of voxels in this

FIG. 1. Apparent volume normalized to the volume at TE ¼ 20 ms (first column), measured susceptibility (second column), and normal-

ized magnetic moments (third column) measured at different TEs of four different spheres. The dashed lines in the second column (b, e,
h, and k) indicate the true susceptibility 9.4 ppm. For each sphere, the effective magnetic moments were normalized to the true effec-
tive magnetic moment.
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volume of interest is denoted by ‘‘N,’’ and the number of
voxels occupied by tissue ‘‘a’’ is denoted by ‘‘na.’’ Conse-
quently, the number of voxels occupied by tissue ‘‘b’’
can be expressed as N � na.

By varying the size of the volume of interest, the total
intensity is linearly dependent on the number of voxels
in the volume of interest. Although ‘‘Ib’’ can be deter-
mined as the slope in the fit to Eq. 7, na can be calcu-
lated from the intercept if ‘‘Ia’’ is given (na may not be an
integer as partial volume is included). In this study, ‘‘Ib’’
corresponds to the intensity of a voxel composed purely
of gel, whereas ‘‘Ia’’ corresponds to the intensity of a
voxel composed purely of air or glass. For a relatively
large air bubble or glass bead, ‘‘Ia’’ is dominated by the
thermal noise, which can be approximated as 1.25 �
smag-gel, where smag-gel is the measured standard devia-
tion of the gel region in the magnitude images (19). For
an air bubble or glass bead with a radius generally <3
pixels, ‘‘Ia’’ is a combination of thermal noise and Gibbs
ringing. To best account for these fluctuations, ‘‘Ia’’ is
calculated from:

Ia ¼
w1 � amag�air þw2 � 1:25 � smag�gel; for air bubble

w1 � amag�glass þw2 � 1:25 � smag�gel; for glass bead

(

½8�

where amag-air and amag-glass are the measured mean values
inside the bubble and glass bead, respectively; w1 and w2

are two weighting factors. Based on our simulations
(explained below), w1 and w2 were empirically deter-
mined from simulations to be 0.4 and 0.6, respectively, to
minimize the error in estimation of the true volume.

Error in Volume Measurement

Although a regression method is used to measure the
spin echo volume, it is still affected by partial volume
effects, Gibbs ringing, as well as random noise. The
simulated magnitude images at TE ¼ 0 were used to
mimic spin echo magnitude images and to study the
error in spin echo volume estimation. In addition, to
examine the stability of this method relative to thermal
noise, the volume measurement evaluation was per-
formed 10 times for each simulated sphere, with inde-

pendently generated random noise for each of these sim-
ulations. The errors were determined by comparing the
measured volume with the true volume. Note that this
error estimation does not apply for the apparent volume
which is determined directly from the binary masks.

RESULTS

Simulations

Magnetic moments for simulated spheres were calculated
with the measured susceptibilities and the apparent vol-
ume for each sphere at a given TE. The results across dif-
ferent TEs are shown in Fig. 1. The measured volumes at
different TEs were normalized to the volume at the lon-
gest TE, whereas the measured magnetic moments were
normalized to the true magnetic moment, which is the
product of input volume (i.e., the true volume) of the
sphere and the input susceptibility (true susceptibility)
9.4 ppm. The normalized magnetic moment is roughly a
constant for all spheres. However, for the sphere with a
radius <2 pixels, the magnetic moments measured in the
short TE range have more fluctuations than those meas-
ured at longer TEs. In addition, the magnetic moments
are under-estimated for all spheres. The mean normal-
ized magnetic moments were measured as: 0.85 6 0.04
(radius ¼ 1 pixel), 0.82 6 0.05 (radius ¼ 1.5 pixels), 0.81
6 0.03 (radius ¼ 2 pixels), and 0.81 6 0.02 (radius ¼ 3
pixels).

After the magnetic moments were obtained, the sus-
ceptibility values were corrected using the actual known
volume (i.e., true volume) using Eq. 6. Specifically, the
corrected susceptibilities are 7.95 6 0.38 ppm (radius ¼
1 pixel), 7.70 6 0.43 ppm (radius ¼ 1.5 pixels), 7.62 6

0.27 ppm (radius ¼ 2 pixels), and 7.63 6 0.21 ppm
(radius ¼ 3 pixels). There is still a 15–19% underestima-
tion in the averaged susceptibility after attempting to
correct the volume of the sphere.

To evaluate the stability of the volume measuring
method, we carried out 10 simulations for each sphere at
TE ¼ 0. The means and standard deviations of the per-
centage errors relative to true volume for each sphere are
18.02 6 27.26% (radius ¼ 1 pixel), 1.89 6 12.18% (ra-
dius ¼ 1.5 pixels), 3.67 6 8.91% (radius ¼ 2 pixels), and
2.09 6 2.54% (radius ¼ 3 pixels). The algorithm failed to

Table 1
Spin Echo Volume (in Voxels) and the Diameter (in mm) Calculated from Spin Echo Volume for Each Glass Bead

Bead 1 2 3 4 5 6 7 8 9

Measure

Spin echo volume 35.4 37.5 38.2 39.1 96.5 103.8 113.6 516.6 912.1
Spin echo diameter 2.0 2.1 2.1 2.1 2.9 2.9 3.0 5.0 6.0

Actual diameter 2.0 2.0 2.0 2.0 3.0 3.0 3.0 5.0 6.0

Table 2
Spin Echo Volume (in Voxel) of the 14 Air Bubbles

Bubble 1 2 3 4 5 6 7

Volume 3.3 15.1 28.7 42.2 43.9 82.8 87.7

Bubble 8 9 10 11 12 13 14

Volume 92.7 118.2 170.5 238.6 288.7 322.7 897.2
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quantify, in two of the 10 simulations for sphere with ra-
dius of 1 pixel. Larger errors and more variations of the
volume measurements were seen in spheres with radii
<2 pixels. For the sphere with a radius of 3 pixels, the
error in the volume estimation appears to be within 5%
using the proposed method. As can be expected, when
the object radius is only 1 pixel, the volume measure-
ment becomes unstable.

Phantom Experiments

A total of 14 air bubbles and 9 glass beads were exam-
ined in the phantom data. The measured spin echo vol-
umes of the glass beads and air bubbles are summarized
in Tables 1 and 2. In these two tables, the glass beads as
well as air bubbles are sorted based on their spin echo
volumes, from small to large objects. The diameters of
these glass beads calculated from their spin echo vol-
umes agree reasonably well with their physically mea-
sured diameters, as summarized in Table 1. Also note
that the error in volume measurement is unreliable for
spherical objects with radii <1.5 pixels (14.13 voxels for
the volume). The error is generally larger than 20%, as
shown in the simulations. Thus, the first two smallest
air bubbles were excluded from the analysis.

Figure 2 shows three orthogonal views of the suscepti-
bility map of the largest glass bead for the shortest TE

and the longest TE. Using Eq. 6, the measured suscepti-
bilities can be corrected with the volume estimated from
the spin echo images. These results are summarized in
Table 3. The mean of the corrected susceptibility values
of the glass beads averaged over all the TEs is �1.82 6

0.17 ppm, which is within the range of the measured
values in the previous study (15). The mean of the cor-
rected susceptibility values of the air bubbles is 6.66 6

0.85ppm. This is to be compared to the actual suscepti-
bility of 9.4 ppm.

DISCUSSION

The susceptibility mapping technique using the regular-
ized Fourier-based method has certain advantages over
other methods, especially in terms of time efficiency and
simplicity. However, it suffers from problems caused by
the intrinsic singularities in the inverse of the Green’s
function, as well as partial volume effects which disrupt
the true phase behavior. For small objects, susceptibility
quantification using the inverse method (1) yields a signif-
icant underestimation of the susceptibility. The increased
apparent volume at long TE can be utilized to create a
larger virtual object for which the actual susceptibility can
be more accurately measured and thus the Fourier-based
susceptibility quantification gives a relatively smaller
error for the magnetic moment. At this point, the

Table 3
Mean Measured and Corrected Susceptibilities (in ppm) of the Glass Beads and Air Bubbles at Different TEs

Glass Bead Air bubble

TE/ms Measured Corrected Measured Corrected

3.93 �1.50 6 0.07 �1.79 6 0.13 3.15 6 1.16 6.13 6 0.77
9.60 �1.07 6 0.32 �1.76 6 0.13 1.70 6 0.61 6.44 6 0.90

15.27 �0.86 6 0.32 �1.82 6 0.19 1.30 6 0.45 6.64 6 0.76
20.94 �0.68 6 0.28 �1.82 6 0.18 1.07 6 0.36 6.88 6 0.77

26.61 �0.59 6 0.25 �1.88 6 0.21 0.93 6 0.34 7.22 6 0.74

FIG. 2. Axial, sagittal, and coronal views of the susceptibility maps with TE ¼ 3.93 ms (a, b, and c) and TE ¼ 26.61 ms (d, e, and f).
The main field direction is in ‘‘y’’ direction. Glass bead No. 9 in Table 1 is pointed by the white arrows. The air bubbles are indicated by

the white dashed arrows.
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susceptibility close to the actual value can be extracted
from the estimated magnetic moment with an estimation
of the true volume, either if it is known ahead of time, or it
can be estimated from a high-resolution spin echo data set.

Based on the discussions above, the error dDx in the
corrected susceptibility Dx comes from the estimated
magnetic moment ma ¼ Dx0V0 and estimated volume (V).
Through error propagation, the error in the corrected sus-
ceptibility is given by:

dDx

jDxj ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
dma

ma

�2

þ
�

dV

V

�2
s

½9�

As we can see, the smaller the error in the estimated vol-
ume, the smaller the error in the corrected susceptibility.
This equation explains the error seen in the corrected
susceptibility of the air bubbles as well as glass beads.

In simulations, where the true volume is known, the
remnant underestimation in the averaged corrected sus-
ceptibility ranges from 15 to 19%. As there is no error in
the true volume, this error must be owing to the error in
the apparent volume measurement and Dx0 quantification
owing to the regularization process. The level of under-
estimation is related to the threshold value in the inverse
of the Green’s function. A smaller threshold leads to less
underestimation, but more streaking artifacts in the sus-
ceptibility maps. The regularized Fourier-based method,
with threshold value of 0.1, can lead to an underestima-
tion of around 13% for objects with radii larger than 3
pixels and even worse for smaller objects (1,6). This can
be viewed as a systematic error.

In phantom studies, after using the volume estimated
from the spin echo data, the corrected susceptibility val-
ues of the air bubbles have a maximum underestimation
close to 44%, compared to the theoretical value 9.4 ppm.
This is essentially a consequence of error in the spin
echo volume measurement and the underestimation of
Dx0 quantified using the Fourier-based method. To over-
come these limitations, one has to go to high-resolution
images that can minimize volume quantification error
and to relatively longer TEs that can improve accuracy
in the magnetic moment quantification. However, the
decreased signal-to-noise ratio in high-resolution spin
echo images may introduce additional variation/noise in
the final volume results.

There are a number of limitations to this study.
Although a forward calculation was carried out to
reduce the geometry induced field variation, remnant
background field variation still exists. To best account
for it, the phase inside the spherical objects was set to
the local average phase. This also helps to reduce the
large variation in susceptibility estimate induced by
Gibbs ringing and thermal noise. However, this phase
correction process is based on the assumption that the
object of interest is a sphere. For nonspherical objects,
this phase correction process may lead to variations of
magnetic moment at different TEs. In addition, phase
correction also creates a virtually larger object. It is pos-
sible that the center of the created object deviates from
the true center of the original object of interest. This
leads to additional errors even for spherical objects, as

seen from simulations. Thus, the phase inside the spher-
ical object has significant effects to this method. Theo-
retically, only when the center of a simulated large
sphere coincides with the original center of the sphere,
and when the background phase value is 0, we can
obtain a constant magnetic moment across different TEs.
Hence, slight variations in object definition from a bi-
nary mask, which is used for phase substitution, can
introduce variations in magnetic moment values. This is
the essential source of shape dependence of the pro-
posed method.

Although the estimated magnetic moments of the glass
beads are almost a constant over different TEs, as indi-
cated by the corrected susceptibilities, the estimated
magnetic moments of the air bubbles are usually larger at
a longer TE than at a shorter TE. This can be understood
by the fact that the air bubbles are not perfect spherical
objects compared to the glass beads. In fact, most of the
air bubbles have ellipsoidal shapes, and any attempt of
phase correction inside the bubble based on the assump-
tion of the spherical shape will cause errors in the sus-
ceptibility measurement and thus lead to errors in the
measurement of the magnetic moments.

Generally speaking, for small objects which can be
well approximated as spheres, the theoretically expected
errors in the estimated magnetic moment measurements
are within 20% of the expected values and can be fur-
ther reduced by adjusting the regularization thresholds
in the susceptibility mapping method. Practically, the
errors might be larger owing to the limited knowledge of
the true volume. Although most small microbleeds can
be well approximated as spheres, the use of more accu-
rate volume estimation methods has the potential to
reduce the error in susceptibility quantification of
microbleeds.

CONCLUSIONS

In conclusion, we have shown that for very small struc-
tures, obtaining accurate magnetic susceptibility values
is limited by the errors in the volume estimations of
these structures and in the Fourier-based method itself.
Despite this inability to estimate the actual volume of a
small object accurately (whether it is an air bubble or
microbleed), the estimated magnetic moment is almost a
constant over different TEs. This demonstrates that it is
possible to measure the magnetic moment at a longer TE
when the apparent volume is increased owing to T2*
dephasing. By measuring or knowing a priori the actual
volume of an object, it is possible to obtain a reasonable
estimate of the susceptibility.
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Measuring iron content in the brain has important implications for a number of neurodegenerative diseases.
Quantitative susceptibility mapping (QSM), derived from magnetic resonance images, has been used to mea-
sure total iron content in vivo and in post mortem brain. In this paper, we show how magnetic susceptibility
from QSM correlates with total iron content measured by X-ray fluorescence (XRF) imaging and by induc-
tively coupled plasma mass spectrometry (ICPMS). The relationship between susceptibility and ferritin iron
was estimated at 1.10 ± 0.08 ppb susceptibility per μg iron/g wet tissue, similar to that of iron in fixed (fro-
zen/thawed) cadaveric brain and previously published data from unfixed brains. We conclude that magnetic
susceptibility can provide a direct and reliable quantitative measurement of iron content and that it can be
used clinically at least in regions with high iron content.

© 2013 Elsevier Inc. All rights reserved.
Introduction

Iron is an important endogenous biomarker for many neurological
diseases and normal aging (Haacke et al., 2005; Schenck and
Zimmerman, 2004). Previous histological work has shown that focally
elevated iron deposition is associated with various neurological and
psychiatric disorders, including multiple sclerosis (MS) (LeVine, 1997),
Alzheimer's disease (Bouras et al., 1997; Hallgren and Sourander,
1960; LeVine, 1997), Huntington's disease (Chen et al., 1993; Dexter et
al., 1991) and Parkinson's disease (Chen et al., 1993; Dexter et al.,
1991). Increased iron accumulation has been detected in chronic hem-
orrhage,MS lesions, cerebral infarction, anemia, thalassemia, hemochro-
matosis, and NBIA (neurodegeneration with brain iron accumulation)
(Haacke et al., 2005). An in vivo non-invasive and quantitative estima-
tion of non-heme iron deposition (predominantly ferritin) is essential
to understand the cause of iron accumulation and its distribution pat-
terns as well as its physiological role in any given disease (Bartzokis et
al., 2007; Gerlach et al., 1994; Ke and Qian, 2003).

A variety ofmethods have beenused in the past to quantify iron using
magnetic resonance imaging (MRI) (Haacke et al., 2005). The standard
workhorses in this area are T2 (House et al., 2007; Jensen et al., 2010;
Mitsumori et al., 2012) and T2* (or R2* = 1/T2*) imaging methods
that create T2* or R2* maps derived frommulti-echo gradient (recalled)
echo magnitude images. The latter are particularly useful since gradient
echo sequences are very sensitive to the local susceptibility induced
ogy, Wayne State University,
3 745 9182.
.
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magnetic field inhomogeneity due to iron (Bartzokis et al., 1993;
Haacke et al., 1989, 2005; Ordidge et al., 1994; Peters et al., 2007;
Reichenbach et al., 1997). Further, T2* or R2*maps provide an important
contrast mechanism to investigate brain tissue microstructure and to
detect abnormal levels of brain iron (Bartzokis et al., 2007; Bouras et al.,
1997; Chen et al., 1993; Dexter et al., 1991; Haacke et al., 2005, 2009;
Hallgren and Sourander, 1960; LeVine, 1997; Wallis et al., 2008).

In this paper, we focus on susceptibility measurements from phase
images. Phase has been used as a means to measure iron content
(Haacke et al., 2007). However, phase is dependent on the geometry
of the object and so it can be misinterpreted. The solution lies in using
a susceptibility map reconstructed from the phase information. In
theory, this approach is independent of field strength, echo time, the
object's relative orientation to the main field and the object's shape
(Cheng et al., 2009b; de Rochefort et al., 2010; Haacke et al., 2010;
Kressler et al., 2010; Li et al., 2011; Liu et al., 2009; Marques and
Bowtell, 2005; Schweser et al., 2011; Shmueli et al., 2009; Wharton
and Bowtell, 2010; Yao et al., 2009). Recent work has suggested that
susceptibility changes in the basal ganglia, thalamus and other deep
gray matter nuclei have better correlation with iron concentration
than phase information (Bilgic et al., 2012; Fukunaga et al., 2010;
Langkammer et al., 2012b; Schweser et al., 2011, 2012; Shmueli et al.,
2009; Wharton and Bowtell, 2010; Yao et al., 2009) and, therefore,
quantitative susceptibility mapping (QSM) may provide a good means
to study tissue iron content.

Currently, the neuroscience community relies upon the 50 year old
data on iron in cadaveric brains published by Hallgren and Sourander
(Hallgren and Sourander, 1958). Total iron in cadaveric brain has been
measured using synchrotron X-ray fluorescence (XRF) iron mapping

http://dx.doi.org/10.1016/j.neuroimage.2013.04.022
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Table 1
Methodology and data processing.

ICPMS XRF SWI
Background phase removal QSM

Ferritin
samples

√ √ Quadratic fitting Forward fitting

Cadaveric
brain

√ SHARP Truncated k-space division
(Haacke et al., 2010)

Fig. 1. Photograph of the cadaveric brain sample in gelatin.
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(Hopp et al., 2010; Zheng et al., 2012), proton-induced X-ray emission
mapping (Butz et al., 2000), inductively coupled plasma mass spec-
trometry (ICPMS) measurements (Langkammer et al., 2010, 2012a)
and atomic absorption spectrometry measurements (House et al.,
2007). Among these, the first two techniques can provide a voxel
by voxel quantification of iron content which can then be compared
with MR iron quantification.

In this paper, our goal is to develop an absolute quantification
scale by separating the iron induced susceptibility change from
other potential sources by comparing ferritin-gelatin phantoms with
quantified XRF iron maps of basal ganglia from cadaver brains and
ICPMS iron values.

Materials and methods

Preparation of ferritin phantoms

Horse spleen ferritin (Ref. F4503, Sigma-Aldrich, USA) was used to
prepare ferritin-gelatin phantoms. The iron concentration as deter-
mined by the supplier using ICPMS was 7.13 ± 0.15 mg/ml. The fer-
ritin solution was first diluted by adding 4 ml of original solution
with 16ml warm 7% gelatin resulting in a stock solution with iron
concentration of about 1426 ± 30 μg/ml. This stock solution was se-
rially diluted six times in warm gelatin by a factor of 2 each time.
The ferritin-doped gelatin solutions as well as pure gelatin were load-
ed into straws and then embedded in a pure gelatin matrix. Total iron
was measured in aliquots of the ferritin-doped gelatin by XRF and
ICPMS. See the detailed scheme of the experiment in Table 1.

Rapid scanning X-ray fluorescence (RS-XRF)

All XRF measurements were conducted at the Stanford Synchro-
tron Radiation Lightsource (SSRL). RS-XRF images of ferritin phan-
toms and cadaveric brain were acquired at wiggler beam line 10–2
at SSRL. The samples were mounted onto a set of motorized stages
oriented at 45° to the incident beam. The incident beam (12 keV)
passing through a tantalum aperture produced a 100 μm × 100 μm
spot on the sample which was raster-scanned in the beam using a
dwell time of 15 ms/point. Fluorescent energy windows were cen-
tered for Fe (6.21–6.70 keV) as well as all other biologically interest-
ing elements, scatter and total incoming counts. Elements were
quantified in μg iron/g wet tissue by comparison of signal strength
with XRF calibration standards (±5% uncertainty) (Micromatter,
Vancouver, BC, Canada) according to Hopp and colleagues (Hopp et
al., 2010) using Sam's Microanalysis kit (Webb, 2010). An area of the
ferritin-doped gelatin block was mapped and average counts were
compared with XRF calibration standards.

Inductively coupled plasma mass spectrometry

To confirm the total iron content of the ferritin phantoms, 5 ml
samples were taken from the straws after MR imaging and the iron
content was determined by ICPMS using an ELAN 9000 system
(PerkinElmer, Waltham, MA, USA) (American Environmental Testing
Laboratory Inc., California). The samples were diluted to the range ac-
ceptable for ICPMS via serial dilutions.

Preparation of the cadaveric brain sample

One frozen coronal section (96 mm long × 132 mm wide × 5 mm
thick) of human cadaveric multiple sclerosis (MS) brain (MS 3852)
(see Fig. 1) was obtained from the Human Brain and Spinal Fluid Re-
source Center, Los Angeles, CA, under the University of Saskatchewan
ethics approval BioREB 06-250. Coronal sections showed extensive ir-
regular demyelination throughout the brainstem. There were also a
few small scattered demyelinating periventricular foci (bilateral). The
surface of the sample (a 5 mm thick section) showed patchy areas of
slight rarefaction without significant axonal loss or change in oligoden-
drocyte density. There were varying degrees of associated gliosis. The
areas of rarefaction were associated with extensive demyelination. To
reduce storage artifacts such as leaching of metals, fresh autopsy brain
was flash frozen and the slices were shipped on dry ice and stored fro-
zen until they were thawed by immersion in buffered formalin. After
6 h of fixation, the brain slice was drained and sealed in plastic prior
to initial synchrotron imaging of the surface of the slice. To resolve re-
gions of interest, the slices were embedded in gelatin for MR imaging.
The brain hemispheres were sectioned to expose the region of interest
and then the slice was sealed in metal-free thin polypropylene film.
RS-XRF images were acquired and quantified at SSRL (see the detailed
scheme of the experiment in Table 1).

MR imaging and image processing

Imaging and phase processing of ferritin samples
MR data of ferritin samples were collected on a 3 T Siemens Verio

system using a multi-echo susceptibility weighted imaging (SWI) se-
quence with 11 echoes (TR = 40 ms, FA = 15°). The resolution was
1 mm × 1 mm × 1 mm with a matrix of 256 × 256 × 128. The
shortest echo time was 5 ms with a 2.39 ms increment for the other
10 echoes. Magnitude and phase images were reconstructed from
the raw data for each individual and combined channel. The geometry
of the ferritin samples was segmented from multi-echo spin echo im-
ages (TR = 2000 ms, resolution 0.22 mm × 0.22 mm × 3 mm).

In order to reconstruct a susceptibility map, a pristine phase map
was required. That is, the phase was unwrapped and all spurious
phase information was removed. Phase images (TE = 21.73 ms)
were unwrapped using Prelude in FSL (Jenkinson, 2003). To remove



Fig. 2. Removing the background phase (TE = 21.73 ms). A) Geometry of the straws segmented from the spin echo images. B) Original phase. C) Background phase after extrap-
olation of magnetic fields into the straw regions. D) Subtraction of C from B to reveal pristine dipole effects due to the iron in the straws.
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the low spatial frequency background field effects, phase from regions
outside the strawswere chosen,where therewereminimal remnant di-
pole effects. First, a circular mask with a radius three times that of the
straw was defined and centered on each straw and all the information
inside this mask was removed from the images. The remaining signal
wasfit with a quadratic function and extrapolated back into themasked
region. Then the estimated dipole phase was obtained by subtracting
this modified background phase from the original phase. The suscepti-
bility inside each of the ferritin straws was assumed to be uniform
andwas estimated using a least squares fitting of the forward simulated
dipole phase with the estimated phase (Neelavalli et al., 2009). All the
steps were performed in MATLAB R2009a. The results of each step are
shown in Fig. 2.
Imaging and image processing of cadaveric brain
MR images were collected on a 3 T Siemens Verio system using the

same 11 echo SWI sequence butwith different imaging parameters. The
coronal images were acquired with a resolution 0.5 mm × 0.5 mm in
phase encoding and readout direction and 0.7 mm in the slice select
direction with a readout bandwidth of 465 Hz/pixel, a field-of-view
of 256 mm × 192 mm with Nx = 512, Ny = 384 and Nz = 40. The
shortest echo time was 5.68 ms with a 2.57 ms increment for the
other 10 echoes. MR phase images (TE = 8.25 ms) were first
unwrapped using Prelude in FSL (Jenkinson, 2003) and then the back-
ground phase was removed using TSVD-SHARP (Schweser et al.,
2011) with a kernel size of 5 mm. An initial estimation of the suscepti-
bility distributionwas obtained using truncated k-space division,with a
threshold value of 0.1. Due to the presence of some air bubbles near the
brain tissue, the streaking artifacts would mask several important re-
gions in the susceptibility map. Thus, the air bubbles were first
extracted from the susceptiblity map by setting a threshold, since air
has a much higher susceptibility relative to water than that of brain
tissue. The extracted susceptibility maps of the air bubbles were used
to predict their induced field variation through a forward field calcula-
tion. Finally, the predicted fields induced by the air bubbles were re-
moved from the SHARP (Schweser et al., 2012) processed field map.
The central region of these air bubbles in phase images was set to be
zero, in order to reduce the streaking artifacts caused by the noise inside
the bubble. This newly processed field map was used to generate the
Table 2
Susceptibilities of ferritin phantoms as quantified from SWI phase data (TE = 21.73 ms) and
dard deviation.

Sample no. 1 Sample no. 2 Sample

Susceptibility (ppb) (N = 19,205) 840 ± 2.4 428 ± 1.3 271 ± 0
XRF iron concentration (μg/ml) (N = 961) 790 ± 94 395 ± 44 229 ± 3
ICPMS iron concentration (μg/ml) 772 ± 115 448 ± 67 240 ± 3

Standard deviation includes the spatial distribution variation in the straws.
final susceptibility maps, using a truncated k-space division with a
threshold of 0.1 (Haacke et al., 2010) via SPIN (Signal Processing in
NMR, Detroit, MI, USA) software.

Results

Correlation between susceptiblity and ferritin iron content

The susceptibilities (TE = 21.73 ms) of the five empty straws
embedded in gelatin were estimated at (9.46 ± 0.015; 9.64 ±
0.015; 9.46 ± 0.016; 9.65 ± 0.013; 9.46 ± 0.015) ppm. Assuming
that the susceptibility difference between the air and gel is 9.4 ppm
(Cheng et al., 2009a), the total susceptiblity measurement including
the background removal, straw geometry segmentation error and
least squares fitting had a bias of 1.42%.

The measured susceptibilities (TE = 21.73 ms) and iron concentra-
tions of the six ferritin samples are listed in Table 2. The dipolar phase
pattern outside the straw from the sample with the lowest iron concen-
tration (39 ± 6 μg Fe/ml) had its sign reversed compared with other
samples. This sample shows a negative susceptibility of −14ppb
when using the forward fitting approach. One possible explanation for
this could be a small baseline shift coming from an imperfect back-
ground removal. Since the iron concentration range that can be mea-
sured with XRF is broad, there was no need for dilution. In contrast,
ICPMS requires dilution of samples to make iron concentration in the
proper range for analysis. The results in Table 2 show that the iron con-
tent measured by two approaches (XRF and ICPMS) was essentially the
same. The correlation slopes in Fig. 3 obtained from ICPMS (1.11 ±
0.06 ppb per μg iron/ml) and XRF imaging (1.10 ± 0.08 ppb per μg
iron/ml) were close and both were less than the theoretical estimation
of 1.27ppb per μg iron/ml from Schenck (1992).

Correlation between susceptibility and iron in cadaveric brain

In order to correlate the susceptibility and XRF iron maps, images
from both methods were co-registered (Fig. 4). ROIs marked in each
image were used for a voxel by voxel comparison of susceptibility
and iron measurements (Table 3). At TE = 8.25 ms, the correla-
tion equations were found to be Y = 0.80(±0.01) (ppb susceptibility
iron concentrations measured by XRF and ICPMS. Data are shown as mean ± one stan-

no. 3 Sample no. 4 Sample no. 5 Sample no. 6 Gelatin solution (7%)

.9 101 ± 0.4 39 ± 0.3 −14 ± 0.2 N.A. for forward fitting
2 110 ± 27 77 ± 16 (Not available) (Not available)
6 127 ± 19 66 ± 10 39 ± 6 0.23 ± 0.11

image of Fig.�2


Fig. 3. Correlation between susceptibility measured by MRI and total iron measured by
ICPMS and XRF for ferritin phantoms.
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per μg iron/g wet tissue) ∗ X (μg iron/g wet tissue) + 10.87(±2.9)
(ppb susceptibility) and Y = 0.79(±0.02) ∗ X − 3.66(±4.2) (ppb
suscep rowsep="1"tibility) for left and right hemisphere, respectively,
as shown in Fig. 5 (A, B). The phase images at TE = 21.1 ms were also
Fig. 4. Iron quantified from XRF Fe mapping (A, B) for left and right hemispheres; putative ir
ROIs used for a pixel by pixel correlation are outlined in both images. CN: caudate nucleus. P
for each structure.
processed, the fitted equations were Y = 0.78(±0.02) ∗ X − 4.36(±4)
(ppb susceptibility) and Y = 0.79(±0.01) ∗ X − 5.22(±2.8) (ppb sus-
ceptibility) for left and right hemispheres respectively. The slopes (0.80
and 0.79 ppb susceptibility per μg iron/g wet tissue) determined from
the TE = 21.1 ms data were similar to those from TE = 8.25 ms (0.78
and 0.79). Although phase is clearly modified as a function of echo time,
tissue susceptibility change is expected to be and here is shown to be
independent of echo time (Haacke et al., 2010). The estimated susceptibil-
ity based on our simulation of the inverse process using the structures of a
similar size showed an underestimate or bias of−14%.

Discussion

Using ferritin phantoms and a cadaveric brain sample, we have
found that the susceptibility correlates reasonably well with the iron
measured by XRF and/or ICPMS (Fig. 3). The cadaveric brain used in
the study was from a person with multiple sclerosis. It is commonly as-
sumed that the iron in normal and pathological MS brains is predomi-
nantly stored in the form of ferritin. As long as this assumption holds,
the MS pathology will not affect the susceptibility/iron correlation
slope. Our correlation of iron content with susceptibility for cadaveric
brains (Fig. 5) was comparable with that obtained by Langkammer
et al. (2012b). This is expected since we used SHARP with the same
on quantified as susceptibility (TE = 8.25 ms) (C, D). Images are co-registered and the
UT: putamen. GP: globus pallidus. ROIs were defined by excluding the edges in the map

image of Fig.�3
image of Fig.�4


Table 3
Average susceptibility of a cadaveric brain as quantified from SWI phase data (TE = 8.25 ms) and Fe measured using XRF imaging. ROIs are defined in Fig. 4. Data are shown as
mean ± one standard deviation.

CN (left) PUT (left) GP (left) CN (right) PUT (right) GP (right)

Susceptibility (ppb) 111 ± 25 152 ± 18 273 ± 73 105 ± 31 121 ± 24 242 ± 40
Iron estimated by XRF (μg/g wet tissue) 153 ± 28 210 ± 35 338 ± 73 135 ± 28 179 ± 26 277 ± 40

Mean is estimated as the average within the ROI. Standard deviation includes the spatial distribution variation within the ROI.
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parameters to remove the background fields. The SWIM approach used
in this paper underestimates the susceptibility by 14% for deep gray
matter structures according to our simulations. The homogeneity-
enabled incremental dipole inversion (HEIDI) method used by
Langkammer et al. (2012b) underestimates the susceptibility by
about 7% (Langkammer et al., 2012b; Schweser et al., 2012). Our
slope (0.8 / (1–14%) ≅ 0.93) is close to that in Langkammer et al.
(2012b) (0.89 / (1–7%) ≅ 0.957) for deep graymatterwhen these biases
are accounted for. Since the cadaveric brain in our experiment was for-
malin fixed and those in Langkammer et al. (2012b) were unfixed, this
suggests that fixation may not change tissue susceptibility in deep gray
matter.
Fig. 5. Correlation between susceptibility and XRF iron measurements for all data
points taken from each of the regions demarcated in Fig. 4. A: fitting for left hemi-
sphere; B: fitting for right hemisphere.
However, the slope of 0.59 ppb susceptibility per μg iron/g wet
tissue obtained from our in vivo data (Haacke, 2012) and other single
orientation results that used Hallgren and Sourander's equation as the
iron baseline (Shmueli et al., 2009; Wharton and Bowtell, 2010)
was smaller than the 0.8 ppb susceptibility per μg iron/g wet tissue
obtained from our cadaveric brain data, even though they were
processedwith the samemethods. Thus, there appears to be a difference
between in vivo and ex vivo susceptibilities and their correlation with
iron. The reason for this is unclear but could be due to the freezing and
fixation process which could affect local susceptibilities of the tissue.

Formalin fixation might change MR signal but previous work on
myelin susceptibility (Lee et al., 2012; Liu et al., 2011) demonstrated
that the effect of formalin fixation on the susceptibility changes due to
myelin was subtle. The similar iron/susceptibility slopes of fixed brain
in our work and of the unfixed brains in the work of Langkammer and
colleagues (Langkammer et al., 2012b) further supports the view that
formalin fixation has negligible effect on susceptibility. The effects of
fixation on R2 and thus R2* values, however, are known to be substan-
tial (Dawe et al., 2009; Lee et al., 2012; Pfefferbaum et al., 2004;
Schmierer et al., 2008) and are beyond the scope of this paper.

The susceptibility/iron correlation slopes obtained from cadaveric
and in vivo brains in Table 4 are generally smaller than the theoretical
slope of 1.32 ppb susceptibility per μg iron/g wet tissue except for the
slope obtained with myelin correction in Schweser et al. (2011). One
possible reason for the smaller slope from the in vivo human brains is
that there are still some forms of iron that are MR invisible although
thesemay be in other species that are known to be present at low levels
(Hopp et al., 2010). A second explanation for smaller slopes seen in our
work (Haacke, 2012) and other work (Shmueli et al., 2009; Wharton
and Bowtell, 2010) is that Hallgren and Sourander's measurements of
total iron (Hallgren and Sourander, 1958) may not be accurate. Third,
susceptibility mapping is known to have a bias and leads to a smaller
slope, but this bias can be potentially corrected (J. Liu et al., 2012; T.
Liu et al., 2012; Schweser et al., 2012; Wharton and Bowtell, 2010).
Other possible factors that have been explored include contributions
of myelin (Duyn et al., 2007; Liu et al., 2011; Ogg et al., 1999), chemical
exchange betweenwater andmacromolecular protons (Luo et al., 2010;
Shmueli et al., 2011; Zhong et al., 2008) and microstructure orientation
(He and Yablonskiy, 2009; Lee et al., 2010; Liu, 2010). Indeed, it could
well be a combination of all these sources that lead to different
measurements of iron in vivo and ex vivo. Despite these imperfections,
the slopes for susceptibility versus iron content are generally consistent
between both ex vivo studies (this paper and Langkammer et al., 2012b)
and in vivo studies using similar susceptibility mapping methods
(see Table 4) (Haacke, 2012; Shmueli et al., 2009; Wharton and Bowtell,
2010).

Conclusion

Our results suggest that susceptibility changes from iron measured
in ex vivo studies reasonably reflect iron content even for in vivo stud-
ies, although the predicted values may be underestimated. Our study
further demonstrates that the correlation of susceptibility with iron is
consistent with other results in the literature and is independent of
echo time and orientation. Thus, susceptibility would appear to be a
direct and reliable quantitative indication of iron, especially for brain

image of Fig.�5


Table 4
Correlation between susceptibility mapping and iron concentration.

Authors Correlation
slopea

Structures Background removal QSM methodb Myelin
correction

Field
(Tesla)

Sample Iron

This paper 1.11 N.A. Quadratic fitting Forward fitting N.A. 3 T Ferritin ICPMS
This paper 1.10 N.A. Quadratic fitting Forward fitting N.A. 3 T Ferritin XRF
This paper 0.80 GP, PUT, CN SHARP TKD1 (SO) No 3 T MS cadaveric

brain (fixed)
XRF

Haacke (2012) 0.59 GP, PUT, CN SHARP TKD1 (SO) No 3 T In vivo brains H&Sc

Shmueli et al. (2009) 0.56 PUT, RN, SN Polynomial fitting TKD2 (SO) No 7 T In vivo brain H&S
Wharton and Bowtell (2010) 0.75/0.6 GP, SN, RN, PUT,

CN, TH, GM
Simulated geometric
effect + fitting

TKD3 (MO/SO) No 7 T In vivo brains H&S

Langkammer et al. (2012a) 0.89 GP, PUT, CN, TH SHARP HEIDI (SO) No 3 T Unfixed cadaveric
brains

ICPMS

Schweser et al. (2011) 1.30 GP, SN, DN, PUT,
CN, TH, WM, GM

SHARP MO regularization Yes 3 T In vivo brains H&S

a The unit of the slope for human brain is susceptibility/μg iron/g wet tissue (ρ = 1.04g/ml at 36.5 °C); the unit of the slope for the ferritin solution is ppb susceptibility/μg iron/ml
and the corresponding theoretical value is 1.27.

b SO: single orientation; MO: multiple orientation; TKD: thresholded k-space division. TKD1: Haacke et al., 2010; TKD2: Shmueli et al., 2009; TKD3: (Wharton and Bowtell, 2010).
c H&S: (Hallgren and Sourander, 1958).
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regions with high iron content. Susceptibility mapping provides a reli-
able tool for clinical investigations of iron that could be used to study
changes in iron over time or within a given age-matched population.
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Noncontrast-Enhanced Magnetic Resonance
Angiography and Venography Imaging With
Enhanced Angiography

Yongquan Ye, PhD,1* Jiani Hu, PhD,1 Dongmei Wu, MS,2 and E. Mark Haacke, PhD1,3

Purpose: To achieve simultaneous high-resolution mag-
netic resonance angiography and venography (MRAV)
imaging in terms of enhanced time-of-flight (TOF) angiog-
raphy and susceptibility-weighted imaging (SWI), with a
clear separation of arteries and veins.

Materials and Methods: A new flow rephase/dephase
interleaved double-echo sequence was introduced that
facilitates multiple types of imaging contrast, i.e., TOF,
SWI, and dark blood, in a single acquisition. A nonlinear
subtraction (NLS) method is proposed and assessed to
maximally enhance angiography contrast with minimum
venous contamination.

Results: Fully flow rephased TOF MRA and SWI MRV
data were acquired simultaneously, along with an extra
flow dephased dark blood image for angiography
enhancement calculation. Compared to linear subtraction
methods, the proposed NLS method was able to enhance
angiography contrast while effectively eliminating vein-
tissue contrast. The NLS method even outperformed
low-dose contrast-enhanced MRA for a clean, enhanced
angiography map.

Conclusion: Using the proposed interleaved double-echo
sequence along with the NLS postprocessing method, one
can simultaneously obtain both high-quality SWI and sig-
nificantly enhanced TOF MRA with clear separation of ar-
terial and venous maps.

Key Words: TOF MRA; SWI; MRAV; nonlinear processing
J. Magn. Reson. Imaging 2013;38:1539–1548.
VC 2013 Wiley Periodicals, Inc.

UNDERSTANDING THE CEREBRAL vascular system
morphologically and functionally is very important for
both neuroscientific studies and clinical applications.
Numerous clinical problems such as arteriovenous mal-
formation (AVM) (1), tumor evaluation (2–3), and trau-
matic brain injury (TBI) (4,5) require detailed vascular
information for best diagnostic interpretation. Due to
the vast differences in hemodynamic characteristics,
pathological behavior, and the underlying magnetic
resonance imaging (MRI) principles of vessel-tissue con-
trast, arteries and veins are usually imaged with sepa-
rate protocols, leading to increased scanning time and
motion-related misregistrations. Recently, there has
been a focus on single-scan magnetic resonance angi-
ography and venography (MRAV) imaging (6–9) in order
to obtain a more complete perspective of the vascula-
ture. Collecting MRA and MRV in a single acquisition
gets rid of any potential registration problems and
enables a precise review and a complete picture of the
relationship between the two vasculature networks.

However, further applications of these MRAV meth-
ods are hindered by two major, yet conflicting, objec-
tives: enhancing vessel-tissue contrast and distin-
guishing arteries and veins. In MRA, bright-blood (BB)
strategies such as time-of-flight (TOF) and contrast-
enhanced MRA (CE MRA) are used to obtain high
blood signal while reducing tissue signal as much as
possible. MRV, on the other hand, can be most reli-
ably done with dark-blood (DB) methods such as sus-
ceptibility-weighted imaging (SWI) (10–12) to selec-
tively suppress venous signal while maintaining high
tissue signal for better vein-tissue contrast or arterial
saturation. Since the tissue signal is unwanted in
MRA scan but is required for optimal venous contrast
in SWI, obtaining both simultaneously is a challenge,
regardless of whether using single-echo (7), double-
echo (6), or multiecho (9) strategies. Gadolinium (Gd)-
based contrast agents can be used as either a BB or
DB (13) method that can enhance both arteries and
veins at the same time due to the global vascular T1 or
T2 shortening effects; thus, its use will make it more
difficult to separate arteries and veins in CE MRA.

Currently the gold standard of angiography is intra-
arterial digital subtraction angiography (IADSA) (14,15).
The basic principle is to create two different levels of
blood signal while keeping tissue signal the same by
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administrating an iodinated contrast agent into the
intravascular space, and generate a pure vessel map
simply using subtraction. Similar attempts have been
made to enhance MRA contrast by using a rephase/
dephase strategy to create high/low blood signals while
maintaining the tissue signal (16–20). In the recent
work by Kimura et al (16), a double-echo sequence col-
lecting flow rephased/dephased images, called hybrid
of opposite contrast MRA (HOP-MRA), was developed
and a linearly weighted subtraction was proposed to
increase the vessel-background contrast by minimizing
the subtracted tissue signals. Although capable of
enhancing arteries, the major issue of linear subtrac-
tion, weighted or not, is that it will introduce heavy ve-
nous contamination such that veins also appear bright
in the subtracted images. As a result, it is difficult to
distinguish between arteries and veins, especially for
smaller vessels. The venous contamination can be pos-
sibly reduced if both flow rephased and dephased
images are acquired with long (preferably equal) TEs, so
that veins are already suppressed because of T�2 decay.
With equal TE, the rephase/dephase subtraction can
reduce the tissue signal-to-noise level, and can better
reveal the arteries after processing such as maximum
intensity projection (MIP) or vessel tracking. However,
flow compensation at long TE will be less efficient, espe-
cially for fast flows, leading to artifacts and signal non-
uniformity in large arteries such as carotid arteries (21).

To tackle this challenge, we propose using a flow
rephase/dephase interleaved double-echo gradient
recalled echo (GRE) sequence capable of MRAV imag-
ing and at the same time acquiring both flow
rephrased and dephased images. A nonlinear subtrac-
tion processing method is then proposed for selective
MRA enhancement utilizing the flow rephrased and
dephased images. The performance of both nonlinear
and linear subtraction methods will be analyzed and
compared for the artery-tissue contrast theoretically
and experimentally.

MATERIALS AND METHODS

Sequence Design

In order to acquire MRAV data as well as flow
dephased data for MRA enhancement (16), we devel-
oped a flow rephase/dephase interleaved dual-echo
GRE sequence as shown in Fig. 1. In the first TR,

both echoes were fully flow rephased (FR, or flow com-
pensated) on all three axes, while in the second TR
the second echo was flow dephased (FD) by a series of
bipolar gradient pairs.

Unlike Du and Jin’s (6) method in which flow
rephasing for the second echo was achieved with a
fly-back gradient in the readout direction, we imple-
mented an active scheme for flow rephasing to the
second echo on all three axes by dynamically calculat-
ing the gradients for first-order moment nulling on
each axis, taking into account TE as well as phase
encoding or readout gradients (22). In this way, one
can independently set the two echoes for their TE,
bandwidth, and asymmetry without affecting the flow
rephasing performance. Flow dephasing for the sec-
ond echo was done by using bipolar gradients of very
low velocity encoding (VENC) value.

With this sequence, four images will be generated
with a single scan: two FR images with a short TE1 for
normal TOF-MRA (Echo11 and Echo21), one FR image
with a long TE2 for SWI (Echo12), and one FD image
(Echo22) also with TE2. Since excellent SWI results
can be reliably generated from the Echo12 data (6,10),
the following analysis will focus on enhancing MRA
contrast and separating venous and arterial signal by
assessing and comparing nonlinear subtraction and
linear subtraction methods.

Linear Subtraction (LS) vs. Nonlinear
Subtraction (NLS)

Since the contrast characteristics of linear subtraction
have been extensively discussed in previous studies,
interested readers are referred to Kimura et al’s article
for details (16). Here, we will further assess the effect
of different weighting factors in the subtraction and
their effects on vessel-tissue contrast.

Denoting the signal intensity under two different
imaging conditions (eg, FR and FD) as S and S’, and
assuming the same noise standard deviation (SD) s

for both signal levels, one can calculate the signal-to-
noise ratio (SNR) of the LS image as:

SNRls ¼
DSls

s
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ a2
p ¼ S � aS0

s
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ a2
p ¼ Sð1� abÞ

s
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ a2
p ½1�

where a is the weighting factor for the subtraction,
and b ¼ S’/S is defined as the ratio between the two

Figure 1. Diagram of the FR/FD inter-
leaved double-echo sequence. Echo11,
Echo12, and Echo21 are flow rephased
(FR) using first-order moment nulling
gradients dynamically calculated with
the phase encoding gradients and TEs
taken into account, and Echo12 is flow
dephased (FD) by bipolar gradients
with a low VENC value.
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signal levels. The CNR between artery and tissue, i.e.,
CNRat,ls, can be written as:

CNRat;ls ¼
Sa � S0a
� �

� a St � S0t
� �

s
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ a2
p ½2�

The subscripts ‘‘a’’ and ‘‘t’’ denote artery and tissue,
respectively. The vein-tissue CNRvt,ls can be written in
the same form. On the other hand, if the signal is
nonlinearly weighted in a self-weighted manner (i.e.,
squared on a voxelwise basis) prior to subtraction so
that DSnls ¼ S2 � aS’2, the noise after NLS can be
approximated by:

snls ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðS2 þ a2S02Þ

q
s ½3�

and SNRnls can be written as:

SNRnls ¼
S2 � aS02

snls
¼

S 1� ab2
� �

2s
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ a2b2

p ½4�

Comparing with Eq. [1], the b factor now appearing
in the denominator in Eq. [4] is the major difference
between LS and NLS. The value of b depends on the
type of tissue, i.e., whether they are arteries, veins, or
parenchymal tissues, and it varies according to their
respective rephase/dephase signals and partial
volume effects.

The expression for CNRnls between vessels and
tissues is much more complicated than the LS version
shown in Eq. [2]. From a qualitative point of view, S’a
and S’v will be very low or even nulled as a combined
result of low VENC gradients along with high flow ve-
locity (for arteries) or T�2 decay (for veins), while Sa will
be higher than Sv thanks to greater TOF inflow. For
static parenchymal tissues, on the other hand, the
dephasing gradients will not significantly change the
signal as its equivalent diffusion weighting effects are
negligible (see next session). However, since in our
sequence S’ is collected with longer TE so that it will
decay (relative to S collected at short TE) by �20%
with a typical DTE of 15 msec and a tissue T�2 of 80
msec at 3T, so that b < 1 remains true for tissues.
The summary of the above analysis is listed in Table
1. Generally speaking, b will be of low value for both
arteries and veins (especially for arteries due to the
high Sa), but is expected to be around 0.8 for tissues
mainly due to T�2 decay.

To confirm this, we performed Monte Carlo simula-
tions according to Eqs. [1–4] to evaluate the signal
change DSls and DSnls, noise SD, and SNR for all S>
S’ (i.e., b < 1) combinations. S and S’ ranged from 1
to 300 and were added with Gaussian noise (s ¼ 10),
yielding a maximum SNR of about 30 in the original

signals. Also, simulation on the effect of weighting fac-
tor a to DSls and DSnls are also performed to estimate
and predict its optimal value.

Data Acquisition and Processing

Six healthy volunteers (two males and four females,
age 27 6 4 years) were recruited for the study and
written consents approved by the local Institutional
Review Board were obtained from each volunteer prior
to the scans. All scans were performed on a Siemens
3T Verio system (Siemens Healthcare, Erlangen, Ger-
many) with a product 32-channel head coil. The scan-
ning parameters of the FR/FD interleaved double-
echo GRE sequence were: TE1/TE2/TR ¼ 6.2/22/28
msec, flip angle (FA) ¼ 15�, bandwidth ¼ 260 Hz/
pixel, voxel size ¼ 0.5 � 0.5 � 1.0 mm3, slice number
¼ 48, and total scan time was 6 minutes 40 seconds.
The bipolar gradients for flow dephasing were 4 msec
in duration and 24 mT/m in amplitude, leading to a
VENC value of about 1.46 cm/s. As a side note, previ-
ous literature on similar studies used the b value (16)
rather than the VENC value for describing the
dephasing effects. However, the b values are actually
too small to introduce significant difference observed
in the vessels (eg, b ¼ 2s/mm2 reported previously
(16) and b ¼ 1.8 s/mm2 in our case), thus the blood
signal loss in the FD image is primarily due to flow
dephasing effects. One of the subjects also addition-
ally underwent low-dose contrast-enhanced MRA
scans with an injection of 5 cc Magnevist (gadopente-
tate dimeglumine), and single echo flow rephased
GRE sequence was scanned using a matching proto-
col (with TE/TR ¼ 6.2/28 msec and FA ¼ 15�) to col-
lect CE TOF MRA images as comparison to the sub-
traction results. GRAPPA with an acceleration factor
of 2 was used for all scans.

SWI results were calculated from the flow rephased
Echo12 data, using a highpass filter of 64 � 64 on the
phase image and a four-time phase mask multiplica-
tion (i.e., m ¼ 4) (10). mIP images over a 12-mm slab
were created to better visualize the veins as continu-
ous structures.

For both LS and NLS calculations, the two identical
short TE FR images (i.e., Echo11 and Echo21) were
averaged to improve SNR especially for arteries, and
the averaged image was used as S. Taking the FD
image as S’, LS and NLS results were then calculated
with a ¼ 0.75, 1.00, and 1.25, respectively. MIP
images over a 12-mm slab were also created for all
final results to display the arteries. The skull signal
was removed for better visualization using SPIN (Sig-
nal Processing In NMR, Detroit, Michigan), and a
brain-only binary mask was obtained and applied to
all processed data described above (but prior to inten-
sity projections) to remove the skull.

The artery-tissue CNR of different artery sizes was
also determined to evaluate the artery enhancing per-
formance on various vessel sizes. The contrast was
determined by subtracting the mean signal intensity of
the surrounding tissue from the signal maxima of the
artery segment, and noise was taken as the SD of the
tissue signal. The artery diameter was estimated as the

Table 1

Estimated Signal Ranges of Arteries, Veins, and Tissue in FR and

FD Images

Artery Vein Tissue

S (FR) High Medium Medium

S’ (FD) Low Low Medium but S’ < S
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half-width-maximum-height of its profile and was sorted
into several groups: less than 1 mm, 1–1.5 mm, 1.5–2
mm, and 2–2.5 mm. For each group, five vessels were
selected and the mean and SD of CNR were evaluated.

RESULTS

The simulation comparing LS and NLS are shown in
Fig. 2, where the estimated signal regions for arteries,
veins, and tissues are indicated according to Table 1.
The simulation confirmed that the introduction of
factor b into the denominator in Eq. [4] modifies the
nonlinear subtraction outcomes between rephased and
dephased signals. Specifically, the gradient of DSnls is
shifted towards high S when S’ values are low, but the
shift is much less significant for medium to high S’ val-
ues (Fig. 2d). For LS, DSls of the veins is higher than
that of the tissues, thus showing a positive vein-tissue
contrast (Fig. 2a). However, venous DSnls is located at
the same gradient level with the tissues, effectively
reducing or even eliminating the vein-tissue contrast.
Meanwhile, both DSls and DSnls of the arteries remain
very high (hot colors), maintaining a high contrast to
the tissues (Fig. 2d). In light of the above results, it is
predicted that both veins and arteries will be shown in
the LS approach, while predominantly only arteries
will be visible in the NLS approach.

The weighting factor a was introduced in order to
best null the subtracted tissue signal (16). The effect

of a is to ‘‘tilt’’ the gradient of DSls or DSnls, as demon-
strated in Fig. 3, where simulations using a ¼ 0.5,
1.0, and 1.5 were compared. When a higher a value is
used, DSls will reduce more at high S’ values. For
practical considerations, since S’ of tissues is higher
than both arteries and veins in the dephased images,
one can expect to see a more decreased tissue signal
in the LS images with higher a value. This is consist-
ent with the suggested optimal value of 1.5 for a (16).
However, the difference in DSls between veins and
arteries will also become greater with high a value
due to the reduced tissue signal (Fig. 3a–c), suggest-
ing an even increased vein-tissue contrast in the LS
results. For the nonlinear approach, DSnls of both
veins and tissues only vary slightly between a values,
and the vein-tissue contrast in the NLS results is min-
imal and insensitive to the weighting factor (Fig. 3e,f).

The single slice images of the unprocessed FR and
FD data along with the LS/NLS processed data of one
representative subject are shown in Fig. 4, while the
corresponding MIP or mIP results are shown in Fig. 5.
These images show several representative arteries and
veins that can be used as a demonstration of our
approach. The profiles of a pair of neighboring artery
and vein, normalized by the respective maximum sig-
nal, were extracted as indicated by the thin black line
in Fig. 4a and shown in Fig. 6, and the vessel-tissue
contrast and CNR value of these vessels are shown
in Table 2. The contrast was calculated as the signal
difference between vessel center and surrounding

Figure 2. Simulation results of the subtraction signal (DSls in (a) and DSnls in (d)), noise SD (b,e), and the resulting SNR (c,f) of
LS (a–c) and NLS (d–f). The simulation was performed for all S > S’ (i.e., b < 1) combinations, and a ¼ 1 and s ¼ 10 was used
for calculations here. Higher temperature color corresponds to higher subtraction signal (a,d), or higher noise SD (b,e), or
higher SNR of the subtracted image (c,f). The three ROIs indicate the estimated regions for arteries (‘‘A’’), veins (‘‘V’’) and tissues
(‘‘T’’) signals. The color scales of NLS were scaled to match the range of LS for the columns of subtracted signal and noise SD.
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tissues divided by the tissue signal mean, and the
CNR was calculated as the signal difference between
vessel center and surrounding tissues divided by the
standard deviation of tissue signal. The b value was
about 0.07 and 0.27 for the artery and the vein (cal-
culated at the vessel profile center), respectively, and
was about 0.79 for the surrounding tissues, which is
in agreement with the above theoretical analysis. The
comparison between LS, NLS, and low-dose CE TOF
MRA are similarly shown in Fig. 7, and the artery-tis-
sue CNR of different artery sizes are shown in Fig. 8.

DISCUSSION

In this study we proposed an MRAV imaging method
with selective MRA enhancement. Specifically, we
designed an FR/FD interleaved double-echo GRE
sequence which, for the first time, offers the capacity
of obtaining both fully flow rephased SWI data for
venography and TOF MRA with selectively enhanced
angiography and minimal venous contamination. Spe-
cifically, a dynamic full flow compensation scheme
and a nonlinear subtraction method were proposed to
achieve the above objectives.

For noncontrast-enhanced MRA, the 3D TOF
method is most widely used for clinical exams for its
potential to image small, tortuous arteries noninva-
sively. TOF MRA creates a positive artery-tissue con-
trast as a result of the in-flowing arterial blood being
much less saturated than the static tissues. However,
the in-flowing blood will gradually become saturated
as it passes through the imaging slab, losing the

contrast especially for smaller vessels with slow flow.
There are several means to increase the contrast for
small arteries, including using magnetization transfer
contrast (MTC) radiofrequency (RF) pulse to suppress
tissue signal (23,24), multiple thinner slabs to reduce
saturation effect (25), TONE pulse for spatially varying
flip angle excitation (26), or acquiring an additional
flow dephased image and then subtract it from the
flow rephased image (16–20). The subtraction method
is of particular interest as it can greatly reduce or
even null the background tissue signal while retaining
high vessel signal. Furthermore, a common dilemma
for existing MRAV methods is the conflicting require-
ment on tissue signal, that TOF MRA requires low tis-
sue signal while SWI-based MRV requires high tissue
signal. This now can be perfectly addressed with our
interleaved double-echo MRAV sequence, as one can
have sufficient tissue signal for SWI using a proper
flip angle and have reduced tissue signal for MRA af-
ter subtraction.

The major drawback of the LS method is that as the
venous blood is also suppressed by the dephasing gra-
dients, vein-tissue contrast will become positive and
confounds the interpretation of the MRA results. Previ-
ous studies mainly focused on maximizing the artery-
tissue contrast, but failed to address such venous con-
tamination issue (16,17). Compared to LS methods,
the proposed NLS method is proven to be able to
enhance the artery-tissue contrast while suppressing
the venous-tissue contrast (Figs. 4–7). Self-weighted
NLS reduces the vein-tissue contrast by additionally
taking into account the signal intensity of both
rephased and dephased states, i.e., tissues have low

Figure 3. Simulation results of the subtraction signal DSls (a–c) and DSnls (d–f), with a ¼ 0.5 (a,d), 1 (b,e), and 1.5 (c,f),
respectively. The color gradients of NLS were scaled to match the range of LS.
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S � S’ but high S þ S’ while veins have high S-S’ but
low SþS’, and therefore both have similar S2 � S’2.

Apart from the linearity or nonlinearity, the weight-
ing factor a in the subtraction also alters the vessel-
tissue contrast by changing the DS distribution, as
demonstrated in Fig. 3. With a greater a factor, the LS
method indeed was able to enhance artery-tissue con-
trast by reducing tissue signal, but also further
enhanced the vein-tissue contrast (Fig. 6b). These
enhanced veins may be misinterpreted as small
arteries (Fig. 5) that have medium to low contrast due
to partial volume effects or steady-state saturation
effects. The vein-tissue contrast is minimized in NLS
due to the fact that both veins and tissues are of simi-
lar DSnls level, and the slight variation of tissue signal
between different a values does not significantly
change their contrast. Although using a ¼ 0.75 in LS
can also lead to minimal vein-tissue contrast, the
artery-tissue CNR is reduced by over 23% compared
to a ¼ 1.25 (Fig. 6b and Table 2). Note that there was
a large increase in CNR of LS with a ¼ 1.25. This was
because the tissue signal was completely subtracted

out since ab�1, thus the noise distribution changed
from Gaussian to Raleigh and resulted in a smaller
standard deviation. For NLS, in contrast, such varia-
tion in CNR is less than 3% between all a values, and
a around 1 is seen to sufficiently eliminate the vein-
tissue contrast (Fig. 6c and Table 2). We observed
such insensitivity of a in NLS results in all subjects.
This means that one simply needs to square the
rephased/dephased images and subtract them in
order to obtain clean, enhanced angiography.

To better demonstrate the MRA enhancing effects of
LS and NLS, we also collected low-dose CE TOF MRA
data for comparison. By using low-dose contrast
agent (5 cc), low flip angle (15�), and long TR (28
msec), the T1 shortening effect of the contrast agent is
mainly utilized to minimize saturation of the blood
signal so as to maximize TOF effects, rather than
using the steady-state T1 enhancement, as in full-
dose CE MRA. Although T1 weightings may still con-
tribute more or less to the enhanced blood signal,
such an effect is not strong, as evidenced by the lack
of most slow-flowing veins in Fig. 7d and the identical

Figure 4. Top row: single slice images
of (a) TOF images from the averaged FR
echoes, (b) SWI from Echo12, (c) FD
dark blood data from Echo22. Middle
row: LS results using (d) a ¼ 0.75, (e) a

¼ 1.00, and (f) a ¼ 1.25. Bottom row:
NLS results using (g) a ¼ 0.75, (h) a ¼
1.00, and (i) a ¼ 1.25. Black and white
arrows indicate two veins and one ar-
tery of interest; the thin black line indi-
cates the location at which the vessel
profiles are drawn for Fig. 6. The dis-
play window was the same among each
row, except for the SWI image, which
was individually adjusted.
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artery-tissue contrast between normal TOF and 5 cc
data in Fig. 7e. Were the T1 shortening effect strong,
veins would also have become visible and artery-tis-
sue contrast would be higher. By this means, one can
establish an upper baseline for maximal TOF effects
in arteries to compare the performance of LS and NLS

with. As shown in Fig. 7, arteries are enhanced in all
three results being compared. Most noticeably, NLS
seems to even outperform the CE TOF data by its
higher artery-tissue contrast (Figs. 7e, 8), extra reve-
lation of some small arteries (e.g., near the frontal
part), uniform background signal, and the lack of

Figure 5. Corresponding MIP (or mIP)
images of Fig. 4. The white and black
arrows in (d) indicate an artery and a
vein, respectively. All results shown
were projected over a 1–2-mm slab.

Figure 6. Normalized vessel profiles of a vein and an artery from (a) unprocessed FR (TOF) and FD (dark blood) data, (b) LS
processed data, (c) NLS processed data, and (d) comparison between LS and NLS. The arrows indicate the center of the vein,
which will not be seen in some cases due to reduced contrast with surrounding tissues. Quantification of contrast and CNR
are shown in Table 2. The diameter of this artery was �2 mm.
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veins or the contrast-enhanced choroid plexus. LS
offers similar artery-tissue contrast with NLS but also
lots of venous signal, making it very much like the
routine full-dose CE MRA data (data not shown). The
comparison confirms that the proposed self-weighted
NLS method is potentially capable of revealing the

maximal arterial TOF effect without the use of con-
trast agent. One thing worth mentioning is that due to
its fast flow, the superior sagittal sinus would also
appear bright in all methods compared (Fig. 7), albeit
it can be easily distinguished. Inferior sagittal sinus,
however, is only seen with contrast agent (Fig. 7d) but
not in TOF, LS, or NLS results.

Due to partial volume effects and blood flow veloc-
ity, it is expected that the CNRat may vary according
to artery sizes. Moreover, because squaring the image
in NLS will amplify the noise by twice the original sig-
nal intensity, SNRnls will have lower value than SNRls

(Fig. 2f vs. 2c) on a voxelwise basis. According to Fig.
8, CNRat becomes greater for larger vessels with all
methods, which is expected. Paired t-test results indi-
cate that CNRat of NLS is significantly greater than LS
for arteries larger than 1.5 mm (two-tailed P ¼ 0.046
and 0.035 for 1.5–2.0 mm and 2.0–2.5 mm groups,
respectively), while both have similar CNRat for those
smaller than 1.5 mm (P ¼ 0.126 and 0.395 for <1mm
and 1.0–1.5 mm groups, respectively). This indicates
that NLS results are similar to LS for small arteries,
but will significantly outperform LS for larger arteries
(Figs. 7, 8).

On the other hand, since veins have very low signal
while arteries still have high signal (provided compe-
tent flow rephasing) in SWI processed images, multi-
plying with the SWI processed magnitude mask may
also help suppress the veins in the LS results (10,27),
and we have also tested this method using the same
data we collected (results not shown). For large

Table 2

Vessel-Tissue Contrast of the Artery and the Vein Whose Profile Was Indicated by the Black Line in Fig.4a

Artery Vein

Contrast (%) CNR Contrast (%) CNR

TOF(FR) 28.3 5.5 -37.2 -7.2

LS (a¼0.75/1.00/1.25) 206.1/453.8/2493.3 17.8/17.8/23.2 -3.5/37.4/366.4 -0.3/1.5/3.4

NLS (a¼0.75/1.00/1.25) 255.4/389.4/680.8 15.5/15.6/15.2 -35.2/-20.0/12.6 -2.1/-0.8/0.3

Figure 7. MIP images of (a) TOF MRA, (b) LS, (c) NLS, and
(d) low-dose CE MRA with 5 cc gadopentetate dimeglumine.
(a–c) Collected with a single scan of the FR/FD interleaved
double-echo sequence before the use of contrast agent, and
a was 1 for both LS and NLS calculation. (e) Comparison of
the normalized profiles of one representative artery as shown
in (a), extracted from the corresponding single slice images.

Figure 8. Artery-tissue CNR of different artery size groups.
Two-tailed paired t-test results between LS and NLS are: P ¼
0.126 for <1 mm, P ¼ 0.395 for 1–1.5 mm, P ¼ 0.046 for
1.5–2 mm and P ¼ 0.035 for 2–2.5 mm.
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arteries, masking with SWI images also yielded very
high artery-tissue contrast and negative vein-tissue
contrast. Smaller arteries, on the other hand, were
not as equally enhanced as in LS or NLS, probably
due to the local signal variations and increased noise
caused by phase masking process. Another potential
drawback of this SWI masking method would be the
introduction of susceptibility artifacts commonly seen
in SWI images (11), which may suppress nearby
arteries due to signal dropout especially at the edge of
the brain. The SWI masking method may find itself
useful in full-dose CE MRA scans, in which both
arteries and veins display high values in the original
images, rendering both subtraction methods less
effective in reducing venous signals. By integrating
phase information, the SWI masking method may
have the potential to selectively suppress the veins
even with the presence of contrast agent.

The major drawback of the interleaved design of the
sequence is that it still requires approximately the
same total scan time as the separate acquisition of
both MRA and SWI data. However, compared to sepa-
rate acquisition of both MRA and SWI, our MRAV
method offers strictly aligned images for direct and
accurate comparison between the two vascular net-
works, and a selectively enhanced MRA map that sur-
passes any existing noncontrast-enhanced MRA or
MRAV methods. Also with proper adjustment in scan-
ning parameters, this method may have the potential
for MRAV imaging of proximal vessels such as the ca-
rotid arteries and the jugular veins in the neck.

In conclusion, we have proposed an FR/FD inter-
leaved double-echo MRAV sequence which for the first
time can provide both fully flow-compensated SWI
results and selective MRA enhancement in a single
scan, while maintaining a good balance between the
two contrast sets. Three different types of images, i.e.,
TOF MRA, SWI, and flow dephased, could be obtained
simultaneously with perfect alignment to each other
so that no realignment process is necessary. In con-
junction with NLS, one can obtain high-resolution
SWI and enhanced TOF MRA without the need for
contrast agent, and the process can be easily auto-
mated with minimal additional computational power.
NLS offers a clean TOF angiography free of venous
contamination as if acquired with minimal saturation
effects. For future works, the acquisition time may be
further reduced to provide whole brain coverage using
a segmented echo planar imaging (EPI) readout
approach (28) or compress sensing (29–31) since the
subtracted images contain highly sparse information
of arteries. Also, a TONE pulse may be implemented
with proper flip angle range to further improve the
enhanced MRA results while maintaining high SWI
contrast.
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Original Research

Robust Selective Signal Suppression Using
Binomial Off-Resonant Rectangular (BORR) Pulses

Yongquan Ye, PhD,1* Jiani Hu, PhD,1 and E. Mark Haacke, PhD1,2

Purpose: To study the selective signal suppression
capability of a binomial off-resonant rectangular (BORR)
radiofrequency pulse method.

Materials and Methods: The BORR pulse consists of
two consecutive rectangular pulses with a phase differ-
ence of p. The exact solution of the Bloch equations was
used to simulate its frequency response. The BORR pulse
was implemented in a gradient echo sequence and tested
on phantoms, the knee, and the breast.

Results: The frequency response of the BORR pulse
acquired on the phantom confirmed the theory. Broad
suppression bands ensured high suppression efficiency
and robustness in both in vitro and in vivo scans com-
pared with other saturation pulses.

Conclusion: The BORR pulse method provides a simple,
efficient, and robust selective signal suppression alterna-
tive for three-dimensional short TR (repetition time)
imaging.

Key Words: binomial RF pulse; chemical shift imaging;
selective suppression; off-resonance
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SEPARATING WATER AND fat signal is very important
for several MR clinical applications, such as the eval-
uation of traumatic or degenerative cartilaginous
lesions (1–3), detection and characterization of breast
cancer (4–6), and imaging the optic nerve especially in
the presence of a contrast agent (7,8). Apart from the
well-known methods of inversion recovery (9–12),
phase difference (13–15) and selective saturation
radiofrequency (RF) pulses (16–18), using the

frequency response of rectangular pulses (19) can
also have the potential for selective signal suppres-
sion. Joseph (20) analyzed the Fourier transform (FT)
of a rectangular refocusing pulse in a spin echo
sequence for its off-resonance frequency response
profile (FRP) and used it to suppress water or fat sig-
nal, and Morrell (21) proposed a binomial hard pulse
scheme to suppress on-resonant spins. Because the
function of selective signal suppression is carried out
by the refocusing pulse (20) or the excitation pulse
(21), such methods are potentially beneficial for short
repetition time (TR) fast imaging. However, the band-
width of the suppression band is rather narrow in
both approaches, posing several practical limitations,
including reduced suppression efficiency (20,21) espe-
cially for fat signal with multiple resonance peaks
(22–24), and reduced robustness against field inho-
mogeneity and/or frequency drift. This is the major
reason for the residual fat signal seen in both studies
by Josephs (20) and Morrell (21), and such residual
signal cannot be reduced by means of optimizing
scanning parameters.

In this study, we analyze the FRP of a pair of bino-
mial rectangular pulses with opposing phase (25)
using the rotation matrix representation. By properly
configuring the duration and frequency offset for the
RF pulses, it will be shown that one can obtain much
broader suppression bands and, as a result, very effi-
cient and robust signal suppression for water or fat.
We will refer to this method as the binomial off-reso-
nant rectangular (BORR) RF pulse. By integrating the
BORR pulse into a gradient refocused echo (GRE)
sequence, the theoretical FRP will be validated on
phantoms, and water–fat separated images will be
acquired on the knee and the breast to demonstrate
the feasibility and robustness of the method.

MATERIALS AND METHODS

Theory

Consider a rotating frame in a right handed system.
Figure 1 illustrates the spin precession model when
two rectangular pulses are applied consecutively
along þy and �y axis, each with duration t and fre-
quency offset Df. Assuming the initial magnetization
M(0) is in the equilibrium state along z-axis, it will
then precess around Beff-1 during the first pulse, with
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the precession cone passing through the z-axis and
precession angle the same as the angle u between
Beff-1 and z-axis. The magnetization M(t) by the end of
the first pulse can be determined as demonstrated in
the work by Gregory and Bain (19). During the second
pulse, however, the situation becomes more compli-
cated as the precession angle is no longer equal to u

and is dependent on the status of M(t). The full
expression of M(2t) will be given next. But for now
with a gedanken approach, one can come up with two
specific scenarios that can be of particular interest.
First, in the case of on-resonance, i.e., DB0 ¼0, Beff of
the two rectangular pulses will lie along the y-axis but
in opposite directions, and the magnetization will be
returned back to the z-axis after both pulses at 2t.
This means on-resonance spins will always contribute
null signal. This is the underlying principle in Mor-
rell’s work (21). Another scenario will be that M pre-
cesses around Beff one or multiple full cycles during
each sub-pulse and returns to z-axis at 2t. The sec-
ond scenario, as will be demonstrated below, is capa-
ble of offering much broader suppression bands.

To set the stage for this analysis, we denote the
normalized equilibrium magnetization as
M0¼ [MX,My,Mz]¼ [0,0,1]. During the application of
each RF pulse, which has the same frequency offset
Df (in Hz), the magnetization sees a Beff of:

Beff ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Df=�gþ DBÞ2 þ B2
1

�r
(1)

where DB is the local field inhomogeneity and B1 is
the RF field strength. Substituting Df=�gþ DB with
DB0, Beff can be simplified as:

Beff ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DB02 þB2

1

q
(2)

The angle u between Beff and the z-axis is:

u ¼
tan �1 B1=DB0ð Þ; DB0 > 0

p=2; DB0 ¼ 0
tan �1 B1=DB0ð Þ þ p; DB0 < 0

8<
: (3)

The frequency at which M precesses around Beff is:

V ¼ �gBeff ¼ �g

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DB0

2 þB2
1

q
(4)

The precession in Figure 1 can be written in the
form of a rotation matrix (26) as:

Mð2tÞ ¼RX �uð ÞRz �Vð ÞRX uð ÞRX uð ÞRz �Vtð ÞRX �uð ÞMð0Þ
(5)

where Rx and Rz are the rotation matrices around the
x- and z-axes (19,26), respectively. Ignoring relaxation
effects, the expanded expression for Eq. (5) can be
written as:

MXð2tÞ ¼ 2sin Vtð Þ 1� cos Vtð Þ½ �sin ucos2u

Myð2tÞ ¼ sin2 Vtð Þsin 2uð Þ=2� 1� cos Vtð Þ½ �2sin 4uð Þ=4
Mzð2tÞ ¼ 1� 1� cos Vtð Þ½ �2sin2 2uð Þ=2

(6)

Compared with the FRP expression of the single rec-
tangular pulse (19), the FRP of the BORR pulse is
much more complicated as it is highly nonlinearly de-
pendent on B1 and DB0 in terms of u and V. Therefore,
numerical simulation will be performed to directly
evaluate the FRP.

Simulation

Numerical simulation was performed based on Eqs.
(2–6) using Matlab (Mathworks, Natick, MA) to visual-
ize the FRP of the BORR pulse directly. Both water’s
and fat’s FRPs were simulated by setting the fre-
quency offset Df of the BORR pulse to the respective
on-resonance frequency at 3 Tesla (T) (i.e., 0 and
�460 Hz). The simulation assumed t¼1.28 ms and
B1¼3.06 mT/m (equivalent to an on-resonance 60

�

flip angle for each sub-pulse), with relaxation and
steady state effects neglected.

MR Sequence

The MR sequence was developed on the basis of a
three-dimensional (3D) GRE sequence by replacing
the original excitation pulse with the BORR pulse (Fig.
2), and was tested on a 3T Verio scanner (Siemens
Medical Solutions, Erlangen, Germany). Variables
include: the duration t, B1 field strength (determined
by choosing a nominal flip angle a) and frequency off-
set Df. TE (echo time) is defined as the interval
between the end of the BORR pulse and the echo cen-
ter, because the magnetization is manipulated contin-
uously throughout the BORR pulse and the total
tipping effect can only be determined after both sub-
pulses have been fully applied. We will denote this

Figure 1. Spin precession model during BORR pulse in a
right handed reference frame rotating at Larmor frequency.
The sub-pulses are applied along þy and �y axis consecu-
tively, both with the same amplitude of B1 and duration t.
Thus both Beff have the same amplitude and angle u relative
to z-axis. V is the angular precession rate, while DB0 is the
total field variance as the sum of field inhomogeneity DB and
the RF frequency offset Df.
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sequence as BORR-GRE to differentiate it from other
GRE sequences being tested.

Experimental

For phantom data, three vials containing 0.2% Gado-
linium (Gd) -doped water, 3% agar gel, and vegetable
oil were scanned. Corresponding T1 values were esti-
mated by determining the nulling TI with inversion re-
covery and dividing it by 0.69 and were found to be
approximately 80 ms, 780 ms, and 110 ms, respec-
tively. The BORR-GRE protocol for the phantom scans
was: TR/TE¼30/3 ms, field of view (FOV)¼120 � 67
mm2, voxel size¼0.6 � 0.6 � 3 mm3, t¼1.28 ms,
a¼8

�
, and Df¼ [�1000, 1000 Hz]. 101 volumes of

data at 20-Hz intervals were collected to produce an
outline of the FRP. For comparison, several routinely
used spectrally selective methods were also tested
with the normal 3D GRE sequence, including water/
fat saturation pulses (WS and FS) and water/fat exci-
tation pulses (WE and FE). The WS and FS pulses
were 5.12-ms Gaussian pulses on-resonant to water
and fat respectively, while WE and FE used a 2.56-ms
1–2-1 binomial spectral–spatial (SPSP) pulse with RF
phase cycling (27). All GRE scans used an excitation
flip angle of 2a, i.e., 16

�
, so as to match the total RF

power of the two 8
�

sub-pulses in BORR, but other-
wise the same scanning parameters as the BORR-
GRE sequence.

For the knee scans, four healthy volunteers (three
males; 25–31 years old) were imaged. Optimization of
the BORR-GRE sequence was first performed on two
volunteers to determine the optimal value for Df and
t. The other two volunteers then underwent BORR-
GRE scans using following parameters: TR/TE¼30/4
ms, FOV¼160 � 130 mm2, voxel size¼0.6 � 0.6 � 2
mm3, t¼1.5 ms, a¼8

�
, Df¼160 Hz for fat suppres-

sion and �760 Hz for water suppression. The 3D GRE
images with FS/WS/FE/WE preparatory pulses or
without preparatory pulses were acquired on the
other two volunteers using identical parameters to
BORR-GRE but with excitation flip angle of 16

�
.

For breast DCE imaging scans, three healthy volun-
teers (35–52 years old) underwent the scans, and one
of them had a benign fibroadenoma lesion in the right
breast. A dynamic scan with eight measurements of
the BORR-GRE sequence was performed, during

which gadopentetate dimeglumine (Magnevist, Sche-
ring, Germany) was injected at the beginning of the
second measurement with a 0.2 mmol/kg dosage. The
injection was performed with a power injector at a
rate of 2 mL/s and was followed by a 15-mL saline
flush. This dynamic BORR-GRE protocol used
FOV¼324 � 384 mm2 and a spatial resolution of 1 �
1 � 1.5 mm3, leading to a scanning time of 75 s per
measurement. Other parameters were the same as in
the knee scan. Also, dynamic FLASH data using the
Quick-Fatsat method (i.e., applying fat saturation
pulse every 10–20 TRs to shorten the scanning time)
to suppress fat signal were also acquired precontrast
for comparison.

All subjects provided written consents approved by
local Internal Review Board. The phantom and the
knee data were obtained using the product eight-
channel knee coil, and the breast DCE imaging data
were obtained using the product eight-channel breast
coil. The knee data were acquired sagittally with read-
out along the head-foot direction, whereas the breast
scans were collected using transverse imaging planes.
For all GRE and BORR-GRE scans, RF spoiling
through phase cycling (28) and GRAPPA (29) with 2�
acceleration factor was used.

RESULTS

The FRPs of the BORR pulse from both simulation
and phantom data are compared in Figure 3. With the
same t value, the FRPs from both simulation and
phantom data agreed with each other in terms of the
pattern of outline, on-resonance nulling frequency,
pass band, and suppression band center frequency
and bandwidth (see Table 1).

Figure 4 shows representative images to compare
the suppression performance between the BORR
pulse and those selective saturation/excitation meth-
ods. The BORR-GRE images were selected with RF
frequency offset Df¼�820 Hz to suppress water and
agar, or 340 Hz to suppress fat according to Table 1,
and it can be seen that only noise remained in the
suppressed samples. In comparison, residual signals
are seen in WE, WS, and FE images.

The knee data are similarly shown in Figure 5.
According to test scans on the first two volunteers,
the center frequency of suppression band was found

Figure 2. Diagram of the
BORR-GRE sequence. Both rec-
tangular sub-pulses have the
same flip angle a, frequency off-
set Df and duration t but oppo-
site phase. TE was defined as
the interval between the end of
the second RF pulse and the
center of the echo.
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to be slightly different from the phantom data, and
was 160 Hz for fat and �760 Hz for muscle. This can
be due to the fact that a large part of the body was
inside the magnet affecting the field distribution,
and/or the tissues have much more complicated
micro chemical and susceptibility environments than
phantom samples.

The breast DCE images are shown in Figure 6. The
signal time curves extracted from the lesion, normal

breast tissue, and fatty tissue (Fig. 6d) are very simi-
lar to those obtained using dynamic FLASH methods
(4). This is expected because BORR-GRE is essentially
a T1-weighted sequence. Compared with the FLASH
image with Quick-Fatsat (Fig. 6c), the BORR-GRE
images showed better suppressed fat signal, with the
fat-breast tissue signal ratio being only �13% versus
the �28% in the Quick-Fatsat image. With sufficiently
suppressed fat signal, it is not necessary to perform
subtraction between the post- and precontrast images
to visualize the lesion (4,30), which can be affected by
motion-induced errors.

DISCUSSION

By using binomial off-resonant rectangular pulses
with opposing phase, we have demonstrated a robust
and efficient method, namely the BORR pulse, for
selective signal excitation. Thanks to the much
broader off-resonant suppression bands, the BORR
pulse is capable of addressing the two major limita-
tions in water–fat separation, i.e., susceptibility to
field inhomogeneity and insufficient suppression (or
partial excitation) for unwanted signals.

Intuitively, by using two consecutive RF pulses with
opposing phase, one would expect that the two pulses
would negate each other. For the BORR pulse, this is
true and only true for on-resonant spins, as shown by
the central nulling point in the simulation (Fig. 3a)
and phantom data (Fig. 3b). On-resonant here means
the Larmor frequency of the spin being exactly the
same as the RF pulse frequency, thus the signal will
rapidly increase for spins with as little as �10 Hz shift
away from on-resonance (Fig. 3). Actually, this nulling
point has been proposed for fat suppression (21),
albeit very short duration (160 ms) was used on the
binomial hard pulses to make this nulling point into a
slightly broader nulling “band.” Nevertheless, using
this nulling point for fat suppression has several
major limitations. First, the narrow suppression
bandwidth makes the suppression highly susceptible
to field inhomogeneity (21). Second, it is not possible
to suppress fat signal effectively due to its multi-peak
signal contribution, as discussed in (22–24) and also
confirmed in Figure 3b, where the residual signal at
fat’s nulling point is very high (approximately 17.8%
of its maximal signal). Another important limitation of
their method (21) was that water signal was very low
regardless of the fact that they used a 60

�
flip angle

Table 1

On-Resonance Nulling Point Frequency, Pass band/Suppression band Bandwidth and Center Frequency From the Simulation and Phan-

tom Data in Figure 3

Nulling point

frequency (Hz)

Pass/suppression band

bandwidth (Hz)

Pass/suppression band

center frequency (Hz)

Simulation Phantom Simulation Phantom Simulation Phantom

Water 0 40 210/140 120/200 290/-770 360/-800

Fat �460 �540 210/140 140/160 �750/310 �830/340

Agar N/A �20 N/A 260/150 N/A 300/-860
*The bandpass is defined as that region within which the signal is maintained above 95% of the maximum while for the suppression band

the signal is below 5%.

Figure 3. a: Simulated FRPs of water (solid line) and fat
(dashed line) for 3T, with corresponding on-resonance fre-
quency of 0 and �460 Hz, respectively. b: FRPs of water (solid
line), agar gel (dotted line), and fat (dash line) from the phan-
tom data acquired at 3T. The flip angle a of each RF pulse was
8
�
. The vertical lines indicate the center of the suppression

bands of water (solid) and fat (dash), which were �770 Hz and
310 Hz in (a), or �820 Hz and 340 Hz in (b), respectively. t

was 1.28 ms for both simulation and phantom scans. The re-
sidual signals at the nulling points are 18, 10, and 45 for
water, agar gel and oil, respectively, while the signals at the
suppression band centers are all suppressed to noise level.
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(only equivalent to 13
�

of on-resonance excitation)
(21). It was because the water frequency was located
at the transition band (i.e. the rising portion to the
right of the nulling point) rather than the passband of
the FRP. As a result, the high RF energy applied was
inefficiently used, and may lead to high specific
absorption rate (SAR) of RF power for fast imaging
especially at high fields.

The proposed BORR pulse is not subject to such
problems because it uses off-resonant suppression
bands that are much broader. The condition for form-
ing this suppression band is that the magnetization
precesses about Beff for one cycle (or multiple cycles
for those suppression bands further off-resonant)
during each of the rectangular sub-pulses. As a
result, the magnetization is returned to the z-axis at
the end of BORR pulse as if not excited at all. This
reinstallation to the equilibrium state ensures the
highest level of suppression. Better yet, an exact 2p

precession around Beff is not required to maintain
high suppression efficiency. As demonstrated in
Figure 7, the magnetization precesses in opposite
directions with the same angular speed (determined
by Eq. (4) during each RF pulse). As a result, a pre-
cession moderately under (Fig. 7b) or over 2p (Fig. 7c)
during the first pulse will be largely compensated by a
similar amount of opposite precession during the sec-
ond pulse, returning the final magnetization M(2t)
close to z-axis. According to simulation, a 650 Hz var-
iation relative to the suppression band center results
in a highest residual signal of merely 3.2% (Fig. 7).
This is the underlying mechanism for forming the
broad suppression bands, which facilitate the meth-
od’s robustness against frequency variations from

various sources. One good example can be found by
looking at the FRPs of water and agar gel. Mixed with
Gd contrast agent, the water sample has a frequency
difference of approximately 60 Hz relative to the agar
gel (Table 1). High suppression rate cannot be
achieved for both samples with the routine FE and
WS methods (Fig. 4). However, the BORR pulse suc-
cessfully suppressed both samples down to noise level
(Fig. 4), as a large portion of their off-resonant sup-
pression bands overlap with each other (Fig. 3b). With
the advanced shimming techniques available in mod-
ern scanners, the frequency variation induced by field
inhomogeneity across the object (31) usually falls
within the suppression bandwidth range of the BORR
pulse and thus will not affect the signal suppression
efficiency.

The suppression is also rather insensitive to B1 var-
iations. Because the j�gDB0j value at the suppression
band center is greater than 300 Hz at 3T (Table 1)
while �gB1 is usually less than 65 Hz (i.e., 30

�
) for

small flip angles, small variations in B1 field will not
significantly change V and u, and the suppression
band’s center frequency and bandwidth will remain
largely unchanged.

Another major issue of fat signal suppression is the
signal contribution from fat’s multiple resonance
peaks. At 3T, the chemical shift between the nearest
two peaks located on either side of the main CH2 peak
is approximately 150 Hz (23). A narrow suppression
band such as that used in (20,21) can only suppress
the main CH2 peak, as evidenced by the high residual
signal of vegetable oil compared with water and agar
gel (Fig. 3b). With a suppression band that has 150–
200 Hz bandwidth, the main CH2 peak along with the
two neighboring peaks can be adequately suppressed.
This is confirmed by the completely nulled vegetable
oil signal at the suppression band center (Figs. 3 and

Figure 4. Phantom images acquired using BORR-GRE and
GRE using FS/WE/WS/FE methods or without (“Non Prep”).
The three vials contained vegetable oil (upper), 3% agar gel
(middle) and Gd doped water (lower). All images are dis-
played with the same window settings.

Figure 5. Knee images acquired using BORR-GRE and GRE
with FS/WE/WS/FE methods. All images are displayed with
the same window settings.

Binomial Off-Resonance RF for Water–Fat Separation 199



4). Also this very high suppression efficiency suggests
that, although the other three fatty peaks farther
away may not be suppressed, such as the olefinic
fatty acid peak located near the water’s resonance fre-
quency (23), their contribution can be considered
negligible.

For the pass band signal, on the other hand, it is
possible to achieve maximal signal which is only lim-
ited by steady state T1 saturation effects. Because the

spin precession during each sub-pulse is not in the
same direction, the tipping effects may not fully add
up for off-resonant spins; therefore, the BORR pulse
with two a sub-pulses yields slightly reduced signal
than a normal 2a excitation pulse, as can be seen by
comparing the BORR-GRE images and other GRE
images in Figures 4 and 5. To estimate the effective
flip angle at the pass band center, one can consider
the maximal signal takes place when Vt¼p.

Figure 6. Fat suppressed BORR-GRE breast DCE images acquired before (a) and after (b) contrast agent injection. c: Precon-
trast image of a dynamic FLASH sequence for comparison. d: Signal uptake curves at the lesion, normal breast tissue and
fatty tissue extracted from ROIs shown in (a). The signal ratio between fat and breast tissue (precontrast) is approximately
13% in (a) and 28% in (c).

Figure 7. Simulation of Mxy trajectories during the first (solid line) and second (dash line) RF pulse with �gDB0 of 760 Hz (a),
710 Hz (b), and 810 Hz (c) when t¼1.28 ms. a: Shows the case of an exact 2p precession around Beff during both pulses,
while (b) and (c) simulate precession slightly under or over 2p during each pulse. The final magnitude of Mxy (position indi-
cated with the triangles) is 0, 3.2% and 1.6% of the maximum, respectively. Arrows indicate the trajectory of Mxy.
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According to Eq. (6), Mxy(2t) will then lie along �y axis
and have the magnitude of sin(4u), thus having an
effective flip angle as 4u instead of 2a. Take for exam-
ple the parameter from the phantom experiment
where t¼1.28 ms and a¼8

�
, then �gB1 and �gDB0 are

17.36 Hz and 390 Hz, respectively, and u equals
2.55

�
. Therefore, the effective flip angle at the pass

band center is 4u¼10.2
�
, or 1.28a, which is less than

16
�
, or 2a, with a reduction of �36%. Based on the

signal intensity observed in the phantom and the
knee, and comparing with the corresponding GRE
images with nominal flip angle 2a (which may not
necessarily be 16

�
due to steady state effects), the

effective flip angle of the pass band signal of the
BORR pulse are then determined to be 1.48a, 1.88a,
and 1.12a for water, agar gel, and vegetable oil in the
phantom, and 1.58a for muscle and 1.02a for trabec-
ular marrow in the knee. Apart from the long T1 agar
gel in which steady state saturation effect is signifi-
cant in both BORR-GRE and GRE data, this result
matches the estimated pass band signal relative to
the nominal flip angle. However, such signal reduction
is much less than that in Morrell’s method (21), which
was approximately 74%. The high effective flip angle
in agar gel suggests the RF power efficiency is higher
when near steady state; thus, it is best to set 2a near
the Ernst angle of the tissue to be imaged. Therefore,
the BORR pulse can offer sufficient SNR without sig-
nificantly increased SAR level.

Due to the nonselective nature of the rectangular
RF pulse, currently the BORR pulse method only sup-
ports 3D imaging. However, this is not a major draw-
back for knee and breast imaging, because T1-
weighted imaging is most efficiently done in a 3D
mode for these body parts. With a properly selected
readout direction as we had used, the images can be
free from aliasing artifacts. Nevertheless, with the
capability of simultaneous excitation and, the BORR
pulse can find itself compatible to most short TR fast
imaging sequences such as GRE, FLASH, and SSFP to
achieve excellent selective imaging of water or fat at
similar or even faster scanning speeds. The BORR
pulse can be more appreciated at very high fields
such as 7T, where water/fat chemical shift is higher
and thus shorter t is required, which in turn facili-
tates broader suppression bands and faster scanning
speeds. On the other hand, our preliminary simula-
tion using Sinc pulse has suggested similar patterns
of off-resonant stopbands and passbands, and will be
the focus of our further study to improve the BORR
method to become spatially selective.

Finally, we will compare the working principle
between the BORR pulse and the SPSP pulse. An
SPSP pulse may comprise of 2 (32), 3 (27), or more
(33–35) RF pulses, and differs from our BORR pulse
in the following three aspects: (i) RF pulses can be
spatially selective; (ii) the tipping effect of the sub-
pulses is considered instantaneous; and (iii) the mag-
netization precesses freely around the z-axis between
RF pulses and different amounts of phase are devel-
oped according to the chemical shift property.
Although both methods are similar in that the sup-
pression is done by restoring the magnetization to z-

axis, the SPSP pulse uses the phase difference devel-
oped during the interval between RF pulses, while the
BORR pulse continuously modulates the magnetiza-
tion during the RF pulses. The phase and interval
between the SPSP sub-pulses must be carefully
adjusted to correctly tip the magnetization (35), other-
wise the suppression and excitation efficiency will be
reduced. Also, to achieve a broad suppression band,
more sub-pulses are needed for the SPSP method,
which in turn not only increases the duration of the
SPSP pulse, but also reduces the pass band signal
(27). In comparison, the simple implementation, high
suppression efficiency, and robustness of the BORR
pulse merit it free of such problems, except that only
3D image acquisition is supported due to its nonselec-
tive nature.

In conclusion, we have developed a simple and ro-
bust binomial rectangular RF pulse method for highly
effective and selective water/fat suppression. Both
phantom and in vivo data (on the knee and the breast)
were collected and were found to conform to theoreti-
cal prediction and simulation. By properly setting the
duration and frequency offset of the RF sub-pulses,
water or fat signal can be well suppressed down to
noise levels, and the suppression is robust and spa-
tially homogeneous thanks to the broad bandwidth of
the suppression band. Our binomial rectangular RF
pulse method may find itself useful in short TR 3D
fast imaging techniques, where good water or fat sup-
pression is difficult to achieve. The drawback of the
method is the slightly reduced pass band signal and
the nonselectiveness of the rectangular sub-pulses.
However, the effects of such limitations are not signifi-
cant when the BORR pulse is implemented in short
TR 3D fast imaging sequences such as GRE, FLASH
and SSFP.
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The development of functional brain magnetic resonance imaging (fMRI) has been a boon for neuroscientists
and radiologists alike. It provides for fundamental information on brain function and better diagnostic tools
to study disease. In this paper, we will review some of the early concepts in high resolution gradient echo im-
aging with a particular emphasis on susceptibility weighted imaging (SWI) and MR angiography (MRA). We
begin with the history of our own experience in this area, followed by a discussion of the role of high resolu-
tion in studying the vasculature of the brain and how this relates to the BOLD (blood oxygenation level de-
pendent) signal. We introduce the role of SWI and susceptibility mapping (SWIM) in fMRI and close with
recommendations for future high resolution experiments.
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Introduction

In the early 1990s, our research interests were in developing and
understanding 3D gradient echo imaging methods to study neurolog-
ical diseases. It would be no surprise to the reader that we were de-
lighted to see the early work from Seiji Ogawa at Bell Labs (Ogawa
et al., 1993) and Jack Belliveau and colleagues at MGH (Belliveau et
al., 1991) regarding the use of magnetic resonance imaging (MRI)
for functional MRI (fMRI) of the brain. The news came to our atten-
tion quickly, as we were then focusing on the effects of changes in
local fields in gradient echo imaging at Case Western Reserve Univer-
sity (CWRU) more as artifacts than as a useful tool. At that time, we
had interests in O17 imaging (Hopkins et al., 1988; Kwong et al., 1991)
), mqyeah@gmail.com (Y. Ye).
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using gradient echo imaging for brain function and Amos Hopkins, the
major instigator in this direction, became interested immediately in col-
laborating with people at MGH on the concept of fMRI with O17 imag-
ing. Some of the experiments done in this area showed that we could
see major changes in the pial veins between activation and resting
state (Frahm et al., 1993; Haacke et al., 1994; Lai et al., 1993), and that
the early explanation of diffusion as the source of signal change in
fMRI was likely not correct. This began what was then known as the
brain/vein debate.

It took some years later and a number of key papers to show that
the intravascular and extravascular effects, at least at 1.5 T, were the
major sources of signal change in fMRI. To demonstrate this, re-
searchers applied strong dephasing gradients and/or saturation
pulses to basically remove the arterial signal from the images and
then evaluated the fMRI response (Duong et al., 2003). After suppres-
sing blood flow, there was little fMRI response remaining, implicating
a major intravascular source. An example of the effect of saturation
pulses applied outside the slices of interest for a 3 T fMRI experiment
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Fig. 1. GE- (a, b) and SE-EPI (c, d) t-maps obtained without (a, c) and with (b, d) blood
saturation, showing a reduced BOLD response when blood signal is saturated. TE of GE-
and SE-EPI was 24 ms and 96 ms respectively. The blood saturation was done by plac-
ing two saturation bands above and below the imaging slab, and the visual stimulation
was 8 Hz flashing checkerboard with 30 s/30 s on/off block design.
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in the visual cortex is shown in Fig. 1. Clearly, there is a decrease in
the signal even for the gradient echo EPI sequence. It should be
noted that for the long TR experiments used for whole brain multi-
slice EPI, there is a strong inflow of fresh blood, which is referred to
Fig. 2. Activations in the primary motor cortex using a block design finger tapping paradigm
with voxel size of 1.75×1.75×2 mm3; (b) phase image from the same slice showing the mo
tropic voxels and a TE of 30 ms; (d) same as in (c) but with modified window level settings;
parameters for the 3D GRE sequence were: TR/TE=30/20 ms, flip angle=15°, BW=80 Hz/p
block was 96 s. The average signal change in GE-EPI activation (d) is about 0.8% with maxi
as “inflow BOLD enhancement” (Duong et al., 2003; Duyn et al.,
1994). By suppressing the signal from blood, the inflow BOLD en-
hancement effects are also suppressed, leaving only the extravascular
effects. During the last 20 years, many papers have been written
studying the role of intravascular and extravascular BOLD effects,
even up to today, especially since higher and higher field strengths
have become available and more and more signal is generated from
extravascular effects (Baudendistel et al., 1998; Boxerman et al.,
1995; Casciaro et al., 2008; Song et al., 2007; Ugurbil et al., 2000).

The role of high resolution

One of our goals has been to look for methods to increase resolu-
tion and yet keep imaging time reasonable. One early example of this
was partial Fourier imaging (Haacke et al., 1999; Xu and Haacke,
2001). This approach allowed us (and still does) to take an asymmet-
ric echo, keep flow compensation for short echoes, and collect many
points after the echo to maintain high resolution in the read direction.
We also focused on segmented EPI to improve speed for high resolu-
tion imaging (Haacke et al., 1986; Xu and Haacke, 2008). We believed
that new information awaited us structurally and functionally if we
could push resolution down to 100 μm. Today, high-field and parallel
imaging are re-opening the door to that goal. The group in Minnesota
pioneered this direction in the visual cortex by studying ocular dom-
inance columns with high resolution fMRI (Menon et al., 1997;
Yacoub et al., 2008). Of course, the most interesting approach would
be to create high resolution functional imaging with anatomical qual-
ities, whether it be vascular, metabolic, or brain function. No doubt
researchers in this field will continue to fine tune the MR microscope
to push these limits further and further in the future thanks to the
continued technical developments that lead to higher signal-to-
noise, faster imaging and better resolution.

Why high resolution? Evidently the workhorse for fMRI today re-
mains a low resolution scan with roughly 3 mm resolution in each di-
rection. The argument for this is that the signal-to-noise (SNR) has to
be high enough that one can detect changes in signal as small as 1%.
However, it depends on whether or not there is a scale invariant
. (a) Filtered 3D GRE images of single subtraction between activation and resting state,
tor cortex; (c) t-value map calculated from the GE-EPI data acquired using 3.5 mm iso-
(e) sagittal reformat of the 3D GE subtraction; and (f) sagittal MP-RAGE image. Imaging
ixel, 2× GRAPPA, resolution=0.875×0.875×2 mm3, Nz=64, acquisition time for each
mum of 3.5%, and the signal change in the 3D GRE data (e) is about 14%.

image of Fig.�2


Fig. 3. (a) MaxIP images of a normal TOF; (b) TOF with a fixed arterial saturation pulse; and (c) their subtraction image. The imaging parameters were: 0.5×0.5×0.5 mm3 isotropic
voxels, TR/TE=20/11 ms, flip angle=15°, and fully flow compensated. All MaxIP was done over 16 slices. Although most major vessels are suppressed, one can see some remnant
arterial/venous signal even with saturation. The reduced signal from the veins in this case actually leads to a poorer signal cancellation in the usual SWI data (not shown here)
which relies on having a strong intravascular component.
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response. For capillary structures, resolution is probably not impor-
tant. But what are we really seeing in current low resolution EPI
fMRI results? In 1999, Hoogenraad et al. (1999) showed that a very
high resolution gradient echo scan could be used to collect fMRI
data (albeit much more slowly than EPI) and then collapsed back to
the same low resolution as EPI and that the results were basically
the same. This suggests that the signal from the major veins still
plays a key role in the fMRI response even for low resolution imaging
(see Fig. 2).

As mentioned earlier, the only way to really remove the intravas-
cular effects is by saturation or dephasing or both, and in this way one
can be sure that the response being imaged is predominantly extra-
vascular. But saturation alone may not explain the fact that there re-
mains some signal from what appears to be the same location as
before in Fig. 1 but just reduced in amplitude. Consider the high res-
olution angiogram in Fig. 3. The role of saturation can be appreciated
in this figure and its effect is demonstrated by subtraction of the sat-
urated data from the unsaturated data (Fig. 3c). The second image
(Fig. 3b) shows that the signal from the arteries and veins is almost
isointense to the surrounding tissue but certainly not completely
nulled either due to T1 recovery. To remove any remnant effects
from the venous blood, one could then apply dephasing gradients.
This should null any remaining intravascular contribution to the sig-
nal (see also (Song et al., 1996) and Fig. 4). This was indeed the argu-
ment in the early brain/vein debate.
Fig. 4. (a) MRA MaxIP images acquired without dephasing gradients, and (b) MinIP images
even medullary veins are well suppressed. (c) is the result of subtracting (b) from (a), remov
over 16 slices of 0.5 mm thickness. In this subtraction both arteries and veins are evident alt
the signal from the veins is already suppressed because of their low T2* value.
The results in Fig. 2 however are very suggestive. They are identi-
cal in nature to the earlier results from Frahm et al. (1993), Haacke et
al. (1994), Lai et al. (1993), only acquired faster at 3 T. The unfiltered
EPI acquired with lower resolution show pretty much the same areas
of activation. The filtered EPI activation t-maps have lost the ability
for good spatial localization and show activation badly blurred over
that portion of the brain. Perhaps one of the best clinical applications
for these high resolution fMRI methods would be in the study of elo-
quent cortex when the neurosurgeon must operate on a tumor
(Baudelet et al., 2006; Hou et al., 2006; Sherman et al., 2011). Given
the results seen in the 3D data with complete visualization of the
brain, one wonders why this method has not been used more in the
last 20 years. Can we use high resolution gradient echo methods prac-
tically? To understand when this is possible, we need to first address
the role of vessel size.

The work by Cheng and Haacke (2001) tried to address this ques-
tion of scale variance more carefully, showing that the expected fMRI
response is scale invariant when the voxels are larger than the largest
veins, hence making EPI the method of choice after that point
(2×2×2 mm3 is probably large enough to meet that limit and
would provide far better spatial delineation than what people are
using today which is often just a broadly spread out inflow enhanced
vascular response). However, Haacke et al. (1994) and Cheng and
Haacke (2001) also showed that when the scale becomes on the
order of the vessel size and smaller, there will be a dramatic increase
acquired with dephasing gradients, with a VENC value of 0.94 cm/s. Both arteries and
ing most of the background tissues while accentuating the vessels. All MaxIP was done
hough the venous structures are not as bright as the arteries structures in part because

image of Fig.�3
image of Fig.�4
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in signal response. In fact, in Lai et al. (1993), the authors showed an
image from Duvernoy et al. (1981) showing the pial vein, venules and
capillaries, and commented that as resolution improves so will the
ability to localize the fMRI signal once the resolution is on the order
of the size of the vessel (vein) of interest. The general argument
against this has been that there is not enough SNR or temporal reso-
lution to collect the data at such high resolution (and Cheng and
Haacke's paper even suggests this to a point). However, this has all
changed with the advent of high fields such as 3 T and even more
so with 7 T, where very high SNR and very high resolution fMRI has
become viable. It is a testament to the progress made in MRI that
the picture from Duvernoy showing the pial veins, venules and capil-
laries has basically been replicated now with SWI filtered phase
(Haacke et al., 1995; Haacke and Reichenbach, 2011) and gradient
echo images at 7 T (Ge et al., 2008; Lee et al., 2010) and is beginning
to be seen at 3 T (Haacke and Reichenbach, 2011).

In the early days, much work went into suppressing the signal
from the veins (Duong et al., 2003; Glover et al., 1996). But now it
is possible to do what was alluded to in the work of Haacke et al.
(1994), image the small draining veins adjacent to the activated tis-
sue, especially if the goal is to do the neuroscience to understand
the sources of the local neural activity involved in activation. With
these high SNR, high resolution, rapid scanning methods, it should
be possible to begin to see local changes in venous oxygen saturation
(which is the underlying mechanism of BOLD effect) at the level of
medullary veins (several hundred microns) to perhaps even local
changes in venules (50 μm). It turns out that the optimal resolution
according to Cheng and Haacke is about four times larger than the
vessel volume. So a vein that is 250 μm could be seen and imaged
with a resolution of 500 μm (as it is now with SWI for example
(Belliveau et al., 1992; Haacke et al., 1997, 2004, 2009; Mittal et al.,
2009) or a vessel that is 50 μm could be seen with a resolution of
100 μm. Practically, the results are better than Cheng and Haacke had
anticipated. The 7 T data of today can already reveal venules with a res-
olution of 0.2×0.2×1 mm3 (Ge et al., 2008; Lee et al., 2010).We can ex-
pect to see many more publications in the future on high resolution
functional MRI using 3D gradient echo imaging techniques.

There are some practical issues that need to be dealtwith tomake im-
aging with high resolution more attractive. One of these is scanning time
and the other is SNR. To cover the entire brain at 3 T with 64 2 mm thick
slices and an in-plane resolution of 0.5 mm×0.5 mm will take about
5 min. Keeping a single activation task running for 5 min is not easy and
then of course another 5 min to obtain the resting state images. However,
with the marriage of parallel imaging and segmented echo-planar imag-
ing, we anticipate this time being reduced to one and a half minutes. Re-
ducing the resolution slightly to 1 mm×1mm×2mm would further
reduce the time by about 30 s. Now this allows for a more conventional
block design of 30 s activation and 30 s resting for five cycles, allowing
the entire 3D scan to take place in just 5 min. This is similar to current im-
aging times in most fMRI experiments.

High resolution MR angiography: the role of saturation and
dephasing

Before we address the practical issue of high resolution fMRI with
3D gradient echo imaging and SWI, it is important to understand
what is possible on the MR angiography side from the perspective
of collecting high resolution data, enhancing contrast, and nulling sig-
nal from blood. In fMRI with EPI, one gets excellent intravascular sig-
nal contributions thanks to the inflow enhancement from the arterial
side and hence venous signal. But with gradient echo imaging, blood
signal will be suppressed with respect to gray matter due to blood's
longer T1. One can do MRA both with and without contrast agent to
best enhance the vascular signal and more importantly, the contrast
between vessels and surrounding tissue. Recall that if the vascular
signal is too low, the enhancement from the intravascular BOLD effect
will be minimized. Fig. 3 and particularly Fig. 4 show the capability of
high resolution imaging in mapping out not just the major arteries
but also, most importantly, smaller branches that are the basic source
of blood supply to the tissue.

These images can be further improved by using a magnetization
transfer contrast (MTC) pulse, using a saturation band, dephasing
the signal from the moving spins, or other means to suppress the
background. Consider the use of MTC as a first approach. The problem
with MTC is that it lengthens the scan time and increases the specific
absorption rate (SAR) making it less desirable to use at high magnetic
fields. A second approach is to perform two scans: one with high ves-
sel signal and the other with low signal and subtract them. One can
use saturation bands to suppress the arterial signal or venous signal
by saturating the inflowing blood, or use a strong set of bipolar gradi-
ents to dephase moving spins in both arteries and veins. The advan-
tage of the bipolar gradients over saturation bands is that it
suppresses fast flowing blood, requires no SAR increases and can be
acquired in an interleaved TR manner (i.e., one TR with dephasing
and the next TR without) without interfering with equilibrium of
the magnetization and without suffering from misregistration arti-
facts. The VENC concept in flow quantification methods (Haacke et
al., 1999) can be used to describe the dephasing effects, that flowing
blood with a velocity higher than the VENC value will be dephased.
Setting the VENC values to about 1 cm/s or less should do a reason-
ably good job dephasing laminar flow even for small vessels (250 to
500 μm sized arteries and veins). The disadvantage is that it still re-
quires twice the time (except in some special double or triple echo se-
quence designs (Kimura et al., 2009)), and both arteries and veins
will be shown in the subtracted images. Fig. 4a shows an example
of the usual arterial inflow effects, Fig. 4b a MinIP image showing
that most vessels are dephased, and Fig. 4c the subtraction of Fig. 4b
from 4a. As a side note, those in the fMRI field often quote a b-value
rather than the VENC value. However, the bipolar gradients are not
being used as diffusion gradients, nor is the diffusion effect the under-
lying mechanism for signal suppression here. Therefore, we have
used the more conventional nomenclature from MR angiography of
VENC value above which aliasing occurs. With a pair of bipolar rect-
angular gradients, for simplicity, one can relate the VENC value to
the b-value via VENC=π/(6bτ)1/2 (since VENC=π/(2γGτ2) and
b=2γ2G2τ3/3), where τ is the duration of one gradient lobe. So, for
example, if the applied gradient is 25 mT/m with 5 ms duration,
then b=3.73 s/mm2 and VENC=0.94 cm/s. Since the peak flows in
pial veins is on the order of 1–4 cm/s, one can expect their signal to
be fully suppressed with a VENC of 0.94 cm/s.

As a fourth approach, a contrast agent can be used to enhance ves-
sel signal throughout the brain without being concerned about satu-
ration effects even for slower flowing blood in small vessels. The
challenge in imaging the vessels in vivo is to strive to mimic the ex-
ample of the arteries from Salamon (1971) as shown in Fig. 5a. In
this sagittal view, one can see the radial branching of the arteries
into the brain. Many of the major arteries that are a few millimeters
in size bifurcate into arteries that are perhaps only 100 to 200 μm in
size. These in turn branch into vessels only a few dozen microns in
size and these finally to the capillaries. Using the high resolution
MRA approach with contrast agent injection yields the comparative
results shown in Fig. 5b. Although no dephasing example has been
used to subtract away the remaining background tissue, there is still
clear evidence of small arteries in these images that are approaching
100 to 200 μm in size. A key component in understanding the role of
the vasculature in BOLD imaging is to be able to map out the arteries
and veins separately. Further, since a major component of the BOLD
signal comes from intravascular effects, the use of a T1 reducing con-
trast agent to increase the venous signal should in principle lead to an
improvement in the BOLD response.

The thrust for high resolution MR angiographic approaches is not
just to better understand the vascular structure and source of vascular



Fig. 5. (a) High resolution radiographic image of the arteries obtained by injecting
radio-opaque dye in a cadaver brain within a few hours after death (Salamon, 1971).
(b) A representative sagittal MaxIP image from a high resolution MRA dataset acquired
in a transverse plane post-contrast with a voxel size of 0.25×0.5×0.5 mm3 and then
reformatted to match this saggital view. Note the radial pattern of the arteries into
the thalamus and surrounding regions. Many very small vessels can be seen on the
order of only a few hundred microns. No subtraction was performed here.

Fig. 6. An MRA MaxIP image (a) and SWI MinIP image (b) from the same data set with
a 0.5×0.5×1 mm3 voxel size. The original data was acquired using a single echo GRE
sequence with TR/TE=30/20 ms. Prior to the SWI MinIP processing, a two-slice sliding
window averaging along the slice direction was done to enhance the phase effect.
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signal, but also to consider the novel approach of using the arterial
signal as a means to study inflow changes induced by the activation
state. This has been considered in the past for arterial spin labeling
applications in fMRI (Detre and Wang, 2002; Obata et al., 2004) and
more recently for task induced arterial inflow changes (Kang et al.,
2010). Being able to analyze the inflow as well as cerebral blood re-
serve (such as CBV and CBF) may serve as a bridge to connect arterial
input and venous BOLD effects, as well as to understand the underly-
ing vasculature basis for the significant inter-individual variation
commonly seen in BOLD fMRI.

Susceptibility weighted imaging (SWI)

Throughout this early period our interest was to understand BOLD
imaging by studying the veins. This focus eventually led to pushing
the resolution limits until, in 1997 (Reichenbach et al., 1997), we
came up with the concept of susceptibility weighted imaging (SWI).
One of the key participants in this work was Jurgen Reichenbach, then
a post-doctoral fellow in St. Louis, Missouri at theMallinckrodt Institute
of Radiology (he is now a full Professor running his own imaging labo-
ratory at the Friedrich-Schiller Universitat in Jena, Germany). Other re-
searchers who were involved at this time included Song Lai (Lai et al.,
1993) and Frank Hoogenraad (Hoogenraad et al., 1999). Although the
precursor to this had been a paper in 1995 studying the susceptibility
effects that could be visualizedwith phase (Haacke et al., 1995), the po-
tential clinical applications started first with SWI. During the next ten
years, we saw SWI show its value in a wide-ranging set of conditions
such as aging, multiple sclerosis, stroke, trauma and tumors (Mittal et
al., 2009). In 1997, we used phase for both flow and susceptibility to
study changes in oxygen saturation in fMRI experiments using a
method we referred to as SAIF for susceptibility and interleaved
flow imaging (Haacke et al., 1997).

In the late 1990s, we proposed that multi-echo fMRI (Barth et al.,
1999) would be of interest and would serve as a new tool to investi-
gate the echo time dependence of the BOLD response and how it led
to different spatial response patterns. In that work, we also evaluated
phase data showing that phase could serve as a good marker for sus-
ceptibility (oxygen saturation) changes in fMRI. In 1995 (Haacke et
al., 1995), 1997 (Haacke et al., 1997; Reichenbach et al., 1997), and
in 2004 (Haacke et al., 2004), we published again with an effort to
push the SWI filtered phase as a useful tool in itself. We have also
used the phase as a means to map the primary motor cortex as the
iron content in the gray matter is quite high in this region and the
phase images give excellent gray matter/white matter contrast
there (Ogg et al., 1999). More recently, there has been increased in-
terest and attention paid to phase in fMRI (Rowe and Haacke, 2009;
Rowe and Logan, 2004). The final thrust in this direction is an inter-
esting return to quantifying oxygen saturation using susceptibility
mapping (de Rochefort et al., 2008; Haacke et al., 2010) or it has
also been called susceptometry (Fernandez-Seara et al., 2006). Per-
haps one day direct measurements of changes in oxygen saturation
at the level of the smallest veins will be a viable means to study
local neural responses.

Practically, SWI has been used to create exquisite images of the veins
without contrast agent. The standard clinical approaches use a resolu-
tion of 0.5×1.0×2 mm3 or when there is time 0.5×0.5×2 mm3. The
usual TE, TR and flip angle values at 3 T are 20 ms, 30 ms and 15°. Band-
width is kept low at around 100 Hz/pixel to keep signal-to-noise high.
With parallel imaging, whole brain coverage for the lower resolution
of 0.5×1.0×2 mm3 takes only 3 to 4 min. An example of a processed
MRA/SWI data set at 3 T is shown in Fig. 6. Until recently, only one
echo was used with SWI scans, but there are now a number of papers
extolling the virtues of multiple echo SWI with the idea that the first
echo can be used for MRA (Barnes and Haacke, 2009b; Deistung et al.,
2009; Du and Jin, 2008; Haacke and Reichenbach, 2011), the second
for SWI and the combination for T2*. Here the small medullary veins
are clearly seen in the MinIP images for SWI. With sufficient resolution,
phase can bemeasured in the small veins and is, of course, proportional
to the susceptibility, which, in turn, is proportional to the deoxyhemo-
globin content. Phase itself has been used to measure changes in flow
indirectly through changes in oxygen saturation in traumatic brain inju-
ry studies (Shen et al., 2007) and more recently in stroke (Li et al.,
2011b). But because phase is non-local and depends on the geometry
of the source and the location of the object relative to the main field, a
direct measure of the venous susceptibility would bemore appropriate.
Hence, our closing section will be about the use of susceptibility map-
ping to measure oxygen saturation (Barnes and Haacke, 2009a; Li et
al., 2011a; Reichenbach et al., 1997).

Susceptibility weighted imaging and mapping (SWIM) and oxygen
saturation maps

The ability to map oxygen saturation may help develop the potential
of high resolution SWI as ameans to detect local BOLD changes, especially

image of Fig.�5
image of Fig.�6


928 E.M. Haacke, Y. Ye / NeuroImage 62 (2012) 923–929
at highfields. The presence of local changes in susceptibility causes a local
change inmagnetic field inside the object and a non-local change outside
the object of interest. The phase inside the object is a constant while the
change outside decays as 1/r2 for a cylinder and 1/r3 for a sphere. These
non-local phases are generally unwelcomed. SWI usually emphasizes
phase of one sign and uses this to enhance the magnitude image
(Reichenbach et al., 1997; Xu and Haacke, 2006).

As alluded to earlier, the phase itself is of great interest. It has been
used for contrast between white matter and gray matter (Haacke et
al., 1995, 1999; Ogg et al., 1999; Shmueli et al., 2009) and today for
contrast between a variety of structures in the brain and throughout
the body. It offers the potential to study everything from vessel wall
to even imaging nerves (Haacke et al., 1999). The problem with
phase is that it is a non-local manifestation of the magnetic field.
However, this very non-local behavior contains everything we need
to predict the inherent local susceptibility source (Deville et al.,
1979; Haacke et al., 2010; Salomir et al., 2003). This has garnered
great interest in the last few years to create a quantitative susceptibil-
ity map (QSM) of the tissue (de Rochefort et al., 2008; Liu et al., 2009;
Marques and Bowtell, 2008; Salomir et al., 2003) for the study of
brain iron and oxygen saturation. The latter is possible because the
resulting field inside the veins is directly related to the hematocrit
and the local oxygen saturation. Therefore, a QSM (or as we refer to
it, SWIM) analysis can provide, in practice, a relative oxygen satura-
tion map of the major veins in the body. When the hematocrit is
known, the absolute oxygen saturation can be found (Barnes and
Haacke, 2009b; Haacke and Reichenbach, 2011). With such a map,
one could, in principle, open a new means to study fMRI by directly
monitoring changes in oxygen saturation.

As a means to demonstrate a systemic BOLD effect, we scanned a
subject with and without caffeine. The patient ingested a 200 mg
NoDoze pill and then was scanned over a 30 min period. The SWI
MinIP images are shown in Figs. 7a and b, and the SWIMMaxIP images
are shown in Figs. 7c and d, both before and after caffeine intake.
Fig. 7. Using susceptibility to monitor system changes in oxygen saturation. The SWI/
SWIM results before (a, c) and after (b, d) 200 mg caffeine intake (one NoDoz pill)
show significant systemic susceptibility changes in the veins, suggesting a correspond-
ing change in oxygenation saturation. In the future, these types of SWIM images may
provide a source of monitoring activation in high resolution, high field fMRI studies.
Although the SWI projections are qualitatively exquisite images, the
QSM or SWIM projections are quantitative in nature. Despite the fact
that the hematocrit is not known, a measurement of the venous signal
changes normalized to the pre-caffeine data provides an accurate mea-
sure of the percent change in oxygen saturation and is independent of
the hematocrit. It is very difficult to measure BOLD changes in the pa-
renchyma since the blood volume fraction is so small and the BOLD
changes are small, but this is not a problem in the major veins
(Sedlacik et al., 2008). Even changes in the medullary veins are visible
in Figs. 7c and d. Perhaps this new approach will open the door to
using the veins as the major source of functional activity in the future
rather than trying to discard the venous information.

Summary and conclusions

With the advent of high fields, it is now possible to image the vascu-
lature of the brain with high resolution rapidly. Having the ability do to
so provide a means to understand better the flow and function of the
vasculature system and tomodel the vascular system for any individual.
In return, modeling the system can predict what we expect to see from
an activated to resting state (Marques and Bowtell, 2008). Thiswill sure-
ly lead to a better understanding of why different individuals respond
differently to specific stimuli, and certainly to separating out structural
effects from real functional effects. Along these lines, we would recom-
mend that all fMRI experiments that collect T1 weighted images for an-
atomical information also collect a high resolution SWI scan to monitor
the venous vasculature in the activated regions of interest.

Further, imaging with high resolution may herald the day when
complicated statistical analysis will no longer be needed as rapid 3D
scanning during a single activated and resting state may allow for
simple subtractions to be used to monitor changes in the vascular sys-
tem. When resolution becomes so high that individual local veins
draining the activated region can be discerned, the percent change
in fMRI experiments can jump to as high as 30% (Cheng and Haacke,
2001; Haacke et al., 1994; Lai et al., 1993).
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