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1 Introduction

In this report, we summarize two attempts to ascertain whether struc-
ture arises in Hopfield brain models subject to learning. Brains func-
tion through a process whereby neurons “fire” in response to a stimulus,
that firing then induces other neurons to “fire,” resulting in a cascade of
information. The growth and formation of the brain structures is gov-
erned by genetic information and implemented in each organism (includ-
ing humans) in an environment of proteins and enzymes. However, the
equivalent of a schematic or wiring diagram at the level of individual neu-
rons does not exist, and indeed, it is believed that brains are continually
rewiring in the process of learning.

Implementation of the genetic code specifies the types and number
of neurons as well as the general patterns of connections, but leaves the
details of neuronal wiring up to the adaptive processes of development.
It is generally presumed that the acquisition of complex skills, such as
speech, vision and movement, achieved with a little supervision during the
first years of life, is due to adaptive processes of neuronal re-organization
and synapse strengthening and reconnection operating within and upon
the existing processing structures|2].

To say the least, the brain is an extremely complex system, and after
a century of work we have a basic understanding of the complex processes
within a single neuron and the biophysical chemistry of synapses [1, 24,
48, 49]. However, the dynamics of how a functioning network of neurons
lead to memory gain and loss, behavior, consciousness, creativity or any of
the byproducts of the brain, are still poorly understood. To wit, the brain
has about 40 billion neurons each having at least 1,000 but as many as
10,000 synapses, for a total of about 30 trillion synapses. Neurons are the
key component and computational unit of the brain, organized into the
several regions of the brain. The cerebral cortex [4] is the structure in the
brain that plays a key role in memory, attention, perceptual awareness,
thought, language and consciousness. It is pretty well accepted that the
cortex is relatively uniform in appearance and structure [32]. That is, the
area for seeing, the occipital lobe, does not have a drastically different
structure from the region for hearing, the temporal lobe. What differs is
which organ each region connects to; therefore, there should be a common
algorithm for all signals (inputs), independent of any particular function or
sense, and this algorithm should be as simple as possible. This is because
despite its complexity, the brain has to function and react at time scales
less than a second. These limitations on the speed of the chemical and
electrical reactions in the brain suggest that its storage and retrieval must
be as simple and efficient as possible. Desirable models for the brain
should have great speed and possibly parallel structure, be robust, have
plasticity (the ability to change or adapt), deal with complexity, but most
importantly, be as simple as possible.

The brain does not compute the answers to problems; instead, it re-
trieves the answers from memory stored in the neurons. For example the
brain does not compute 242, but remembers that it is 4. This is very
similar to how mathematical models called neural networks work. These
networks can learn patterns, store them and then retrieve them. The use



of models that borrow some of the procedures from biology, but are not
bogged down by the actual size of the brain, or all the intricate chemical
and physical properties, may shed some light on how we learn. They may
one day help answer the question that drives computational neuroscien-
tists: How can an incomplete description (inputs to our brain), encoded
within neural states, be sufficient to direct the survival and successful
adaptive behavior of a living system [4]7

Many of the computational abilities of the brain, such as learning
and memory retention, are a result of the modification of the efficacy of
the synapse response [20]. Learning is the acquisition of new knowledge
and skills while memory is the storing, retention, and retrieval of what
has been learned. During the learning process, the weights connecting
the neurons are altered; some are strengthened while some are weakened.
The connections between the neurons give the network its structure. As
the weights change, the structure of the network changes.

If we understand what algorithm the brain uses to learn, we would be
able infer things about artificial intelligence, the process of machine learn-
ing. Algorithms that can reproduce the computational properties of the
brain can help us understand how these properties may arise. We would
be able to make models that predict human behavior such as addictions
and reactions to certain inputs, how people learn, or why they learn cer-
tain things quickly and easily, but other learning comes with difficulty, if
at all.

Hawkins and Blakeskee [18] hypothesize that the brain has evolved
many hierarchical structures in order to manage the complexity of ac-
complishing both learning and memory formation. The main goal of this
project is to examine different learning schemes, such as Hebbian learn-
ing, and investigate how they result in a restructuring of the connections
between neurons. We postulate that a brain structure, established early
in the life of the organism, is modified by the way the connections evolve
during learning, causing this hierarchical arrangement to emerge. It is
plausible, then, that the brain arranges the connections between neurons
hierarchically as a result of the way it learns.

First we will further define the concept of hierarchy. Then we will look
at how neuronal states can be modeled by neural networks and how those
network change as they are trained on data. We also define how we will
use graph theory to represent the networks and graph theory measures
to distinguish the networks. We then discuss how we implement various
learning algorithms in the networks, and how changes in hierarchy are
tracked using data mining techniques. We present the issue of using of a
threshold to convert networks to graphs, and how it affects our results.

Complex systems with complex behaviors, like the brain with all its
processes, can emerge from the simple interactions of simpler components
(neurons) [22]. Through the interplay of the relatively simple and homo-
geneous neurons, the brain is able to store and retrieve stable memories,
make categorical generalizations and adapt in novel situations. Emer-
gence of these computational capabilities from the collective behavior of a
large number of simple precessing elements has been modeled by Hopfield,
Carpenter and Grossberg [22, 21, 23, 14].

Hopfield’s brain models used neurons with elementary properties and



networks with little structure, nonetheless, computation properties emerged,
allowing the networks to correctly recall memories and resolve ambiguities
with the capacity for some generalization and time ordering of memories
[22]. Carpenter and Grossberg used network dynamics to learn recogni-
tion categories and observed in their network an architecture that self-
organized and self-stabilized, illustrating that “the whole is much greater
than the sum of its parts both in human experience and in self-organizing
model” [14]. They found the emergent properties of parallel network inter-
actions allowed for novel inputs to recall a category by learning invariant
properties of the familiar exemplars of that category.

1.1 Hierarchy

According to Hawkins, in a hierarchical system, some elements are in an
abstract sense “above” and “below” others [18]. There is a concept of
levels and elements are ranked or sorted into levels where information
propagates up or down these levels sequentially. What makes one region
“higher” or “lower” than another is how they connect to one another.
The region with the initial input is considered the lowest level. Data
then propagates up the hierarchy to other regions. There is a flow of
information from the lower neuron to the higher ones. There can also be
lateral connections between neurons on the same level. For example, in
the brain the lowest region in the hierarchy could be the primary sensory
area, called V1, where information from the senses first arrives in the
cortex. V1 then feeds information to other regions such as V2 and V4,
and those regions connect to the top region, IT[18].

Hierarchy is found not only in the brain, but virtually all complex
systems including social networks, power grids, and the Internet. The
universal advantage of such hierarchical forms is that they are efficient
and robust against disruptions that might threaten the goal of the sys-
tem. That so many systems naturally evolve into a hierarchical structure
seems to be more than a coincidence, indicating that for many complex
interactions, a hierarchical system may be optimal [7, 35].

~
ARR

Figure 1.1: Hierarchy

Figure 1.1 shows an example of a hierarchical structure. In this type of
structure, nodes of a higher level have access to more neurons than those
from lower levels. There is a convergence of information in the higher
levels. In the brain the lower neurons might receive visual information
from seeing a dog over the observation period. Each neuron would receive



vastly changing signals from individual receptors on the eye. Neurons
higher in the hierarchy would be fed this data and recognize they are
looking at tails, fur, paws, while the neurons above those would recognize
back, head, leg and finally the top one would recognize dog. This hierarchy
allows for something as complex a recognizing a dog to be possible. How
we model hierarchy is explained further in section 4.1.

1.2 McCulloch and Pitts Model and Hopfield Net-
works

There are several different types of neurons arranged in the spatial network
in a brain. These neurons consist of a cell body, several dendrites, and
an axon, and are classified, at least partly, by geometric structure and
complexity. Communication between neurons occurring at synapses is
due to two types of activity: electrical, most notably due to the action
potential, a wave of potential change that propagates along the dendrites
and axons; and chemically, with release of neurotransmitters and ions at
synapses. These processes are complex, and it is possible that nuances
in them may modulate brain activity and memory. For the purposes of
studying the behavior of networks, it is impractical, if not impossible, to
describe these details, and we do not attempt to do so. We model the brain
by a moderately large set of neurons with discrete states (“on” and “off”,
or “firing” and “resting”). We assume that any neuron contributes to the
activation of any other by superposition, subject to a threshold. Learning
is the modification of the interaction weights and the synaptic thresholds.
An event for this brain is a sequence of neural states for discrete times,
starting from a given state, and stimulated by a sequence of input states
to a small fraction of the neurons. During an event, the weights will
change. Learning has the effect of making the neural states resulting from
the same starting state and the same stimulus to be different for a brain
that has undergone some learning process and one which has not.

Donald O. Hebb formulated a theory stating that synaptic plasticity
results from the simultaneous (or immediately successive) activation of
presynaptic and postsynaptic neurons [19]. That is, repeated and persis-
tent stimulation of both neurons increases the strength of their synaptic
connection. As a result, if one is activated, the other is likely to activate
as well. This has come to be described by the rubric “Neurons that fire
together wire together” [19]. Synaptic strengths are also weakened as a
result of their disuse, that is, “If you dont use it you lose it.”

A simple iconic example of Hebbian learning can be seen in the condi-
tioning of Pavlovs dog (Figure 1.2). Suppose the dog has three neurons,
A, B and C, for which the sight of food is enough to excite neuron C,
which in turn excites neuron B and causes salivation. Also suppose that
in the absence of food, sound from a ringing bell excites neuron A but
does not excite neuron B. Then applying simultaneous sight and sound
stimulation causes salivation and may increase a putative connection be-
tween neuron A and B. After repeated simultaneous stimulation the sound
of the bell may induce salivation without the sight of any food. The dog
is now conditioned (hardwired) so that the response to the bell and the
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Figure 1.2: Three neurons learning

response to the food are closely related [16, 34]. Note that the essence of
this conditioning response is that “neurons” A and B fire together, and
became “connected” in terms of their responses.

McCulloch and Pitts proposed a simple model of the interactions of
neurons as a response to the stimulus of connecting neurons and whether
the stimulus exceeds a threshold, 7; . It is a discrete time neuron network
model that assigns to neuron j the states of “on” (s;(t) = 1) or “off”
(s;j(t) = 0) depending on the state at the previous time ¢t — 1 and on
inputs to certain “sensory” neurons. That is, the state of neuron j, s; ,
at time ¢ is a function of the states of all the neurons at that connect to
it at time t — 1. We model the behavior of the network by

s;(t)=H <Zwi,j(t —Dsi(t—1) — Tj> , (1.1)

where H is the Heaviside function,

H(m)={ (1) iig’ (1.2)

and the weight w; ;(¢) represents the strengths of the synapse connecting
neuron ¢ to neuron j at time ¢, and 7; is the threshold for neuron j.

In this model, memory is associated with the weight matrix w;.;(¢)
and learning is a process by which wj; ;(¢) changes dependent on previous
w;,;(t — 1) values and previous neuronal states.

w5 () = f(ws;(t —1),s:(t —1),s;(t —1)). (1.3)

The goal of most neural networks is to find the optimal weights so as to
learn patterns, classify or cluster data, make predictions, and correct for



missing or corrupt data [39, 42]. The Hopfield network is based on the idea
that memory is associative. We associate names with faces or countries
with locations [17]. Hopfield networks change by Hebbian learning; that
is, if neurons are on at the same time the connection (weight) is strength-
ened. One starts out with a fixed given set of p patterns, (¢!,£2,...¢P)
input to our neurons. The Hopfield Network assumes the patterns are the
minimum of the energy function defined by

— ' Wz (1.4)

W=—% &))" (1.5)

Here £* is a vector of zeros and ones, and the domain of E are the pos-
sible patterns we can have [4, 20]. Basically the weight matrix that has
“learned” the patterns (£',€2,...€P) is the linear combinations of the
outer products of these pattern vectors. It is called the covariance ma-
trix, and is symmetric. We explore learning algorithms in section 5.

1.3 Graph Theory

In order to determine whether learning results in a change of the hierar-
chical structure we must quantify hierarchy. Figure 1.3 shows an example
of a tree and a random network. A tree is clearly hierarchical while a
random network is not.

We use graph theory to represent brain models. A graph, G =<
V,E >, is a set of vertices, V', some pairs of which are connected by links
called edges, E. A graph can be represented by an adjacency matrix,
A, where A(%,j) = 1 represents a connection fromi to j and A(i,7) = 0
otherwise. If the connection between nodes ¢ and j is bidirectional, then
A(i,j) = A(j,7). A weighted graph allows for entries other than just
0 or 1, representing strengths of connection, lengths, capacities or any
relationship we can quantify between ¢ and j [13].

(a) Tree Graph (b) Random Graph

Figure 1.3: A Tree Graph and a Random Graph



The weight matrix W (¢), is an matrix that specifies how strongly neu-
rons ¢ and j are connected. If we round the values in a weight matrix
to either 0 or 1, with the assumption that neurons with sufficiently low
weights between them do not affect each other, we can construct a thresh-
olded graph of the network. That is, we round low values to 0 and higher
values to 1. Therefore, though there may be a connection between two
neurons, if it is too weak we do not count it. In order to use graph theory
tools we need to classify two nodes as connected or not; as a result, we
must map the weight matrix in a matrix of zeros and ones. To do this we
must round the matrices. From a weight matrix, W, define the adjacency
matrix A7 at the threshold 7 by

Al ;= H (Jwi | —7), (1.6)

where H is the Heaviside function. The values used for the threshold
affect the results. We investigate this by varying the threshold.

We use graph theory measures such as expansion [38, 37], eccentricity,
efficiency, [36], clustering coefficient and average minimum path length
[45] to rank graphs in terms of increasing hierarchy. We propose to deter-
mine a region in a low dimensional space of such parameters to quantify
hierarchical graphs in an empirical way. Each dimension is a measure of
some aspect of the graph. We shall generate several known hierarchical
and non-hierarchical networks, and calculate the values of the parameters
for each.

Once an appropriate measure of hierarchy has been established, we
examine the behavior of Hopfield networks under a variety of learning
algorithms. During training we study the evolution of the graph in this low
dimensional space. We shall evaluate the propensity of learning algorithms
to cause networks to migrate toward the hierarchical region in this space.
This project yields a measure to study the emergence of hierarchy in
brains as well as in other networks and graphs. It is important to be
able to distinguish systems that are hierarchical from those that are not
because it allows us to better understand how their structures affect their
dynamics. We explore graph theory measures in section 4.1.

1.4 Data Mining
1.4.1 Support Vector Machine Learning

Support Vector Machine learning is a form of supervised learning. We
present the SVM learning mechanism with n inputs and their correspond-
ing desired output. That is we present it with a set of n patterns {z;,y;},
where z; € R, and y; € {+1,—1}. In order for SVM to successfully
associate input with correct output patterns, the data must belong to ei-
ther one of two groups and be linearly separable. Examples are a patient
either having cancer or not, an email being a scam or not, a computer
crashing or not. SVM is similar to regression in that it fits a line (or a hy-
perplane) to separate the two classes. However, unlike regression, where
the line is trying to interpolate the data, SVM just linearly separates an
n-dimensional space into two parts: one side for one class and the other



side for the other class. Figure 1.4 is an example of classifying with SVM
[25].

1.4.2 Principal Component Analysis

Principal Component Analysis (PCA) is a method used in regular statis-
tical analysis which extracts a basis to define a lower dimensional vector
space. The procedure is to find n eigenvectors corresponding to the opti-
mal basis for a n dimensional representation of the vectors with minimal
reconstruction error. The basis of the vector space is changed so as to place
the maximal variance of the data along the eigenvector with the great-
est eigenvalue, the second largest variance along the eigenvector with the
second largest eigenvalue, and so on. Variance is a measure of the spread
of the data set. The virtue of using the eigenvalues is that they rank the
directions of the space in terms of variations along those dimensions, and
this ranking is often related to their importance.

We can use exactly all the decomposed eigenvectors from the covari-
ance matrix and represent all the data in terms of the linear combination
of the eigenvectors. They reorient the data so that it can be more easily
analyzed for feature extraction. Ideally we want to represent the great-
est amount of information with the least amount of memory. With PCA
we could use only the first few eigenvectors because they explain the di-
rections in which the information varies the most, and neglect the last
few eigenvectors since they explain very little. In other words, the basis
projects the data from their original m dimensional space onto a n di-
mensional subspace, with n < m, spanned by these n vectors resulting
in a dimensionality reduction that often retains most of the intrinsic in-
formation of the data. Actually the choice of how many eigenvectors to
keep is problem specific. For example if the vector space data is in R,
whether or not the problem reduces to R**° or even R?° depends on how
much variance is explained by the eigenvectors with the larger eigenvalues
[4, 12].

1.4.3 Canonical Variate Analysis

Canonical Variate Analysis (CVA) is a method using a basis to define
a lower dimensional vector space that maximizes the distance of data
points in different groups and minimizes distances of data points in the
same group. In instances when the data is not linearly separable, CVA
would a better option than PCA.

1.4.4 Parzen Windows

Given a set of data points all belonging to the same group, we can deter-
mine the probability that a new point belongs to that group. We assume
the data given all belong in one group 7', and then construct an under-
lying probability density function, P, that could have given rise to the
data. This can be done by fitting a Gaussian distribution to the data.
We calculate P(z |z € T') by determining the sample mean and standard

10
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deviation, and substituting them into the distribution

o) = e (- 5‘)2) (L7)

or in higher dimensions

flz) = 1

1 rger
= Eﬁexp(—gw—u) 5w m) (1.8)

where X is the covariance matrix, |X| is its determinant, k is the dimension
of the space, and p is the vector of means.

When analyzing data that could belong to any one of several differ-
ent sets, the data points in each group determine separate means and
standard deviations, and requires that we fit each of them with its own
distribution. Then given a new point, we can calculate to which group the
point belongs by determining which group assigns the largest probability
to the new point. Parzen windows are used to decide to which group the
nodes belong. We explore data mining to define and quantify hierarchy
in section 4.2.1.

1.5 Event Chains

An event chain is an occurrence of certain events in a given order. Event
chains of length one are just the events themselves. Event chains of length
two are two events that took place in a given order. In the McCulloch-
Pitts model implemented as a Hopfield network, a two-event chains would
occur when one neuron fires one time step after the other.

It is clear that if a string of neurons fire one after the other with about
the same frequency that any one of them fires, that the firing usually
occurs in that sequence. From that, we can infer that the neurons are
connected from neuron to neuron in that string. The neurons may be
connected to other neurons outside the string, but from that firing pattern,
the connectedness of the neurons is evident.

To utilize this idea, we construct brains out of certain reasonable con-
struction rules, and interrogate them for a correlation between the two-
event chain firing frequency and the connection weight w;;. This relates
function, namely the firing frequency, to the structure, the connection
weight distribution.

1.6 Learning Algorithms

Neural Networks are a set of processing nodes (elements, units, links,
neurons) with connections between them. Their structure and purpose
vary, but typically they are arranged in levels and the connections changed
by the data with which they are presented [17].

A learning algorithm is a way to change the weights of the matrix
representing connections between neurons. The magnitude of the weights
is equal to the strength of the connection. The weights carry the infor-
mation that has been learned. Changes in the weight of the matrix occur
in response to learning. We allow the activity of the neurons to train the
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weight matrix. For example, Hebbian learning implies that if two neurons
are repeatedly on at the same time, the connection between them should
increase. Gradually updating weights is analogous to human learning be-
cause synaptic connections are strengthened or weakened while learning
occurs.

Developing an algorithm to model human learning can be guided by
biological plausibility. An important feature of such an algorithm is its
ability to store information in a set of nodes so that the information can be
recalled and altered. Neuroscientists now understand that an increase in
the rate of neurotransmitter released by the presynaptic cell is responsible
for the increase in the strength of the synapse which is interpreted as
learning [3]. Hebbian learning mathematically exploits this relationship,
assuming that neurons that are frequently on at the same time develop
the strongest synapses [17].

1.7 Hebbian Learning

Hebbian learning is any learning that strengthens the connection of neu-
rons that fire simultaneously and weakens those that do not. There are
several ways to change the weight matrix based on the activity of the
neurons.

The Hopfield Network uses a way to choose the weights for the McCulloch-
Pitts model so that memories are content-addressable and insensitive to
small changes [20, 21, 22, 23]. It chooses the weight matrix to be a linear
combination of the patterns &', p=1,2,...,p

w; ;= L Zp:ﬁ‘ﬁ“ (1.9)

s n ot i S50

where p is the number of patterns and n is the number of neurons. The
symmetry of the Hopfield network implies that all neurons have the same
effect on other neurons as those neurons have on them. This restricts
the interpretation of the model in biological terms because neuronal con-
nections are not bidirectional. Specifically, neurons are connected from
synapse to dendrite. Thus, the symmetry of the Hopfield model contra-
dicts the assumption of biological plausibility. We consider variations to
Hebbian learning in section 5.

1.8 Goal

We are interested in the idea: Hierarchy can emerge in a system as a result
of how a network learns; a network that changes weights after it is given
an input, extracting patterns from the input. We examine structure in
two quite different ways, (i) using graph measures and data mining, and
(ii) by analysis of structure related to function.

We train networks with Hebbian-like learning algorithms and, as we
do so, trace whether hierarchy changes or not using graph measures, and
how the function changes.

We are interested in the measures of a tree and tree-like structures
because they are hierarchical; so we use the trees as our prototype for hi-
erarchy. We calculate the probability that a given graph is one of several
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different graph types, in particular a tree. We then take the graph and
alter its structure during training by rewiring it connections. We calcu-
late the probability of the graph being a tree after each training and if
the probability that it is a tree increases, then we say its hierarchy in-
creases. We explore different starting values and different thresholds and
find that threshold is very important. One threshold value might lead
us to conclude the hierarchy is increasing while another might contradict
those results. We also find different training algorithms lead to different
results. We present results in Section 5 and conclusions in Section 7.

The functional approach appears to be useful in determining whether
it is possible to distinguish brains with “different” structures. We text
the method against brains with “damage”, more specifically, we compare
Waxman networks that are connected locally to similar networks with
patches of neurons that do not fire.

2 The Brain

We begin by examining the neuroscience of the brain in order to devise
a strategy to extract the information relevant to the problem. The brain
is an extremely complicated organ comprised of many components, and
that to model the entire brain is cumbersome at best, and unfeasible at
worst. Modeling assumptions become increasingly drastic simplifications
as we try to encompass more realistic complexity of the brain.

2.1 The Neocortex

For the purposes of this research, we are concerned with the activity of
the neocortex. The neocortex is part of the cerebral cortex, the outermost
area of the brain. The cerebral cortex is involved in processing sensory
information, delivering motor commands, and is believed to be involved
with thought, memory, learning and intelligence. Our focus is on modeling
behavior of the neocortex based on the measurable structure and func-
tionality, followed by making inferences about the less tangible concepts
such as thought or intelligence. We will start by discussing the neocortex
as a whole and delve into relevant specifics.

As an example of the substructure of the brain at this order of func-
tionality, the neocortex is a subregion of the cerebral cortex. Furthermore,
we know that the neocortex focuses on sensory information. Each sense
is processed in subregions within the neocortex. These are labeled ac-
cordingly. For example, the areas of the neocortex that handle vision are
the V1, V2, and V4 regions. Each of these regions, for example V1, have
further subregions of V1.

As we see in Figure 2.1 these regions are connected and connect to
even more regions in a hierarchical structure. For example, information
in V1 flows to V2, is processed, then flows to V4 and so on. The lower
regions of the hierarchy handle more basic inputs directly from the senses
and interpret them to the next level of complexity. As we move up the
hierarchy the data passed through by the lower regions is interpreted and
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Figure 2.1: Areas of the neocortex that handle visual sensory data, labeled V1,
V2, V4 and MT

more complex interpretations are made. The area shown in the figure as
MT is the middle temporal area. As we move up in the hierarchy we
eventually join the senses together to get a more complete interpretation
of what we are seeing, touching, smelling, etc. In conjunction with sight,
suppose we consider touch and hearing (or audition). Each sense would
have its own hierarchy, but eventually join together as seen in Figure 2.2.

In order to develop an operational understanding we examine the com-
position of the neocortex itself. The neocortex, in humans, is a layer
roughly 2mm thick and comprised of special connections organized in six
layers. The six layers are comprised of neurons and vary in both size and
in number of neurons in the layers. For example, layer one is a thinner
layer and tends to consist of the axons of a neuron more than the cell
bodies themselves. Layer two or four however may be thicker and will
undoubtably contain the stoma (cell bodies) of neurons in addition to the
axons and dendrites.

In Figure 2.2(ii) the stoma is represented as a pyramid or star shape.
Regardless of which subregion of the neocortex, there are six layers in
every region. Since there is consistent structure and composition of each
the subregions, the actions in each regions must be the same. This means
that the operations being performed in a region such as V2 are the same
being performed in A4, an auditory region. We'll investigate this further
as well, but it is important to recognize the implication of this. Recent
research suggests that “rewiring” of visual and auditory inputs can occur
in the brain of a ferret. This research supports the idea that, although
not exact, the behavior in the auditory region Al is able to mimic the
performance of the visual region V1. In their book “On Intelligence”,
Hawkins and Blakeslee state simply “Cortex is cortex”.

2.1.1 Cortex Organization

We next examine the composition of a region at the neuron level so we
can describe just how the inputs in a region are handled and what occurs
to produce their outputs. Using stains on the cortex shows a structure
that is consistent with the representation in Figure 2.2.

The use of stains enables the examination of the neurons within a
slice of cortex. In Figure 2.3 we can confirm many of the structural issues
addressed already. Notice that there is a clear distinction between layers
on the left and center images with the Nissl-stain. It is widely accepted
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Figure 2.2: (i) Hierarchy for inputs from senses of Touch, Hearing, and Sight
(i) Cortical sheet for a given region

that the cortex physically consists of six layers. Note that layer one at the
top of the image contains mostly axons and few neuronal cell bodies. The
Golgi-stained cortex shown in Figure 2.3 reveals an important structure
for neurons in the layers. It is noticeable that the axons from neurons
in lower layers such as layer 4 and 5, tend to extend directly upward
towards layer 1. The pillars that are formed by these axons create neuron
“columns”. The columns in the neocortex are not perfectly straight, but
from a simplistic view, the image in Figure 2.2 seems like an accurate
enough representation.

The exact definition of a column and the effect of the arrangement of
the neocortex into columns is debatable; however, there is an agreement
that these columns do exist. In some literature they are referred to as
cortical minicolumns. The columns are comprised of around 100 neurons
each. A critical point is that the neurons within a given column tend to
be active together. Suppose we examine the V1 region which takes the
sensory input coming to us through our eyes. The input into the cortical
region will be in layer 4 or 5. Beginning at layer 4 or 5, the neurons send
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Figure 2.3: (i) Nissl-stain on visual cortex (ii) Nissl-stain on motor cortex (iii)
Golgi-stain on cortex

a signal through the layers where the signal eventually leaves layer 1 and
travels up the hierarchy to the V2 region, and so on. This is illustrated
in Figure 2.4.

A model for behavior of the neocortex requires recognition of these
columns as a basis for the model. Referring to Figure 2.4, the neuron
represented by the star in layer 4 will fire in response to the input signal it
receives from other regions of the brain or perhaps a signal generated from
one of the senses. The firing of this neuron will more than likely cause the
neurons in the above layers in the same column, to fire. We could model
this sequence of firings at the neuron level and consider the propagation
of information in the column as separate events, but due to the likelihood
that the column will fire when the star shaped neuron fires, it may be more
detail than is necessary. Instead of looking at whether a large sequence
of individual neurons in an organized sructure (specifically, a column) is
firing or not, we consider whether the column as a whole will “fire” or
not. We offer the interpretation of all methods and results in this report
as firing of neuronal columns instead of individual neurons. However, we
shall call the units that interconnect and fire “neurons” throughout this
report.

The neurons in any given column take input from many other sur-
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Figure 2.4: Signal traveling through the cortical layers (Hawkins and Blakeslee)

rounding columns. Figure 2.5 shows three distinct columns differentiated
by their shade of brown. We can see from this representation how these
three columns interact with each other. These interactions are an im-
portant since the signal coming into the neocortex travels through this
hierarchy by means of these interactions. For example, it has been shown
that the V1 region of the neocortex takes the input from our eyes and
is able to determine simple attributes such as the orientation of linear
structures.

With conditioning and learning, the brain becomes more adept at
dealing with recognition of stimuli that are similar to previously learned
stimuli. It is clear that the interactions between columns are extremely
important to information processing. This will determine what we see,
hear, taste, etc. We also know that the columns are not indivisible entities,
so we must account for the relation between their components. If we want
to know how columns interact, we must see how their parts interact, and
for that we need to understand how the synapses between neurons behave.

2.1.2 Neuron Type and Interaction

This brain structure, namely, columns which fire in response to stim-
uli from sensory information, or from interactions with other columns,
needs to be modulated with a learning process. There are several types
of neurons which interact with all systems of the body, from regulating
temperature to causing muscle contraction. Not all neurons are the same,
in fact, not even all neurons in the same area of the brain such as the neo-
cortex, behave alike. There are more than 40 types of neurons. Some of
the most important are shown in Figure 2.6. Since we are only concerned
with the neurons within the neocortex, it is clear that only the Projection
and Local interneurons are of interest. The Projection neurons constitute
roughly 80% of all neurons within the cortex and have a pyramidal shape.
These neurons are primarily in layers 3, 5 and 6. The remaining roughly
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Figure 2.5: Representation of multiple columns through cortical layers

20% of neurons are the Local Interneurons.
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Figure 2.6: Neuron models based on function
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Local Interneurons are often referred to as stellate neurons due to their
starlike shape, motivating the use of stars to represent them, in Figure 2.2
and Figure 2.4.

If two neurons (Neuron A and Neuron B) have an excitatory connection
from Neuron A to Neuron B, when Neuron A fires, it attempts to make
Neuron B fire. With an inhibitory connection, when Neuron A fires, it
attempts to suppress Neuron B from firing.

Whether a neuron will fire or not then becomes a matter of integrating
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the effects of the incoming excitatory and inhibitory pulses. Each neuron
has an activation state that is modified by the incoming pulses. Each
neuron fires when its activation state surpasses a certain point. We call
this the threshold of that neuron. It is also worth noting that after a
neuron fires there is a period of time where the neuron is less likely to fire.
This refractory period will not be implemented in the present model.

Given this information we can develop a model of neuronal column
interaction in terms of the integration of individual neurons interacting
within their respective columns.

3 Brain Model

In this section, we derive the model that we use to describe the brain.
The model must act in a manner that simulates, to a reasonable degree
of accuracy, the complex behavior of neural firing and interaction within
the brain.

3.1 McCulloch and Pitts Model for Neurons

We describe neural interaction by the model proposed by McCulloch and
Pitts[57]. This widely accepted simplification reduces a neuron to a state
of being either on (represented by the number ’1’) or off (represented
by the number ’0’). In addition, we assume that neural events occur at
discrete times. The state of neuron ¢ at time ¢, s;(t) changes at discrete
times, (¢t =0,1,2,...). This is discussed further in Section 3.1

Next, the interaction between the neurons is measured in terms of
a “weight”. This weight quantifies both the strength of the interaction
between two neurons, and whether that connection is inhibitory or ex-
citatory. We will define the weight from neuron i to neuron j as wj ;.
Since it is not necessary for this interaction to be symmetric, we make a
distinction between w; ; and w; ;.

When neuron i is on, neuron j is receiving an impulse from neuron ¢
of weight w; ;. If the total impulse from all active neurons connected to
neuron j is large enough, it will cause neuron j to fire (turn on) at the
next instant. We can measure the incoming impulse to neuron j by the

sum
D wigsit)
[3

Here
1 :if neuron 7 is on at time ¢
Si(t) =

0 :if neuron 7 is off at time ¢

Interpreting McCulloch and Pitts The McCulloch-Pitts model
has been a widely accepted method for neuron to neuron connection,
however in light of the above discussion, neurons in the neocortex are
connected in columns, which are then connected column to columns. This
implies that for interpretation in terms of biological “intelligence”, the
model should focus more on the actions of the columns as a whole rather
than on the individual neurons.
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We shall interpret the model proposed by McCulloch and Pitts for
neurons, instead for columns. Thus, we shall assume that columns are
either “on” or “off”. In this model the firing of individual neurons within
a column is not modeled; instead, the model assumes that the effects of
the individual neurons in each column results in the column being “on”
or “off”. Thus, we can view the total effect of one column on another col-
umn. Each column has a net excitatory or inhibitory effect on neighboring
columns and each column will require a certain amount of excitatory con-
tribution in order to fire. This describes the same model proposed by
McCulloch and Pitts, just with different base units. Even so, we shall use
the terminology “neuron” throughout this report.

Other Interaction Simplifications The discrete nature of tempo-
ral changes merits more explanation. The totality of activation to a neuron
(and therefore to a neuronal column) from neuronal coulmns currently fir-
ing has a cumulative effect on neuronal column j. On a continuous time
scale it would be impossible for the impulses from two neuronal columns
(say ¢ and k) to reach column j at the exact same time. This means when
column j is analyzing whether or not to fire, it would have to allow for
some length of time « in which to accept impulses. The column would
sum the impulses that were received for that amount of time and then fire
or not fire accordingly. This argument does assume that all the neuronal
columns are in sync (all update at the same time), but still gives credence
to our simplification. We will use a time scale with a = 1.

Now with the sum above, adapted under our new simplifications, we
can make a statement about the condition of neuronal column j at the
next time step

1 :Z.wi,jsi(t)—sz()
Sj(t+1):{ 0 :Zzwiyjsi(t)—7j<0
Here 7; is a threshold value that the sum of impulses must surpass in
order for column j to fire. We see by the update rule that the weights
between columns share a role with the threshold values 7;. Using matrix
notation and the Heaviside function H(z) we have

w11 Wi1,2

s

S(t+a)=H | [ws1 - St)—7

Here §(t) = [s1(¢), s2(¢), ..., sn(t)] is a vector containing the states of
the columns at time ¢. The thresholds are also represented in vector
notation 7.

It is important to note that w;; = 0 since a neuron has neither an
excitatory or inhibitory effect on itself.

4 Structure

Hierarchy is an arrangement of objects with an order where objects are
ranked one above the other. Objects higher up in the chain, though
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fewer in number, have a greater influence than objects lower in the chain.
Information flows from the lower regions to the higher regions with the
higher objects having the greatest convergence of information. That is, the
higher nodes have more nodes connecting to them than do lower nodes. If
information then propagates back down from a higher region, those nodes
can influence more nodes than those in lower regions. Hierarchy resolves
into a topological organization that is commonly found in several complex
systems. As an organization tool, it detects and measures significant
features intrinsic to networks.

Knowledge clearly involves hierarchies. One important hierarchical
component is classification. As an example, taxonomic groupings of indi-
vidual organisms in biology sort animals into different groups at varying
levels: Kingdom, Phylum, Class, Order, Family, Genus and Species. In
particular, the beagle dog is classified in the Animalia Kingdom, Chor-
data Phylum, Mammalia Class, Carnivora Order, Canidae Family, Canis
Genus, and Canis Familiaris Species [50]. This classification is based on
DNA similarities or differences among the different organisms [51]. The
top level, Kindgom, would sort plants, animals, and parasites, into dif-
ferent groups while at the lowest level cats and dogs would be sorted in
different species. When we learn, we classify knowledge by using more
rudimentary attributes such as color, size, skin type (fur, scales) and lo-
comotion (biped, quadruped, walk, run) to construct the taxonomy of the
objects of everyday life. For example, when first learning the notion of
animal, a young child might consider chipmunks, tree squirrels and mar-
mots one and the same. But, as this child matures intellectually, they
would learn to distinguish them. Similarly, over time the child would be
able to differentiate bulls from bison, ducks from geese, and beagles from
bichons, despite their sometimes subtle differences.

P
ABR

Figure 4.1: Hierarchical Arrangement

We have an intuitive concept of hierarchy. Figure 4.1 shows a pro-
totype of a hierarchical network. But, in order to distinguish when one
system is less hierarchical than another one, we need to be able to do
more than just “look” at the system. We know that graphs like trees are
hierarchical, but that random graphs are not. In addition, the structure
of brains suggests that not all connection models are appropriate.

Braitenberg [84]claimed that are three types of neurons: Pyramidal
cells, Stellate cells, and Matrinotti cells. These cells have varying prop-
erties, but the stellate cells in particular have a property related to in-
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terconnections, specifically, they have axons and dendrites that extend
only locally. The pyramidal cells can connect into the white matter which
could in turn transfer an impulse a relatively long distance, spanning sev-
eral columns.

We first quantify brains using the idea of connectedness. We do this by
examining different graph types and discussing what they have in common
and what they do not. To do this, we calculate different measures on
various graph types, then use data mining tools obtain a measure for
increasing and decreasing “hierarchical-ness.” We then examine a more
functionality-based idea of brain structure using the ideas of event chains.
In the present paradigm, event chains are related to the idea of hierarchy
in the following way: Consider the event of a sequence of firing starting
with the top node, followed by any node in the next level, followed by the
firing of a node in the next level, etc. The set of event chains that have as
the firing of the top node as initial event, the firing of any of the nodes in
the next level, etc., functionally describes the behavior of the hierarchical
structure.

There are several quantifiable measures of graphs that have been used
in graph theory. First we discuss the different graph types, followed by a
description of the measures.

4.1 Graph Methods
4.1.1 Graph Types

Graph Type
Tree Connected graph with no simple circuits
Retangular Nodes in lattice(grid) connected to clsoest points
Ring Nodes in Ring connect to n closest neighbors
Complete All nodes connected
Null No nodes connected
Random Nodes connected randomly
Small World | Nodes connected with small pathlength, high clustering
Waxman Nodes in grid connected with probability based on distance
Scale Free Nodes more likely to connect to highly connected nodes

Table 6.1 Graph Types

‘We consider graphs with n nodes and connections among the nodes.
These graphs can be expressed by the adjacency matrix, A.

The first type of graph we consider is the Tree. A tree is a connected
graph with no simple circuits, i.e., a graph that has no closed paths. In
other words, in a tree, there are no paths with the same starting point
and end point. If a path starts at any node, 4, and follows a set of edges,
it cannot end up back at node 1.

The Rectangular Array (Mesh) and Ring are two other non-random
graphs. In a Rectangular Array the nodes are located at rectangular
lattice points and connected to their neighbors directly to the left, right,
above and below. This concept can be generalized to a three dimensional
rectangular array. In a Ring, the nodes can be arranged in a circle and
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Figure 4.3: Graph Types

connections exist only between each node and its k nearest neighbors
along the circle. A Complete graph is one in which all nodes connect to
all other nodes, and a Null graph is one where none of nodes connect to
any of the other nodes, including themselves. Small examples of graphs
are illustrated in Figure 4.2.

Random graphs (ER) were first studied by Erdos and Renyi [6]. They
are generated by taking a fixed number ¢ edges and using them to connect
n nodes. There are a total of n(nl) possible connections. Each possible
connection of ¢ to j has a probability

Pig) = oo

T (4.1)

One property of ER graphs is a rapidly decaying degree distribution. The
degree of a node i, DEG(i), refers to the number of edges at node i. In
the ER graphs, nodes with high degrees are highly unlikely [8]. There
are several variations on how to generate random networks. Some can be
found in [11, 9].
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Three other random networks we consider are Small World, Waxman
and Scale Free. Small World networks model the phenomena called “six
degrees of separation,” where any two people in the world are at most six
steps away, and the cliquish nature of people, where the friends of a given
person are likely to be friends with one another. Small World networks
are sparse networks with with small average path length (six steps) and
a high clustering coefficient (high cliquishness). They were introduced by
Watts and Strogatz [45, 6, 44] and have been applied to model website
linking, disease spreading, the well known actor-to-actor linkage, and the
prestigious Erdos number. They are generated by taking a ring, where the
nodes are connected to their k£ closest neighbors, then randomly deleting
a connection and adding one back randomly between any two nodes that
were not previously connected. This is repeated one node at a time until
a suitable clustering coefficient and path length is obtained [44, 43].

Waxman networks start from a rectangular array structure and con-
nect the nodes based on a probability that depends on distance. In this
network, nodes that are closer together are more likely to be connected.
That is, the probability that node ¢ connects to node j depends on how
far apart they are. An example of a connection probability density is

P(i,j) = aexp (d%g)) (4.2)

where d(i, j) is the distance from i to j, L is the maximum distance in the
graph and « and § are parameters [46, 44].

Scale free networks have recently been used by Barabasi [6, 44] to
model networks that have nodes with extremely high degrees. These super
connected or “super nodes” are found in real world networks, such as the
Internet, the brain, and models for spreading of cancer and HIV [6]. These
networks are robust to random node loss, but quickly become disconnected
if the “super nodes” are removed. To create a scale free network a fixed
connected ER model and is allowed to grow one node at time. Each time
a node, j, is added, we add a fixed constant number, m, of links from
that new node to the existing nodes. The existing nodes receive the new
connection with a probability proportion to their corresponding degree.
With this algorithm, nodes that are already highly connected are more
likely to receive one of the new connections [5]. These networks reflect a
theme described as “the rich get richer.” The probability that the new
node j connects one of its m links to a node ¢ is given by

__DEG@EH) _ 25 AGK)
> DEG(k) X2, . Ali k)
The number of links added, m, could also be allowed to vary by picking m

using a Poisson distribution with mean M. Examples of random graphs
are shown in Figure 4.3.

P(%,5) (4.3)

4.1.2 Graph Measures

Once we have the Adjacency matrix, A(%,j) of a given graph, G, we
calculate different measures [26]. The underlying matrix, Und defines an
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undirected graph from an arbitrary graph. It is defined as

1 A(i,j) =1or A(j,i) =1

Und(i, 5) = { 0 otherwise. (4.4)

The underlying matrix symmetrizes the directed graph into an undirected
graph by making a connection from i to j, and j to 4, if at least one
connection between the two exists. If the graph, G, is undirected then
A(i,7) = Und(z, j).

The first measure is the Number of Nodes, NV

NV = # of Vertices (Nodes). (4.5)

It refers to the number of vertices, nodes or neurons in the graph, G.
Similarly, we can examine the Number of Edges, NE(i) of each node,

NE(i) = ZA(Z’, ) (4.6)

This refers to the number of nodes incident on node i. There can be
an important relationship between NE and NV . For example, trees of
n nodes always have nl edges. Random Graphs on average have NV x p
edges, where p is the probability that a connection exists between any two
given nodes. Ring graphs have NVk/2 edges, where k is the number of
edges emanating from a vertex. Small world graphs derived from rings
also have N % k/2 edges because small world graphs are just rings with
some of their edges redistributed. NE(¢) is calculated for every node
i. The distribution of NE can be informative. For a scale free network
the distribution follows a power law distribution. The Average Degree of
Nodes, DEG
> NE() _ Zi,j A(i, 7)
NV NV
is average degree over all the nodes in the graph. The maximum degree,
MDEG is maximum degree over all the nodes,

MDEG = max(NE(i)). (4.8)

DEG =

(4.7)

A path in a graph is a sequence of edges that begins at a node of
the graph and concatenates edges of the graph, always connecting pairs
of adjacent nodes. The path length is the number of edges used to get
from node i to node j. If there are multiple paths connecting ¢ and j, we
only use the shortest one. If no path exists we assign the path as being
of length NV 4 1. The distance matrix, D(i,j), is a matrix where the
(4,7) entry is the length of the shortest path required to get from node %
to j. The Mean Path length, V' D, is a measure of how many steps it takes
to get from one node to another on average. The minimum path length
between all pairs of nodes is calculated and then averaged.

2, P, j)
VD = — NV (4.9)
We also calculate the longest and shortest path length over all connected
nodes. This gives two measures, Mazx Path Length or Diameter, DIA,

DIA = max(D(i, })) (4.10)
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and Minimal Path Length or Radius

RAD = min(D(i. )) (4.11)

We define the Eccentricity, ECC(%), of node ¢ as the maximum of its finite
distances (not those set to NV + 1) to all other nodes. That is, from each
node ¢, we calculate the distances to the farthest reachable node,

ECC(i) = max(D(i, j)), (4.12)

J

then average over all nodes to get the average eccentricity.

>, ECC(i)

MECC = NV

(4.13)

The next measure was introduced by Watts and Strogatz [44] to in-
dicate on average how many connections exist between the immediate
neighbors of a given vertex. For every node i determine the nodes that
¢ connect to, M(i). Suppose that node ¢ connects to M (i) neighbors.
The number of connections between each of those M (i) neighbors is a
measure of clustering. This quantity is normalized by dividing by the
maximum possible connections between these nodes, M (:)(M(7)1) to get
the clustering coefficient of node i.

_ Dpewn A7)

Clus(i) = MG (M) 1) (4.14)

wherew(7) is the set of the nodes that node ¢ connects to and M (i) =
NE(¢). The clustering coefficient is averaged over all nodes to find the
Mean clustering coefficient, MC

>, Clus(i)
MC = =N (4.15)

A value of measure equal to one means all the nodes ¢ connect to one
another. For a completely connected graph the measure would have a
value of 1, while for a tree the value would be zero.

The Ezpansion of a node i, E(i, h) are the nodes that can be reached
from node ¢ in h steps that cannot be reached in fewer steps. Once a
node has been counted at some h’ < h it is no longer counted at distance
h. That is, even though node 4 could reach node j in h’ or h steps, the
expansion only considers the smaller distance.

EX(i,h) = ||EG, h)|| (4.16)

is the number of nodes in E(i, h). In a completely connected graph start-
ing from any node all other nodes can be reached in one step. In a rect-
angular mesh with n nodes typically ||EX(4, h)|| ~ h?/N, while a k-ary
tree or a random graph of average degree k has ||[EX (¢, h)|| proportional
to k" /N [38]. The magnitude of the expansion is averaged over all nodes
i to arrive at the Average Expansion, MEX, of the graph.

(4.17)



where MH is the maximum distance.

The next measure is Clustering Level, CL.. The expansion of a node 7 is
used to calculate how connected nodes are at each height, h. We average
over the maximum height and starting nodes <.

Z(j,k)e,g A(Jv k)
[Isll(llsll = 1)

where « is the set of nodes in E(i, h), that are distance h from node 7 and
||«|| is the number of nodes, EX(i, k). CL(%,h) calculates the clustering
coefficient [40] at each height of the expansion for every node ¢ and MCL
is the Average clustering level,

CL(i, h) = (4.18)

Zi,h CL(Zv h)

MCL = =V Ml

(4.19)

The next measure is Average Feedback, MFK. The expansion E(i,h)
is used to calculate the number of connections from level A to level h — 1
over all possible connections for each give node 1.

FB(i,h) = > A(j, k) (4.20)

(5,k)€b

where 6 is the set of nodes in F(i, h) that connect to nodes in E(i,h — 1).
We average over the distance and all nodes to get the Average In Degree,

MFK,
Zi,h FK(iv h)
NV MH
The next measure is Average Out Degree, MOD. Using the expansion
EX(i,h) we calculate Outdeg(i, h), the connections from level h to the
next level h 4+ 1 with respect to node i.

Outdeg(i,h) = > A(j, k). (4.22)
(4,k) v

MFK = (4.21)

The next measure is Average Out Degree, MOD. Using the expansion
EX(i, h) we calculate Outdeg(s, h), the connections from level h to the
next level h + 1 with respect to node 1.

>, Outdeg(i, h)

MOD = NV MH

(4.23)
The next measure counts how many Cycles of Order N (such as N3,
cycles of order 3, N4 cycles of order 4, and N5 cycles of order 5). A cycle
of order n is a path whose end node is the same as starting node, with no
other repeated nodes (other than the starting and ending nodes).
The next measure quantifies the Average Centrality, AC, over all nodes

1 & ,
AC = ; SC(i), (4.24)
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where each SC(7) is the centrality of node i, a measure of how impor-
tant node 7 is in the graph. It is calculated by counting the number of
subgraphs that make up a cycle starting and ending at a given vertex 1.

SC(i) =) A%, 1) (4.25)

ij

and A*(4,4) is the ith diagonal element of the kth power of the adjacency
matrix A, A
The measure Reciprocity, Reci

2245 A, 5) A, )

Reci = Vi

(4.26)
where M is the total number of edges, M = Zij A(3, 7). The reciprocity
is the fraction of bidirectional edges, which can be normalized as the Edge
Reciprocity, -

Reci — A

EdgeReci = —
1-A

, (4.27)
where A is the average of the adjacency matrix, A = (ZU A(i,j)) /N?
The next measure is the Average Matching Index, AMI, The matching
index is calculated for each edge (4,7), where ¢ is one endpoint and j the
other. It is the number of other matching connections between node i and

node j [8].
AMI = Zk;éi,j A(i’ k)A(j, k)

Zk;ﬁj A(iv k) Zk#i A(.77 k)
A low value of AMI implies the edge plays an important role as a shortcut.
We average over all nodes.

A connected component is a subgraph in which each node can reached
by paths from any other node in its subgraph. A breadth-first search is a
graph search algorithm that begins at the chosen root (starting) node and
examines all of its neighboring nodes constructing paths by adding neigh-
boring nodes, until it reaches all possible nodes. The graph is decomposed
into its connected components, C'(i) by the breadth-first algorithm.

Once we find the components we can calculate the Connectivity of the
graph [7, 26].

(4.28)

Ve
N(N-1)°’
2

where V. is the number of pairs of nodes that have no path between them
in the underlying matrix and N(N1)/2, the maximum value for V., is
the total number of pairs of nodes that could exist. Suppose there are
r components, where each C(i),s = 1,...,r is a component, and each
component has ||C(7)|| nodes. Then

Ve=2_llc@IICOI (4.30)

i#]

Con=1- (4.29)

Each graph is either completely connected, completely disconnected or
somewhere in between. A connectivity of 1 means that the graph is fully
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connected, that is, A(4,7) = 1, Vi,j. A Null network has connectivity
Zero.
The next measure is Direction,

Vb

D=1-\§x—1
2

(4.31)

where Vp is the number of times a connection between j, and i occurs
given that a connection between i, j exists[7].

Vp = ZA(i,j)A(j,z‘). (4.32)

The next two measures are calculated on the individual components
then summed over all the components [7]. Efficiency is a measure of
path redundancy between nodes. The more paths that exist between two
nodes the less efficient the network becomes. These paths are superfluous.
Extra links only add costs and use of up resources in networks. For a given
component the most efficient graph is a tree. Since a tree of N nodes has
N — 1 edges, Vg(i) are the number of edges over N — 1.

=1 |20 )
where
Ve(i) = Ni — ([|[C(0)][ - 1) (4.34)

is the number of connections that exist in component i, and N; is the
number of edges in component i, and

max Vg = Z(\IC(i)Il - D([ICE) = 2) = N (4.35)

7

is the maximum number of connections that could exist summed over all
the components.

Least Upper Boundedness (LUB) is a measure of the presence of a
unity-of-command. It is a measure of the ratio between the number of
nodes that act as “bosses” (higher nodes) to those that act as “subordi-
nates” (lower nodes). A high value would imply that there are few bosses,
and a low value would imply that there are too many. A LUB (boss) for
any two nodes exists if there is a third node from which there is a path
to each. If the nodes are directly connected, then we can choose the third
node to be one of the two.

(4.36)

LUB:I—{ Vi }

max Vg,
where Vi, is the number of pairs of nodes that have no LUB between
them in each component summed over all components and max V7, is the

maximum number of pairs of points that could possibly have no LUB in
each component summed over all components [7].

masv;, = 3 (IS0 =110 =2 (@3m

%
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Data Mining Methods

PCA Reduces dimensionality by aligning data along
direction of greatest variance
CVA Reduces dimensionality by transforming data minimizing

distances between points in the same group and
maximizing distances between points in different groups

SVM Sorts data inot one of two groups using a hyperplane

Parzen Windows | Finds the probability of a data point belonging
to any given group

Table 1: Data Mining Methods

The next measure is another way to measure Efficiency,

1 1
Eff2 = NN Z]: ey (4.38)

where D(1,7) is the pathlength from node i to node j. The measure
quantifies the efficiency by equating it to the summation of the reciprocal
of the path lengths. The farther apart nodes are the less efficient the
network is [8]. The Harmonic Mean is the reciprocal of the efficiency,

1
1= gm
This measure is more appropriate for graphs with more than one con-
nected component [8].
The next measure is the Pearson Correlation Coefficient calculated by

3 X0 NEGONEG)AG, ) — [ 4 55,,(NEG) + NE()) A, )]

2
& 30 SINB()2 + NE())AG, ) — [ 30,2 (NEG) + NE(j)) AG, )]
(4.40)
where M is the total number of edges. If r > 0 then nodes of high degree
tend to connect with nodes of high degree, and if » < 0 then nodes of high
degree tend to connect with nodes of low degree [8].
The last measure is the Entropy of the degree distribution

H ==Y P(k)log(P(k)), (4.41)
k

(4.39)

rT =

where P(k) is the probability that a node has a k edges. This measure
describes the heterogeneity of the network. The more uniform the degree
distribution (i.e. all ks are equally likely) the higher the entropy.

4.2 Classification
4.2.1 Data Mining

Data mining is the process of extracting interesting, useful and novel in-
formation from data [10]. Machine learning provides methods to mine
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ER Waxman | SmallWorld Null Complete Tree Ring ScaleFree
DEG 0.07127 0.03419 0.06409 0.00000 1.00000 0.00135 0.02670 0.01067
MDEG 0.10414 0.05073 0.25433 0.00000 1.00000 0.00271 0.02670 0.14514
MC 0.07120 0.49799 0.00355 0.00000 1.00000 0.00000 0.71053 0.06128
VD 0.00260 0.00567 0.00482 1.00000 0.00126 0.98974 0.02560 0.00404
MECC 0.00399 0.01033 0.01033 1.00000 0.00126 0.99867 0.05060 0.00564
RAD 0.00266 0.00799 0.00799 1.00000 0.00126 0.00135 0.05060 0.00398
DIA 0.00399 0.01332 0.01332 1.00000 0.00126 0.01215 0.05060 0.00664
Eff2 0.53225 0.28954 0.28954 0.00126 1.00000 0.00492 0.11251 0.34770
H 0.00250 0.00460 0.00460 1.00000 0.00126 0.27417 0.01184 0.00382
MH 0.00400 0.01031 0.00399 0.00000 0.00126 0.01031 0.05067 0.00564
MEX 0.25011 0.11605 0.00533 0.00126 0.50000 0.00135 0.02564 0.19209
MCL 0.05191 0.19819 0.40675 0.00000 0.49937 0.00000 0.45561 0.01828
MFK 0.28617 0.17998 0.00327 0.00000 0.50000 0.87790 0.29487 0.23502
MOD 0.28617 0.15364 0.00483 0.00000 0.50000 0.00000 0.29487 0.23502
N3 0.00036 0.00056 0.21887 0.00000 0.99622 0.00000 0.00048 0.00001
N4 0.00003 0.00001 0.21789 0.00000 0.99496 0.00000 0.00001 0.00000
N5 0.00000 0.00000 0.25433 0.00000 0.99370 0.00000 0.00000 0.00000
Energy 0.00000 0.00000 0.00000 -0.00000 0.00000 0.34657 0.00000 0.00000
Reci 1.00000 0.78463 0.00007 0.00000 1.00000 0.00000 1.00000 1.00000
EdgeReci | 1.00000 0.77702 0.00000 -0.00000 1.00000 -0.00135 1.00000 1.00000
Con 1.00000 1.00000 1.00000 0.00000 1.00000 1.00000 1.00000 1.00000
D 0.00000 0.35441 0.35441 1.00000 0.00000 1.00000 0.00000 0.00000
Eff 0.92997 0.96710 0.96710 1.00000 0.00000 1.00000 0.97460 0.99065
LUB 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000
R 1.07240 1.03551 0.05340 0.00000 1.99874 1.00270 1.02667 1.02482
NV 750.00000 | 750.00000 | 750.00000 | 793.00000 | 793.00000 | 740.00000 | 750.00000 | 752.00000

Table 2: Calculated measures for numerous graphs

such data. We use data mining techniques to choose a low-dimensional
subspace made up by combinations of the graph measures to represent the
data. We consider graphs types such ER (random), Small World, Wax-
man, Scale Free, Complete, Ring, Null, and Rectangular. We generate
these graphs with 450 and 750 nodes, and calculate all 28 measures dis-
cussed in 4.1.2. Table 2 shows the measures discussed in 4.1.2 calculated
for different graphs.

We use four different techniques to map a high dimensional measure
space into a low dimensional subspace so inferences can be made as to
where hierarchical graphs live. The four techniques are Principal compo-
nent Analysis (PCA), Canonical Variate Analysis (CVA), Support Vector
Machine (SVM) and Parzen Windows (PW).

Principal Component Analysis (PCA) Suppose X represents
a set of graph measure data, where each row of X represents the data
calculated from each of the m different graphs, and each of the p columns
represents a different measure.

11 12 . T1p
21 22 N T2

X = Pl (4.42)
Tmil Tm?2 . Tmp
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8.4777e-001 | 4.2320e-001 | 2.1704e-001 | 1.8229e-001 | 1.1182e-001 | 6.5579e-002 | 5.4536e-002
4.3284e-002 | 9.6150e-003 | 9.4873e-003 | 2.8256e-003 | 2.3813e-003 | 2.7228e-004 | 1.6424e-004
3.0886e-005 | 1.8647e-005 | 1.5152e-005 | 5.6883e-006 | 3.7396e-006 | 3.5133e-007 | 2.2624e-007
5.4453e-008 | 4.0002¢-008 | 1.5075e-008 | 9.2445e-009 | 3.9128e-009 | 1.5646e-009 | 7.0329e-017

Table 3: The twenty-eight eigenvalues calculated from data

where z;; represents measure j for graph i and [x;1, Zs2, . . ., Zip) is called
the feature vector for graph i. Principal Component Analysis changes the
basis in the high dimensional space and thereby transforms the data X
to a new set of axes so it can be studied in a lower dimensional space.
The data is realigned so that the greatest variances in the data are in
the directions of the first few eigenvectors of the covariance matrix, COV.
The covariance matrix is calculated using X, by summing up the outer
product of the rows of X. Let COV(3, j) represent the covariance matrix
of the data X . . —

cov = =i = X)X = X) , (4.43)

n

where X; corresponds to row i of matrix X and X is the mean of all the
data vectors,
Zi:l Lij

m

X, = (4.44)

Using the PCA algorithms we calculate a new matrix FM from X

FMy1  F>My ... FM,
M — FMy  FMa ... FMo, 7 (4.45)
FMupw FMps ... FMp,

where the rows of F'M correspond to the feature data expressed in a lower
dimension(r << p), that is, the column size has decreased and each row
is a new shortened feature vector.

We perform PCA on data from different graph types. This method
does not require previous knowledge about graph types, e.g. which graphs
are trees, which are Waxman graphs, etc. PCA is able to map the dif-
ferent types of graphs based the similarities and differences between their
measures in the lowdimensional space. When the points are plotted, they
appear to be sorted so that each graph lies in a different region. That is
different graphs types are sorted because the measures indicate they are
fundamentally different graphs.

The PCA algorithm does allow the data to be represented in terms
of its full eigenvector decomposition. But, if the data is well represented
by fewer eigenvectors then it is not necessary to use all the eigenvectors.
In order to choose which eigenvalues to keep we examine at the magni-
tude of their corresponding eigenvalues. The eigenvectors with the largest
eigenvalues are more important than the rest.

Evaluating PCA Results We generate ER, Small World, Wax-
man, Tree, Null, Complete graphs and calculate their feature vectors. The
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EV1 EV2 EV3 EV4 EV5 EV6
DEG 2.3993e-001 | 2.3464e-001 | -3.5604e-002 | 4.6825e-003 | 4.7999e-002 | 1.3882e-002
MDEG 2.3492e-001 | 2.3552e-001 | 7.0542e-002 | 3.0199e-003 | 3.3737e-002 | 6.2826e-002
MC 2.0526e-001 | -3.4974e-002 | -1.3949e-001 | 1.0444e-001 | 2.6558e-001 | -4.6147e-001
VD -2.0160e-001 | 2.3260e-001 | -2.1563e-001 | -1.5464e-001 | 5.3194e-002 | -3.0645e-002
MECC | -2.0359e-001 | 2.1031e-001 | -2.5172e-001 | -1.3942¢-001 | 1.0988e-001 | 4.1141e-002
RAD -1.8158e-001 | 1.9450e-001 | -2.2378e-001 | 3.0747e-001 | 6.5504e-002 | 6.4812e-002
DIA -1.8283e-001 | 1.9523e-001 | -2.2132e-001 | 3.0514e-001 | 6.4539e-002 | 6.5024e-002
Eff2 2.4515e-001 | 1.3462e-001 | 7.6129e-002 | 2.8124e-003 | -2.9240e-001 | 9.6493e-002
H -1.9863e-001 | 2.5850e-001 | -1.7242e-001 | 1.2863e-001 | -2.8135e-002 | -8.9599e-002
MH -1.3984e-002 | -1.6136e-001 | -2.7432e-001 | 1.1470e-001 | 4.0034e-001 | 5.1337e-001
MEX 2.3447e-001 | 1.1959e-001 | -8.8395e-002 | -6.9403e-003 | -3.6694e-001 | 7.4972e-002
MCL 1.6128e-001 | -9.3556e-003 | 2.6573e-001 | 1.1499e-001 | 4.6582e-001 | -2.6829e-001
MFK 1.0047e-001 | -2.3878e-002 | -3.3450e-001 | -4.4915e-001 | 1.0328e-001 | 1.0371e-001
MOD 2.2120e-001 | -1.1412e-001 | -3.0180e-001 | 1.3041e-001 | 4.2039e-002 | 1.6751e-001
N3 2.2324e-001 | 2.5430e-001 | 4.8883e-002 | 5.4574e-003 | 1.2913e-001 | 2.8143e-002
N4 2.2406e-001 | 2.5419e-001 | 4.3366e-002 | 5.4377e-003 | 1.3001e-001 | 3.6365e-002
N5 2.2001e-001 | 2.5507e-001 | 7.1865e-002 | 5.7114e-003 | 1.3814e-001 | 4.0420e-002
SC 2.1217e-001 | 2.2725e-001 | -8.3882e-002 | 7.3346e-003 | 2.1615e-002 | 2.6324e-002
Energy | -7.7200e-002 | 7.2156e-002 | -1.0149e-001 | -5.7658e-001 | 8.5422e-002 | -1.6246e-002
Reci 1.8242e-001 | -2.3942e-001 | -2.5385e-001 | 1.3762e-001 | -1.0614e-001 | -2.1681e-002
EdgeReci | 1.8248e-001 | -2.3900e-001 | -2.5451e-001 | 1.3810e-001 | -1.0490e-001 | -2.0136e-002
Matching | -1.1200e-002 | 3.7831e-002 | 3.3239e-001 | 6.5190e-003 | 2.2408e-001 | 5.3806e-001
Con 1.7802e-001 | -2.4985e-001 | 1.3388e-001 | -2.6723e-001 | 7.1382e-002 | 1.0986e-001
D -2.0792e-001 | 2.4888e-001 | 3.0392e-002 | -1.7358e-001 | -6.7091e-003 | -1.1805e-001
Eff -2.4061e-001 | -2.2880e-001 | 7.8140e-002 | -4.3939e-003 | -2.7851e-002 | 1.5935e-002
LUB -9.8188e-017 | 1.1301e-016 | -5.7885e-017 | 6.2778e-017 | 5.3169e-016 | -4.0335e-017
R 2.4016e-001 | -5.3330e-002 | -2.6683e-001 | -1.4856e-001 | -5.9234e-002 | -5.7822e-002
NV 1.5874e-002 | 1.6849e-001 | 1.0288e-001 | 4.5268e-002 | -3.8692e-001 | 2.2326e-001

Table 4: The first six eigenvectors
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data is represented in 28 dimensional space as discussed in Section 4.2.1.
Table 3 shows the first 28 eigenvalues and Table 4 shows the first six cor-
responding eigenvectors. Note that \; = 8.5 x 107%, A2 = 4.2 x 1071,
As = 2.17 x 1071, etc. This suggests that the first eigenvector “explains”
about twice as much of the variance as the second, which in turn “ex-
plains” about twice as much as the third, etc. Using the eigenvectors
shown in Table 4 we convert the data set to a lower dimensional space.
Figure 4.4 shows the data projected on each of the first four eigenvectors,
each subfigure showing the effect of using the next eigenvector.

) Data projected using PCA on one eigenvector1 ) Data projected using PCA on one eigenvector2
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Figure 4.4: Data projected using PCA on each of the first four eigenvectors

The first graph in Figure 4.5 shows that if we project the data along the
first eigenvector we can sort out the points that belong to Null (blue), Tree
(black), Complete (red), ER (magenta) groups but that Rings (yellow),
Waxman (cyan), Scale Free (red loops), and Small World (green) are
intertwined. In Figure 4.5, using the second eigenvector seems to indicate
that we are able to sort out all the groups except for Null (blue) and
Complete (red). Using the third eigenvector allows us to only sort out the
points that belong to the Waxman (cyan) and Small World (green) graphs;
with the third eigenvector the rest of the graphs remain intertwined. Using
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Data projected using PCA on the first eigenvector

Data projected using PCA on the first two eigenvector
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the fourth eigenvector the only points not intertwined are those belonging
to Tree, Null, and Ring. Using three eigenvectors appears to be sufficient
for sorting out the data points. Figure 4.5 shows the data projected on the
first eigenvector, the first two eigenvectors and the first three eigenvectors.
From all three images of Figure 4.5 it is clear the data points remain
intertwined unless we at least use three eigenvectors.

Assessing the Validity of PCA 1In order to assess the validity PCA
as a method for sorting graphs, we generate new graphs of several different
types and use the transformation extracted from the training data to
classify them. Using the transformation extracted from our training data,
we generate new graphs of several different types and test how they are
classified. The new test points are graphed over the original points. We
show two examples. In Figure 4.5(a) the original trees are the solid black
points, the blue rings are the new test trees and the other graphs are all
in magenta. In Figure 4.5(b) the training rings are the yellow points, the
test rings are the cyan circles, and the other graphs are in magenta. The
new feature vectors projected on the first three eigenvectors appear to be
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well predicted. Specifically, trees are still classified as trees and rings are
still classified as rings.

We also explored the possibility of using fewer measures to do the
analysis of the graphs, in particular, using only the first nine or the first
thirteen measures instead of the full twenty-eight. However, we found that
the graphs were not as well separated . The data remains too clustered to
distinguish some of the groups. Also new points were not as well classified
with fewer measures as they were with all twenty-eight.

Canonical Variate Analysis (CVA) Using PCA does not require
any knowledge of the groups to which the data belong. If, however, we
know which data points correspond to trees, which correspond to random,
which correspond to small world, etc, we can use CVA [10, 28, 30]. CVA
uses information about which class (group/graph type) a data point (fea-
ture vector) belongs to. It maximizes the ratio of the variation of the data
from different groups to the variation of the data from the same group
(inter-class)

T q.
¢1 SlnterQbI (446)

¢?Sintra¢1
where Sinter is the interclass scatter matrix, Sintra iS the intraclass scatter
matrix, and ¢; is the first eigenvector of S, Sinter-

Results were also obtained using CVA to project the same data set
as analyzed by PCA. These results are not shown here, but are shown in
with the learning results in subsection 5. While qualitative results appear
to be the same, we note that the individual groups are more clustered
than they were with the PCA algorithm as shown in this section. This
indicates that CVA is somewhat better that PCA.

SVM Sorting or classifying data is a common process in machine in-
telligence. We separate the training data points into one of two classes
(hierarchical or not in our case), and then decide to which class new data
points should be assigned. SVM finds hyperplanes that can separate sets
of points into two classes. In n dimensions, the equation of a hyperplane
is

WrX +p=0. (4.47)
where W = (w1, ...,wn)" , X = (21,...,%,) and 8 € R'. The hyper-
plane divides the data into two of classes, where the points X¢ “above”
the plane are such that WTXg 4+ > 0 and those “below” the plane satisfy
WT X 4+ B < 0. Training for a SVM involves choosing the values of the
hyperplane parameters W and to achieve the best separation by maxi-
mizing the distance between the hyperplane and both sets of points. This
is equivalent to minimizing ||W||? subject to c;(WT X¢ + 8) > 0, where
¢ ranges over the elements in the training set with ¢; = 1 if the point
corresponds to the points that are “above” the hyperplane and ¢; = —1
otherwise. To implement this method for determining if a graph is hierar-
chical, the points correspond to graph measures discussed in Section 4.1.2;
along with the value ¢; = 1 for trees and ¢; = —1 otherwise. SVM is imple-
mented by generating several trees that are clearly hierarchical and several
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random networks. The best hyperplane is then calculated to separate the
data in the training set.
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Figure 4.6: Examle of SVM separating data

If X is a feature vector for a given graph, then the signed distance
from a point to a plane, d(X) = (WX + )/||W|| is a measure of how
hierarchical a given graph is. We generate several known hierarchical and
non-hierarchical networks, calculate feature vectors for them and deter-
mine the boundary of the region specified by these points. In Figure 4.6 we
show an example of data being sorted by SVM. We will only be concerned
with the distance D(X,) of a point X, to this separating hyperplane as
the measure of hierarchy for that point X,.

SVM therefore has a measure of hierarchy that allows the determina-
tion of how hierarchical a graph is. Specifically the (signed) distance from
the feature vector of the graph to the hyperplane quantifies hierarchy. If
we start with a random network, train the network, and the point repre-
senting it moves closer to the hyperplane or crosses the hyperplane into
the tree region its hierarchy is increasing.

Probability Methods In Figure 4.5 we can see that there is slight
overlap between data points of different classes. For example, some Rings
and Scale Free Graphs are very close. In order to classify data points,
we use probability to group the data. We do this in two, three and four
dimensions. The fourth dimension cannot be easily viewed. We fit a
Gaussian to each of the groups using

1 1 T—1/,
S0 = oo (pe e ). e
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where ¥ is the covariance matrix, |3| is its determinant, k is the dimension
of the space, and p is the mean. Then given a new point we can assign
it a probability of belonging to any one group. Figure 4.7 shows the
probability distributions over the training data in one dimension.

30—

25—

20—

P(x/A),P(x/B),P(x/C),P(x/D),P(x/E),P(x/F),P(x/G),P(x/H)

ER
Waxman
SmallWorld
- — — Null
Complete
Tree

Ring
ScaleFree

Figure 4.7: Examle of SVM separating data

Table 5 shows a subset of the training data set and how it is classified
by the Gaussian distribution in one, two, three and four dimension. The
first column is what we believe them to be: Random Graphs are denoted
by 1,Waxman Graphs by 2, Small World by 3, Null Graphs by 4, Com-
plete by 5, Tree by 6, Ring by 7, and Scale Free by 8. The remaining
four columns indicate how they are classified by Gaussian distributions
of one, two, three, four dimensions, respectively. For the most part the
method classifies the points correctly. The last row is the fraction of the
graphs that were correctly classified by the Gaussian distribution. This is
expected, given that the Gaussian distributions were built on these points.
The Gaussians of the third and fourth dimensions did the best job in pre-
dicting the correct group. Therefore, in the remainder of this paper, we
will use a three dimensional probability distribution.

Eight graphs types are used in this analysis: Tree-[A], ER-[B], Wax-
man[C], Complete-[D] and Null graphs- [E], small world [F], Scale Free[G],
Rings[H]. The probability that a given graph has measure z is then cal-
culated, given that it belongs to one of the corresponding groups. These
probabilities are denoted by P(z|A), P(z|B), ..., P(x|H). The feature
vector data for each of the groups is then fit with their own Gaussian dis-
tributions by calculating the corresponding sample means and standard
deviations. Bayes theorem is used to calculate the probabilities

P(Alz), P(Blz), ..., P(H|z). (4.49)

These functions express the probability that a graph with feature vector
x belongs to group T, where T'= A, B,C, D, E, F,G, or H, respectively.
Bayes Theorem gives

P(TNx)

P(T|z) = e =

P(T)P(z|T)
P(x)

(4.50)
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In order to calculate P(T"), the number of graphs that belong to the cor-
responding group is counted and divided by the total number of training
data points that are used. To calculate P(z), count the data points that
fall in a neighborhood around point x. Currently we use an n-dimensional
square as the neighborhood. The probabilities must sum to one. That is,
any graph must belong to one of the groups. All graphs are either com-
plete, Null, or somewhere in between. There are two ways to accomplish
this. One is to add a ninth group, Other [I], and calculate P(I|z) using

P(Ilz)=1- > P(Tlx) (4.51)

The other is to normalize each on each point z, the probabilities P(A|z),
P(B|x), P(C|x), etc, by dividing them all by

> P(Tr) (4.52)

T=A,B,...H

at each value of z. We found that neither of these methods gave satisfac-
tory results. Points that were not training data were either not classified
in any group or always in the “other” category. The problem is that points
too far from the centers have effectively a probability of zero. A Gaussian
distribution dies off too fast. Instead we chose to use Parzen windows,
resulting in a method which is better at predicting points farther away
from the center.

Parzen Windows Parzen windows forms the basis of a method that
takes the discrete data points, represents them as Dirac deltas and con-
volves with a Gaussian function [10, 12]. It calculates the discrete distri-
bution choosing the maximum of

P(Alz), P(Blz), ..., P(H|z) (4.53)

to decide to which group the data point x belongs. This method provides
a way of filling in the empty spaces that the previous method could not.

4.3 Functional methods

Event chains have the potential of being able to reflect the structure.
That is, if two neurons fire in succession with a certain frequency, it seems
logical that the connection strength between them should be proportional
to that frequency. Even at the most basic level we can see how analysis of
event chains can help us analyze the system. A neuron that is connected
to neurons with larger excitatory weights will fire more often and, in
turn, we should see more chains involving that neuron. Some simple data
that could be extracted from this includes the firing rate, the number
of times a neuron is expected to fire over n time steps. This raw data
is important as is comparative data such as neuron 7 fires m times in n
time steps, and neuron j fires p times in n time steps. These pieces of
data allow us to make assumptions about the structure of the connections
from the behavior of the neurons alone. Dissection and evaluation of
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neurotransmitters to determine these connections might be be possible,
but could not serve as a diagnostic tool on a living patient. We expect
that neurons are more likely to connect to other neurons that are nearby.

Event chains are sequential actions. In this case, if neuron ¢ fires at
time step n and then neuron j fires at time step n + 1, the “two-event
chain” {4, j} occurs. Note that neurons ¢ and j both produce a “one-event
chain” as well. It is important to note that if we want to use this tool to
give us some sense of which neurons are causing others to fire, we must
only consider those that could possibly be connected. We can use the
connection matrix to see which event chains are meaningful.

We consider connection matrices that have spatial structure. Instead
of randomly placing neurons in a planar region in R? we will use an upright
square lattice. By doing this, we can define neurons being geometrically
near and have the same effect on each neuron. For the present, we assume
that any neuron is connected to any other neuron within a given distance,
and not connected to neurons farther away than that distance.

Figure 4.8: 64 Points arranged in a square lattice

Consider the lattice shown in Figure 4.8. In order to take advantage
of the nature of stellate cells and local connections, we consider distance
as calculated by the standard Euclidean norm. Neurons will only connect
with other neurons that are less than a given distance away.

Figure 4.9 shows neurons connected based on varying distances. As
the distance r increases the points within Euclidean distance r are shown
in Figure 4.9.

4.3.1 Combining Interaction and Structure

In order to eliminate the sequential firing that would occur if two neurons
are connected to each other, we implement a refactory period. We assume
that a neuron has a period of time after firing where it is incapable or less
likely to fire. This period, called the refractory period, could be thought
of as a “cool down” period. This naturally prevents a situation where
w;,; > 75 and wj; > 7; would cause the two neurons to fire on each other
indefinitely if there were no other inhibitory effects present. The assump-
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Figure 4.9: Distances of length 1,2 and 3 on an 81 point lattice

tion of a refractory period prevents a neuron from immediately feeding
back, but other connection scenarios where the neurons fired in such a
way as to loop back to an earlier firing neuron. These small “loops” of
neurons may result in a self sustaining loop. These loops are not consis-
tent with how the brain is perceived to operate, and we will address their
effect further in Section 4.3.4. To avoid this, we will implement the model
for event chains so that no neuron is allowed to fire more than once during
the propagation of a single stimulus.

Since we assume finite lattices of neurons, it is necessary to consider
how the neurons near the edges are connected. One possibility is that
the neurons near the edges are connected in the form of a tube or a
torus. This idea is a way to simulate larger samples of neurons by creating
a periodic array. However, this creates more of a patchwork model of
the same neuronss with the same weights. It could also be argued that
this violates the locality argument defined by distance since the region
itself is not physically a tube or torus. We assume the lattice does not
support connections on its edges. In other words, we assume that there
is no “wrapping” effect. This prevents loops and also has some structural
significance.

4.3.2 Extracting Data from Event Chains

We can use two event chain data to gather connection information. We
do this by taking advantage of the definition for statistical independence.
Two events A and B are independent if

P(A|B)

PAIB) = P(4) » ~po

=1

Thus, two events are independent if the probability of an event happen-
ing is the same regardless of whether the other event is happening. If
P}()‘?lf) # 1, the events are not independent, so the outcome of one event
modifies the outcome of the other.

43



P(A|B)
P(A)
P(A|B)
P(A)

We adapt this to two-event chains. Consider two neurons; for example,
suppose neuron ¢ fires f; times and neuron j fires f; times in N time
steps. This could be interpreted as frequencies, so that P({i}) = fi/N,
P({j}) = fj/N. If the two-event chain of j following ¢ occurs fy; ;; times
in the same N time steps, then the two-event chain {i,j} occurs with
frquency P({i,5}) = f(i,;3/N. We have that

> 1 implies a positive correlation

< 1 implies a negative correlation

P(ANB) P({i,j})

P(A)P(B) — P({iH)P({5})

If this ratio is greater than 1, then neuron j fires more frequently than
expected if the neurons were independent. This allows us to infer an
excitatory weight or effect from neuron i onto neuron j. It is worth noting
that asymmetry is maintained and the assumptions about w; ; will not
affect wj ;. Since two-event chains preserve order, if P({i,j}) # P({j,i})
then we could still have w; ; # wjs.

4.3.3 Simulations and Data

The model from Section 3 is used to simulate processes in the cortex, for
different “brains”. A set of weights and thresholds determine a “brain”
that is then interrogated for its behavior. We wish to determine whether
different types of brains behave differently. To do this, we postulate
schemes for determining a set of equivalent brains. For the present work
we generate a large number of “equivalent” brains by using a given connec-
tion scheme, given threshold value (same for all neural columns) and sta-
tistically generated interaction weights. By generating multiple “brains”
from the same scheme we can compare information inherent to the gen-
eral model and not to one specific weight assignment. For each brain, we
find two-event trees by stimulating random neurons. The statistics of the
two-event trees depend on the values of the weights and threshold.

Assigning Preliminary Values We consider the effects of three ma-
jor components: two are network connectivity parameters, namely weights
and thresholds. Two-event trees are triggered by exciting a number of
neurons.

Locality Distance Locality distance will determines how many neu-
rons are connected.This determines what weights and threshold values
lead to reasonable “brain”-like behavior. Locality is the area around a
neuron that we dictate is close enough for connections to be formed. It
depends on the total number of neurons. A large connection distance
with few neurons would cause all neurons in the model to be affected by
the actions of one neuron. When we compute the occurrences of one or
two-event chains in short bursts we are able to simulate a large brain,
that is, one with many neurons. For these runs, the data was recorded for
about 6400 neurons. There is a correlation between number of neurons
and the time needed to run for stable data. The more neurons there are,
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the longer the simulations must run so that a pulse can propagate through
all the neurons. This propagation of a single pulse from initiation until no
further neurons fire is called a cascade. Imagine if we excite a cascade of
neurons, we can see that the larger the number of neurons, and the further
from the edges the stimulation, the longer each cascade will take. It will
require many cascades to get enough data to obtain reliable statistics. For
example, the case of 6400 neurons, which has 38 times more neurons than
the 169 neuron case. For the larger “brain”, in order to obtain the same
level of accuracy in the statistical data would take 38 times longer.

We discuss the topic of locality, for the 169 neuron case. We have
already stated that we can get an idea for how many neuron are connected
to a certain neuron as mr? where r is the locality distance. When a
cascade is induced, the number of neurons affected by a given neuron is
an important parameter. In addition, the percent of neurons responding
to all neurons is a parameter of interest.

Active Columns
Dist. | Effected Col. 1 2 3 4 5
1 4 2.3669% | 4.7052% | 6.9741% | 9.1890% | 11.3512%
2 12 7.1429% | 13.7755% | 19.9344% | 25.6534% | 30.9638%
3 28 16.6667% | 30.5556% | 42.1296% | 51.7747% | 59.8122%
4 48 28.5714% | 48.9796% | 63.5569% | 73.9692% | 81.4066%

Table 6: The Effect of Locality Distance

We see in Table 6 the various scenarios given an active neuronal column
in the case of 169 total neurons. If we are interested in the effect of one
neuron being active, we can see what percentage of all other neurons are
within this distance. For example, with a distance of one, the neurons lo-
cated in the cardinal directions would be affected. That is ﬁ ~ 0.023810
or 2.3810%. However, there is a more useful interpretation of this. We
can also view this percentage as the probability a random neuron would
be affected by this neuron being active. These considerations assume that
edge effects are not important.

Using the cumulative distribution function for the binomial distribu-
tion we can find the probability that a neuron will fire given that a certain
number of neurons are already active. The probability that exactly a neu-
ron fall within the distance of k out of the n active neurons is

(Z)p'“(l -p)" "

Where p is the probability a neuron will activate if one other neuron
is active with a certain distance. By summing over the possibility that
any number of neurons are affecting a random neuron, we have

> <Z> pPr—p" "

k=1
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Threshold and Weight Assignment Given a locality distance of
two, a neuron is connected to twelve nearby neurons. Next we define
threshold and weight values. We can start with the simple assumption
that weights are distributed over a range of both positive and negative
values to represent the excitatory and inhibitory values respectively. We
show data for distributions of weights on the interval [—0.2,0.4], chosen
to have more positive than negative values in the hope to force an overall
excitatory effect.

1504

100+

0.5

Figure 4.10: Potential Single Distributions Over the Weight Range

In Figure 4.10 we show two different distributions covering the same
weight span. The simplest case is the uniform distribution where the prob-
ability of assigning any weight to an interaction is the same. The normal
distribution would place a higher likelihood around a certain weight (in
this case 0.1) with a lower probability of assigning a higher or lower weight
value to a connection.

It is physically realistic to assume two separate distributions for excita-
tory and inhibitory connections, since these different connection types are
related to structurally different neurons. Figure 4.11 shows two normal
distributions for positive and negative weights.

We will begin with the uniform distribution, and then modify it to see
the effect of the distribution on the behavior of the model.

To address the issue of a threshold use the idea the mean for a uniform
distribution over [a,b] is p = 2. In our case y = 0.1 so we need the
threshold to be above 0.1, otherwise the model would clearly fire too
easily. Through trial, we were able to determine that a threshold value
of 7 = 0.32 was able to maintain a firing rate for the columns that was
neither too frequent or infrequent. Since the expected firing frequency for
three neurons is 0.3 we know it will take roughly 3 or 4 active neurons on
average within the locality distance for a neuron to fire.
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Figure 4.11: Potential Dual Distributions Over the Weight Range

4.3.4 One and Two-Event Chains

We will begin by retrieving the data from one and two event chains. We
can then plot the weights w; ; against the ratio

__Pdigh)
B = Baneiin (4.54)

where P({i}) and P({j}) are the probabilities of firing of neural columns
¢ and j, respectively, and P({i,7}) is the probability of the two event
chain, ¢ fires, followed by j firing. From here we can find the relationship
between this ratio and the connection weights. Finally, we can modify the
threshold value or distribution to isolate the effect of those conditions.

For reliable data, we run the simulations and approximate the prob-
abilities in eq. (4.54) by frequencies until any large variability within
the data is eliminated. In Figure 4.12 we can see the output for one-
event chains for a specific model with uniformly distributed weights over
[—0.2,0.4]. Here the position of the neuron is located by cartesian coor-
dinates. Although these plots are for much larger spaces than we will be
using, these larger plots accentuate some attributes of structural signifi-
cance.

Figure 4.12 demonstrates the effect of the refractory period. As we
discussed in Sec. 4.3.1, we restricted a neuron to firing only once during
a cascade. This simulates a scenario where the refractory period is so
long that no neuron will fire twice under one instance of a stimuli. This
scenario can be see in Figure 4.12(ii). We can see that the firing rates
of neurons under a long refractory period seem to form groups locally.
This “blotting” is consistent with activity within an actual neocortex.
The accompanying image, Figure 4.12(i) implements a refractory period
by increasing the threshold of a neuron after it fires. This eliminates the
chance a neuron will fire continuously. However, to allow the neuron to
fire further along in the cascade, the threshold is lowered with each time
step back to its originally designated level. This leads to a problem of
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Figure 4.12: Activity in (i) One-Event Chains for 6400 neuron model with
short refractory period (ii) One-Event Chains for 6400 neuron model with long
refractory period

cyclic neuron firing. The easiest way to imagine this is to picture a cycle
of neurons, such that each neuron can cause the next clockwise neuron to
fire. If we were to excite one neuron, the cascade would begin, and by the
time the cascade reached the originally excited neuron, the threshold will
have returned to its original value. This will cause the original neuron to
fire again and so the ring is constantly active. Figure 4.12(i) then becomes
data for multiple loops and it detracts from the meaning of the firing rates
of each neuron. As we increase the length of the refractory period, we
reduce the possibility of these firing cycles repeating. What remains is
the underlying features inherent to the locally defined structure.

Figure 4.13 shows the geometry in that connections are are nearly
diagonal and about 13 units on either side of the diagonal. This banding
structure which results from spatial proximity of neurons which are not
nearby in index. The firing rate can be found by locating the first neuron
in the chain on the x-axis and the second neuron on the y-axis. Since
w;,; = wj,; is not mandated, the firing rate for (x,y) does not necessarily
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Figure 4.13: Activity in Two-Event Chains for 169 neuron model with long
refractory period

equal that for (y,x).

4.3.5 Weight and Event-Chain Correlation

By comparing w; ; to the ratio P({3,j})/P({i})P({j}) for the frequency
of the two-event chain {i,j}, we can tangibly assess the correlation between
weight value and firing rates.

Figure 4.14 confirms that the ratio from 4.54 increases as the weight
of the connection between the neurons wj; ; increases. This is to be ex-
pected, since we saw in Section 4.3.2 that a positive correlation between
two neurons would yield a larger ratio. There are two elements to this
plot that require further attention.

First, we see that there seems to be a discontinuity in the behavior of
the graph at the threshold value 7 = 0.32. This is because if w;; < 7
neuron ¢ requires additional excitatory neurons to be active on j for j to
fire. However, if w;; > 7, neuron 4 can excite neuron j by itself. This
may only be negated by the effect of other inhibitory neurons. Although
not unlikely, the numbers used make it twice as likely that another active
neuron will have an excitatory rather than inhibitory connection with j.

Secondly, we see that the growth in the ratio seems to be exponential
as the weight of the connection increases. The assumption is that we can
make a guess on the structure of the interaction by the behavior of the
brain. Since this data will be fit to an approximation based on its behavior
it would be simpler to deal with an easier function than an exponential.
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Figure 4.14: The Weight and Ratio (4.54) Comparison Data for w;; €
[—0.2,0.4], 7 = 0.32

Taking the natural log of Eq. 4.54 we have
P({i,j}) )
Ry = log. <7 4.55
: PGNP (45

If the dependence in Figure 4.14 is exponential, the ratio R; can be

modeled by a function of the form
Ri(w;;) = ae™" I

Here a and m are constants.By modeling ratio 4.55, we would have a
function R2 of the form

Ry

loge (R1(wi,;)) = loge (ae™""7)

= loge(a) + loge (€™ 7)) = crw;,; + co (4.56)

Where b is constant and equivalent to loge(a). This allows us to roughly
approximate this function in terms of a best fit line.

Again, we are able to see the impact of the threshold at 7 = 0.32.
Attempting to fit one line to the entire set of weight values [—0.2,0.4]
would be problematic and not represent the behavior of neuron pairs with
weights above or below threshold. Since there is such a large deviation
in the model after the threshold value, the compensation would modify
the best fit line dramatically. This would cause an inaccurate approxima-
tion for weights below the threshold, with considerable errors for negative
weights. It would be in our best interest to model these two sections
separately, for [—0.2,0.32) and [0.32,0.4].

Conditionality of the Model There are points being omitted in
the data due to the nature of the model itself. Suppose we revisit the
ratio given by Eq.(4.55)
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Figure 4.15: The Weight and Ratio (4.55) Comparison Data for w;; €
[—0.2,0.4], 7 = 0.32

_ Pl )
B2 =log, (P({i})P({j}) | (4.57)

It is possible that P({i,j}) = 0, P({i}) # 0, and P({j}) # 0. In this
case Ry is not defined.

These points clearly can not be used in the model data itself since
they represent the case where where the ratio Rs is not defined. However,
they represent important information, since these data points are events
where neurons ¢ and j did not fire during a cascade. We can simply
place a conditional argument onto the data. This serves to validate the
data further, eliminating the margin of error created from ignoring these
points. It also serves as another point of comparison between two different
realizations of brains. The number and the distribution of these non-
responding points can be compared as well, to extract further behavior
from the model. It is clear that we will see a higher probability of such
points from connections with lower weighted values. Also note that since
the neural cascade begins with multiple random neurons being activated,
the denominator in Eq.(4.55) is unlikely to be zero.

4.3.6 Correlating the Data

In Figure 4.16 we see the linear approximations for the data properly
separated around the threshold value. The sample data provided comes
from multiple weight matrices under the uniform distribution between
[—0.2,0.4]. Using multiple weight matrices helps eliminate bias due to a
certain construction of a single weight matrix. Supposing we only sampled
one weight matrix, even randomly distributed, it could have perhaps a
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Figure 4.16: The Weight and Ratio (4.55) Comparison Data with Linear Ap-
proximations for w; ; € [-0.2,0.4], 7 = 0.32

grouping of larger weights in a certain area. Consequently the best fit line
would approximate more accurately for similar weight matrices with this
grouping and less so for others.

Using multiple samples of weight matrices chosen from a set of equiv-
alent weight matrices helps eliminate partiality to a certain construction
of a single weight matrix. If we only sampled one weight matrix, even
though its weights were randomly distributed, a non-uniform distribution
of weights could have resulted in skewed data, perhaps due to an acciden-
tal a grouping of larger weights in a certain area. Consequently a fit of
the data would approximate more accurately for similar weight matrices
with this particular accidental grouping and less so for others.

Here we determine the constants cp,c1 to find the equation for the
linear approximation p(w;, ;) = ciw;,j+co. Since this is an overdetermined
system, the values found for ¢o and ¢; are found to minimize the difference,
or residual, between the data and the line. Standard least squares gives

0?3, Re(wig)wig — (2, wi ) (X, ; Re(wig))

Cc1 =
n?> wis — (2 wis)?

(2, wi (X, Re(wig) — (5, ; wig) (X, ; Re(wij)wiy)
- 2 2 2

n?( i,j wi,j) - (Z” wi ;)
Figure 4.17 shows data and the piecewise linear approximation for
weights drawn from one or two normal distributions, respectively. The

Co . (4.58)
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Figure 4.17: The Weight and Ratio (4.55) Comparison Data with Linear Ap-
proximations for a) w;; € [—0.2,0.4] drawn from two normals, § = 0.32 b)
w; j € [—0.2,0.4] drawn from a single normal, 7 = 0.32

linear approximation may likely be less efficient in these cases, but the
concept still holds. Next we describe how to use this data to make an
assessment about structure from behavior.

4.3.7 Behavior and Structure

Figure 4.16 shows the correlation between the behavior witnessed (ratio
R3) and the structure (weights w; ;). However, this data was generated
starting with the weight values. The inverse problem is to find the weight
distribution from two-event frequencies. However, we can use the statis-
tical approach to classify brains, including brain models that have been
subjected to learning.

The most simple and straightforward way to do this is by creating a
linear approximation as we did in Figure 4.16 and then using the equation
of this line as the prediction. We would first solve for the constants co
and ¢; by Eq.(4.58) and generate the approximation R(w;,;) = ciw;,; +co
from the reference data. Now on a new weight matrix, we retrieve the
R(w;,;) values from the behavior and use it in our reference equation to
approximate the weights w; ;. This does assume uniformity in all brains
such that they are relatively similar and can be generated through a single
reference, but this is unavoidable. Also, since we control the distribution
and connectivity of weights, the variations will be limited.

It is clear that the linear approximation alone could generate adequate
results. As Figure 4.16 shows, there appears to be a distribution of weights
near the linear approximation, and that this distribution is significantly
spread out. To remedy this, we can use the linear approximation value
as the mean, and develop a statistical description for describing w; ; =
F(R3), where F denotes an appropriate distribution. Without further
information, the assumption of a normal distribution seems appropriate.
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4.4 Weight Model and Prediction

In this section we determine a suitable weight given the observed behavior
between two neurons. We begin with a simple linear regression assuming
homoscedasticity, and refine it as we progress towards a sliding window
with accompanied weighted mean. We are able to improve the model as
we abandon a purely analytical model towards a simulation model.

4.4.1 Linear Regression Model

We have already defined how we would find the best fit line in Sec-
tion 4.3.5. From here we develop the probability distribution for the
weights

2 1 1 2
fn2(wi j|R2), fo, B1,07) = Wexp —ﬁ(wi,j — Bo — B1R2) }
(4.59)
We can rewrite the best fit line in terms of Ra
1
Ry = crw;,; +co —> Wi ; = — Ry — C*O (460)
C1 C1

To fit the form of Eq.(4.59) we have approximations for 8o and (i

. 1 .
Bi=—,ho="=2. (4.61)
C1 C1

By putting these approximations back into Eq.(4.59) and maximizing
the results, we can solve for the corresponding variance value

(5’2 = % Z(wi,j — Bo — Ble)Q, (4.62)

where the sum is over the appropriate ensemble. In this work, we take
the sum over all connections in the network, and over a selection of brain
models.

The distributions are therefore generated from the simulations in which
we observe both Rz(w; ;) and w; j. From this description we can extract
all the parameters for the distributions above. Once we have obtained
the distributions for a large sample of data, we can use it to derive the
weights in other models. Since we can obtain Ry from behavior alone, we
can use this observed data and the distributions to determine weights in
the new observations.

4.4.2 Model Flaws and Improvements

The brains that we describe in this Section have a statistical distribution
of connection weights. The data produced by cascades on these brains
show scatter around a nearly linear regression.

If we examine Figure 4.15 we notice that although given a weight,
there is a relatively small range of ratio values, the reverse is much more
complex. For example, if we look at the distribution for Ry = 0, we can
see that it is relatively flat. This gives us a sensible approximation for the
connection strength between two neuronal columns, but the variability in
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this model is very large. This holds true for many other ratios because of
the relatively small slope of the best fit line.

Drawing from a uniform distribution w; ; € [—0.2,0.4],7 = 0.32, we
can create a model as in Eq.(4.59). Once we establish the parameters, we
generate a new set of weights that remain unknown. We use the observed
behavior along with the model to estimate the unknown weights that were
generated. From this exercise we observed only a 30% increase in accuracy
over randomly guessing the weight. What this means is that given no
information at all, a random weight from the uniform distribution will
be on average 0.2 in magnitude different from the weight we are trying
to estimate. Using the observed data and model, we improve this only
to an average 0.14 in magnitude different between the estimate and the
actual weight value. From this approach, we see that the possibility of
determining the weight of the connection between two neurons, given the
firing rate Ry is difficult due to the spread of the data. The more realistic
hope for this inverse process is to determine the distribution of connection
weights, but even this seems to offer little improvement over selecting
weights from a uniform distribution

We reformulate this question into the following: Can we determine if
brains chosen from a set of brains (for example, all brains of 169 neurons
with locality distance two and with a uniform weight distribution) are
different from brains chosen from some other set? This becomes even
more relevant when we examine the topic of learning.

Before we move on to the improvements for the model, we must discuss
the validity in assuming a normal distribution model for the data. For
least-squares regression we see that a regression line along with a normal
distribution is commonly implemented to represent the spread of data
[86]. To this end we compare our data with sample data from the standard
normal distribution. We create a normal probability plot by taking the
ordered points from our data and plot them against the ordered points
from the standard normal distribution.

Figure 4.18 shows a Rankit plot, here a linear relationship between
the ordered points draw from N(0, 1) and the ordered data points. This
indicates that the data we are using follows a normal distribution. The
data is gathered within a window of consideration where w;; = 0 and
Ah = 0.1, so there are slight deviations for R(w; ;) values that are fur-
ther from w; ;. However, the linearity remains quite accurate and gives
credibility to our assumption.

We can improve even further on this assumption by using the Kolmogorov-
Smirnov test [87]. We can compare the one-dimensional distribution that
results from our observed R(w”) values to that of the standard normal.
We will need to standardize our distribution to have mean p = 0 and
o = 1. We use the distributions mean, [, and standard deviation & to
generate a new distribution of points R(w; ;) = (1/6)* (R(w; ;) — fi). The
distributions of this new set of points can now be directly compared to
points generated from the normal distribution N (0, 1).

Figure 4.19 shows the similarity in the cumulative distribution func-
tions for our distribution and that of the normal, N(0,1). The Kolmogorov-
Smirnov test has the null hypothesis that the vector of sample points,
R(w;,;), has a standard normal distribution. The test rejects the null
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Figure 4.18: The ordered data points R(w; ;) for —0.05 < w; ; < 0.05 plotted
against ordered data points from N(0, 1)

hypothesis at the 5% significance level. Using the kstest in Matlab allows
us to utilize this test and confirm that the data points used in Figure
4.19 do not reject the null hypothesis and therefore, the variable can be
considered normally distributed with 95% confidence.

4.4.3 Numerical Improvement

It is possible to make improvements to the model by increasing the degrees
in the polynomial used to fit the data. Instead, we examine an approach to
generating a correlation based on a sliding window technique that allows
the determination of a numerical approximation to the regression fit of
the data.

To construct the numerical model, we first define the number of divi-
sions and width of the window of consideration. To define a value Ry (w;,;)
for a set of weights, consider data in a narrow window around the value
w;,j. We can see in Figure 4.20 that we can use n subdivisions in the
weight axis, with each window having width Ah. Note that if Ah is too
small, most windows will not contain enough points for a statistical anal-
ysis. On the other hand, if Ah is too large, trends in the data will be lost
or skewed. Here the mean of the ratio is calculated numerically with the
window of consideration defined between w;, ; — % and w; ; + %. Points
within the window affect the mean, assigned to the center of the interval,

based on their distance in weight value to the mean weight. If we look,
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Figure 4.19: The normalized data points R(w; ;) for —0.12 < w;; < —0.1
compared by their cdf against data points from N (0, 1)

for example, at the sample point A in Figure 4.20, we see that it is within
the window of consideration. However, since this point is rather far away
from the mean weight value, it is weighted accordingly and therefore will
impact the calculated ratio mean less than a point that is closer to the
mean weight. The factor by which the point is considered in the mean
ratio calculation is defined by a linear relationship with respect to dis-
tance. A point that is halfway between the w; ; being considered and the
outer window of consideration, will have half the weight of a point with a
weight value w;, ;. Choosing n = 1000, and a Ah = 0.1, we can create a
model much like we did previously.

Figure 4.21 shows the result of this process for 30 brains with uni-
form distributions, each interrogated 10,000 times. The averages for each
brain over the windows is shown in red and green, representing the new
mean regression below and above the threshold respectively. Also shown
is an average over all 30 realizations represented in blue and yellow. Here
we see the improvement over the modeling used in Figure 4.16. We see
that a best fit line overestimates for lower weight values and underesti-
mates at higher weight values. In determining weights, we see how this
improvement alone warrants the change from a more analytical model to
the numerical one. At this point we could reevaluate the use of the natu-
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Figure 4.20: The Weighted Mean for a Given w; ; with Sample Point A within
the Window of Consideration

ral log in the definition for the y-axis, seen in Eq.(4.55). However, there
are advantages to this formulation even though the resultant graph is not
truly linear. We see Ra(wj ;) = 0 has the interpretation of having a two-
event chain occurrence that follows logically from the conditions of the
one-event chains and independence. This allows for a quick assessment of
positive or negative correlation between two neurons. Since this should
occur when the weight between two neurons is zero, we can assess any
change in the model from containing (0,0) and the implications of this.

Likewise, we can numerically calculate the standard deviation using
the weighted means. This is done in the same manner as described above
through the definition for variance.

o =+E[X?] - pu? = \/E[X?] - B[X]2 (4.63)

So we can find the standard deviation numerically through calculating
the weighted expected values numerically as we did above. Since the focus
is no longer on extracting the weight values, the variance and standard
deviation are calculated in a window around each value of w; ;, not the
linear regression line Ra(w;,;) as previously. Since our aim is now to
compare two brains, the variability of behavior given the weight becomes
a more tangible point of comparison.
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Figure 4.21: The Weight and Ratio (4.55) Comparison Data with Numerical
Approximation for w; ; € [—0.2,0.4],7 = 0.32

4.4.4 Normal Distribution Modeling

We have seen up to this point the behavior of a network of neural connec-
tions when they are drawn uniformly from w; ; € [—0.2,0.4] with thresh-
old 7 = 0.32. Appealing to the biology of neurotransmitter released at
synapses, it seems sensible that the strengths of the connections obey a
standard normal distribution. This assumption will help address three is-
sues that are potentially problematic with the uniform distribution. First,
there is no biological reason to assume all weights are equally likely. It is
logical to assume the connections that are extremely strong are less likely.
To implement a uniform distribution, there must be a set of bounds, and
this creates points where the behavior around them is also not biologically
justifiable. Finally, clustering is not as dominant an issue. A few strong
positive connections within a vicinity of a brain can more easily have their
impact negated by a few strong negative connections.

A normal distribution of weights removes the drawbacks due to a uni-
form distribution, and can be used unbounded to eliminate the impossi-
bility of certain weights being assigned. The largest impact is in regards
to the clustering. The impact of a few large weights becomes greater if
the surrounding weights are drawn, for example, from a mean zero normal
with small variance.

To do meaningful analysis on normally distributed weights, we create a
normal distribution similar to the uniform distributions used above. Since
the relationship of the weights to the threshold can be crucial to obtaining
meaningful cascades, that is, cascades that are neither too short or too
long, this gives us a good starting point and allows us to identify any
visible changes from changes in the weight distribution. We see for a
normal of mean y = 0 and ¢ = 0.2 the behavioral plot is similar to Figure
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4.21 for the uniformly distributed weights.
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Figure 4.22: The Normal Weight Distribution for w;; € [-0.2,0.4],7 = 0.32
with p =0 and 0 = 0.2

The aqua and blue lines represent the mean data below the threshold
and the green and yellow lines represent the mean above the threshold.
Magenta and red lines are used to indicate the variance. The general
shape of the graph is similar, with minor differences that we will discuss
in Section 4.5.1.

Both the uniform and normal distributions have one last noteworthy is-
sue, namely symmetry. The normal distribution will be symmetric around
the mean. Just as the uniform distribution restricted us with regards to
the proportion of negative and positive connections, this symmetry in-
herent in the normal does the same. For this we propose the possibility
of using two distributions, one for the inhibitory connections and one for
the excitatory connections. Using the normal distribution for both would
allow us to generate them simply, but provide a bit more customization.

4.4.5 Reduction to Observable Data

Before we implement the statistical data, we must address a glaring detail.
The data being analyzed in Figure 4.21 contains both the observable data
and the weight value between two neurons. We have already abandoned
the idea of extracting the weight data from the observable firing frequency
data, but we must determine whether or not we gain any addition infor-
mation by examining behavior independently from the weights. In other
words, data describing the frequency at which two neurons fire together
with respect to the individual firing rates is of little use if we know the
connectivity between them. The importance of firing frequency results
comes from the fact that the connectivity cannot be determined by the
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Figure 4.23: The Weight and Ratio (4.55) Comparison Data with Numeri-
cal Approximation for Normally Distributed 4 = 0 ¢ = 0.2 weights w;; €
(—0.2,0.4], 7 = 0.32

weight alone. A connection with a negative weight may still fire frequently
due to being in proximity to a positive weight of larger magnitude. This
is one of the reasons for the variability in the data. A uniform distribu-
tion allows for equal likelihood of all weights within the range considered,
but this would not be true in the case of weights drawn from a normal
distribution, or potentially from two normals. Suppose we took N(0,1)
to generate the weights, then a value such as w;; = —2.5 could have a
significant effect. Such a weight is unlikely in the distribution and it would
also be extremely unlikely to have a positive weight of equal or greater
magnitude to combat its effect. There is also the complexity of having
to adjust the locality distance or the threshold. Information gained with
observed behavior can therefore add to our understanding of the brain
model more than looking only at weight values.

Even though we are able to extract useful information from the fre-
quency versus weight data, we also consider the information that can be
extracted by analyzing behavior (i.e., firing frequency) data alone. This
can be analyzed by projecting the data onto the y-axis. Projection will
give us a distribution over Ry that can be compared using several models.
Since we have a monotone plot, any variability that would be apparent in
the firing frequency versus weight plot is also apparent in the projection.
For example, changing the threshold will cause the “jump” at that value
in the plot to occur at a different position. This is obvious in a plot such as
Figure 4.21, where we can infer that the projection on the firing frequency
axis will also include a cluster of values with higher ratio values.
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4.5 Predicting Brain Differences without Using
Weight Data

Using the numerical results developed in Section 4.3.4, we can address
the comparison of the two event data generated by two different brain
models. We can vary values such as the weight distribution, connectivity,
and threshold to determine their impact on the behavior of the model.
The Kolmogorov Smirnov test allows us to evaluate whether a set of data
is likely to have been generated from a given distribution. This test shows
whether a data set was likely drawn from a normal distribution. Unfor-
tunately, there is no numerical value to quantify the “goodness of fit” for
the data to the distribution. However, at a higher level we can observe
data as falling within a “class”. Furthermore, the Kolmogorov-Smirnov
test also allows us to directly compare two sets of data.

Since we invoke the use of a normally distributed model, it is first
necessary to discuss ways to compare two normal distributions. Once this
is determined, we can compare the data from varying models. We can
attempt to determine the conditions on a weight matrix given its observ-
able data and weight values. Finally we can try make this determination
without access to the weight values, using only the projection data.

Using a sliding window, we create a set number of bins over the range
of weights and represent the bins behavioral data by means of a normal
distribution with a given mean and standard deviation. We compare mod-
els by creating these same bins over the weight range and compare the
normal distributions that define the behavioral data using the Hellinger
distance. The Hellinger distance computes the difference between the two
distributions and returns a value between zero and one for each bin. View-
ing the data bin by bin allowed us to see which weight values were more
prone to show behavioral changes when models were modified. Alterna-
tively we used a Riemann sum over all the Hellinger distances for each
bin to give one value summarizing the difference between the models.

Earlier in Section 4.4, we attempted to determine the weight value w; ;
for a connection from neuron ¢ to neuron j, given its behavior as deter-
mined by its frequency ratio value Rz(wj ;). The distribution of weights
for various brain models all had significant variability in the weights, given
a value of the two-event frequency. Also, there is not a large discrepancy
between the ratio values of different weights. These two combined factors
made it far too difficult to determine an accurate weight value given only
the behavioral ratio value. The difficulty is fundamental, since it is rela-
tively straightforward to interrogate the brain and retrieve the behavioral
data, but behavioral data can result from different connections with dif-
ferent weights. Moreover, extracting data on physical weight values would
require an invasive technique (such as examining synapses) and therefore,
the data is less obtainable. For these reasons, we discuss how to make
useful observations based on behavioral data only. To this end, we at-
tempt to remove the knowledge of the weight component that is required
in the previous plots.
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4.5.1 Hellinger Distance

The Hellinger distance compares the similarity between two probability
distributions with respect to a third probability measure. Formally the
definition of the Hellinger distance between probability measures X and

Y is
H*(X,Y) = %/ <\/§— ﬁ)Qdk (4.64)

Here X and Y are probability measures with respect to the probability
measure X\. We can define this in terms of probability theory by defining
A as the Lebesgue measure. % and % are now probability distributions.

We can define P,(wj';) and Qn(wj';) as the probability distributions
at the n'" subdivision in the weight axis where wj'; is the center of a bin
as in Figure 4.20. The formulas are simplified if we can treat both of these
probability distributions as normal distributions, in that case we define
Po(w}l;) ~ N(pin,07,) and Qn(w};) ~ N(p2,n,03,)[95]. Each mean
and standard deviation is denoted by its corresponding distribution and
n*" subdivision. The final squared Hellinger distance for the two normals

P~ N(p1,0%) and Q ~ N(pz2,03)

9 1 (m,nﬂtz,n)2

2 01,n02,n 4 52 102

H(Pn,Qn)=1—,| 5——5—¢ Latodn | (4.65)
Ul,n+02,n

Similar to the use of the Kolmogorov-Smirnov test used in Section
4.4.2, we can verify that for a subdivision of weights, the corresponding
R(w;,;) values in this subdivision are normally distributed. This allows us
to analyze the difference between two weight vs. ratio plots by comparing
them for each subdivision.
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Figure 4.24: Two Weight vs. Ratio plots generated from uniform weights

The plots being compared in Figure 4.24 are quite similar. For both
plots, the weights were generated from a uniform distribution and as we
can see the differences between the two resultant weight vs. ratio plots
are very small. For all 500 weight subdivisions, we compare the normally
distributed ratio values for two plots using the Hellinger distance.
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Figure 4.25: The Hellinger comparison of two Weight vs. Ratio plots generated
from uniform weights

For each data point in Figure 4.25 we see the Hellinger distance be-
tween the weight subdivisions for the two plots in Figure 4.24. We see
that the largest discrepancy occurs for the lower weight values. This is to
be expected since neuronal firing that involves low weighted connections
is less common and is largely a product of a statistical anomaly. This can
also be argued to a lesser degree for the largest of the weights. In order
for a neuron to fire if it has connecting weights substantially below the
threshold it must be stimulated by the other connections around it. We
can also use this data to create a single value to determine the “closeness”
of two weight vs. ratio plots. The idea is to use the mean value theorem
from calculus showing that the integral of a function is the mean value of
the function, times the length of the interval. By taking the area under
the Hellinger values H(w;,;), we get a single value to represent the overall
distance between the two. Due to the nature of the data, numerical inte-
gration by means of the trapezoidal rule accomplishes the desired result.
For example, with 500 subdivisions and w; ; € [—0.2,0.4] we have

0.4 500

0.3 0.6 0.6
H(wij)~ = H(—0.2+kﬁ) +H(—0.2+ (k— 1)ﬁ). (4.66)

The entire plot in Figure 4.25 falls below a Hellinger distance of 0.016.
Since the Hellinger distance between the two is small, we conclude that
the ensemble average of the brains compared are very similar. Indeed,
the Hellinger distance in this case sets a threshold below which brains
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are indistinguishable from those with uniformly distributed weights with
locality 2.

Next, we compare the weight vs. ratio plots generated from uniform
weights against those from normally distributed weights. Figure 4.25
shows weights generated by a normal with mean ¢ = 0 and standard
deviation o = 0.2. Again, with this data we see that the lower weight
values take on a larger range of ratios. We also see that since our distri-
bution is less likely to generate lower weight values, there are fewer data
points, leading to an even greater disparity in the mean ratio values for
these subdivisions.

Normal Distributed Weights mu = 0, sigma = 2

Ry(w (i, ))IP{j,i)=0)

3
0.2 -0.1 [ 0 0z 03 04 ik
Weightw (i,])

Figure 4.26: Weight vs. Ratio plot generated from normally distributed weights
with =0, 0 =0.2

Even though we observe that Figure 4.26 is different from those in Fig-
ure 4.24 just by inspection, application of the Hellinger distance (see Fig-
ure 4.27) shows by how much.We can see that the difference in Hellinger
distance is sufficiently large that brains generated with a uniformly dis-
tributed weights and normally distributed weights can be distinguished.

Quantitatively, the Hellinger distance between the brains compared
in Figure 4.24 is 0.00064801, we see that the Hellinger distance between
uniformly distributed and normally distributed is 0.05109837. This should
be expected since these two plots are fundamentally different. The effect
of the threshold, § = 0.32 becomes noticeable as well. Since these brains
are fundamental in how we interpret our event-chain data, a means of
comparison between such plots is extremely useful.

4.5.2 Detecting Brain Size

We use the Hellinger distance to see the effect of increasing the number of
neurons being considered. For many simulations on the brain models, we
used 169 neurons to define the weight matrix. By increasing the number
of neurons in the model, we reduce the relative importance of boundary
neurons. These boundary neurons have fewer connections and so there is
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Figure 4.27: Hellinger distance between a plot generated from normal weights
with 4 =0, 0 = 0.2 and a plot generated from uniformly distributed weights

potential for the data to be skewed. To evaluate this effect, we compare
different brain models of varying amounts of neurons using the Hellinger
distance.

Figure 4.28(a) shows the effect of reducing the number of neurons in
the weight matrix. Likewise Figure 4.28(b) shows the effect of increasing
the number of neurons and therefore reducing the impact of the boundary.
In both cases the effect is minimal, and within the range of reasonable ran-
domness in the interrogation process. Both values for the mean Hellinger
distance are less than observed when comparing the two identical brain
models in Figure 4.25. We can conclude that the effect of moving from n?
neurons to (n = 1)? neurons is almost negligible for values of n around 13.
We can increase the number of neurons further to see how much influence
the boundary effect has.

Figure 4.29 shows two cases with a larger difference in the number of
neurons. Figure 4.29(b) is for the 100 and 400 neuron cases, which are
the smallest and largest samples considered during simulations. Figure
4.29(a) quantifies the difference between the 169 neuron case that is more
commonly used throughout the thesis, and the 400 neuron case. The
difference is 10 to 40 times larger than what we saw when only considering
a step from n? to (n + 1)2, depending on the value of n we consider.
However, most importantly, the Hellinger distance is still considerably less
than the one seen in Figure 4.27, comparing a weight matrix of uniformly
distributed weights to a matrix of normally distributed weights. We notice
that the weight values that differ the most are larger in magnitude. When
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Figure 4.28: (a) Hellinger distance comparing a 144 neuron brain model to a
169 neuron model. Both weight matrices are generated using a uniform dis-
tribution.(b) Hellinger distance comparing a 169 neuron brain model to a 196
neuron model. Both weight matrices are generated using a uniform distribution

computing the interaction, the sum of connected neurons will be impacted
more by these neurons. This means that larger positive weights will have
more unique impacts, as we saw in the learned models. Since we only
consider cases where the two-event chain data is available, the negative
weights with larger magnitude are rarer and have more variability. Both
of these factors are why we see these larger differences. It is also important
to have an understanding of the comparison beyond simply the number
of neurons.

Neuronal Columns  Distance 2 Connections  Lost Boundary Connections % of Lost Connections  Potential Connections

100 1004 196 16.33% 10000
144 1492 236 13.66% 20736
169 1772 256 12.62% 28561

225 2404 296 10.96% 50625
400 4404 396 B.25% 160000

Table 7: A comparison of connections and the influence of boundaries given the
number of neurons under consideration

Table 7 gives pertinence to the effect of increasing the number of neu-
rons used in the weight matrix. The 400 neuron case has roughly 2.5
times as many connections than the 169 neuron case that is primarily
used throughout the thesis. Yet even with such a large relative increase
in the number of columns, we see a fairly minor difference in the data
produced. In the 169 neuron case, without interference from a boundary,
each neuron would connect to twelve other neurons given a connection
distance of size two. When we introduce the boundary 12.62% of those
connections are not viable. In the 400 neuron case this is reduced to 8.25%
and yet we see a small difference in the behavior when compared using
the Hellinger distance.

From Figure 4.29(b) and Table 7 we can conclude further behavior
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Figure 4.29: (a) Hellinger distance comparing a 169 neuron brain model to a
400 neuron model. Both weight matrices are generated using a uniform dis-
tribution.(b) Hellinger distance comparing a 100 neuron brain model to a 400
neuron model. Both weight matrices are generated using a uniform distribution

resulting from the increase in the number of neurons. The number of
connections that are not viable due to the boundary increases from 16.33%
to 8.25% when the number of neurons is increased from 100 to 400. This
is twice the change we see from the 169 and 400 case, however the mean
Hellinger distance is 0.014289. We see from the data that as we increase
the number of neurons, we are lowering the fraction of neurons that are
affected by the boundary, and changing the behavior by less each time.
We conclude that any gain in accuracy within the model comes from an
increase in the number of connections we use, and even then would most
likely have relatively similar results to a model with fewer neurons.

Trap Value Based On Model Size

0,025
B Trap Value

o Meuronal Columns  Trap Value
@ 81 0.02015034
= 100 0.00905051
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a 144 0.00090599
& oot 169 0.00064801
= 196 0.00088721
225 0.00321272
0.005 256 0.00427412
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Figure 4.30: The Trapezoidal Sum over the Hellinger distances comparing a
uniformly distributed brain model of 169 neurons to that of models with varying
neurons

One last point to be made is that we are looking at unlearned models
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for comparison. As we see in Table 7, given n current neurons, there are
24\/n — 8 new connections by increasing n to the next perfect square.
However, the learned model does not restrict connections to a locality
distance of two. Table 7 shows a much more rapid increase in the number
of viable connections if we do not have this restriction. If we increase
the model to limit the effect of the boundaries, we must be able to evalu-
ate a considerably larger number of new connections when implementing
learning. Revisiting the comparison of a 169 neuron model to the 400 neu-
ron model, we see the learned model would potentially have over 130, 000
more connections, or over five and a half times as many. With these con-
siderations, we postulate that the improvements gained by increasing the
size of the model slightly does not show much change, and a sufficiently
large size increase to make an impact in the data worth considering would
incur massive increases in storage and run times. Figure 4.30 verifies this
assumption for the model containing 169 neurons. Almost any model is
limited by computer resources and even so, will not be close to any real-
istic biological brain size [96]. As an example, in the eye of a rodent, the
external plexiform layer there are on the order of 10° synapses [97]. The
present model with full connectivity would only contain around 28,500
connections and increasing the model size to match that of the human V1
region in the neocortex would take an astonishing increase in computer
resources.

4.5.3 Detecting Damaged Neurons

In the previous subsection, we focused on the boundary effect and how not
having connectivity would alter the results. We claim that a finite array
of neurons could be embedded in an array of inactive neurons without
any change in behavior. For example, if our 169 neurons was laid inside
a square annulus of unresponsive neurons, the results would remain the
same. It therefore seems appropriate to address the impact of damage
on the behavior of the model by considering regions of inactive neurons
interior to the brain.

When submitting the model to damage, we simply remove any con-
nectivity or weight associated with a certain subset of neurons. This way,
it contributes neither an inhibitory or excitatory effect. It is important
that we also design a damage scenario that is not a reformulation of the
previous problem with increased or decreased numbers of neurons.

We consider a damaged brain constructed by severing a single hori-
zontal line of neurons through the middle of the square lattice. Since we
damage only a single row and the connectivity allows for distance two, we
still have partial connectivity between the two regions.

Figure 4.31 shows the connectivity for the neurons for this amount of
damage. Since the locality distance is two, had the damage been applied
to two adjacent center rows, the analysis would have been similar to that of
a smaller rectangular lattice without damage. Thus, the damage shown in
Figure 4.31 can only be classified as damage and not simply a restructuring
of the boundaries.

In this case, there are 156 active neurons, and therefore the potential
for 1872 connections. Given the boundary connections and the damage,
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Figure 4.31: Representation of connectivity of 169 neurons given a row of dam-
aged neurons. The value listed is the number of connections active for a neuron
in that position

there are only 1526 active connections. We have 18.48% of potential
connections lost to these two conditions. In comparison, a case with no
damage and 81 neurons has 18.00% of potential connections lost due to
the boundary conditions alone. However the average Hellinger distance
between our damaged model and the 169 neuron undamaged model is
only 0.00118332. Examination of Figure 4.30 shows that the 81 neuron
case has mean Hellinger distance of 0.02015034. Therefore the effect of
the damage on the model is far less drastic than reducing the number of
neurons considered.

5 7 B B B B B B B B B 7 5
7 10 11 i 11 11 11 11 11 11 11 10 7
B 11 12 12 11 11 11 11 11 12 12 i1 B
B 11 12 11 9 B B B 9 11 12 i1 B
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Figure 4.32: Representation of connectivity of 169 neurons given a five by five
grid of damaged neurons. The value listed is the number of connections active
for a neuron in that position

In Figure 4.32 we propose another damage scenario. Again, we avoid
a case where the damage mimics boundary condition problems that were
already addressed. Here the active neurons form a square annulus around
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a five by five damaged area at the center of our 169 neuron square lat-
tice. The damage to the grid reduces the number of active neurons to
144, and the unrestricted number of connections to 1728. The number
of connections in Figure 4.32 is 1376, leading to 20.37% of connections
being lost due to the effect of the boundary and damage. Applying the
same Hellinger distance metric to this model in comparison to the un-
damaged 169 neuron case, we find the MHD (mean Hellinger distance)
is 0.00128543. Since there are more connections lost due to this damage
than with a single row of damage neurons, it is not surprising that we
have a slightly higher trapezoidal sum. We note that this number is still
substantially less than if the loss of connections came purely from the
boundary.

The ability for the model to handle damaged connections has been
found to occur even in models that have learned and retained their abil-
ity of associative memory. David MacKay writes, “The network can be
severely damaged and still work fine as an associative memory. If we take
the 300 weights of the networks... and randomly set 50 or 100 of them to
zero, we still find that the desired memories are attracting stable states.”
[98] Although we do not address it in this thesis, learning and memories
are inextricably intertwined and explaining how learning occurs would
also make a statement about the way memories are formed [99].

What we have found is that the effect of lowering the connectivity
depends on the impediment. The behavior of the interaction of neurons
is based on propagating a flow of impulse. What we can see from the
examples is that decreasing the number of neurons we consider and in-
creasing boundary effects impedes this flow more than for the damaged
cases. We note that although there are more damaged neurons and less
connectivity for the brains used to generate Figure 4.32 than in Figure
4.31, they differ from the undamaged model by nearly identical amounts.
This suggests a new variable representing the interruption of flow on a
cascade of impulses. By comparing models with similar percentages of
lost connections, as we have above, we can compare the relative impacts
of the impediments themselves.
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5 Learning Algorithms

Hebbian Incrementally changes weight if nodes are on simultaneously
Anti-Hebbian | Weights decrease if neurons fire together

Oja Allows network to forget patterns it does not see very often
Asymptotic Incorporates an Asymptotic limit

Bilinear Weights increase on product of activity and decreases only if one fires
Covariance Decreases the weight if one neuron is on but not the other not

Rate Increases weights like Hebbian except it also constantly

Depressed Like Hebbian but always reduces the weight

Table 8: A summary description of each learning algorithm

In this Section, we consider learning models applied to Hopfield net-
works, and how they affect the graph structure. In this paradigm, the net-
work is represented by weights w;; represents the strength of the synaptic
connection from neuron i to neuron j. Learning consists of modifying the
weight matrix so that some connections are strengthened and some are
weakened. We shall assume that all learning algorithms can be written as
a increment to the weights. That is, we assume that learning algorithms
have the form

wij(t+ 1) = wi; (t) + L(¢). (5.1)

Networks can be unsupervised or supervised. Unsupervised networks
take unlabeled data and discover patterns, features, regularities, correla-
tions, or categories intrinsic to the data. They also discard redundancy
in the information by lowering the energy of the system. Unsupervised
networks include Hopfield networks and competitive learning networks [4].
Supervised networks are directly manipulated so that they learn the data.
As they do so there is a quantitative measure of error that determines
how to change the connection weights so as to learn the data. Supervised
networks are given data in the form of input and targets, the targets being
the desired response of the neural network to the input [29].

It is difficult to program a computer to learn how to drive a car or dis-
tinguish the difference between a dog and cat, so we turn to how humans
learn for inspiration. We are capable of learning from data: Extracting
patterns, categorizing into groups and discriminating between two or sev-
eral similar items. For example a four year old could tell that a maple tree
is a tree, even if all she might have seen are oak trees in her life. Trying to
get a computer to do that or to perform handwriting recognition or drive
a car or fly a plane on autopilot would require thousands of different “if”,
“else”, “then” statements; and even then the program might not be able
to cope with a novel environment. Instead of trying to teach the program,
we let it learn from experience. We present it with data and have it find
similarities in the data. For example, we show the program pictures of
different kinds of trees and pictures that are not; then given a new picture
it should be able to tell you whether it is a tree. After more learning the
program could even learn to discriminate between different types of trees.

The mathematical background of why different learning algorithms can
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learn on given input and then generalize on new data is extensive and well
developed by Vapnik and Chervonenkis [41] based on the assumption that
the given data (known values) is randomly selected so a model built from
the data would be valid outside the data. Similar to polling, assumptions
can be made about the entire population using a smaller sample size as a
reference. It is with these assumptions that we use Support Vector Ma-
chine learning (SVM), Principal Component Analysis (PCA), Canonical
Variate Analysis (CVA) and Parzen Windows (PW) to classify data to
recognize hierarchy in networks.

We study unsupervised learning. The learning algorithm can depend
on a specified set of patterns to be learned, £" and the neuronal state,
Wij (t), i.e.,

L(t) = L(&",wi; (1)) (5.2)
For unsupervised learning, the learning alorithm does not depend on t
explicitly, as would be the case when a supervisor is changing the learning
rule. For the hierarchy analysis of Section 6, we must convert the weight
matrix to an adjacency matrix. That is, we convert a brain model to a
graph. To do this, we need to know whether or not a connection exists.
We use a fixed threshold,r, to convert the weights to connections. The
adjacency matrix corresponding to threshold, 7, becomes

TN 1, \wij|>7',

AT j) = { 0, otherwise, (5-3)
where A7 (7,7) is the adjacency matrix at threshold 7. Thus, we only
consider a link to exist if the weight is sufficiently large, that is, if the
absolute value of the weight is greater than a given threshold, 7. Thus
the adjacency matrix for a given network depends on the threshold chosen.

We examine the evolution of graph measures as discussed in Section4.1.2
as the networks are trained to learn patterns. Specifically, we examine the
changes in the graph measures as the weights change in response to learn-
ing patterns.

Hebbian learning is any learning algorithm that strengthens the con-
nection of neurons that are on simultaneously and weakens those that are
not, much like the potentiation and depression of neurons during mem-
ory formation. There are several ways to change the synaptic strengths
between neurons, represented by a weight matrix, based on the activity
of the neurons. A network of N nodes is trained on a set of p N-length
binary vector patterns ¢!, where p = 1,2,...,pand i =1,...,N. Each
entry of £!' is either a 0 or a 1. The Hamming distance is defined to be the
number of elements by which two vectors differ. The Hamming distance
between two vectors 517 and £F is calculated by

Zfi(l—fi)ﬂl—if)&{- (5.4)

We restrict that each training pattern have at least a Hamming distance
of N/2 to the other patterns. We also do not train with too many patterns
to guarantee that the network is not over trained, a condition in which a
network can no longer learn. We follow the rule of thumb that restricts
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the number of patterns that a Hebbian network can learn to be 0.138
N[20].

The Hopfield Network couples many McCulloch-Pitts neurons. It
arises from a desire that memories be content-addressable and insensitive
to small change [20]. The most fundamental implementation of Hebbian
learning automatically chooses the weight matrix to be a linear combina-
tion of the learned patterns.

1 P

Hebb

wij = Zlffff (5.5)
e

The symmetry of the Hopfield network implies that all neurons have the
same effect on other neurons as those neurons have on them. This may be
the biggest flaw in the model because neuronal connections are not bidi-
rectional. Specifically, neurons are connected from synapse to dendrite.
Thus, the symmetry of the Hopfield model contradicts the assumption of
biological plausibility. Nonetheless, due to the ubiquity of the Hebbian
learning algorithm, it is included in the consideration of the emergence of
hierarchy.

There are variations to Hebbian learning on the Hopfield network. For
example we each weight, w;;, can be incrementally changed in order to
learn new patterns.

LY = peteh (5.6)
where 7 is the acquisition rate. A synapse weight between two neurons is
increased if two neurons are on at the same time. The acquisition rate is
usually taken to be small, so a single presentation changes the weights only
slightly. In order to really learn a pattern, the pattern must be presented
several times, if 7 is small enough.

The Anti-Hebbian algorithm incrementally decreases the weight from
i to j if node i and node j are on simultaneously.

LTI = —agle) (5:7)

The above formulas only allow for synapses to get stronger in magnitude.
The Hebbian algorithm could cause the weights to go off to positive in-
finity and the Anti-Hebbian algorithm could cause the weights to go off
to negative infinity. This forces the weight strengths to approach infinity
over time. This is addressed in a variation of Hebbian learning called the
covariance learning rule, which allows for weights to be weakened:

L5 =& —m)(& — ) (5-8)

where Z; = >.7_, £¥/p. The covariance rule decreases the weight if one
neuron is on but not the other not. Thus if the neurons are not firing
together, their weight strength decreases. A flaw of this algorithm is that
the weight strength goes up if both are off at the same time. This algo-
rithm above still has the problem that the weight strength might approach
infinity. In a more realistic algorithm, the weights have to decrease so that
none of them will overpower the rest The brain has mechanisms that nat-
urally decrease weights corresponding to unused synapses throughout the
brain, so that no individual synapse is much stronger than the rest. One
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solution for this problem is to use normalization. This can be done by
setting an upper bound on the maximum value of w;; and not allowing
any of the weights go over that predetermined maximum value.

Wi (t + 1) = mm(w” (t) + L, 1) (5.9)
if w;;(t) > 0, and
wi; (t + 1) = maz(wi;(t) + £, —1) (5.10)

if Wij (t) < 0.

However, over time, some or all of the weights may still approach the
maximum value resulting in the algorithm effectively no longer learning.
Two other ways to normalize include using multiplicative or subtractive
scaling. We will not consider these alternatives. Instead we will stop
training early so that we do not exceed reasonable weight values [20].

Another learning algorithm is Oja’s rule [20, 47, 33] which allows the
network to forget things it does not see very often.

Lo = N\l (€ —wi (1)) (5.11)

The weights between two nodes are lowered when one of them, say j, is on
but the other one, say i, is not. The Oja algorithm allows the weights to
decrease but if they do, the reduction is slowed as the weight gets smaller.
If neuron j is on but neuron i is not, then £°2 is negative.

In the Rate algorithm, weights at time ¢, w;;(t) equal the change in
weight £99 of the Oja algorithm

wij(t+1) = LO?(1). (5.12)

The Bilinear algorithm increases the weight if both neurons are on at
the same time, but decreases if only one of them fires,

L£PN(t) = Aelel — el — okt (5.13)

Constant Depression is an algorithm that increases the weight in the
same way the Hebbian algorithm

L = ngl'ef — dwig (8). (5.14)

We also train using different initial networks to learn the patterns.
Each network is represented by a vector with the different measures in each
entry of the vector. The different networks are ER (random), Waxman,
Small world, Ring, and Rectangular. We train with networks of size 450
and 750. Results can be found in Section 6.

6 Results from Learning Algorithms

In this Section we present the results of the study of the emergence of
hierarchy in Hopfield networks. We present the graph types and sizes we
use, then we show the feature vectors from the graphs after they have
been transformed by Principal Component Analysis (PCA) and Canon-
ical Variate Analysis (CVA). Then using the transformed data we show
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how Support Vector Machine (SVM) and Parzen Windows (PW) classify
the data. After that we discuss each of the seven different training al-
gorithms, followed by comparisons between results using thresholds for
converting networks to graphs, and interesting results. We present exam-
ples of training that seem to increase the hierarchy and those that do not.
We compare how SVM and Parzen windows agree or disagree about the
classification of graphs on a case by case basis.

6.1 Results for Initial Networks

We created ER graphs,Waxman graphs, Small world graphs, Null graphs,
Complete graphs, Trees graphs, Rings graphs, and Scale Free graph at 450
and 750 neurons. The ER, Waxman, and Small World graphs were gener-
ated from three different expected average degree distributions. Different
m-ary Trees were generated using different heights. Figure 4.6 shows the
data projected onto the first three eigenvectors by PCA for 450 neurons
and Figure 19 shows the data projected by PCA for 750 neurons.

Data projected using PCA on the first three eigenvector

6 -
4 — -
2—
0—]
2 - - - ER
4l Waxman
-10 SmallWorld
s 0 <Nl —
5 -10 -5 0 5 + Complete
Tree
Ring
O ScaleFree

Figure 6.1: Data of size 450 projected with PCA

In Figures 6.1 and 6.2 the ER graphs are represented by the magenta
points, the Waxman graphs by the cyan points, the Small World graphs by
the green points, the Trees graphs by the black points, the Null graphs by
the blue points, the Complete graphs by the red points, the Ring graphs
by the yellow points and the Scale Free graphs by the red circles. We can
see that the types of graphs are well separated by using PCA with the set
of graph measures adapted.

Figure 6.3 shows the data projected onto the first three eigenvectors
by CVA for 450 neurons and Figure 6.4 shows the data projected by CVA
space for 750 neurons. The types of graphs are better separated by CVA
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Figure 6.2: Data of size 750 projected with PCA

than by PCA.

In order to use the SVM algorithm we only consider Tree graphs and
Random graphs. Figure 22 shows the data from the Trees and Random
Graphs transformed by PCA then separated by SVM. If the data trans-
formed by CVA had been used instead and then separated by SVM a
similar graph would have resulted.

Training and Testing Data using CVA projected the first three eigenvector
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Figure 6.3: Data of size 450 projected with CVA

6.1.1 Results from Training

Next the networks are trained, using the original Hebbian algorithm. The
initial point is the feature vector of a Ring graph. The graph is trained for
53 iterations. In Figure 6.6 we can see how the points are classified by the
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Figure 6.4: Data of size 750 projected with CVA

Parzen windows (PW) as the networks are trained for the 53 iterations.
For the Hebbian algorithm applied to a random network, the brain model
does not get more hierarchical as learning occurs. The graph is assigned
to the group corresponding to the maximum of the probabilities after each
learning step. The probabilities of a graph being a tree (cyan line) or not
(magenta line) at each iteration of the training are shown in Figure 6.7.
There is basically no change in the lines for any of the thresholds.

We calculate the distance of the Hebbian points to the hyperplane sep-
arating the graph types as they learn. Figure 6.8(a) shows the distances
from the hyperplane for the PCA data after each training. Figure 6.8(b)
shows the distance from the hyperplane for the CVA data after each train-
ing. A negative distance implies that the data point lies on the side of the
random graphs. Before the network is trained the point is closer to the
hyperplane, i.e, it is less random, but not a tree. After the first training
it becomes more random but does not change after that.

6.1.2 More Interesting Result

In the Previous section an increase in hierarchy as a result of Hebbian
learning was not observed. These results are similar for other learning
algorithms; in particular, neither the Anti-Hebbian algorithm nor the Oja
algorithm showed an increase in hierarchy. This was supported by the
PCA and CVA data using both PW and SVM. We do not present that
data. Instead we present data where changes were observed.

Using the Bilinear algorithm led to interesting behavior. Figure 6.9
shows that the evolution of different probability distributions during learn-
ing as a function of the threshold value used to convert the network to
graphs. For low threshold values, the probability that the graphs become
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Figure 6.5: PCA data separated by SVM

complete are higher. However as the threshold increases the probability
that the graph becomes more tree-like increases. Of particular interest
are the behaviors for threshold values of 0.8 and 0.9. The results are
supported by the CVA data shown in Figure 6.10 and by the Tree or Not
distributions in Figure 6.11. The SVM distances for these two thresholds
are shown in Figures 29(a) and 29(b). We point out that the value of the
threshold parameter played a major role in deciding whether a graph was
becoming more hierarchical. For example if a threshold value of 0 or 1
were used, no change would have been observed. With a threshold of 0
the method results in a Complete graph and with a threshold of 1 the
method produces a Null graph. We also trained with the Bilinear algo-
rithm for 30 more iterations to obtain the results in Figure 6.13. Each
training number represents 10 training iterations. We see that eventu-
ally more training would lead to a decrease in the probability of being a
tree for the threshold values of 0.8 and 0.9 but would also decrease the
probability of remaining Complete graphs for the lower threshold values.
Next we studied the Depressed algorithm. Similar to the results of the
Bilinear algorithm, an increase in hierarchy was achieved. In Figure 6.14
and Figure 6.15 we can see that the probability that the network is similar
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Figure 6.6: Probability distributions for Hebbian algorithm with PCA data

to a tree increases. The analysis for this graph was also strongly influ-
enced by the threshold value. , In particular in Figures 6.16(a), (b), (c)
with threshold values of 0.5, 0.7, and 0.9, respectively, increasing thresh-
old values led to increasing probabilities of being a tree using the SVM
algorithm.  Another interesting example was the graph trained on the
Rate algorithm in Figure 6.17 where the probability that the graph was
a tree increases at first but then oscillated back and forth. Figure 6.18
shows that SVM supports the same result where the distance from the
hyperplane goes up and down. Finally, using the Covariance algorithm
the graphs were becoming complete graphs as shown in Figure 6.19 for
every threshold value.

6.2 Functionality Changes During Learning

In this section we apply the approach of using two-event chains to describe
changes in learned brains. We interrogate a set of brains that start from
a rectangular array of neurons connected with various connection rules to

80



PROBABILITY PROBABILITY

PROBABILITY

1 E 1 E 1 E 1
= = =
0.5 205 205 205
o o i)
o8 o e oL 8 o
0 500 0 500 0 500 0 50
Training Number  Training Number  Training Number  Training Number
=04 1=0.5 1=0.6 t=0.7
1 E 1 E 1 E 1
= = =
0.5 2 05 2 05 2 05
o o o
ob @ ol @ ol % ol
0 500 0 500 0 500 0 50
Training Number  Training Number  Training Number  Training Number
1=0.8 t=0.9 T =1
> > >
1 = E 1 11
EI EI not tree -
0.5 g 0.5 g 0.5 Tree
oL@ o9 o2 o
0 500 0 500 0 500 0 50

Training Number  Training Number  Training Number  Training Number

Figure 6.7: Tree or not a tree

a distance 2. We then train these brains using Sanger’s rule for a fairly
large number of iterations. In Section 4.4.2 we argued that an unlearned
brain had normally distributed behavior ratios over a small set of weight
values. After we subject the model to learning, we confirm that a learned
model also has this normally distributed behavior.

Figure 6.22 shows histograms of two-event frequency ratios for two very
different brains, one the initial weight matrix with connection distance two
and a uniform distribution of weights, and the other after learning using
Sanger’s rule for 7000 learning steps. Both histograms have the same
number of points allowing for easier comparison. Here we see that there
is a clear distinction between the two. It becomes apparent that we are
able to distinguish a learned brain model from an unlearned one using the
distribution of two-event frequency ratios.

‘We can use the Hellinger distance to compare a learned plot like Figure
6.21(b) to an unlearned plot.

As we see in Figure 6.23 there is considerable difference between the
learned model and the unlearned model. If we compare this to the Hellinger
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Figure 6.8: Distances from hyperplane using SVM for the Hebbian algorithm

plots in Figure 4.25 and Figure 4.26, we see an appreciable difference.
Again, there is a larger difference towards the higher values. There are
two reasons for this, first we notice for the distribution of weights in a
learned model as seen in the red curve in Figure 6.22, there are fewer
weight values in this higher range. This means that the data will be
less accurate and fluctuate more. Second, since there is less variation the
behavior for each weight value, the range of behaviors has increased. Com-
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paring Figure 6.21 to Figure 4.21 shows the larger ratio value for larger
weights. Since the variance in the learned plot is also small, the possible
ratio values for a large weight in the learned case will be considerably
different from those in the unlearned case.

6.2.1 Comparing Learned Brains to Random Networks

Figure 6.24 shows the result of taking a locally connected brain with a us-
ing this method in estimating the weight values of a learned model. This
figure shows a distribution of the magnitude difference between the two
weights. The estimated weight values differ, on average, by 0.0436 from
the actual weight values. Figure 6.21 shows the distribution of weight
values in a learned brain model. In the learned brain model, new con-
nections are formed and we see from Figure 6.21 that the magnitude of
the weight values in the learned model are smaller on average than those
in our unlearned uniformly distributed case. Even though this procedure
makes it easier to generate a weight value from a two-event frequency
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Figure 6.10: Probability distributions for bilinear algorithm with CVA data

value, there is now a smaller range in which most learned weight values
exist. This means that although the model is better suited for generating
weight values from frequency values, the new weight distribution does not
seem to be a correct model. Therefore, we still find that this approach in
approximating weights on behavior alone can not be done effectively by
these means. In addition to this, we are only able to make estimations
on weight values when there is behavioral information available. In many
cases, for smaller weight values, there are no two event-chain results. In
our learned model, 48.33% of the connections did not have an associated
behavior. Longer run times would reduce this by a small amount, but
when coupled with the mediocre inferences our model can make with the
data we do have, it is not worth pursuing.

The convergence of the learned brain weight matrices prompted us to
examine the learning algorithms. All of the algorithms used herein (all
unsupervised learning algorithms with patterns chosen at random) led to

84



PROBABILITY PROBABILITY

PROBABILITY

- - -
11— 5 1— 5 1M 5 1
0.5 205 205 205
o o S
0 O x O x O
0 5% 0 5% 0 5% 0 50
Training Number  Training Number  Training Number  Training Number
1=0.4 1=0.5 1=0.6 1=0.7
> > >
1 Eoqp B 5
0.5 205 205 205
o o S
0 x O x O x O
0 5% 0 5% 0 5% 0 50
Training Number  Training Number  Training Number  Training Number
1=0.8 1=0.9 T=1
> > >
1 oA o al
I - I O not tree |-
0.5 g 0.5 g 0.5 Tree
0 2 o0 | |
0 5% 0 5% 0 5% 0 50

Training Number  Training Number  Training Number  Training Number

Figure 6.11: Tree or not for bilinear algorithm

learned weight matrices of the form

P

Hebb Fu g
wiy™ =) AELES (6.1)
p=1
where 5“, w = 1,...,p are normalized pattern vectors, which turn out

to be eigenvectors of the converged weight matrix, with eigenvalue \*.
While that is a “structure” for the weight matrices, it is not hierarchical.
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Figure 6.12: Distance from hyperplane using SVM for the bilinear algorithm
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7 Conclusion and Future Directions

7.1 Summary

The purpose of this work was to determine if structures (including hi-
erarchy) emerged from the use of Hebbian-like learning algorithms on a
Hopfield network. This would imply that the brain may arrange connec-
tions between its neurons hierarchically as a result of how it learns. That
is, the information encoded in the synapses is arranged hierarchically, as
a result of how they learn. Typically networks that are used to model the
brain assume a hierarchical structure from the onset and are trained with
the nodes in hierarchy [15].

This work started with the idea of determining if hierarchy emerged
due to learning in brain models. The paradigm brain for this work was
the Hopfield network, which learns by changing the weights of synap-
tic connections between neurons. The goal of the neuron is to respond
appropriately to the combination of the two inputs (inhibitory and exci-
tatory). Graph measures were defined to quantify hierarchy. Two event
chains were also used to characterize brain models in terms of their actual
function.

In order to describy hierarchy in networks, we first studied graphs.
We took several graph types, including Small World, Waxman and Tree
graphs, and calculated various measures on each graph using their adja-
cency matrices. Each graph was then represented by an n-dimensional
data point, i.e, a feature vector, where each dimension was a different
measure calculated for the graph. Using Principal Component Analysis
(PCA) and Canonical Variate Analysis (CVA) transformed the high di-
mensional data onto a lower-dimensional space. Using this transformed
data the probability, P(T'|X) was calculated. This quantity is the proba-
bility of belonging to any of the graph types, say T, given any point, X,
in that lower dimensional space. The brain model starts from a weight
matrix with entries other than 0 or 1. However, to calculate the graph
types the weight matrix must be transformed into an adjacency matrix,
with the entries of 0 and 1. This is accomplished as a function of thresh-
old 7. Any weight exceeding the threshold is considered a connection.
Specifically, we used

A"(i,5) = H(|lwi,j; — 7), (7.1)

to generate the adjacency matrix from the weight matrix.

After the graph measures were evaluated using PCA and CVA meth-
ods, a measure of hierarchy was determined by using trees as the proto-
type of hierarchy. The differences in the algorithms, though sometimes
subtle, lead to very different results. The algorithms change the connec-
tion weights based on the interaction of any two neurons; the essence
of the algorithms being whether both neurons are on, both neurons are
off, or just one neuron is on. Different learning algorithms are examined
and each react differently to the same input and the same initial weight
matrix.

We did not assume a priori that the network had a hierarchical struc-
ture. The emergent structure was governed by a strengthening and weak-

97



ening of synaptic weights based on repeated exposure to a set of patterns
to be learned. Most of the algorithms did not lead to an increase in hi-
erarchy. However, an increase in hierarchy was observed in the Bilinear
and Depressed Algorithms, and to a lesser extent in the Rate algorithm.
These observations were dependent on the range of threshold values used.
In fact, as the threshold value was increased, an increase in hierarchy was
observed, supported by PW and SVM for both PCA and CVA data sets.
This was somewhat expected because increasing the threshold effectively
removes a number of weaker links from a graph altering the structure.
However the increase in hierarchy was not just a result of having fewer
links, or else the results of other algorithms would have also shown an
increase in hierarchy. The increase in hierarchy was due to changes in the
way the connections between neurons were evolving during learning.

For the functional work, The event chain data evaluates the behavior
of a neuron using a method similar to frequency analysis. We used the
information gathered from two-event chains and one-event chains to re-
late the behavior to the strength of the connection between two neurons.
The data showed a correlation between connection weight values between
pairs of neuronal columns and the frequency of the two-event chain of the
sequential firing of that pair of neuronal columns.

We attempted to use the behavioral data alone to recreate the weight
matrix. In the unlearned model we concluded that the distribution of
weight values the corresponding behavior has too large a variance to ac-
curately approximated the weights. For the learned model we found the
learning process changed the distribution of the weights to be primarily
a normal distribution, but not localized, as we believe that brain models
should be.

To extract information from the firing frequency versus connection
weight data from various brain models, we used the Hellinger distance
between two probability density distributions as a metric. Noting that
Hellinger distance is easy to calculate for two normal distributions, we
used the Kolmogorov-Smirnov test to confirm that for a small range of
weight values the corresponding behavioral data could be represented as
a normal distribution with mean and standard deviation which varies
with connection weight. We found that brain behavior led to normally
distributed firing frequency ratios for all brain models studied, this re-
gardless of the distribution of the weights or whether or not the brain
model has undergone a learning process.

From these two tools alone we quantified the behavioral difference
between models of varying sizes. We determined the effect of increasing
or decreasing the number of neuronal columns under consideration. This
gave us an understanding of the relation between increasing the model
size and behavior. Under similar methodology, we determined the impact
of damaged neuronal columns on behavior and how this relates to the
boundary effects seen when changing our model size.

By comparing two models that are identical we set a baseline differ-
ence that can be attributed to randomness and sampling errors. From
this point we changed various properties of the model and measured any
significant changes. We found that we could see considerable differences
when we used a normally distributed set of weights that favored weights
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with smaller magnitudes.

Finally we implemented multiple learning algorithms and determined
the most suitable to analyze further. Beginning with a fairly simple Heb-
bian or Anti-Hebbian learning algorithm, we determined that the weights
in the model evolve to extremely large magnitudes. We implemented
Sanger’s learning algorithm on the weight matrices and let the connection
distance and weights be changed based entirely on the algorithm. This
was done in steps to allow for analysis of the learning progression. The
new connections and their corresponding strengths were then run through
the same Kolmogorov Smirnov test to ensure it could be compared fairly
with our unlearned models.

The distinct behavior of the learned model allowed us to use only
behavioral data to distinguish it from an unlearned model. Using the
Kolmogorov Smirnov test we were able to confirm that, on behavior alone,
we can distinguish a learned brain from an unlearned brain. The only
shortcoming to this method is that the result tells us whether or not they
are similar within a margin of error, but not a quantifiable difference like
with the Hellinger distance.

By examining the distribution of weights in the learned brain model we
reproduced the learned model using weights drawn at random from the
same distribution. We could confirm that behavior remained the same
and that behavior is determined almost entirely by these two parameters.

7.2 Lessons Learned

After studying the functional method, we concluded that all Hebbian-like
learning methods led to brains that were not structured. Hierarchy did
not emerge from Hebbian learning. The apparent reason for this is that
Hebbian learning methods lead to networks with a symmetric connection
weight matrix. This is non-biological, and apparently, precludes struc-
tures that “flow” from lower to higher (or vice versa). The issue is not
strengthening connections that were used more frequently; instead, it ap-
peares to be that the methods imposed patterns, £#, u =1,...,p, and the
patterns force the symmetry of the weight matrix. The different methods
merely alter the rate of approach to the symmetric matrix, or keep it from
growing large.

We have concluded that a brain model must have a fixed set of input
neurons and a fixed set of output neurons, and that the learning pro-
ceeds from applying an input pattern to the input neurons, comparing
the output from the output neurons over several time steps, and changing
the weights used to “reward” or “punish” for degree of correctness in the
output. This is, in essence, a supervised learning method. It requires a
“parent” to decide if the output answer was better or worse.

In a corrollary to this idea, the PCA idea of expanding a matrix in
its eigenvectors might be replaced by expanding a matrix in terms of its
trees, since trees are a fundamental unit in hierarchy.
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