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Abstract

This paper investigates the problem of concurrent mapping and localization (CML) using forward

look sonar data. Results are presented from processing of an oceanic data set from an 87 kHz US

Navy forward look imaging sonar using the stochastic mapping method for CML. The goal is to

detect objects on the seabed, map their locations, and concurrently compute an improved trajectory

for the vehicle. The resulting trajectory is compared with position estimates computed with an

inertial navigation system and Doppler velocity sonar. The results demonstrate the potential of

concurrent mapping and localization algorithms to satisfy the navigation requirements of undersea

vehicles equipped with forward look sonar.

1 Introduction

Navigation is a critical issue in the development of new autonomous underwater vehicle (AUV)

technology [8]. Good positioning information is vital for the safe execution of an AUV mission and for

e�ective interpretation of the data acquired by the AUV [14, 16]. Current methods for AUV navigation

su�er several shortcomings. Dead reckoning and inertial navigation systems (INS) are subject to external

disturbances and uncorrectable drift. Measurements from Doppler velocity sonars can be used to achieve

higher precision, but position error still grows without bound. To achieve bounded errors, current AUV

systems rely on networks of acoustic transponders or surfacing for GPS resets. The goal of concurrent

mapping and localization (CML) is to enable an AUV to build a map of an unknown environment and

concurrently use that map for positioning. CML has the potential to enable long-term missions with

bounded navigation errors without reliance on acoustic beacons, a priori maps, or surfacing for GPS

resets [13, 12].
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For several decades, the integration of mapping and navigation has been an important goal in the

robotics research community [3, 6, 29, 21, 27, 1]. The problem is diÆcult because of the combination

of sensor noise, data association ambiguity, navigation error, and modeling uncertainty. Considerable

progress has been made in recent years, with new insights into the structure of the problem [9, 5, 10]

and new approaches that have provided compelling experimental demonstrations [30, 15].

Two of the most diÆcult issues in CML are choosing a representation of the environment and coping

with uncertainty in sensor data. Most successful implementations of CML have been performed in

relatively structured indoor environments, with sensor data of fairly high quality. For example, the SICK

laser scanner provides accurate range data that supports fast matching of scans taken from di�erent

robot positions [30, 15]. Feature-based approaches to CML have primarily been tested in situations

with relatively distinct features, such as radar re
ectors [9] or simple geometric objects [12]. In more

complex environments, the issues of reliably extracting features from sensor data and performing data

association become much more diÆcult.

In this paper, we investigate some of the issues encountered in testing of CML algorithms for use on

AUVs. The stochastic mapping method for CML [28, 21] is applied to data acquired in Naragansett

Bay, RI with the US Navy high resolution array (HRA) forward look imaging sonar [22, 20, 4]. Features

are extracted from the sonar images, and supplied as input to the CML algorithm. The goal is to detect

objects on the seabed, map their locations, and concurrently compute an improved trajectory for the

vehicle. Many of the bottom objects encountered in the data are extended features rather than distinct

points, making the data association task very challenging.

The structure of this paper is as follows: Section 2 reviews the stochastic mapping algorithm. Results

from processing of a testing tank sonar data set are used to illustrate the method's performance in a

simple environment. Section 3 provides details on the HRA data acquisition and Section 4 describes the

sonar signal and image processing operations that were performed on the raw data. Section 5 applies

stochastic mapping to two of the HRA data sets. Finally, Section 6 summarizes our results and draws

conclusions.

2 Stochastic mapping

The feature-based CML algorithm used to process the data is an augmented form of stochastic

mapping, a Kalman �lter-based method for CML �rst proposed by Smith, Self, and Cheeseman [28]

and �rst implemented by Moutarlier and Chatila [21]. The method assumes that point-like features are
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Figure 1: The stochastic mapping method for CML.

present in the environment and can be e�ectively detected and tracked.

Figure 1 provides an overview of the processing stages in stochastic mapping. In our implementation,

the AUV senses features in the environment through range and bearing measurements. Estimates of

feature locations from di�erent vantage points are fused together to build a map, and concurrently, the

feature location estimates are used to update the robot position. The robot and the map are represented

by a single state vector, x(k), with an associated estimate error covariance P(k) at each time step. As

new features are added, x(k) and P(k) increase in size. Measurements are taken every t = kT seconds,

where T is a constant period and k is a discrete time index.

We suppose that there are n features in the environment, and that they are static. The true state

at discrete time k is designated by x(k) = [xr(k)
T xf (k)

T ]T , where xr(k) represents the location of the

robot, and xf (k)
T = [x1(k)

T : : :xn(k)
T ]T represent the locations of the environmental features. Let z(k)

designate the sensor measurements obtained at time k, and Zk designate the set of all measurements

obtained from time step 0 through time step k.

Stochastic mapping algorithms for CML use the extended Kalman �lter to recursively compute a

state estimate x̂(k) = [x̂r(k)
T x̂f (k)

T ]T at each discrete time step k, where x̂r(k)
T and x̂f (k)

T =

[x̂1(k)
T : : : x̂n(k)

T ]T are the estimated robot and feature locations, respectively. Based on assumptions

about linearization and data association, this estimate is the approximate conditional mean of p(x(k)jZk):

x̂(k) � E[p(x(k)jZk)]:
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Associated with this state vector is an estimated error covariance, P(k), which represents the errors in

the robot and feature locations, and the cross-correlations between these states:

P(k) =

�
Prr(k) Prf (k)
Pfr(k) Pff (k)

�
=

2
6664
Prr(k) Pr1(k) � � � Prn(k)
P1r(k) P11(k) � � � P1n(k)

...
...

. . .
...

Pnr(k) Pn1(k) � � � PnN (k)

3
7775 : (1)

Caution must be used in any extended Kalman �lter implementation, becauseP(k) is only an approximation

to P(k), the actual mean squared error of the estimate at time k.

We denote the vehicle's state by xr = [xr yr � v]T to represent the vehicle's east position, north

position, heading, and speed, respectively. The state of feature i is represented by xi = [xi yi]
T . The

dynamic model used in the algorithm simulates an AUV equipped with control surfaces and a single aft

thruster for propulsion, moving at a nominal forward speed of 2:5 m/s. The control input u(k) to the

vehicle is given by a change in heading, Æ�, and speed, Æv, of the vehicle to model changes in rudder

angle and forward thrust, that is, u(k) = [Æ� Æv]T . Thus, the dynamic model of the AUV, f(), is given

by

x[k + 1] = f(x(k);u(k)) + dx(u(k)); (2)

where dx(u(k)) is a white, Gaussian random process independent of x(0), with magnitude dependent

on the control input u(k).

The observation model h() for the system is given by

z(k) = h(x(k)) + dz; (3)

where z(k) is the observation vector of range and bearing measurements. The observation model, h(),

de�nes the (nonlinear) coordinate transformation from state to observation coordinates. The stochastic

process dz, is assumed to be white, Gaussian, and independent of x̂(0) and dx, and has covariance R.

Given these assumptions, an extended Kalman �lter (EKF) is employed to estimate the state x̂ and

covariance P given the measurements. Our implementation is similar to that of Smith et al., and the

reader is referred to [28] for a detailed derivation.

Data association refers to the task of determining the origins of measurements, and can be a critical

issue in the implementation of stochastic mapping with real data [7]. Useful insights into the data

association problem in CML are provided by the �eld of multiple target tracking [2]. For this reason,

we refer to environmental feature as \targets", and state estimates for environmental features as
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\tracks" [17]. In multiple target tracking, a wide range of data association methods have been developed,

with greatly varying computational requirements [2, 23]. In CML, the addition of vehicle navigation

uncertainty greatly increases the complexity of the data association problem [25, 26].

In the results presented in this paper, the assignment of measurements to existing features is carried

out by nearest neighbor gating [2]. For each feature in the vehicle state vector, predicted range and

angle measurements are generated and are compared against the actual measurements using a weighted

statistical distance in measurement space. That is, for all measurements zj that can potentially be

associated with feature i, the innovation, �ij, and the innovation matrix, Sij , are constructed and the

closest measurement within the gate de�ned by the Mahalanobis distance

�
T
ijS

�1

ij �ij � 
; (4)

is considered the most likely measurement of that feature. Under the assumption that the measurement

model noise is Gaussian, Equation (4) will have a �2-distribution [2]. Thus, for a system of 2 degrees of

freedom (the x and y positions of the feature), the true measurement of the feature, if detected, would

fall within a 
 = 9 gate with 99% probability. Equation (4) can be considered to de�ne a \validation

region" or \validation gate" for feature i. If measurement zj is the only measurement at a given time

step that satis�es Equation (4), it is said to have \gated" with feature i. (The term \gate" originates

from the radar term \range gate" [24].)

Measurements that do not gate with any existing feature become candidates for the initialization of

new features in a process of delayed nearest neighbor track initiation. In this approach, all measurements

that have not been associated with a track (feature) over the last N time steps are stored. At each time

step, a search for clusters with more than M � N measurements are performed. When such a cluster

is found, a new track is initiated and the feature is integrated into the system state vector and system

error covariance.

Figures 2 to 4 illustrate the performance of the stochastic mapping method in a simple environment

using sonar data from a testing tank. (More detail is provided in Feder [11].) The experiment was

designed to simulate an AUV performing CML with a sensor such as the HRA, with the AUV's

parameters scaled down by a factor of 100. The algorithm parameters for the tank experiment are

shown in Table 1.

Figure 2 (top left) shows a photograph of the testing tank and robotic positioning system used to

acquire the data. Figure 2 (top right) shows a typical raw sonar scan obtained with the sensor. Figure 2

(bottom left) shows the survey path of the vehicle and the position of all the objects for the experiment.
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Figure 2: (Top left) Testing tank and robotic positioning system used to acquire the data. (Top right)
A 360Æ scan of the tank with the Panametrics sonar. The location of the sonar is marked by a triangle.
Individual sonar returns are marked by a dot. The true location of a feature is marked by `�'. The
tank walls are shaded. (Bottom left) The desired path of the sensor is shown by a solid line and the
true feature positions are marked by crosses. The initial position and direction of the AUV is marked
by an arrow. The end of the path before it is repeated is marked by a square. (Bottom right) The
estimated path is shown by a solid line and the actual path is shown by a dashed line. The true feature
location are marked by `�' and the estimated feature locations by `+'. 3� error ellipse are also shown
for the feature estimates.
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Table 1: Tank experiment parameters.
sampling period, T 1 sec.

maximum sonar range 200 cm

sonar coverage angle �40Æ

range measurement standard deviation 2 cm

bearing measurement standard deviation 5Æ

feature probability of detection, PD 0.90

vehicle cruise speed, Vc 10 cm/T

speed process standard deviation 5% of Æv

heading process standard deviation 2.0Æ

dead reckoning speed standard deviation 4.5 cm/T

dead reckoning heading standard deviation 3.0Æ

initial position uncertainty std. dev. 1.0 cm

initial heading uncertainty std. dev. 5.0Æ

initial speed uncertainty std. dev. 0.1 cm/T

gate parameter 
 9

track initiation parameters M = 2; N = 3

The initial position of the sonar is marked by an arrow. The end of the path is marked by a square.

Once one pass through the path was completed, another one was initiated. This process was repeated

until the termination of the experiment. Figure 2 (bottom right) displays the actual and estimated

path of the AUV along with the estimated feature locations and their 3� bonds (99% highest con�dence

regions) for the experiment. Figure 3 shows the position, heading and speed error along with the 3�

error bounds for the experiment. Figure 4 shows the distance error of the �rst feature initiated for the

experiment. As expected, the error bound is a monotonically decreasing function of time.

When the same trajectory can be repeated multiple times, the error bounds converge to steady-state

levels. The algorithm is quite successful when applied to the testing tank data set, because the amount

of data association ambiguity is low, and the features are spatially distinct.

3 Forward look sonar data acquisition

A series of HRA forward look imaging sonar data sets were collected in September 1997 as part of a

collaborative project between the Naval Undersea Warfare Center (NUWC) in Newport, Rhode Island,

and Groupe d'Etudes Sous-Marines de l'Atlantique (GESMA) in Brest, France [4]. An illustration of

the part of Naragansett Bay where the data was collected is shown in Figure 5. An over-the-side test

rig, shown in Figure 6, was built to carry several typical AUV subsystems for deployment over the side

of the YFRT-287, a converted U.S. Navy yard freighter. When fully deployed, the AUV subsystems
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Figure 3: Errors and 3� bounds (99% highest con�dence bounds) for the position, heading and velocity
estimates for the testing tank experiment.
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Figure 4: (Left) Estimated feature errors and 3� bounds. (Right) Evolution of feature estimation error
and the 3� bound versus time for the �rst feature initialized.
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were approximately 5.5 meters below the water's surface. The water depth in the operating area varied

between approximately 6 and 18 meters.

The transmit transducer used for data collection was a high frequency projector manufactured by

the International Transducer Corporation (ITC), operating at 87 kHz. The receive sonar array was

the high resolution array forward look sonar developed at NUWC [22]. The HRA is a forward looking

planar array designed for operation in a 21-inch diameter vehicle. It consists of 1264 half-wavelength

elements of 1-3 composite material (PZT-5H) con�gured in a 20 wavelength circular aperture (design

frequency of 87 kHz). A subset of the elements consisting of two rows of 32 elements each provide single

ping transmit coverage of approximately 90 degrees in azimuth by 45 degrees in elevation with a source

level of approximately 205 dB.

Figure 7 shows the location of the transmit and receive elements of the HRA. The transmit-only

elements are shown in black and the receive-only elements are shown in gray. Due to hardware

limitations, the DAP is able to record a 0.67 second window of HRA data every 20 seconds (nominally).

Due to hard-drive capacity, the DAP is also limited to 50 acoustic events before the data must be

transferred to archival storage media. HRA azimuth and elevation beampatterns generated with real

data are shown in Figure 8.

The HRA element analog outputs are processed with the data acquisition processor (DAP). The DAP

conditions each of 511 analog signals, performs A/D conversion, and generates basebanded in-phase and

quadrature data for the HRA element outputs. The DAP also records 511 channels of the element level

HRA data. Beamforming is performed using the element level data to produce a complete sonar image

covering from � 40 degrees in azimuth out to 300 meters in range.

In addition to the HRA, the DAP, and the ITC transmit transducer, the following subsystems were

used on the over-the-side test rig: an Allied Signal Model RL-34 Inertial Navigation System (INS), an

Edo Model 3050 Doppler velocity sonar (DVS), a Trimble Model NT200D di�erential global positioning

system (DGPS) receiver, and a Klein 2000 side scan sonar. (The Klein 2000 side scan sonar images

were not processed in this paper, but provided independent veri�cation that many bottom objects were

present in the area where the data was collected.) Data from each of the subsystems were recorded

during the exercise for further processing in the laboratory. Time-synchronization of the subsystems

was accomplished via clock signals from the DGPS. Latitude and longitude data are converted to a

locally referenced Cartesian coordinate system.

9



Figure 5: Narragansett Bay area around NUWC (top), and the run area (bottom). A series of data
collection legs approximately 1 kilometer in length were planned and conducted in the exercise. With
a 20 second pulse repetition rate and typical YFRT-287 speeds of approximately 2 knots, HRA data
were collected about every 20 meters. The data sets processed in this paper were acquired on legs A1
and A3. Leg A3 is shown in the lower left of the bottom �gure. Leg A1 followed a similar trajectory
o�set slightly to the right. 10



Figure 6: Over-the-side test rig. The system consisted of the NUWC HRA forward-look sonar system,
a Klein 500 kHz side-scan sonar system, an Allied INS system, and an EDO Inc. Doppler velocity sonar.
This system e�ectively constitutes an in-water \UUV simulator" which allows real-data testing of CML
algorithms.

Figure 7: HRA Transmit and receive elements.
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Figure 8: HRA beampatterns (Left: elevation, Right: azimuth).

Figure 9: Summary of HRA signal processing steps.

4 Feature extraction

The intent of the sonar feature extraction processing is to detect, localize and extract features from

compact regions of strong bottom backscatter. Each localized region is referred to as an object. The

processing sequence is summarized in Figure 9 and consists of the following steps [4]:

1. Beamformer stage 1: The �rst step in the beamformer consists of applying amplitude shading

to the receive-only elements for mainlobe and sidelobe control. A set of amplitude weights is

chosen to provide beams with mainlobes that are wider in the vertical than in the horizontal.

This is because, in the proposed approach, beams are steered to only one elevation angle and the

wider vertical beams provide better vertical coverage.

The two-dimensional matrix, a, of amplitude weights are found via the outer product of two vectors

of length 40, a = ava
T
h , where av is vector consisting of a 40 point Kaiser window (� = 16) and ah

12



is a vector consisting of a 40 point Hamming window. The weights are normalized to provide unity

gain and the result is referred to as hybrid weights. The Kaiser window was chosen for the vertical

shading because it is equipped with a design parameter � that allows for a variable beam width |

an attractive feature for operation in variable water depths. The boresight beampatterns resulting

from the application of the two-dimensional weights to real HRA data collected in NUWC's

acoustic test facility is shown in Figure 8. The 3 dB down vertical beamwidth is approximately 7

degrees. The 3 dB down horizontal beamwidth is approximately 4 degrees.

After amplitude weighting, complex phase shading is applied to steer the elements to one elevation

angle that is a function of the water depth and the altitude of the vehicle. The elevation steer

angle used for all results in the paper was 5 degrees below horizontal. The elements in each column

are then summed to form a set of 40 stave outputs. The sample rate, fs, of each stave output is

10,875 complex samples per second. Typically 0.66 second � 7177 samples (Nsamp) of data are

available for processing.

2. Matched �ltering: The 40 complex stave outputs are matched �ltered using a replica of the

transmit signal. The current approach uses a linear frequency modulation signal with a time

duration of approximately 10 ms and a bandwidth of approximately 8000 Hz.

3. Beamformer stage 2: The matched �lter outputs are phaseshift beamformed to 128 beams in

azimuth via a discrete Fourier transform that is implemented with a fast Fourier transform. Only

the magnitude squared values from the outputs of the second stage of beamforming are required

for subsequent processing. The data are also edited to retain only those receive beams within

3 dB down limits of the transmit beam (� �40 degrees). The output from the second stage of

beamforming for each listen interval consists of an (Nsamp �Nang = 81) matrix of real numbers

referred to as the range-azimuth map.

4. Normalization: The normalization step seeks to remove propagation and environmental e�ects

from the range-azimuth map. The fundamental approach in this e�ort uses statistics of reference

cells that surround, and include, each test cell in the range-azimuth map. At the range increment

of interest, the median value across all 81 angle cells is computed. Each and every angle cell at

the range increment in question is then normalized by the computed sample median. This step is

repeated at each range increment. The output from the normalization stage for each listen interval

consists of an (Nsamp�Nang) matrix of real numbers referred to as the normalized range-azimuth

13



map. Each value in the matrix represents a measure of the signal-to-noise ratio (SNR) of its

corresponding cell in the range-azimuth plane.

5. Binary image formation: A threshold is applied to the normalized range-azimuth map to form

a new map (a value corresponding to 16 dB is currently used). All cells with values equal to or

greater than the threshold are given a value of 1. The rest are given a value of 0. This map is

referred to as the binary-image map and has all the attributes of a binary image so that image

processing techniques can be use to extract information from it.

6. Morphological closure: A series of morphological operations are performed on the binary image

map. The intent is to group together threshold crossings from the normalized range-azimuth map

to form \objects" that capture areas of localized, strong scattering from the bottom, and remain

consistent in their structure and location from ping to ping. This step is also motivated by the

desire to reduce the dimensionality of the data in the binary-image map.

The primary morphological operation used in the planar processing algorithm is closure. Two

closure operations are performed in the planar processing algorithm with two di�erent structuring

elements (SE). The �rst SE measures 14 range cells ( � 1 meter) by 1 angle cell, and the second

measures 72 range cells ( � 5 meters) by one angle cell.

7. Ordered perimeters:

The perimeter of each object is computed via a series of morphological operations. First, a dilation

is performed on the object to remove any \spurs" (the SE is a 3 by 3 matrix of ones). Next \holes"

in objects are �lled in. The perimeter is then calculated by subtracting an eroded version of this

object from itself. The erosion in this step uses a 3 by 3 matrix of ones as the SE. The perimeter of

each object is then ordered so that when perimeter pixels are connected, the line segments do not

cross. The perimeters of each object are then converted to two-dimensional Cartesian coordinates

using the center of the array as the origin. As noted previously, vehicle heading is incorporated

to provide an absolute reference to north. The small roll and pitch deviations of the vehicle are

also used in the conversion from polar to rectangular coordinates. The result is that each object

is represented as a possibly-nonconvex polygon.

The object perimeters for six sonar pings from data set A3 are shown in Figure 10. The range

and bearing to the centroid of each object is computed and represents the measurement that is

applied to the stochastic mapping algorithm.
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Our method for CML models the environment in terms of point-like features. This assumption clearly

does not hold for some of the features in the environment, such as the ridge encountered midway through

legs A1 and A3. Large objects corresponding to the ridge are visible in the data from pings 23 and

24 in Figure 10). Because the object centroids are not as stable for large objects as for small objects,

very large objects (those with an area greater than 100 meters) were screened out as part of the data

association process. This corresponds to approximately 10 % of the measurements for each data set.

5 Forward look sonar stochastic mapping results

This section describes the application of the method presented in Section 2 to the HRA data. Heading

and speed measurements from the INS and Doppler sensors mounted on the over-the-side test rig were

used as proprioceptive sensor measurements for the stochastic mapping algorithm. Roll, pitch, and

depth measurements from the test rig were incorporated in the sonar feature extraction processing,

providing three-dimensional feature location estimates. Because the depth of the transducer is �xed,

we restrict our attention to testing the feasibility of CML using two-dimensional models as employed in

the testing tank experiment shown in Figure 2.

The HRA sonar data sets are obtained approximately every 20 seconds, due to the storage capacity of

the data acquisition system. For an implementation on-board a real AUV, it is anticipated that sampling

periods of one second or less can be achieved with commercial, o�-the-shelf hardware. Increased

sampling rates would likely produce a slower rate of growth of errors.

In an implementation of CML operating on-board a real AUV, knowledge of the vehicle's control

input would likely be available; however, for the HRA data collection exercise, there was no way to

record the control inputs of the ship and a dynamic model for the ship was unavailable. For the results

presented in this paper, the control inputs were assumed to be zero, representing straight-line motion

at a constant speed.

The parameters for the application of the stochastic mapping algorithm to the HRA sonar data sets

are shown in Table 2. We consider processing of two of the legs, A1 and A3. These were acquired on

di�erent days following very similar trajectories (as shown in Figure 5).

Figures 11 to 14 show the results for leg A1 with track initiation parameters M = 2 and N = 3.

(A minimum of two matching features out of three time steps are required to initialize a new feature.)

Figure 11 shows all the returns from the data set. For the data collection exercise, three strong re
ecting

targets (steel spheres) were placed at known locations. These are marked by `�', located near the �nal
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Figure 10: Object polygons for several pings from Leg A3. Small dots indicate the vehicle trajectory
as determined by DGPS. The vehicle position for each ping is shown with a '+' surrounded by a circle
at the bottom edge of each plot. (Top row) pings 13 and 14. (Middle row) pings 23 and 24. (Note the
very large polygons corresponding to the ridge on the left side for each of these pings.) (Bottom row)
pings 33 and 34. The locations of three known spherical targets are indicted with '+' marks.
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Table 2: HRA data post-processing parameters.

sampling period, T 20 sec.

(x; y) process noise std. dev. 2 cm

speed process noise std. dev. 4 cm/sec

heading process noise std. dev. 3Æ

speed measurement std. dev. 1.0 m/sec

heading measurement std. dev. 3Æ

sonar range measurement std. dev. 1 m

sonar bearing measurement std. dev. 0:5Æ

gate parameter 
 10

position of the vehicle. In addition, there were many environmental features on the seabed, such as

rocks and lobster pots. In the middle of the vehicle's path, there was a very prominent ridge on the

bottom, which produced a large amount of returns.

During the data acquisition exercise, the INS and Doppler sensor measurements were processed by a

navigation Kalman �lter that was designed for a Navy unmanned underwater vehicle [19]. The position

error growth from this �lter was approximately 2% of distance traveled.

Figure 12 (Left) displays the vehicle position estimates from DGPS, CML and INS, along with the

3� error ellipses for the modeled environmental features. Figure 12 (Right) plots the error in the CML

position estimate as a function of time, using DGPS as ground truth. The errors from CML grow more

slowly than the errors obtained with INS and Doppler measurements only. Figure 13 describes the

data association decisions that were made for each measurement at each time step. A total of 1099

measurements were processed. 77 features were initialized. Of these 77 features, 28 features received

updates from a total of 82 measurements.

Figure 14 shows the errors and 3� error bounds for the position, heading and velocity estimates.

The error bounds increase towards the end of the run as the number of measurements decreases. The

error bounds produced by a CML algorithm will grow without bound if the vehicle follows a straight

line trajectory without looping back to permit re-observation of features detected earlier in the mission.

With a very high sampling rate, it may be possible to make this error growth rate very small. As

illustrated in the tank experiment shown in Figure 2, when the vehicle can revisit all parts of the

environment multiple times, bounded errors can be achieved.

Figure 15 shows some of the measurements used to initialize and update the tracks for several of the

features that obtained the highest number of measurements during this run.

Figure 16 shows the results for processing of the data from leg A3 with three di�erent sets of track
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initiation parameters. The value of M , the minimum number of returns needed to initialize a new

feature, is varied from two to four. N , the set of time steps over which features are considered for

track initiation, is set to M + 1. For M = 2, 122 features were initialized and 231 measurements

were used for feature updates. For M = 3, 60 features were initialized and 132 measurements were

used for feature updates. For M = 4, 39 features were initialized and 83 measurements were used for

feature updates. Depending on the number of features that are initialized, the vehicle trajectory varies

somewhat, however, the overall algorithm performance is fairly consistent.

In comparing the CML and INS position estimation errors shown above in Figure 12 and 16, it is

important to note that the INS �lter was not speci�cally developed for the over-the-side test rig system

used in these tests. In actual operation on-board the Navy unmanned underwater vehicle for which the

INS �lter was designed, error growth rates of less that .2% were achieved. The 2% error growth rate

shown in Figure 12 is more representative of the navigation performance that would be obtained with

low-cost proprioceptive sensors, such as a 
uxgate compass. The comparison is useful, none-the-less,

to show the potential for CML to achieve a bounded error in situations where INS alone su�ers from

unbounded growth.

6 Conclusion

This paper has considered the problem of concurrent mapping and localization with forward look

sonar data using a feature-based stochastic mapping algorithm. Processing of data from a testing tank

experiment illustrates the potential of CML to achieve a bounded error in environments with distinctive

point features and a low degree of clutter. Results from post-processing of an oceanic forward look sonar

data set demonstrate the potential to successfully perform CML on-board an AUV. Salient features can

be detected and tracked to provide e�ective navigation in a shallow-water operating environment.

The results indicate that more work is necessary in the areas of feature modeling and data association.

For extended objects, such as the ridge on the ocean bottom that is encountered midway through the

data sets, the representation of the environment as discrete points breaks down. Many point features are

initiated, and the data association ambiguity is very high. Successful performance is achieved because

the nearest neighbor gating strategy is very conservative. If the origin of a measurement is ambiguous, it

is better to discard it, rather than to make a wrong association. The results in this paper used only the

centroid of each detected object for data association. In related research, we have obtained promising

initial results using other feature attributes, such as area, perimeter, and radial signature [4].
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Work in progress is creating a new software implementation of CML suitable for real-time operation

on-board a US Navy unmanned underwater vehicle. The creation of a real-time implementation of CML

is challenging because the complexity of stochastic mapping is O(n2) [21]. In the data sets processed

above, up to 100 features were initialized from less than �fty sonar pings, for approximately 1 kilometer

of vehicle travel. For vehicle missions of any substantial duration, it will become impossible to maintain

all the correlation terms for all features in a single error covariance matrix. To address this issue, we have

developed decoupled stochastic mapping, a computationally eÆcient method for large-scale CML [18].
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Figure 11: Stochastic mapping post-processing results for leg A1 with track initiation parameters M =
2; N = 3. Returns from the HRA sonar are shown by small dots. The DGPS position �xes at each
measurement point are shown by triangles. The CML result is drawn as a solid line. The output from
the INS/Doppler navigation �lter running on the over-the-side test rig during the experiment is shown
by small circles. The three known features are represented by `�' signs, and the estimated feature
locations are shown by `+' signs. (Top) The result for the entire mission. (Bottom) Magni�ed view of
the state estimates at the end of the mission.
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Figure 12: (Left) The estimated feature locations, marked by `+', along with the 3� ellipses for each of
these estimates for post-processing of the data from leg A1. (Right) A comparison of root mean square
error when relying on the inertial navigation system only versus the CML result produced by stochastic
mapping as a function of time. (DGPS data is used for ground-truth.)
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Figure 13: The number of returns from the HRA sonar that were used for track updating and track
initiation at each time step. Note that only a very small number of returns were used for track updating
and thus for improving mapping and localization in the environment. With the data association strategy
employed in stochastic mapping, many returns are discarded because their origin is considered too
ambiguous. However, improved navigation is realized with only a small number of correctly associated
measurements.
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Figure 14: Errors and 3� bounds (99% highest con�dence bounds) for the position, heading and velocity
estimates. (DGPS data is used for ground-truth.)
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Figure 15: Measurements associated with several di�erent features during processing of leg A1. The
complete vehicle trajectory estimated by CML is shown as a sequence of dots. The right column shows
a magni�ed view of the measurements.
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Figure 16: Results for leg A3 with three di�erent values for track initiation parameters. (Left column)
M = 2; N = 3, (Middle column) M = 3; N = 4, (Right column) M = 4; N = 5. The plots on the top
row show the estimated feature locations. The plots on the second row show a magni�ed view of the
CML, DGPS, and INS state estimates at the end of the mission. The plots on the third row compare
the root mean square error when using INS/Doppler only with the CML result. Finally, the plots on
the bottom row show the numbers of returns used for track initiation and track updating.
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