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ABSTRACT

This thesis examines freedom of expression in the Internet Age.
Throughout history, authoritarian regimes have used information control
as a way to retain their power, but information technology is making
achieving this objective increasingly difficult. In the modern era,
attempting to control information may be a strategic weakness of
authoritarian regimes that democratic nations can exploit. By expanding
access to the Internet and helping oppressed individuals circumvent
political censorship, democratic nations may be able to expand the
sphere of global freedom and produce a more peaceful and stable world
order. This thesis reviews how both censorship and circumvention work.
It also examines how various agencies in the United States view
cyberspace and the role that cyberspace plays in their strategies for
influencing others. Freedom will not come without some difficulty;
therefore, potential problems associated with promoting freedom through
information technology are also presented. Finally, this thesis presents a
series of recommendations, largely focused on the Department of
Defense, for promoting freedom of expression through Internet freedom
initiatives.
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Introduction

If you want to liberate a government, give them the Internet.
- Wael Ghonim

Censorship reflects a society’s lack of confidence in itself. It is a hallmark
of an authoritarian regime.
— Potter Stewart

Cyberspace exists to promote fast, global and robust information
sharing. Rich applications, fault-tolerant networks, diverse connectivity
paths, distributed algorithms and low-cost means of access have helped
the World Wide Web, and many other information-sharing mechanisms
of cyberspace, touch the lives of nearly everyone on the planet. Modern
information technologies have fostered a worldwide information society
that in many ways transcends geographic boundaries, cultures, and
socio-economic statuses. The free flow of information in and through

cyberspace is revolutionizing human affairs on a global scale.

Despite the tremendous benefits attained through information
technologies, authoritarian governments and dictatorial leaders
increasingly see widespread access to the Internet as a threat to their
existence. Many are suppressing information sharing by shutting down
communication services, expanding surveillance programs and enacting
restrictive laws. They take these actions because they see information
freedom as detrimental to their means of control. Often, their actions are
in response, not to hostilities originating outside their borders, but to
their own citizens yearning for the same freedoms enjoyed by much of
the democratic world. These governments see freedom within their

populaces as a threat to their strategic interests. Indeed, as Walter



Wriston proclaimed, “The control of information is the bedrock of all

totalitarian regimes.”! He expands on the point as follows:

Information has always been a key to political power. But
when information abounds and overflows in public, when an
entire society is privy to what once may have been closely
guarded “secrets,” political strategies based on a close
holding of information no longer work. When everyone in the
nation, at least potentially, can join in a single national
“conversation,” there are only two ways... in which a
government can keep its power: It can allow its policies to be
guided by that national conversation or it can revert to a
level of repression that even totalitarian regimes find
inconvenient in the best of times and which in an age of
instant information brings opprobrium.2

Through sound, unified policy across the whole of government,

leadership by example and partnership with private industry, the United

States can capitalize on this strategic vulnerability of repressive regimes.

Before policy makers can see information control as a strategic
weakness, they must first see information freedom as a strategic
strength. The United States has embraced freedom since the first
colonies appeared along the east coast of America in the 17t century.
This belief in a free society was formally expressed later in the
Declaration of Independence of 1776 and then codified in the
Constitution in 1787. In the Declaration of Independence, the Founding
Fathers declared, “All men are created equal, that they are endowed by
their Creator with certain unalienable Rights, that among these are Life,
Liberty and the pursuit of Happiness. That to secure these rights,
Governments are instituted among Men, deriving their just powers from
the consent of the governed.”® Their position on liberty rested in their

firm belief that mankind does have the power to convey fundamental

! Walter B. Wriston, The Twilight of Sovereignty: How the Information Revolution Is Transforming Our
World (New York: Scribner, 1992), 52.

2 Wriston, The Twilight of Sovereignty, 138.

¥ United States, “Declaration of Independence,” 4 July 1776.
http://www.archives.gov/exhibits/charters/declaration_transcript.html (accessed 8 April 2012).
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human rights. These rights do not come from monarchs or dictators,

despite these rulers’ claims to the contrary. They are inherent in us all.

The Founding Fathers rejected the idea of a highly centralized
government under the guidance of an all-powerful sovereign. They
spurned the coldhearted realism found in Thomas Hobbes’ worldview
that “every man is enemy to every man” and that mankind’s existence is
characterized by “continual fear, and danger of violent death; and the life
of man, solitary, poor, nasty brutish, and short.”* America would not
return to a Leviathan state after rejecting the British monarchy. Instead,
the Founding Fathers held firm to a belief that mankind was more good
than evil and codified a liberal ideology into America’s founding
documents. In doing so, they established the fledgling nation under
principles of freedom and self-determination that are still deeply

ingrained in American culture over two centuries later.

Perhaps the most revolutionary tenet of the Declaration of
Independence is its pronouncement that “Governments are instituted
among Men, deriving their just powers from the consent of the governed.”
The Founding Fathers believed that governments did not have any
inherent power of their own. The Constitution of the United States
established this concept as the law of the land. Its first sentence states,
“We the People of the United States, in Order to form a more perfect
Union, establish Justice, insure domestic Tranquility, provide for the
common defence, promote the general Welfare, and secure the Blessings
of Liberty to ourselves and our Posterity, do ordain and establish this
Constitution for the United States of America.”®> The entire US system of
government is based on the fact that any power the government has is

only the result of its citizens (“We the people...”) permitting it to exercise

* Encyclopedia Britannica, Great Books #23 - Machiavelli — Hobbes, (University of Chicago, 1952), 85.
® United States, “The Constitution of the United States of America,” 17 September 1778.
http://www.archives.gov/exhibits/charters/constitution_transcript.html (accessed 8 April 2012).
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that power (“do ordain and establish”), and that power may be altered or

abolished according to the will of the governed.

It is no coincidence that the first of the ten amendments
articulated in the Bill of Rights provides for the free flow of information
and ideas within American society. The First Amendment ensures the
freedom of religion, the freedom of speech, the freedom of the press, a
right to peaceably assemble and to petition the government for the
redress of grievances. These first freedoms enable the American society
to educate itself so that it can make sound decisions when granting
power to the government. This is the essence of self-determination, a
principle crucial to many considerations of what is just and unjust in

both domestic and international relations.

Two-and-a-quarter centuries later, the Internet has become the
primary means of transmitting information among the citizens of the
United States and in many other countries around the world. Never
before in the history of mankind has there been so much access to so
much information in so little time with so little effort. The Founding
Fathers would be truly amazed at the technologies of cyberspace and its
ability to promote the freedoms described in the First Amendment. The
US has protected these freedoms with both blood and treasure because it
recognizes the tremendous benefits they provide to society as a whole.
The US sees these rights as fundamental to all of humanity, and as such,
it strives to protect them for all, not just its own citizens. For the last
century, America has demonstrated its willingness to protect the
oppressed across the world so that they may also share in the dignity

and opportunities that come with liberty.

In the Information Age, America’s strategy for extending access to
these freedoms must change to acknowledge the realities of cyberspace.

Military power projection will retain a prominent role for the foreseeable



future, but from an effects-based perspective, the military may be able to
do even more good by simply ensuring that others have the means to
participate in the free flow of information across cyberspace. President
George W. Bush said, “Men and women in every culture need liberty like
they need food and water and air. Everywhere that freedom arrives,
humanity rejoices; and everywhere that freedom stirs, let tyrants fear.”®
By addressing the tyrants, he was not just referring to the fear they
would feel over the military power that he was exercising at the time, but
instead he was implying they should fear the power inherent in a free

people for establishing their own destiny.

President Bush’s thoughts echoed those of his predecessor, Ronald
Reagan, who promoted information freedom as a means of tearing down
the Iron Curtain. When urging Mikhail Gorbachev to open up the
totalitarian Soviet Union, Reagan avowed, “Information is the oxygen of
the modern age. It seeps through the walls topped by barbed wire, it
wafts across the electrified, booby-trapped borders.” 7 He added, “The
Goliath of totalitarianism will be brought down by the David of the
microchip.”8 Strategy is the combination of ways and means to achieve
ends. Both leaders saw information as the means, freedom as the ways

and peace as the ends.

The notion that freedom and peace are mutually reinforcing is not
new. Immanuel Kant proclaimed his theory of “Perpetual Peace” in 1795.
He predicted that the number of states founded on liberal principles
would continue to expand. As a result, war would diminish because he

believed, due to their compatible values and character, liberal states

® George W. Bush. “Remarks by the President from the USS Abraham Lincoln,” Delivered 1 May 2003.
http://georgewbush-whitehouse.archives.gov/news/releases/2003/05/20030501-15.html (accessed 7 April
2012).

" Associated Press, “Reagan Urges ‘Risk’ on Gorbachev: Soviet Leader May Be Only Hope for Change, He
Says,” Los Angeles Times, 13 June 1989. http://articles.latimes.com/1989-06-13/news/mn-2300_1 soviets-
arms-control-iron-curtain (accessed 20 April 2012).

8 Associated Press, “Reagan Urges ‘Risk’ on Gorbachev.”
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would not fight against each other. In his theory, Kant also found
incompatibilities between liberal and non-liberal states, which led him to
conclude that war would persist between them. Therefore, international
peace required nations to foster the global adoption of three “definitive
principles”: 1) the civil constitution of every state should be republican;
2) the law of nations should be founded on a federation of free states;
and 3) the law of world citizenship should be limited to conditions of
universal hospitality. The first principle reflects how states should
organize to protect their internal freedoms, while the latter two concern
international freedoms for promoting the exchange of ideas and
commerce.? Kant’s work planted the foundations for modern

“Democratic Peace Theory.”

Though Kant’s work predated the Information Age, the Internet can
be viewed as a facilitator for promoting Kant’s “pacific union” of nations.
If one subscribes to Kant’s ideology, then the Internet is an ideal medium
for promoting the free exchange of information both within a nation and
between nations. Low-cost information technologies help individuals and
organizations band together for greater political effect and, hopefully, to
enhance their political situations. As Jonathan Zittrain and John Palfrey
proclaimed, “The Internet is a potential force for democracy by increasing
means for citizen participation in the regimes in which they live. The
Internet is increasingly a way to let sunlight fall upon actions of those in

power—and providing an effective disinfectant in the process.”10

If liberal states are less likely to go to war with each other, and the
Internet facilitates the spread liberalistic ideals, then nations can and

ought to promote the spread of information and communication

° Michael W. Doyle, Ways of War and Peace: Realism, Liberalism, and Socialism (New York: W. W.
Norton & Company, 1997), 251-284.

19 Jonathan Zittrain and John Palfrey, “Internet Filtering: The Politics and Mechanisms of Control,” Access
Denied: the Practice and Policy of Global Internet Filtering, Jonathan L. Zittrain et al., eds. (Cambridge,
MA: The MIT Press, 2008), 50.



technologies to neighboring states. Kant would likely have seen attempts
by non-liberal states to suppress information as detrimental to world
peace and, by extension, would likely have seen peaceful efforts to
circumvent that oppression as just. Michael Doyle summarizes Kant’s

view as follows:

[Kant| argues that each nation “can and ought to” demand
that its neighboring nations enter into the pacific union of
Liberal states—that is, become republican....
Internationally, free speech and the  effective
communication of accurate conceptions of the political life
of foreign peoples is essential to establish and preserve the
understanding on which the guarantee of respect
depends.!!

Promoting Internet freedom is not high on the priority list of most
Americans. In many instances the opposite is true because they see the
US reliance on information technology as a strategic vulnerability.12
That myopic and risk averse viewpoint fails to appropriately consider the
benefits such technologies provide the country. It also fosters a mindset
that puts decision-makers on the strategic defensive in cyberspace. As
this thesis will demonstrate, many existing US policies concerning
cyberspace are reactive. They emphasize protection and defense
primarily through “denial of benefit” strategies, such as security
awareness initiatives, properly configuring networks and software
patching. While these means are extremely important for securing
America’s information, the US needs to include more proactive strategies

for cyberspace that help reinforce American values.

One such strategy is to help ensure the oppressed have access to
digital information, the capacity to express their thoughts online and the

tools necessary to self-organize. America’s own strategic interests will be

" Doyle, Ways of War and Peace, 282.
12 Richard A. Clarke and Robert Knake, Cyber War: The Next Threat to National Security and What to Do
About It, Reprint ed. (New York: Ecco, 2011).



enhanced by promoting broader Internet access and providing tools to
circumvent political censorship. America will not be able to control how
liberty is used once it is attained, but it must trust, as its forefathers did,
that the greatest benefits will emerge from people empowered with

freedom.

This thesis examines the implications of adopting a strategy for
promoting Internet freedom. The research focuses on the ways and ends
of strategy. It leaves the means to future analysis since prioritizing
resources is more a question of efficiency than effect. The focus here is
on the effect. It begins by examining the practical ways of implementing
such a strategy and then examines the diversity of existing US policy on
the subject. Next, it scrutinizes potential ends to help policy makers
decide if the benefits outweigh the risks. Finally, it concludes with a
series of recommendations aimed primarily at the Department of Defense

(DOD) for preparing for, and for supporting, an Internet freedom strategy.

Chapter 1 provides a detailed review of the kinds of information
that nations aim to censor; the range of technical, legal, economic and
social mechanisms used to control information on the Internet; and how
those mechanisms have evolved over time. Then, it categorizes and
explains tools for both censorship and circumvention in depth. While the
technical aspects of digital censorship have received more attention
historically, the legal, economic and social forms of censorship are

becoming more effective and harder to overcome.

Chapter 2 shows how freedom of expression is a fundamental
value, not only for America, but also for the international community. It
then examines the methods that the DOD, the Department of Homeland
Security (DHS) and the State Department employ to influence
international actors toward this value. Each agency has unique and

sometimes conflicting approaches with respect to cyberspace. The goal



of the chapter is to identify the similarities and difference in policy to

help US policy makers form a more comprehensive cyberspace strategy.

Chapter 3 shifts the focus toward the potential consequences of
adopting a strategy of promoting Internet freedom. First, the chapter
examines the consequences of helping the oppressed overcome their
oppressors. The historical records indicate that this process is rarely
peaceful. So, it explores the nature of revolutions and how modern
information technology may either help or hinder their success. Second,
it describes how increasing the ability for populations to connect to
information through modern ICT, if not done carefully, may make them
more vulnerable to the dictates of oppressive regimes. For example,
putting more people online may increase their susceptibility to
monitoring or attribution. Finally, policy makers must realize that
simply having freedom does not necessarily make one virtuous. The view
held by many proponents of Internet freedom—that people are generally
more good than evil—does not imply that evil will not be done. Therefore,
the chapter examines some of the negative outcomes that are likely to

accompany the positive ones.

The final chapter offers a series of recommendations for policy
makers, particularly those within the DOD, to help implement an
Internet freedom strategy. It covers a range of topics, including doctrinal
changes, training, strategic communication and cooperation with other
stakeholders. Hopefully, by implementing these recommendations the
US government will be able to present a more unified and consistent

approach to promoting freedom and democracy throughout the world.

Ultimately, the fundamental assumptions of this thesis are that
the freedom inherent in the United States is one of its greatest strategic
strengths and that the Internet serves to enhance this advantage. This

work views attempts to control freedom in the modern information



technology environment as a strategic vulnerability of authoritarian
regimes because, as Wriston stressed, “Draconian systems for controlling
the flow or use of information tend to destroy or waste it.”13 By
appropriately applying this strategic strength against the strategic
vulnerabilities inherent in authoritarian governments, the US can
expand the sphere of freedom and enhance global peace. The US must

protect information freedom so its benefits are not destroyed or wasted.

3 Wriston, The Twilight of Sovereignty, 35.
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Chapter 1
Censorship and Circumvention

Freedom’s untidy, and free people are free to make mistakes and commit
crimes and do bad things. They’re also free to live their lives and do
wonderful things, and that’s what going to happen here.

— Donald Rumsfeld

In a fair fight, truth wins.
— Kristin Lord

Due to the very nature of cyberspace, when people think about
online censorship, their initial focus tends to be on the technical
mechanisms for control and the corresponding technical mechanisms for
circumvention. The terms censorship and circumvention conjure up
notions of a cat-and-mouse battle between government controlled
firewalls and packet sniffers and citizens encrypting their communication
and anonymizing their activities through proxies. This, most certainly, is
a significant part of controlling behavior online, but technical methods

alone do not present the full spectrum of regulation.

To overcome this narrow perspective on censorship and
circumvention, this chapter examines information control in a more
comprehensive manner. While it does describe many of the technical
capabilities in detail, it broadens the aperture by also reviewing legal,
social and market forces that either constrain or promote different types
of behavior. To guide the reader through the complex and
interconnected array of methods that states use to regulate the online
behavior of their citizens, this chapter is organized around answering a
series of relevant questions: What kinds of information do states
typically regulate? How has government regulation of cyberspace evolved

over time? How is information regulated in cyberspace? And, finally,

11



what can be done to promote information freedom in the face of these

constraints?

What Kinds of Information Do States Typically Regulate?

An important first step in understanding Internet freedom is to
recognize the different types of content that states seek to regulate.
Analysis done by the OpenNet Initiative (ONI) provides many details. In
addition to categorizing the different types of restricted content, the ONI
research probes the rationale for why states block particular classes of
information. According to Robert Faris and Nart Villeneuve, who helped
coordinate and conduct the ONI research on the topic, there are
essentially six categories of information that are being filtered around the
world: 1) political content, 2) social content, 3) information related to
conflict and security, 4) intellectual property, 5) economic interests and 6)

Internet tools.1

The first category deals with censoring political topics and it has
been around for as long as there have been governments. The fear of
losing control over their populace, leads many governments to suppress
political opposition and dissent. Faris and Villeneuve contend,
“Politically motivated filtering is characteristic of authoritarian and
repressive regimes.”2 Political filtering typically includes stifling freedom
of speech for both individuals and the media; suppressing political
transformation and opposition parties; and preventing attempts to reform
the political, legal or governance mechanisms of the state. Political
censorship often strikes at the heart of individual liberty and self-

determination.

! Robert Faris and Nart Villeneuve, “Measuring Global Internet Filtering,” Access Denied: the Practice and
Policy of Global Internet Filtering, Ronald Deibert et al., eds. (Cambridge, MA: The MIT Press, 2008),
9,12.

Z Faris and Villeneuve, “Measuring Global Internet Filtering,” 9.
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The second category, social filtering, aims to prevent access to
content deemed objectionable to the values, norms and morals of society.
Most countries engage in this form of filtering to some degree, even
democratic ones. The list of topics in this category generally includes
racism, pornography, gay/lesbian content, gambling, alcohol and drugs,
religious content, public health, sensitive or controversial history and

women’s rights.3

Conflict and threats to national security comprise the third
category for state censorship. In some ways this category often overlaps
with the first category, politics. Authoritarian states often perceive
opposing political speech as threats to national security, even if their
version of national security only reflects their own desire for self-
preservation. Setting aside the purely political and generally non-violent
activities described in the first category, threats to national security that
may be filtered include information related to militant groups, extremists,
separatists or terrorists; foreign relations and militaries; and external
sources of information deemed contrary to the interests of the safety and

security of the state.*

Protecting intellectual property represents a fourth category over
which nations assert a form of censorship. This category is more closely
related to content regulation than it is to censorship, but the methods
employed to enforce those regulations are often similar. Western Europe
and North America are most active in developing both legal and technical
mechanisms to protect intellectual property rights.> Examples include
the Digital Millennium Copyright Act (DMCA), Preventing Real Online
Threats to Economic Creativity and Theft of Intellectual Property Act
(PIPA) and the Stop Online Piracy Act (SOPA). Each of these laws aims to

® Faris and Villeneuve, “Measuring Global Internet Filtering,” 7.
* Faris and Villeneuve, “Measuring Global Internet Filtering,” 7.
® Faris and Villeneuve, “Measuring Global Internet Filtering,” 9.
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curtail the theft of intellectual property, either through threat of

prosecution or through blocking and filtering.

The fifth category is protecting economic interest. While this
category relates in some ways to the previous one, it is generally more
concerned with protecting favorable commercial activity within a state or
between states. For example, Faris and Villeneuve highlight how some
states block low-cost international telephone services that use Voice Over
Internet Protocol (VOIP). Since VOIP services offer a cheaper alternative
to traditional telephony services, the customer base for large
telecommunications companies are dwindling, which in turn threatens
their lucrative, monopolistic business models.® States may censor
particular types of international economic information in parallel with
the trade regulations to support the domestic economy and protect

markets, jobs and other financial interests.

The final category is Internet tools. This category is different from
the previous ones because it aims to block access to the means for
obtaining information rather than blocking access to the ends—the
information itself. Blocking particular classes of Internet tools and
services prevents users from obtaining the ability to access or produce
information in the other categories. In this sense, this category is a more
indirect method of censorship. It inhibits the enablers, rather than
obstructing content directly. Some of the Internet capabilities that
nations block are translation tools, anonymizers, blogging services, social
media sites, web proxies, open source software, encryption services and

archiving sites.”

The research done by the ONI suggests that not all content filtering

is inherently malevolent. For example, there is nearly universal support

® Faris and Villeneuve, “Measuring Global Internet Filtering,” 12.
" Faris and Villeneuve, “Measuring Global Internet Filtering,” 9.
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for stopping the promotion of mass atrocities or the exploitation of
minors. Obviously, these forms of censorship are not the target of
Internet freedom strategies. Instead, strategies aimed at promoting
freedom to communicate should target censorship in the political and
Internet tools categories. They should also strive to circumvent attempts
to suppress information in the conflict and security category when efforts
to suppress information in that category hinder a population’s ability to
achieve a better form of government, a better education or a better way of

life.

How Has Government Regulation of Cyberspace Evolved Over Time?
The ONI has been researching access controls on the Internet since
2007. They have documented the censorship capabilities in 70 states,
probed nearly 300 Internet Service Providers (ISP) within those states
and tested access to almost 130,000 websites from within each state.
Their research has led them to conclude that cyberspace regulation has
evolved through four distinct phases: 1) Open Commons, 2) Access

Denied, 3) Access Controlled, and 4) Access Contested. 8

Open Commons Era

The first era, Open Commons, began in the 1960s and ran through
the year 2000. During this period, the Internet was essentially wide
open. Its users made sweeping libertarian declarations about the new
medium. Some, like former lyricist for the Grateful Dead and co-founder
of the Electronic Frontier Foundation, John Perry Barlow, took aim at
government regulation by writing "A Declaration of the Independence of
Cyberspace.” In it, Barlow wrote, “Governments of the Industrial World,
you weary giants of flesh and steel, | come from Cyberspace, the new

home of Mind. On behalf of the future, I ask you of the past to leave us

® Ronald Deibert, John Palfrey, Rafal Rohozinski and Jonathan Zittrain, “Access Contested: Toward the
Fourth Phase of Cyberspace Controls,” Access Contested: Security, Identity, and Resistance in Asian
Cyberspace Information Revolution and Global Politics, Ronald Deibert et al., eds. (Cambridge, MA: The
MIT Press, 2012), 6.
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alone. You are not welcome among us. You have no sovereignty where

we gather.”®

In a similar fashion, Rick Levine, Christopher Locke, Doc Searls
and David Weinberger published “The Cluetrain Manifesto” as a call to
action to businesses and markets. They wrote the manifesto in a
manner resembling Martin Luther’s “O5 theses,” which fostered the
Protestant Reformation. Levine and his co-authors hoped to show how
the Internet would usher in a new era of commerce that would break
down traditional organizational models and be dominated by human to
human interaction. They expressed their view of Internet liberty as

follows:

We embrace the Web not knowing what it is, but hoping that

it will burn the org chart -- if not the organization -- down to

the ground. Released from the gray-flannel handcuffs, we

say anything, curse like sailors, rhyme like bad poets, flame

against our own values, just for the pure delight of having a

voice. And when the thrill of hearing ourselves speak again

wears off, we will begin to build a new world. That is what

the Web is for.10

Governments, on the other hand, mostly ignored electronic
communications or only mildly regulated the content.!! The Internet was
in its infancy. Despite the fervor of those who were a part of the early
Web, there were simply not that many people online and there were even
fewer politicians who understood the technology in a manner that would
have allowed them to regulate it. At the time, there seemed to be many

more pressing issues than worrying about a niche collective of

enthusiastic “netizens.”

® John P. Barlow, “A Declaration of the Independence of Cyberspace,” 8 February 1996,
https://projects.eff.org/~barlow/Declaration-Final.html (accessed 22 February 2012).

0 Rick Levine et al., “The Cluetrain Manifesto: The End of Business as Usual” (Da Capo Press, 2001), 45.
Bob Seidensticker, Future Hype: the Myths of Technology Change (Berkeley, CA: Berrett-Koehler
Publishers, 2006), 39.
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Not only was the threat posed by the Internet relatively confined,
but even if states had wanted to regulate it, there were practical reasons
impeding their ability to do so. Lawrence Lessig asserts that the
fundamental design of the Internet prevented states from regulating
behavior because it was not possible to know 1) who someone was, 2)
where they were or 3) what they were doing.!2 The very architecture of
cyberspace in this first era precluded its regulation. As the earlier quotes
attest, many early online participants viewed the Web through libertarian
eyes. Most believed that the government could never regulate the

Internet and that it was beneficial that they did not.!3

Access Denied Era

The relatively pristine openness of digital communications changed
between the year 2000 and 2005 as cyberspace moved into the Access
Denied era. According to Internet World Stats, the number of Internet
users exploded from 16 million in 1995 to over 300 million in 2000.14
Governments began taking serious notice of the rapidly growing
percentage of their populations communicating online. Many states felt
compelled to curtail objectionable Internet activity and began
implemented filtering and blocking mechanisms. The attitudes of the
public also changed as they felt the effects of a completely unregulated
digital domain and reality began to set in. Most people realized they
would have to accept some forms of regulation to successfully prevent
problems ranging from relatively benign nuisances, such as spam, to
more nefarious activity, such as identity theft, copyright infringement

and especially the sexual exploitation of minors.15

12 awrence Lessig, Code: Version 2.0, 2nd ed. (New York: Basic Books, 2006), 23.

3 | essig, Code: Version 2.0, 27.

Y “Internet Growth Statistics,” http://www.internetworldstats.com/emarketing.htm (Accessed 15 Feb
2012).

15 Lessig, Code: Version 2.0, 27.
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The methods for regulating content in this phase were largely
technical in nature and not generally very sophisticated. Savvy users
who understood the censorship mechanisms could bypass them with
relatively little difficulty. In general, though, this was not a significant
problem for regulators because the preponderance of users would never
do so and the regime’s filtering mechanisms would be predominantly
effective despite the workarounds.!6 This era was dominated by what
Ronald Deibert and Rafal Rohozinski call first-generation controls. These
types of controls “focus on denying access to specific Internet resources
by directly blocking access to servers, domains, keywords, and IP
addresses. This type of filtering is typically achieved by the use of
specialized software or by implementing instructions manually into

routers at key Internet choke points.”17

States often begin their censorship efforts under popular mandates
for blocking specific types of content that are widely perceived as
objectionable. Once they justify the initial investment and put the
capabilities to censor in place, the state often finds that the barriers to
blocking other forms of content are less difficult to overcome. For
example, the same mechanisms for filtering access to sexually explicit
content are often no different than those used to filter the content from a
political opposition party. Technically, it is usually only a matter of
changing the key words to be filtered or modifying the list of blocked

uniform resource locators (URL) or Internet protocol (IP) addresses.

Lessig cautions citizens to understand the long-term effects of
digital censorship, even when the initial case for censorship is widely
seen as a public good. He states, “Liberty depends on the regulation

remaining expensive. Liberty comes with friction. When it becomes easy

18 Deibert, Palfrey, Rohozinski and Zittrain, “Access Contested,” 10.

' Ronald Deibert and Rafal Rohozinski, “Control and Subversion in Russian Cyberspace,” Access
Controlled: the Shaping of Power, Rights, and Rule in Cyberspace, Ronald Deibert et al., eds. (Cambridge,
MA: The MIT Press, 2010), 22.
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or cheap to regulate, however, this contingent liberty is at risk.”18 This
slippery slope of censorship helps perpetuate the practice with even

greater effect in the subsequent phases of control.

Access Controlled Era

The next phase of cyberspace regulation, Access Controlled, lasted
from 2005 to 2010. This phase was marked by a two-pronged strategy
for asserting more government control over the Internet. The first
method was to improve the technological sophistication for filtering and
blocking unacceptable content. The censorship technologies that
emerged during this era were more dynamic, timelier and more difficult
to circumvent. Even though these technologies were more capable, they
were still driven from the top down. To overcome this limitation,
governments began incentivizing self-censorship by enacting logging,
registration, licensing and identity requirements on both people and
providers. During the Access Controlled phase, governments took
advantage of the fact that when people know they can be identified and

their behavior monitored, they are less likely to break the law.

Deibert and Rohozinski describe the censorship techniques used in

the Access Controlled phase as follows:

Second-generation controls aim to create a legal and
normative environment and technical capabilities that
enable state actors to deny access to information resources
as and when needed, while reducing the possibility of
blowback or discovery. Second-generation controls have an
overt and a covert track. The overt track aims to legalize
content controls by specifying the conditions under which
access can be denied. Instruments here include the doctrine
of information security as well as the application of existent
laws, such as slander and defamation, to the online
environment. The covert track establishes procedures and
technical capabilities that allow content controls to be
applied “just in time,” when the information being targeted

18 |essig, Code: Version 2.0, 310.
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has the highest value (e.g., during elections or public
demonstrations), and to be applied in ways that assure
plausible deniability.1?

Access Contested Era

The final era of cyberspace regulation, Access Contested, is the one
we are living in today. All of the previous methods for censoring
information remain, but a very public battle is emerging over who should
control the medium. Citizens, organizations, corporations and
governments are all vying for the right to exercise power openly in
cyberspace. Examples abound—the Iranian Green Revolution, the
Egyptian Revolution and the Jasmine Revolution in Tunisia. A
Bollywood studio in India has even contracted with a cybersecurity firm
to perform a Distributed Denial of Service (DDoS) attack on sites that
offered its films for download.2? Evidence of this period in Internet
history can also be found in the recent backlash in the US against two
pieces of proposed legislation, SOPA and PIPA. US citizens took to the
Web to voice their opinions and many websites either “went dark” in
protest (most notably Wikipedia), or prominently objected to the

legislation on their home pages.2!

In the Access Denied and Access Contested phases, populations
fought for a right to speak, to express their opinions and demonstrate
their support for a particular cause. In the Access Contested phase,
government ideas increasingly have to compete against those of their
own populations and even the populations and governments of other
states. The struggle is shifting from a fight over speech to a battle for
attention. Some are allowing democracy to decide, while other more

authoritarian governments are enhancing their electronic propaganda

9 Deibert and Rohozinski, “Control and Subversion in Russian Cyberspace,” 24.

% Deibert and Rohozinski, “Control and Subversion in Russian Cyberspace,” 34.
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154353847.html (accessed 20 April 2012).
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efforts to combat or suppress contrarian ideologies. For example, China
has reportedly hired propagandists, known as the Fifty Cent Party, to
patrol chat rooms and online forums. They are paid to post information
favorable to the government and castigate anything they find

objectionable.?22

In addition to propaganda, controls in the Access Contested phase
are characterized by more sophisticated and proactive technical
capabilities. Rather than simple blocking and filtering, governments are
engaging in denial of service attacks, malware distribution, Trojan horse
emplacement, identity forgery and offline harassment.23 Many of these
tools even allow a government to attack content outside its own borders.
Even when a state cannot force a site to take down objectionable material
through direct legal action, it still has offensive, technical options to

achieve similar ends.

Deibert and Rohozinski describe the techniques used in the
modern phase as third-generation tools, and provide the following

overview of their characteristics:

Unlike the first two generations of content controls, third-
generation controls take a highly sophisticated,
multidimensional approach to enhancing state control over
national cyberspace and building capabilities for competing
in information space with potential adversaries and
competitors. The key characteristic of third-generation
controls is that the focus is less on denying access than
successfully competing with potential threats through
effective counterinformation campaigns that overwhelm,
discredit, or demoralize opponents. Third-generation
controls also focus on the active use of surveillance and data

22 Deibert, Palfrey, Rohozinski and Zittrain, “Access Contested,” 12-13.

% Hal Roberts, Ethan Zuckerman, and John Palfrey, “Interconnected Contests,” Access Contested: Security,
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et al., eds. (Cambridge, MA: The MIT Press, 2012), 135.
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mining as means to confuse and entrap opponents.24
[emphasis in original]
How is Information Regulated in Cyberspace?

For most people, cyberspace censorship typically equates to the
technical means for controlling information, such as firewalls or content
filters. While technological methods are the predominant means of
censorship, there are many other constructs for regulating information.
As Zittrain and Palfrey describe, “When states decide to filter the
Internet, the approach generally involves establishing a phalanx of laws
and technical measures to block their citizens from accessing or
publishing information online.”2> Lessig goes beyond legal and technical
methods by identifying four modalities that constrain behavior on the
Internet—the law, social norms, the market, and architecture.?® The law
regulates by shaping behavior, often through threat of prosecution for
violations. Societal norms also regulate online behavior by establishing
either a positive recognition or a stigma from one’s peers toward certain
actions. The market regulates behavior through pricing structures,
scarcity, barriers to entry and other economic factors. Finally, the
technical architecture of cyberspace, its software and hardware, provide
explicit controls on what kinds of behavior are possible.2” Each of these
four modalities will be examined in detail so that the reader can see the

full range of ways that regulation can occur.

Legal Regulation

Zittrain and Palfrey describe five levels of legal regulation that
states employ to constrain online behavior.28 The first level is to enact
content restrictions aimed at prohibiting citizens from publishing or

accessing certain types of information online. These laws form the legal

% Deibert and Rohozinski, “Control and Subversion in Russian Cyberspace,” 27.
% Zittrain and Palfrey, “Internet Filtering,” 32.
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basis for implementing technical censorship mechanisms and define the

types of content to be filtered.

The second form of legal control is establishing licensing
requirements for intermediaries, such as ISPs or social media websites,
to carry out logging, filtering or surveillance of user activity. Licenses
can also stipulate the permissibility of different types of content.
Licenses provide authorities with a tool for exerting control over private
service providers. If companies wish to operate and generate revenue in
the sovereign territory of the host government, then they must comply

with the requirements of the license or risk being shut down.

The third method is to make intermediaries liable for activity that
crosses their infrastructures. These laws make no distinction between
those who generate the content and those who act as a mere conduit for
it. This method induces a form of “self-discipline”?® into the system by
forcing providers to police the content that either flows across or resides
within their services. By enacting intermediary liability laws, the
government effectively distributes the burden of censorship and

surveillance to the private sector.

Fourth, states can enact registration requirements to gather data
about citizens who access the Internet. The laws can require ISPs,
websites, Internet cafes and other content access points to ensure they
know the physical identify of their users. Users may be required to
present state-issued identification codes before being allowed to access
Internet services.30 Registration requirements help establish a link

between an online persona and a physical person. In doing so, they

# Rebecca MacKinnon, “Corporate Accountability in Networked Asia,” Access Contested: Security,
Identity, and Resistance in Asian Cyberspace Information Revolution and Global Politics, Ronald Deibert
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enhance a government’s ability to attribute illegal behavior to particular
individuals and facilitate their prosecution. They also help content
providers discern valid users. For example, a requirement to provide
valid age information may help content providers restrict access to

material that is inappropriate for minors.

Finally, states can establish laws that encourage citizens to be self-
policing by heightening the perception, whether true or not, that the
government has the capability to monitor what they do online. If citizens
believe their actions online are both transparent and non-repudiable
then they are less likely to engage in illegal behavior. These laws
effectively “put citizens on notice that they should not publish or access
content online that violates certain norms and to create a sense that

someone might be paying attention to their online activity.”3!

Social Norms

Social norms constrain differently than legal norms. They are not
imposed by the organized or centralized actions of a state, but through
the many slight, but sometimes forceful, sanctions that members of a
community exert on each other.32 While social norms are sometimes
also codified into law to promote additional awareness, deter behavior
and legitimize the penalties, many are not. For example, smoking in
public may be legal in many places, but it may be received with scorn by
those in proximity to the smoker. Social norms also drive conformity in
everything from proper hygiene to acceptable manners. Lessig describes

how:

Ordinary life is filled with such commands about how we are
to behave. For the ordinarily socialized person, these
commands constitute a significant portion of the constraints
on individual behavior. Norms, like law, then, are effective
rules. What makes norms different is the mechanism and

%1 Zittrain and Palfrey, “Internet Filtering,” 36.
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source of their sanction: They are imposed by a community,

not a state. But they are similar to law in that, at lease

objectively, their constraint is imposed after a violation has

occurred.33

While laws define the difference between what is legal and illegal,
norms define the difference between what is moral or ethical and what is
immoral and unethical. In describing a framework for ethical decision-
making, Rushworth Kidder articulates a series of questions that people
should generally ask before they engage in a particular activity. In
addition to asking, “Does this activity break the law?” Kidder contends
that three other questions are necessary to determine if a particular
behavior violates social or moral norms. The first is, “Does this activity
pass the stench test?” This is a gut-level determination dealing with a
person’s intrinsic moral character. The second question asks “How
would you feel if what you are about to do showed up tomorrow morning
on the front pages of the nation’s newspapers?” This question deals with
how publicity can modify behavior. The final question asks, “If I were my
mother, would I do this?” Asking the last question forces someone to
evaluate their behavior from the perspective of another person—one

whom they respect and admire.34

The point of examining Kidder’s questions is to highlight how
social pressures can shape behavior, even if the issue is not covered by a
legal restriction. The Stench Testis a reflection of personal moral values,
which are shaped by society and culture. The Front Page Test
demonstrates how behavior is tempered depending on whether the
matter is kept private or made public. The fact that publicity moderates
behavior is a reflection of the power of social pressure. Finally, the Mom

Test also shows the power of other people’s opinion in regulating activity.
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Recognition by one’s peers for exhibiting laudable behavior can reinforce
the positive. Likewise, the social stigma associated with conducting

unacceptable behavior can equally inhibit the negative.

Cultural norms are powerful regulators and the effect of
cyberspace on developing and applying social pressures is evolving.
While the Stench Test and Mom Test exert their normative pressures in a
relatively timeless fashion, cyberspace has changed the character of the
Front Page Test, which might be better described as the Facebook or
YouTube Test in the modern context. The ability to locate and distribute
information on an unprecedented scale combined with the permanence
of information in cyberspace often leave little room for forgiveness from

someone’s past once behavior hits the “front page” of cyberspace.

The concept of cyberspace shaping and being shaped by cultural
and social norms is often associated with the term “meme.” The term
attempts to capture the illusive notion of how culture is propagated
through society by discrete packets of information.3> Memes are
generally thought of as particular pieces of information on the Web that
becoming extremely popular and broadly distributed. They can be seen
by millions of people in an extremely short period of time and once they
are, there is no way to erase them. Fortunately, most people’s activities
do not end up “going viral,” but at the same time it is very difficult to
predict which ones will. The potentially enormous consequences of
socially unacceptable behavior showing up online are exerting a new level
of social pressure to regulate behavior in historically unprecedented

ways.

Market Regulation

Market regulation is the third modality of regulation described by

Lessig. Economic constraints are imposed on actors by the cost of

% James Gleick, The Information: a History, a Theory, a Flood (New York: Pantheon, 2011), 312-314.
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performing a particular action. These constraints exist as a result of the
confluence of laws and norms defining what goods and services can be
bought and sold, as well as the rules defining property rights and
contracts.3¢ Modern information technologies have dramatically reduced
the costs of communication, allowing for an increasing number of actors
to participate in the act of communicating. Historically, communicating
across great distances or to a large number of people simultaneously was
reserved for a select few with access to the resources to participate in
such activity. Today, these services are available to consumers almost
for free. While it is not the purpose of this thesis to study the economic
forces that facilitated the reduction in cost of these technologies, it is
important to realize that these low costs are the primary enabler for a
strategy of promoting Internet freedom. The low barrier to accessing
modern information technology is the key factor disrupting the monopoly

that authoritarian regimes once exerted over information.

Market constraints are one of the most important factors in how all
power has been historically wielded by the few over the many. The
traditional cost and complexity of attaining and operating military
capabilities has precluded such systems from the hands of all but the
most powerful. Those unfortunate enough to live in oppressed societies
often had little choice but to accept their fate at the hands of a despotic
few. Once despots assumed control over sophisticated weaponry, there
was little opportunity for resistance. In 1945, George Orwell described

the situation as follows:

I think the following rule would be found generally true: that
ages in which the dominant weapon is expensive or difficult
to make will tend to be ages of despotism, whereas when the
dominant weapon is cheap and simple, the common people
have a chance. Thus, for example, tanks, battleships and
bombing planes are inherently tyrannical weapons, while

% |_essig, Code: Version 2.0, 341.
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rifles, muskets, long-bows and hand-grenades are inherently

democratic weapons. A complex weapon makes the strong

stronger, while a simple weapon — so long as there is no

answer to it — gives claws to the weak.37

At the time, he was writing about the atomic bomb and his fear
that it had the potential to foster even more tyranny, but his words have
new meaning in today’s context. As opposed to tanks, battleships and
bombers, modern information technologies are low cost, generally easy to
use and readily available to large segments of the population. In this
sense, cyberspace could be considered the ultimate “democratic weapon”

as it poses a fundamental challenge to authoritarian regimes by giving

“claws to the weak.”

Architectural Regulation

The final modality for regulating behavior is architecture. In
cyberspace, the architecture is the actual technical implementation of
the medium itself—the software and hardware. Cyber theorist Martin
Libicki explains how cyberspace consists of three layers: a semantic
layer, a syntactic layer and a physical layer. The semantic layer contains
information that is meaningful to people and machines. The syntactic
layer defines the format of information, regulates its flow and manages
its security. It also sets controls and provides instructions for the
physical layer. The physical layer is all of the tangible aspects of
cyberspace—the routers, servers, smartphones, wires, spectrum, etc.38
The three previous regulatory modalities reside at the semantic layer of
cyberspace because they deal primarily with information content. The
architectural level is less concerned with the information content than it

is with the transportation mechanisms that enable the flow of that
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content. In Libicki’s model, architectural regulation occurs at the

syntactic and physical layers.

Modifications to the architecture have been the primary means of
government regulation since the dawn of the Access Denied phase of
censorship in cyberspace. Regulating behavior by controlling the
architecture is direct and often measurable. Governments can pass a
law and force a change. Specific examples of this will be provided
shortly, but before moving into the specifics of how this occurs, it is
important to understand a few key aspects of how the four modalities
relate to one another and why the architectural layer lends itself to being

a particularly lucrative target for government regulators.

The first factor is enforcement. Legal, social and market forces
require an external mechanism to administer control. The architecture
does not. It is “self-executing” according to Lessig. In one sense, the
architecture of cyberspace is analogous to the laws of physics in the real

world. It defines what can and cannot be done. As Lessig explains:

Laws need police, prosecutors, and courts to have an effect;
a lock does not. Norms require that individuals take note of
nonconforming behavior and respond accordingly; gravity
does not. The constraints of architecture are self-executing
in a way that the constraints of law, norms, and the market
are not. This feature of architecture—self-execution—is
extremely important for understanding its role in
regulation.39

A second factor that differentiates the architectural layer from the
previous modalities is that its effects are automatic. The effects of
regulation at the architectural layer are immediate and they are not
subject to human judgment. If an actor violates the law or an
established social norm, they will not feel the consequence of that action

until after the act is committed. In some cases, the actor may be able to
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skirt the penalty for illegal or objectionable behavior entirely if they are
not caught or if law enforcement or society decides not to punish the
offender for their actions. Market regulation operates somewhat
similarly in that the rules are applied at the time of the action, although
market regulation can be subject to more judgment than the cold
precision of software and machines. Lessig writes, “Law, norms, and the
market are constraints checked by judgment. They are enacted only
when some person or group chooses to do so. But once instituted,

architectural constraints have their effect until someone stops them.”40

The final unique aspect of regulation by architecture is the actor’s
knowledge of the constraints that are being applied. Governments are
increasingly learning to use this important quality of cyberspace
regulation. As discussed earlier, second-generation controls often
include covert mechanisms for either monitoring or blocking the flow of
information in cyberspace. Again, Lessig offers important insight into
this aspect of cyberspace regulation. To successfully operate, laws,

norms and markets must ensure:

The person constrained [knows| of the constraint. A law
that secretly punishes people for offenses they do not know
exist would not be effective in regulating the behavior it
punishes. But this is not the case with architecture.
Architecture can constrain without any subjectivity...
Architectural constraints, then, work whether or not the
subject knows they are working, while law and norms work
only if the subject knows something about them.4!

Technical Censorship
Given the fundamental technical nature of cyberspace,
architectural regulation requires some additional discussion. Before

proceeding into how the architecture regulates behavior we must first

briefly describe how the Internet was designed to operate. This
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background on how the Internet is supposed to work will help the reader
better understand how censorship and circumvention are actually
employed. Censorship efforts, in general, break the communications
architecture of the Internet at key points. Circumvention efforts help put

those broken points back together.

Fundamentals of Internet Architecture

To understand the underlying mechanisms of the Internet, we turn
to the five-layer Internet Protocol Stack defined by James Kurose and
Keith Ross shown in Figure 1.42 It provides more technical insight into
the semantic and physical layers of Libicki’s model and therefore it is

more useful for describing how censorship and circumvention operate.

Application Laye

Transport Layer

Network Layer
Link Layer
Physical Layer

of S

Figure 1. Five-Layer Internet Protocol Stack

Source: James F. Kurose and Keith W. Ross, Computer Networking: a Top-
Down Approach, 5th ed. (Boston: Addison Wesley, 2010), 51

The Internet protocol stack represents the architecture of the
Internet. Each layer has unique responsibilities for managing and
moving data. The bottom of the stack represents all of the physical
components of the Internet, such as the routers, servers, cables and
spectrum. The physical layer contains all of the “real world” components

of cyberspace. The layer immediately above the physical layer is the link

2 James F. Kurose and Keith W. Ross, Computer Networking: a Top-Down Approach, 5th ed. (Boston:
Addison Wesley, 2010), 51.
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layer. This layer manages how data moves between physical machines
connected by physical links, either wired or wireless. These first two
layers are highly localized and generally independent of the data flowing
across them. Therefore, most of the blocking and filtering efforts
associated with first-generation tools occur at the top three layers. The
top layers logically separate the locations of information on the Internet,
manage how that information is allowed to move around and how it is

presented to either machines or people.

The network layer provides the glue that binds the physical
components of the Internet to logical IP addresses. It ensures that two
physical machines can communicate across the vast array of
intermediary networks between them. The network layer works in a
similar fashion to the post office. When someone puts an envelope in the
mail, all they need to worry about is the address of the recipient and
their own return address. The post office figures out how best to route
the mail along all of the roads between the two addresses. This
information is abstracted away from both the sender and receiver. On
the Internet, each user and website is associated with a particular IP
address, analogous to how people or businesses are associated with a
particular mailing address in the real world. Users and websites
exchange information by including both the sender’s and receiver’s IP
addresses within the packets of data they generate. The network layer,
like the post office, uses the IP address to choose the path those packets
take along the way.

The transport layer is responsible for the reliability of the
connection between two end-points on the Internet. One of the primary
protocols for this purpose is the Transmission Control Protocol (TCP).
TCP creates a logical connection between two end-points that exists for
the time the two points need to communicate. Having a logical

connection facilitates communication by enabling important features
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such as error correction, bandwidth throttling or encryption. The
transport layer also manages something called “ports.” Ports are
numeric identifiers that differentiate the type of information flowing
across a connection. For example, ports 80 and 443 are generally
reserved for communicating webpages, while port 21 is reserved for

sending files via the File Transfer Protocol (FTP).

The highest layer of the Internet protocol stack is the application
layer. This layer is the closest layer to end users and has the most
information about the actual content of the data transmitted between
end-points on the Internet. For example, the application layer is
responsible for defining how e-mail is transmitted between servers using
a protocol called Simple Mail Transfer Protocol (SMTP). It also manages
how webpages are transmitted through the Hypertext Transport Protocol
(HTTP) and how people-friendly domain names, such as
“www.google.com,” are bound to their corresponding numeric IP

addresses through the Domain Name System (DNS).

First-Generation Controls

With this information in mind, we turn to how governments can
leverage these protocols to censor the Internet. The first and most basic
filtering technique is called IP header filtering.43 This filtering technique
targets the network layer. It works by identifying the IP addresses of the
sites to be censored and then ensuring that packets will not route to or
from the sites. Governments can implement this method either in a
centralized or decentralized manner. Implementing the centralized
method requires that the government control the intermediary routers
between the users and the target websites. If they do, then they can

instruct the operators of the routers to drop any packet associated with

*® Steven J. Murdoch and Ross Anderson, “Tools and Technology of Internet Filtering,” Access Denied: the
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blacklisted IP addresses. This method is viable when countries control
the ISPs that service users within their borders. The decentralized
approach is implemented by mandating that users install client-side

filtering software.

The transport layer can also be targeted through TCP header
filtering. This method is often used in conjunction with IP header
filtering to enhance its accuracy.4* For example, if a state only wishes to
block file transfers to and from a particular address, then it can blacklist

port 21. This would still allow Internet traffic to flow across port 80.

Another method is called DNS Tampering and it targets the
application layer of the Internet Protocol Stack. As mentioned earlier,
DNS is responsible for binding IP addresses, used by routers to direct
packets between end-points, to more familiar and memorable domain
names. After a user types a domain name into a web browser their
machine queries a DNS server to retrieve the corresponding IP address
for that site. DNS tampering works by modifying the information the
DNS server would normally return to the client. Governments can filter
information by mandating that the DNS servers respond to requests for
blacklisted websites with either no response or an alternative response.*>
Without the correct IP address, users will be unable to access the target

website.

Each of the previous controls relies on filtering based on the source
and destination. These rather crude methods often lead to overblocking
since websites can host many different types of content at a single IP
address.*4® For example, imagine that a government wished to block
access to news stories about a particular protest movement and that

information was hosted on the Cable News Network (CNN) website. The

* Murdoch and Anderson, “Tools and Technology of Internet Filtering,” 59.
** Murdoch and Anderson, “Tools and Technology of Internet Filtering,” 61.
% Zittrain and Palfrey, “Internet Filtering,” 46.
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above tools only provide an all-or-nothing solution to the problem, since
the government would have to block access to all traffic hosted at the

site.

To overcome the imprecision of address-based filtering
mechanisms, regulators may instead implement content filtering. This
method is also known as “deep packet inspection,” and it permits
filtering based on the information itself. The blacklist in this case is not
[P addresses or domain names, but specific keywords or phrases that the
controller deems objectionable. This form of control allows for more
precise filtering than the previous examples. Rather than blocking all of
cnn.com, a government could look for keywords related to the protest
movement and deny only those transfers that contained the banned
words. This form of censorship is costly though, and often difficult to
implement. Content filtering requires significant processing capacity to
dissect each packet traversing the Internet, detailed knowledge about
how to parse multiple communications protocols and the ability to cope

with reconstructing content from its packetized form.4?

The final first-generation control tool covered here is proxy filtering.
As opposed to dictating that ISPs modify their routing tables or that
clients install software, governments might mandate that all users
interact with the Internet through proxy servers. This would facilitate
inspection and blocking by forcing all traffic to and from the users to flow
through centralized focal points.48 All of the filtering efforts could be
concentrated on these choke points allowing for much greater control
over which data is and is not permitted to traverse the Internet. Proxies
give the regulator the greatest flexibility, allowing blocking by both

address and by content.#® The drawback to proxy filters is often their

" Murdoch and Anderson, “Tools and Technology of Internet Filtering,” 59-60.
*8 Murdoch and Anderson, “Tools and Technology of Internet Filtering,” 61.
** Murdoch and Anderson, “Tools and Technology of Internet Filtering,” 67.
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performance. Since all of the traffic needs to be routed and processed at
these central locations, performance tends to suffer because of
insufficient communications bandwidth and processing capacity to

handle the task.

Second-Generation Controls

With the exception of some rudimentary content filtering, first-
generation controls are largely based on blocking addresses. These tools
are relatively static and are implemented through automation. Second-
generation tools are more sophisticated and dynamic. They are more
sophisticated because they incorporate more semantic knowledge into
their filtering criteria. There is more judgment and nuance, in addition
to automation, associated with these methods. They are adaptive to
changing circumstances. They are also increasingly refined and
enhanced to prevent the right information at the right time. Second-
generation controls can be characterized by three main technical
enhancements over their predecessors: surveillance, security and

offense.

The first enhancement is surveillance. In addition to simply
blocking and filtering, second-generation tools allow governments to log,
monitor and track online activity. Surveillance helps add a layer of
judgment to cyberspace that the automation of simple blocking lacked.
This is because behavior that is not blocked in real time can be sifted
through after the fact to deduce who did what and when. This
improvement arises from the confluence of lower technology costs and
new laws. As described in the section on regulation, many states are
implementing registration requirements for Internet users as well as
licensing requirements for ISPs and websites. Low-cost access to greater
processing, storage and bandwidth combined with these legal reforms are
allowing governments to improve their ability to monitor behavior online.

If a government publicizes its ability to monitor behavior, this will
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discourage its citizens from attempting to access banned content, even if

the technical measures for preventing it are inadequate.>0

The second enhancement is an improvement in security.
Governments increasingly have the capacity to conduct online
censorship by covert means. For example, first-generation DNS filtering
may have returned a link to a website letting the user know that their
request was blocked. Second-generation tools may return a link to a
replica of the requested page that has been scrubbed free of
objectionable content. If the alternative webpage is sufficiently similar to
the original, then the user may not know that they are not on the actual
site.5! Additionally, as technology becomes cheaper, the lag time for
performing deep packet inspection or running proxy servers is decreasing
dramatically. Over time, users may become complacent with these
methods because they don’t impose any observable decline in
performance. As they become acclimatized to surveillance, they will
likely tend to forget it even exists, giving a government more freedom to

promote its own agenda online.

The third enhancement is the addition of offensive and proactive
capabilities to the suite of options available to government regulators. By
employing these tools, governments can even block access to content
providers that exist outside their legal jurisdiction. An especially
important form of this capability is called the Denial of Service (DoS)
attack.52 There are many forms of DoS attacks, so only the more

common ones will be covered here.

Most DoS attacks work by overwhelming the connection of the
target site with more data than it can handle. If a government controls a

single resource with sufficient processing power and bandwidth, then it

%0 Murdoch and Anderson, “Tools and Technology of Internet Filtering,” 65.
> Murdoch and Anderson, “Tools and Technology of Internet Filtering,” 69.
*2 Deibert and Rohozinksi, “Control and Subversion in Russian Cyberspace,” 26.
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can flood the target with enough packets to ensure that no other users
can gain access to the site. A more common approach is to distribute
the attack so that it originates from multiple machines. Once called to
action, their collective output overpowers the target’s capacity. When
this attack employs multiple computers it is known as a Distributed
Denial of Service (DDoS). The attacker may or may not own the
machines it uses to carry out the attack. It may infect them with viruses
or malware turning them into a “botnet” capable of being controlled
remotely.53 Users who wish to promote this form of attack may even
volunteer their machines to support the suppression of the offending

site.54

The most convenient aspect of a DoS-style attack is that it does not
require any form of legal control over the offending site or the
intermediate pathways to be implemented. Also, DoS attacks do not
have to be in place before the objectionable material goes online. Once a
machine with sufficient capability is in place, or a botnet is on call, then
the controller only needs to identify the target and commence the
interruption. DoS attacks generally do not leave lasting damage, so their
effects can be tailored to merely degrade the service for only as long as
the attacker needs the service offline. This “just-in-time” form of
censorship provides the attacker with a tremendous amount of control.
Deibert et al. suggest, “Disabling or attacking critical information assets
at key moments in time—during elections or public demonstrations, for
example—may be one of the most effective tools for influencing political
outcomes in cyberspace.”> The source of these forms of attack is also

relatively easy to deny or hide. Deibert et al. go on to describe that

%% Ed Skoudis with Tom Liston, Counter Hack Reloaded: a Step-by-Step Guide to Computer Attacks and
Effective Defenses, 2nd ed. (Upper Saddle River, NJ: Prentice Hall, 2006), 569.

% Saki Knafo, “Anonymous And The War Over The Internet,” The Huffington Post, 30 January 2012.
http://www.huffingtonpost.com/2012/01/30/anonymous-internet-war_n_1233977.html (accessed 20 April
2012).
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“information is disabled at key moments only, thus avoiding charges of
Internet censorship and allowing for the perpetrators’ plausible denial...
just-in-time blocking can be easily passed off as just another technical
glitch with the Internet.”56 This supports the ability to employ many

second-generation tools covertly.

Third-Generation Controls

Third-generation controls are the most complex and
multidimensional of all of the approaches described so far. In addition to
all of the technical capabilities described in the previous sections, these
tools take aim primarily at the semantic layer of the Internet. The
objective of states that employ third-generation tools is to overpower
opposing viewpoints in the information sphere. In addition to blocking
and filtering information, states are increasingly obstructing perceived
threats through propaganda and counter-information campaigns to
“overwhelm, discredit, or demoralize opponents.”>” Third-generation
controls are also more manpower intensive and tend to be less easily

automated.

Third-generation tools employ advanced surveillance and data
mining techniques to coax questionable behavior out of the massive
amounts of information online. Other methods may include state-
sponsored information campaigns that interact directly with dissidents
via blogs, social media, e-mail or other information services in
cyberspace. They may employ “Internet brigades” to engage, confuse,
discredit or harass individuals, post propaganda, distribute
disinformation, skew online polling data or make, or threaten to make,
personal information available publically. States may also take physical
action to disrupt target groups or networks. Their aim is primarily

physiological. As Deibert and Rohozinski explain, “The intent of these

% Deibert, Palfrey, Rohozinski and Zittrain, “Access Contested,” 13.
> Deibert and Rohozinski, “Control and Subversion in Russian Cyberspace,” 7.
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campaigns is to effect cognitive change rather than to deny access to
online information or services.”>® Third-generation tools mean that the
technical game of cat-and-mouse that was a hallmark of the first two
generations of control is now spilling over into a war of ideas for control

of the mind rather than simply the medium.

What Can Be Dne to Promote Information Freedom in the Face of
These Constraints?

This chapter has examined many methods for regulating behavior
online. Not all of them are technical, but the technical methods often
provide law makers and those who wish to circumvent the law, with the
most direct means of achieving their objectives. The final section of this
chapter deals with specific methods for circumventing censorship. The
goal is to provide policy makers with an understanding of what options
are available to them should they decide it is in the US interest to
promote freedom to communicate online in the face of authoritarian laws
that aim to prevent those very freedoms. It looks at each of the
generation of censorship tools presented throughout this chapter and

explains methods for how they can be bypassed.

Circumventing First-Generation Controls

First-generation censorship tools aim to blacklist specific websites,
and potentially keywords or phrases, primarily through static, technical
means. Developing and maintaining blacklists are the primary
weaknesses of first-generation controls. The sheer volume of websites on
the Internet makes this an exceptionally daunting task even if no active
circumvention techniques were available. As of February 2012,

Worldwidewebsize.com estimates there are 7.92 billion pages on the

%8 Deibert and Rohozinski, “Control and Subversion in Russian Cyberspace,” 28.
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Internet.>® Steven Murdoch and Ross Anderson describe the problem

facing those building blacklists as follows:

Building this list is a considerable challenge and a common

weakness in deployed systems. Not only does the huge

number of Web sites make building a comprehensive list of

prohibited content difficult, but as content moves and

websites change their IP addresses, keeping this list up-to-

date requires a lot of effort. Moreover, if the operator of the

site wishes to interfere with the blocking, the site could be

moved more rapidly than it would be otherwise.®0°

Despite the inherent difficulties of maintaining and executing
blacklists in aggregate, some content providers may still be picked
among the unlucky few to be targeted for censorship. These providers
still have options. The most direct way to overcome IP filtering is to
simply change their IP address. This solution is likely to be temporary
since once the blacklist managers find out about the change, they can
update the list. This option might not be acceptable to some major
providers whose IP addresses are well established. A provider, such as
Google or Yahoo!, simply cannot modify their own addresses without
significant repercussions to the existing infrastructure of the Internet.
An alternative solution is to provide users with a proxy server hosted at
an [P address that is not blacklisted. Users communicate through the
proxy, which may be outside of the jurisdiction or control of the
censoring state. The IP filters will only see data flowing between the user
and the proxy and without additional checks they will not recognize that
the user is actually communicating with a forbidden site. Proxy
solutions are likely to be temporary since the controlling government may
realize what is happening and add the address of the proxy server to its

blacklist. To this end, circumvention providers may have to routinely

update the address of the proxy servers and find ways to communicate

> http://www.worldwidewebsize.com/ (accessed 23 February 2012).
% Murdoch and Anderson, “Tools and Technology of Internet Filtering,” 59.
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the new address to users. Search engines, online listings or e-mail
subscription services are useful tools for providing up-to-date

information about available proxy servers.®6!

TCP header filters can be circumvented in a similar fashion by
manipulating the choice of ports that processes use to communicate
information. There is no technical reason why a website could not host
its content on any other port besides port 80. Port 80 is reserved for
website related traffic by convention, but users could bypass filtering on
port 80 by pre-arranging a different port number and updating the

settings in the client’s browser.

DNS tampering is also relatively easily circumvented since
machines only need to know IP addresses to communicate. Once a
domain name is resolved to its IP address the domain name is no longer
needed to create a data connection. Users can avoid DNS tampering by
knowing the IP address ahead of time or by obtaining it from an
alternative source. Local DNS caches also provide the user with a means
of avoiding this form of filtering assuming the local DNS cache already
knows the association between the domain name and the IP address of
the target site. Also, if the user has control of their local settings, then
an alternative, trusted DNS service could be selected to resolve the target

site accurately.

Content filtering is more difficult to overcome since it deals directly
with the same words and phrases that are likely to be important to the
users. However, there are still many ways to avoid keyword blocking.
One creative method is to employ “leet speak.” Leet speak is essentially
an alphabetic substitution mechanism that replaces the original letters

with visually similar symbols. For example, the average person would

%! Radio Free Asia, “Getting Around Internet Blockage”
http://www.rfa.org/english/about/help/web_access.html (accessed 13 March 2012).
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recognize the word “HELLO” even if it were presented as “H3LL0O.” A
machine that wasn’t programed with this form of the greeting in its
blacklist would likely allow the content to pass through its filter. A
stronger form of protecting against keyword filtering is to use
cryptographically secure encryption algorithms, such as Pretty Good
Privacy (PGP), Secure/Multipurpose Internet Mail (S/MIME) or Secure
Shell (SSH).62 Encryption will be discussed in more detail below in the

section covering circumvention of second-generation controls.

Proxy filtering is essentially a centralized way of implementing any
of the first-generation censorship tools. Therefore, it can often be
overcome with similar techniques. If the client machines are locked
down such that user-supplied software cannot be installed or connection
settings changed, then the user may be able to bypass the proxy by
choosing an entirely different form of communication. For example, the
cable Internet provider may be required to lock down the choices
available to users, but the user may be able to exchange information
through a dial-up connection instead. That connection may even only be
available via an international number or via a satellite phone, but the

capability exists if there is sufficient will to bypass the censorship.

A significant diff