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SUMMARY 

The wireless networks play a critical role in net-centric warfare, including the sharing of the 

time-sensitive battlefield information among military nodes for situational awareness purpose. 

However, it is very challenging to organize a low-delay, reliable, infrastructure-less wireless 

network in the presence of highly dynamic network topology, heterogeneous nodes, intermittent 

transmission links and dynamic spectrum allocation. The QoS-aware, cross-layer protocols are 

key enablers in effectively deploying the military wireless network.   

This report discusses the design of cross-layer protocols for the transmission of delay-

sensitive and prioritized data in wireless networks; these protocols consider the QoS issues in an 

end-to-end fashion and collaboratively design protocols at different network layers. We have 

used the H.264 compressed video packets as an example of the prioritized and delay-sensitive 

data.

First, a novel cross-layer scheme is discussed which minimizes the expected received video 

distortion by jointly optimizing the packet sizes at the application (APP) layer and estimating 

their forward error correction (FEC) code rates to be allocated at the physical (PHY) layer for 

bit-rate limited and noisy channels. The optimization considers the source bit rate, packet 

priority, latency, channel bandwidth and SNR. To reduce  the delays,  the proposed scheme is 

also extended to work on each video frame independently by predicting its expected channel bit 

budget using a generalized linear model. Second, a cross-layer FEC scheme is discussed, which 

jointly optimizes the Raptor codes at APP layer and rate compatible punctured convolutional 

(RCPC) codes at PHY layer for the prioritized video packets, in order to minimize the distortion 
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for the given source bit rates and channel constraints (i.e., SNR and available bandwidth). Our 

results demonstrate that both these schemes outperform the competing schemes in the literature, 

and provide significantly better video quality over bit-rate limited and lossy wireless channels. 

Finally, a video slice CMSE and deadline-aware sliding-window based scheduling algorithm 

is designed, which exploits the temporal and SNR scalability of a H.264/SVC compressed bit 

stream for transmission over a wireless link with time-varying bit rate. This scheme effectively 

trades off the importance of the network abstraction layer (NAL) units of video bit stream with 

their deadlines and determines a good transmission order for them. The proposed scheduling 

scheme reduces the whole frame losses by taking into consideration the relative importance and 

time-to-expiry of the NAL units, and thereby provides graceful degradation in bad channel 

conditions. 
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1.0 INTRODUCTION 

1.1 Motivation 

The Air Force (AF) Wireless Networks (also denoted as military networks in this report) 

must be capable of supporting the diverse AF missions, platforms, and communications transport 

needs of the future.  The network can vary from a single airborne node (such as aircraft) 

connected to a ground station to support voice or low speed data, to a constellation of hundreds 

of aircrafts and UAVs transporting high speed imagery and real-time collaborative voice and 

video. The network connections may be point-to-point, broadcast, or multipoint/multicast. The 

connections could be established either based upon a prearranged network topology, or 

autonomously without prearrangements, and dynamically as opportunities and needs arise.  Key 

inter-node connectivity functions include the backbone connectivity, subnet connectivity and 

network access connectivity [1]. 

The robust multimedia representation and QoS-aware cross-layer network protocols are key 

enablers in effectively deploying the military network infrastructure. The military assets (such as 

UAVs, surveillance and fighter aircrafts, satellites, ground units) need to (i) share the time-

sensitive information (such as battlefield surveillance data/voice/image/video, ally pilots’ 

voice/data, command and control information) among themselves for situational awareness 

purpose, and (ii) transfer it to the remotely located command and control center. The challenge in 

military networks is to organize a low-delay, reliable, infrastructure-less wireless network in the 

presence of highly dynamic network topology (due to very high flying speeds), heterogeneous air 

assets, intermittent transmission links and dynamic spectrum allocation [1].  
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1.2 Objectives 

This report discusses the design of cross-layer protocols for the transmission of delay-

sensitive and prioritized data in wireless networks; these protocols consider the QoS issues in an 

end-to-end fashion and collaboratively design protocols at different network layers. We have 

used H.264 compressed video packets as an example of the prioritized data. The objectives of 

this report are:  

i. Use the robust H.264 video bitstream for error-prone wireless channels, including the

video packet formation, real-time packet priority assignments, and partial packet

decoding.

ii. Show the importance of real time packet priority assignment for improving QoS in cross-

layer protocol design.

iii. Study the efficacy of a novel cross-layer priority-aware payload adaptation scheme for

the prioritized video data.

iv. Study the performance of a novel cross-layer FEC assignment scheme for prioritized

video data.

v. Study the performance of a novel cross-layer packet scheduling scheme for prioritized

video data.

1.3 Organization of Report 

Section 1 provides the motivation for this effort. Section 2 introduces the background and 

assumptions of the techniques presented in this report, including the issues in cross layer design 

Approved for Public Release; Distribution Unlimited. 
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of wireless network protocols, impact of other layers on these protocols, and need for designing 

multimedia bitstream. 

Our objective in Section 3 is minimizing the expected received video distortion by jointly 

optimizing the packet sizes at the application (APP) layer and estimating their FEC code rates to 

be allocated at the physical (PHY) layer for noisy channels. Some low priority slices are also 

discarded in order to increase the protection to more important slices and meet the channel bit-

rate limitations. To avoid the delays associated with optimizing the packet sizes and their 

associated FEC code rates for entire slices of a GOP, we extend the proposed scheme to work on 

each frame independently by predicting its expected channel bit budget using a generalized 

linear model (GLM). The simulation results show that the proposed schemes efficiently transmit 

the prioritized video over AWGN channels.  

The unequal error protection (UEP) has shown promising results for transmitting the 

prioritized data over error-prone wireless channels. In Section 4, we present a cross-layer design 

of forward error correction (FEC) schemes by using the UEP Raptor codes at APP layer and 

UEP rate compatible punctured convolutional (RCPC) codes at PHY layer for the prioritized 

video packets. A genetic algorithm (GA) based optimization algorithm is proposed to find the 

optimal parameters for both Raptor and RCPC codes, in order to minimize the video distortion 

and maximize the peak signal-to-noise-ratio (PSNR) for the given video bit rates and channel 

constraints (i.e., SNR and available bandwidth). We evaluate the performance of four 

combinations of the UEP schemes for H.264/AVC encoded video sequences over the AWGN 

and Rayleigh fading channels and show the superiority of the optimized cross-layer UEP FEC 

scheme.  
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In Section 5, we discuss a video slice CMSE and deadline aware sliding-window based 

scheduling algorithm, which exploits the temporal and SNR scalability of a H.264/SVC 

compressed bit stream for transmission over a wireless link with time-varying bit rate. The 

proposed algorithm determines how many and which particular NAL units, from a window of 

temporal and quality layers, are to be scheduled for transmission during every transmission time 

interval (TTI). Our algorithm effectively trades off the importance of the NAL units with their 

deadlines and determines a good transmission order for the NAL units in the sliding window. 

Our scheduling algorithm reduces the whole frame losses by taking into consideration the 

relative importance and time-to- expiry (TTE) of the NAL units of different temporal and SNR 

quality layers, and thereby provides graceful degradation in bad channel conditions. 

In Section 6, the conclusions, contributions, future research and recommendation are 

discussed. 
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2.0 BACKGROUND AND ASSUMPTIONS 

H.264/AVC video codec is the most widely used video compression standard jointly 

developed by the ITU and ISO [2, 3]. However, compressed video transmission is highly 

vulnerable to packet losses in wireless networks. Lost video packets induce different levels of 

quality degradation due to temporal and spatial dependencies in the compressed bitstream. An 

important problem which affects video quality is error propagation where an error in a reference 

frame propagates to future reconstructed frames which are predicted from that reference frame. 

This problem has led to the design of error-resiliency features such as flexible macroblock 

ordering (FMO), data partitioning, and error concealment schemes in H.264 [2, 4, 5].  

Though H.264 error-resiliency features reduce the distortion from packet losses, they are 

still decoupled from various network-centric QoS provisions. QoS support involves several 

areas, ranging from applications, terminals, and networking architectures to network 

management, business models, and finally the main target, end users [6]. Enabling QoS in an 

environment involving mobile hosts under different wireless access technologies is very 

challenging, because the available resources (e.g., bandwidth, battery life, etc.) in wireless 

networks are scarce and dynamically change over time. Since the capacity of the channel in a 

wireless network varies randomly with time, providing deterministic QoS  for video is not only 

difficult but will also likely result in conservative guarantees and waste of resources. Hence, 

statistical QoS guarantees in terms of received video quality, goodput based on successfully 

received data, probability of packet loss, and packet delay have gained importance. There are 
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several fundamental challenges in supporting the end-to-end QoS for video delivery over 

wireless networks [6–8]: 

1. QoS support depends on a wide range of technological aspects, including video coding,

high-performance physical and link layer support, efficient packet delivery, congestion control, 

error control, and power control. 

2. Different applications have diverse QoS requirements in terms of data rates, delay bounds,

and packet loss probabilities. For example, unlike non-real- time data packets, video services are 

sensitive to packet delivery delay but can tolerate some transmission errors and even frame 

losses. 

3. Different types of networks have different characteristics, usually referred to as network

heterogeneity. The network conditions, such as bandwidth, packet loss ratio, delay, and delay 

jitter, vary over time in a wireless environment. Bit-error rate (BER) in a wireless network is 

much higher than in the wireline network. Moreover, link layer error control schemes, such as 

automatic repeat request (ARQ), are widely used to overcome wireless channel errors; this 

further increases the dramatic variation of bandwidth and delay in wireless networks. To make 

things even more complicated, the packet loss in wireless networks can be caused by either 

congestion leading to buffer overflow or by a noisy channel leading to packet errors. 

4. There is dramatic heterogeneity among end users in terms of latency requirements, visual

quality, processing capabilities, power, and bandwidth. It is thus a challenge to design a delivery 

mechanism that not only achieves efficient resource utilization but also meets the heterogeneous 

requirements of the end users. 
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To address the above challenges, the QoS requirement should be supported in all 

components of the video delivery system using a cross-layer perspective, which include (a) QoS 

provisioning from networks, (b) scalable and/or prioritized video presentation from applications, 

and (c) network adaptive congestion/error/power control. To deliver the best end-to-end 

performance for such wireless systems, video coding, reliable transport and wireless resource 

allocation must be considered jointly, thus moving from the traditional layered system 

architecture to a cross- layer design. Broadly, this report addresses cross-layer QoS issues for 

video packet delivery over wireless links through: (1) prioritized transmission control schemes 

that can derive and adjust the bit-budget for prioritized video data, and (2) cross-layer QoS 

adaptation that can optimally choose statistical QoS guarantees for each video priority class of a 

prioritized transmission system so as to provide better video quality. Adaptation of packet size 

and forward error correction (FEC) are two well- known techniques to combat packet loss due to 

channel impairments. In this report, we use them as QoS adaptation techniques for prioritized 

video data. Packet size adaptation can be carried out at different layers such as APP, transport, 

and medium access control (MAC) layers. FEC adaptation can be carried out at the APP and 

PHY layers.  

Packet size adaptation calls for a trade-off between reducing the total number of overhead 

bits by using large packets and reducing the transmission error rate by using small packets. 

However, maximum throughput does not guarantee the minimum video distortion at the receiver 

due to the following reason - Unlike data packets, loss of H.264 compressed video packets 

induces different amounts of distortion in the received video. Therefore the packet size should be 

adaptive to the packet priority. However, existing payload (i.e., packet size) adaptation schemes 
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in the literature do not consider the distortion contribution of the packet. Packet size adaptation 

can be carried out at the APP layer by aggregating the smaller-sized network abstraction layer 

(NAL) units belonging to the different priority classes into packets of different sizes. However, 

there is an upper bound on the size of the APP layer packets known as maximum transmission 

unit (MTU) size for wireless networks.  

Recent research has demonstrated the promise of cross-layer protocols for supporting the 

QoS demands of multimedia applications over wireless networks [9-11]. Van der Schaar et al. 

[10] discuss different cross layer solutions and extend the MAC-centric approach to demonstrate 

that the joint APP-MAC-PHY approach is best suited for transmitting multimedia (e.g., video 

streaming) over wireless networks. The joint APP-MAC-PHY cross-layer interface is desirable 

to achieve our objective of QoS adaptation by using the channel noise information, bit rate 

constraints, and network packet size limitation. 

2.1 Modeling the Impact of other Layers on Cross-Layer Protocols 

The protocols must consider the close interaction among different layers, beginning with 

PHY as discussed below:  

• Application-level QoS parameters such as source data rates, latency (real-time vs. non-

real-time), loss sensitivity, constant bit-rate vs. variable bit-rate. For this one should

consider the characteristics of compressed H.264 AVC video bitstreams in terms of their

scalability (frame-rate, frame-size, fine granularity scalability), error resiliency (data

partitioning, resynchronization, interleaving, etc.), packetization, metadata, packet scope,

packet priority, etc. [4, 12-14].
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• Network-level QoS parameters such as available bandwidth, link BER and packet loss

rates, flow priority [12-13]. Please note that the values of these parameters will

considerably vary due to the spectrum mobility and dynamic topologies.

• Effect of PHY including the spectrum sensing delays and spectrum mobility. Each

channel could suffer from varying interference levels and noise. The modulation (BPSK,

QPSK, etc.) and code rates (1/2, 1/3, etc.) also depend on channel conditions and required

QoS. Another important aspect is the channel heterogeneity as different channels may be

located on widely separated slices of spectrum with different bandwidths and different

propagation characteristics [15-18].

• Effect of data link layer: presence of common channel signaling, scheduling, channel

access delays, connection establishment and management policies to adapt to spectrum 

mobility and sharing. Similarly, the choice of CDMA vs. OFDM and the effect of 

Doppler on multiplexing schemes [18]. 

Since there are too many parameters, many of them inter-dependent, a small set of 

metrics could be used to consider the cost of a configuration for the protocol layer. For 

example, one possibility is to measure the cost of configurations as some weighted combination 

of data rate, transmission delay, error rates, etc.  

2.2 Design of Cross-Layer Rate Control, Payload Adaptation, Packet Scheduling and FEC 

Protocols 

The QoS-aware Rate Control, Payload Adaptation, Packet Scheduling, and FEC schemes are 

essential for reliable video transmission over wireless networks. However, the existing schemes 
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do not simultaneously consider the characteristics of video bitstreams (such as packet priority, 

choice of scalability, etc.), network (such as congestion and collision), PHY (such as channel 

error rates, available bandwidth, choice of hierarchical modulation) and the end-user QoS 

requirements in a cross-layer fashion. As a consequence, these schemes fail to provide the end-

to-end rate control for reliable transmission of prioritized packets whose loss would cause 

significant fluctuations in the video signal quality.  

Video priority-aware schemes based on the video bitstream, network and PHY characteristics 

are likely to provide better performance. Selective packet rescheduling/retransmission could be 

applied for high priority packets. The encoder can use more powerful FEC schemes (i.e., rate of 

the channel codes is adapted according to the packet priority) or switch to a different frequency 

or channel. As a result, the FEC codes rates and fragmentation sizes should be jointly optimized 

for prioritized video bitstream and the effect of NALU size should be studied on the received 

video quality for various channel losses. The network simulation tool (ns-2) can be used to 

simulate a multi-user and multi-hop wireless ad hoc network. Performance metrics of interest 

include the received video quality (PSNR and VQM) for a specified bit-rate, buffer size as well 

as the channel and congestion-induced packet losses.  
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3.0 CROSS-LAYER PRIORITY-ADAPTIVE PACKETIZATION AND 

ERROR CORRECTION FOR WIRELESS CHANNELS 

3.1 Introduction 

Adapting the packet size to channel error characteristics improves the successful packet 

transmission probability and reduces retransmissions [19-21]. It involves a trade-off between 

reducing the number of overhead bits by using large packet sizes and reducing the transmission 

error rate by using small packet sizes. Maximizing throughput in this manner does not guarantee 

minimum received video distortion since lost video packets can induce significantly different 

amounts of distortion. Hence, video packet size should also be adaptive to the packet importance. 

However, existing payload (i.e., packet size) adaptation schemes in the literature do not consider 

distortion contribution of the packet [22].  

In this section, we describe our cross-layer scheme which minimizes the expected 

received video distortion by jointly optimizing the packet sizes at the APP layer and estimating 

their FEC code rates to be allocated at the PHY layer for noisy channels. Some low priority 

slices are also discarded in order to increase the protection to more important slices and meet the 

channel bit-rate limitations. Our proposed scheme ensures that higher priority slices which 

contribute more distortion are sent in smaller packets with stronger FEC coding. At the same 

time, it also efficiently controls the overhead incurred from the total protocol header bits 

associated with the formed packets. The distortion contributed by each slice is determined by its 

CMSE. Simulation results show that the proposed scheme efficiently transmits video over noisy 

channels. 

Approved for Public Release; Distribution Unlimited. 
13



To avoid the delays associated with optimizing the packet sizes and their associated FEC 

code rates for entire slices of a GOP, we extend our scheme to work on each frame 

independently by predicting its expected channel bit budget. This prediction uses a GLM 

developed over the factors (a) normalized CMSE per frame, (b) channel SNR, and (c) 

normalized compressed frame bit budget allocated by the H.264 encoder. The three factors are 

determined from a video dataset that spans high, medium, and low motion complexity. Further, 

to avoid the complexity associated with computing the CMSE distortion contributed by a video 

slice, we use our low-complexity GLM defined in [23] for predicting the slice CMSE. 

3.1.1 Contributions 

Existing schemes do not consider different distortion contributions (e.g., CMSE-driven priority) 

of video slices while computing their packet size and FEC code rate, nor do they discard low 

priority slices. Our scheme has the following distinguishing features: (i) minimizes the video 

distortion by jointly optimizing the packet size and FEC code rate for a given source video bit 

rate, channel bit rate and channel SNR; (ii) adapts packet size and FEC code rate to the distortion 

contribution (i.e., CMSE-driven priority) of video slices; (iii) discards some low priority slices to 

improve protection to high priority slices and meet the channel constraints; and (iv) performs 

real-time optimization over slices of each frame by using the predicted slice CMSE and frame 

overhead bit budget values for live streaming applications. 

3.2 Related Work 

Packet headers and protocol layer overhead reduce the effective throughput. The need for 

adapting the payload length and data rate is discussed in [34]. To address the variation in 

network conditions, solutions for adaptive packet size adjustments at the APP layer have been 
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discussed in [19 - 21, 24 - 29]. The effect of packet size on the loss rate and delay characteristics 

in a wireless real-time application was studied in [20]. It was shown that APP level packet size 

optimization could facilitate efficient usage of wireless network resources, improving the service 

provided to all end users sharing the network.  

Choi et al. [24] designed cross-layer schemes to study the effect of optimal packet size, 

MAC layer retransmissions, and APP layer FEC on multimedia delivery over wireless networks. 

They noted that the packet size is tightly related to the packet delay and channel conditions. An 

algorithm that allows an ARQ protocol to dynamically optimize the packet size based on the 

wireless channel bit error rates was proposed in [19]. Lee et al. [21, 25] developed an analytic 

model to evaluate the impact of channel BER on the quality of streaming a MPEG-4 video with 

fine granular scalability. They proposed a video transmission scheme, which combines the 

adaptive assignment of packet size with unequal error protection (UEP) to increase the end-to-

end video quality.  

Shih [26, 29] proposed a scheme which integrated the packet size control mechanism with 

the optimal packet-level FEC in order to enhance the efficiency of FEC over wireless networks. 

Both the degree of FEC redundancy and the transport packet size were adjusted simultaneously 

in accordance with a minimum bandwidth consumption strategy to transmit video frames with 

delay bound and target frame error rate constraint. Lin et al. [27] formulated an optimization 

problem to minimize the required resource units for a single user by adjusting payload length, 

modulation, block size, and code rate for wireless channels. An adaptive packet and block length 

FEC control mechanism is discussed in [28]. Lin and Cosman [30] studied code rate allocation 

Approved for Public Release; Distribution Unlimited. 
15



with slice discarding for pre-encoded H.264 video slices of a group of pictures (GOP). Each slice 

consisted of a horizontal row of macroblocks and was considered to be an independent packet.  

In [34], authors presented a mathematical framework to maximize a single user throughput 

by using the symbol rate, the packet length, and the constellation size of the modulation. In [31, 

32], authors provided a theoretical framework without retransmission to optimize single user 

throughput by adjusting the source bit rate and payload length as a function of channel 

conditions. However, the maximal throughput transmission does not ensure the packet error rate 

(PER) requirement. A cross-layer design considering retransmission was discussed in [46]. 

Authors optimized the length of payload and suggested the associated physical transmission 

modes, which include modulation and coding scheme, for a given channel SNR. 

3.3  Methods, Assumption and Procedures 

3.3.1 Proposed Cross-Layer Approach 

  Figure 1 illustrates a flow diagram of our proposed cross-layer approach at the 

transmitter. The APP layer carries out two functions: CMSE based slice prioritization and 

optimal packet formation (illustrated further in Figure 2) for H.264 video slices.  

Figure 1: Flow diagram of proposed cross-layer system. 
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3.3.1.1  CMSE Computation/Prediction of H.264 Video Slices 

  The video frames in a GOP are encoded using the fixed slice size configuration in 

H.264/AVC, where MBs of a frame are aggregated into slices with fixed size [2]. The loss of a 

slice in a reference frame can introduce error propagation in the current and subsequent frames 

until the end of GOP. We compute the total distortion introduced by the loss of a slice by using 

the cumulative mean squared error (CMSE), which takes into consideration the error propagation 

within the entire GOP. Let the original uncompressed video frame at time  be , and the 

decoded frame without and with the slice loss be  and , respectively. Assuming that 

each slice consists of  macroblocks consisting of  pixels, the MSE introduced by the 

loss of a slice is given by 

. (1) 

Here, (m, i, j) represents the pixel at coordinate (i, j) for the th macroblock. The CMSE 

contributed by the loss of the slice is computed as the sum of MSE over the current and all the 

subsequent frames in the GOP. However, the computation of slice CMSE introduces high 

computational overhead as it requires decoding the entire GOP for every slice loss. This 

overhead can be avoided by predicting the slice CMSE using our low-complexity GLM recently 

proposed in [23]. This model reliably predicts the slice CMSE values by extracting the encoded 

frame and the error frame features. The encoded frame features consist of motion characteristics, 
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signal characteristics, maximum residual energy, and total number of MB sub-partitions in a 

slice. The error frame features consist of the temporal duration, initial mean square error, and 

initial structural similarity index. The actual slice CMSE values were used as ground truth. The 

readers are encouraged to refer to [23] for more details. The slice contributing the highest 

distortion is the most important slice (i.e., highest priority). This process defines the relative 

importance order for the slices in the GOP. Note that our joint video packetization and error 

protection scheme proposed in this section will also work well with other slice distortion 

computation schemes such as Li and Liu [43]. 

3.3.1.2  H.264 Video Packet Formation 

  The optimal packet formation block uses a joint optimization scheme to form variable-

sized packets (by aggregating pre-encoded slices according to their CMSE) and estimate their 

corresponding optimal FEC code rates that are applied at the PHY layer, in order to minimize the 

received video distortion as will be discussed in Section 3.3.2. 

The FEC configuration contains a mother code rate and a family of rate compatible 

punctured convolutional (RCPC) code rates [39]. We use binary phase shift keying (BPSK) 

modulation and the packet size is constrained by the wireless network MTU [52]. The optimal 

packet formation block uses the information about the MTU size, RTP/UDP, IP and MAC layer 

headers which remain unchanged for a given network, and the channel SNR, FEC configuration 

and channel bit rate information from the PHY layer. The RTP/UDP/IP overhead appended to 

each packet formed at the APP layer is four bytes after robust header compression (RoHC) [51]. 

Each packet is also appended with 50 bytes of MAC and PHY layer headers. Our scheme studies 
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the video quality improvement that can be achieved by exploiting the slice priorities and the 

trade-offs between the priority-adaptive packet sizes and RCPC code rates with the total incurred 

overhead (FEC + network protocol header) for a given channel SNR, channel bit rate, and source 

bit rate. 

3.3.2  Expected Video Distortion Minimization 

  We introduce a DP-based approach to minimize the expected video distortion.  is 

the channel transmission rate in bits per second. The video is encoded at a frame rate of  fps. 

The total outgoing bit budget for a GOP of length  frames is . We use  to denote the 

total number of slices generated within a GOP;  is a constant. We use  to denote the number 

of packets formed from these slices in the GOP;  is variable.  is the  packet size before 

adding network headers of size  bits and parity bits from the selected RCPC code. The RCPC 

code rates are chosen from a candidate set, , of punctured code rates . The 

number of packets discarded is  which will be described in the following sections. 
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3.3.2.1  Packet Formation (PF) Block 

  The proposed scheme, denoted as DP-UEP, is a recursive process between two blocks: 

Packet formation (PF) block and Optimal RCPC code rate allocation (OCRA) block as shown in 

Figure 2. The PF block initializes  and , and calls the OCRA block after sorting 

the  packets of a GOP in descending priority order. The OCRA block determines the 

optimal RCPC packet code rates and the number of packets discarded, , to minimize a dual 

cost function value (computed over the GOP) described in Section 3.3.2.2. The OCRA block 

then forwards the computed parameters to the PF block as shown in Figure 2.  

Figure 2: Block diagram of proposed dynamic programming approach. 

  The PF block aggregates the two packets with least CMSE contribution from the 

remaining set of packets not discarded by the OCRA block. The aggregated packet is inserted 

into a new position in the sorted list based on its distortion computed as the sum of the CMSE 

values of both packets. This maintains the decreasing order of packet distortion. It calls the 
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OCRA block again to determine optimal RCPC code rates for the new set of packets. The 

parameters shown in Figure 2 are exchanged recursively between the blocks until aggregating 

packets is no longer beneficial to reduce the dual cost function value. As an example, Figure 3 

shows one iteration of our proposed scheme in the PF block. The first packet in each iteration is 

the most important and contributes the maximum distortion. After returning from the OCRA 

block, the number of packets is updated to  since  packets were dropped in the 

OCRA block. The two least important packets are then aggregated and inserted into a new 

position while the remaining packets are simply retained. The aggregated packet is at position 

. The packets with their sizes and distortion values are once again sent to the 

OCRA block, to estimate their new optimal packet code rates. 

The size of the aggregated packets is constrained by the MTU size for wireless networks. 

Aggregating packets reduces the total overhead from network protocol headers; the bits saved 

are used to increase the FEC protection to more important packets. Since the PF block aggregates 

the least important packets, this ensures that packets contributing higher distortion are 

transmitted with smaller sizes, and the OCRA block ensures that they have stronger FEC hence 

lower packet error probabilities. 
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Figure 3: Packet formation in PF block.   

3.3.2.2  Distortion Minimization with OCRA Block 

  The distortion due to the compression is neglected in this formulation because the slices 

are pre-encoded and assumed to be at relatively high quality, so compression distortion is small 

compared to distortion from slice losses and discards. The initial values are and 

. The expected video distortion within a GOP, , is modeled as the sum of the 

distortion due to channel-induced packet loss and distortion from packets discarded at the sender 

as in [30].  

(2) 

 is the distortion caused due to the loss of packet  and is computed as the sum of the 

CMSE of individual slices contained in the packet. Each video packet is appended with a  bit 

network header and parity bits for a code rate  selected from the set . We consider a discrete-
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time memoryless AWGN channel. A video packet is in error if at least one bit is in error after 

channel decoding at the receiver. If the bit errors following decoding were independent from bit 

to bit, then the packet error probability, , which depends on the channel SNR, packet size, 

and the selected RCPC code rate could be computed as in [30, 32, 34, 38, 40]: 

(3) 

where  is the bit error probability after channel decoding for code rate . We use the 

above expression for packet error probability in the design procedure to determine the FEC rates. 

For a given value of , the distortion due to the discarded packets in Equation (2) is a constant 

. The optimization problem for minimizing expected video distortion over the GOP by 

allocating optimal code rates is formulated as: 

(4) 
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Constraint 1 in Equation (4) is the channel bit rate constraint. Constraint 2 ensures that 

higher priority packets have code rates at least as good as those allocated to lower priority 

packets. This speeds up the optimization process by narrowing down the selection set of packet 

code rates. To solve this non-linear integer programming problem, we first relax the constrained 

optimization problem in Equation (4) to an unconstrained problem [37, 42]. By absorbing the 

constraints into the objective using Lagrange multipliers 

, we construct the Lagrangian cost function as: 

(5) 

We form the dual cost function  by minimizing the Lagrangian cost function for 

a given , where  is searched using a subgradient approach which will be discussed in the 

folllwing section. Let  be the space of all possible combinations of 

selected from  that can be applied to the packets before transmission. The dual function is 

computed as:  
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(6) 

 in Equation (6) is a constant and the computation of  can be 

further simplified as follows. 

Let . Then we can modify the first 

term in Equation (6) as: 

The dual function can now be expressed in terms of function  as: 
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 (7) 

The minimum of the dual cost function for a given  can be found by minimizing the 

sub-Lagrangian cost functions  individually. The solution space of the minimization 

of is . Since we can minimize the sub-Lagrangians individually, 

can be computed with only evaluations of and 

comparisons [42]. This reduces the computational complexity involved in deriving the optimal 

set of packet sizes and their code rates. The frame-based optimization schemes use the slices of a 

frame (instead of a GOP) to form  packets. Therefore, their optimization complexity is much 

smaller than for a GOP-based scheme. 
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3.3.2.3  Determination of 

  We use the subgradient method [42] to search for the best  over the space . The dual 

function  is a concave function of  even when the problem in the primal domain is not 

convex [37, 42]. Therefore the optimal  is found by solving . Since the dual 

is a piecewise linear concave function, it may not be differentiable at all points. Nevertheless, 

subgradients can still be found and are used to compute the optimal value. It can be shown that 

the subgradient is a descent direction of the Euclidean distance to the set of maximum points of 

the dual function [42]. This property is used in the subgradient method for the optimization of a 

non-smooth function. The subgradient method is an iterative search algorithm for . In each 

iteration,  is updated by the subgradient  of  at : 

(8) 

where  is step size. Based on the derivation in [42], the subgradients  of  at  are 

(9) 

where  is the rate constraint function of the problem and  is the 

solution to the term  in Equation (6). 
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3.3.2.4  Discarding Packets 

  By explicitly discarding a small number of low priority packets, we gain additional 

room for packet size adaptation and FEC, and can derive significant benefits overall. To allow 

either the discarding of less important packets or sending them unprotected, the candidate set of 

punctured code rates  is modified to . This neither changes the 

objective function to be minimized in Equation (4) nor does it affect the optimization algorithm 

discussed in Section 3.3.2.2. If the code rate of packet , , then its probability of bit error 

 causing it to be discarded. The induced distortion is accounted for in the overall 

expected distortion  through component  in Equation (4). If , the video packet is 

transmitted uncoded. 

3.3.3  Frame-Level DP-UEP Scheme 

The DP-UEP scheme discussed in Section 3.3.2 was designed for a pre-encoded video 

and the cross-layer optimization was performed over each GOP. Its computational complexity 

and delay are not suitable for live streaming applications, such as live sports events. In this 

section, we extend DP-UEP to be applied over the slices of a single frame instead of the entire 

GOP to reduce its computational complexity and delay. This requires DP-UEP to process the 

encoded slices of only one frame at a time in the PF and OCRA blocks (shown in Figure 2) 

instead of performing optimization over the slices of an entire GOP. Since a typical GOP 

consists of different frame types (i.e., IDR, I, P, and B), we require a good estimate of the 
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channel bit budget for that frame in order to allocate the protocol header and FEC bits to its 

packets. Moreover, different frame types generate different numbers of slices that contribute 

different amounts of distortion based on the error propagation and video content. Therefore, we 

need to distribute the channel bit budget for a GOP among the different frames and to that extent 

we study the video factors which are most influential on the expected channel bit budget estimate 

of a frame. From now on, we refer to our DP-UEP scheme over the slices of the entire GOP as 

DP-UEP(GOP) and over slices of a frame as DP-UEP(frame). 

Before investigating the important factors influencing the expected channel bit budget for 

each frame within the GOP, we study how well DP-UEP(frame) might perform compared to 

DP-UEP(GOP). We study the average PSNR and average VQM performance of DP-

UEP(frame) by using the measured slice CMSE values and the channel bit budget allocated to 

each frame by the DP-UEP(GOP) for Foreman and Silent. Later in Section 3.3.4, we train a 

GLM for predicting the expected channel bit budget for each frame in real-time. To avoid the 

delays involved with processing an entire GOP, we will need to use an estimate of the frame bit 

budget rather than the actual bit budget allocated by the DP-UEP(GOP) scheme. However, 

analyzing the channel bit budget allocation,  for the frame , by the DP-UEP(GOP) scheme 

can provide some motivation for whether the frame-based approach is worth pursuing. To 

compute , we first derive the overhead bit budget proportion,  for the frame , from the 

result of the DP-UEP(GOP) scheme as: 

(10) 
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This quantity, while it is explicitly the fraction of FEC bits which a particular frame gets 

relative to FEC bits for the whole GOP, is taken to be an estimate of overhead bits (both FEC 

and protocol header bits) which the frame gets relative to the overhead bits for the whole GOP. 

 is then evaluated using  for a video bit rate denoted by  as: 

(11) 

where  is the number of slices in frame  and  is the size of slice  in frame . The video 

bit rate of 720 Kbps, used in our simulations in Section 3.4, is assigned to . We determine the 

optimal packet sizes and their corresponding code rates separately for each frame in the GOP 

using the cross-layer DP-based approach. We observe that the average PSNR performance of 

DP-UEP(frame) is only slightly lower than that of DP-UEP(GOP) (shown later in Figure 8), but 

still higher than the Dual15 scheme. A small drop in average PSNR and VQM is due to the fact 

that our optimization scheme for slices of each frame is sub-optimal compared to the DP-

UEP(GOP) scheme. In other words, DP-UEP(frame) may have discarded some slices from a 

frame which were retained in the DP-UEP(GOP) scheme. 

From the analysis of the DP-UEP(GOP) scheme, we observed that  for a frame  is 

dependent on the following video factors: (a) normalized CMSE for frame , denoted as , 

(b) normalized compressed frame bit budget, denoted as , (c) channel SNR, and (d) video 
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content.  is computed as a ratio of the total CMSE contribution of all slices in frame  to 

the total CMSE contribution of all slices in the GOP.  is computed as the ratio of the size of 

the compressed frame in bits to the total source bit rate for the GOP. 

(12) 

where  is the distortion caused due to the loss of slice  in frame . 

3.3.4  Frame-Level DP-UEP using Prediction 

  The DP-UEP(frame) scheme in the previous section has the following two major issues 

for live streaming applications: (i) measuring CMSE values of the slices of a frame requires the 

decoding of current and other frames of the GOP which is computationally intensive and 

introduces about one GOP time delay, and (ii) determining the channel bit budget for different 

frames in each GOP in real-time. In this section, we introduce an improved frame-level scheme, 

denoted as DP-UEP(predict), to address these issues. 

CMSE Prediction: For the first issue, we use a slice CMSE prediction scheme proposed in [23], 

which predicts the CMSE corresponding to individual slice losses of a frame in real-time. This 

scheme uses a combination of video parameters which can be easily extracted during the 

encoding of a frame without requiring information from future frames. 
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 Prediction: To address the second issue we train a GLM to predict the  of every frame 

, denoted as , in real-time. The GLM to estimate  is developed over a database of the 

factors discussed in Section 3.3.3 and derived for videos with different types of motion and 

content. We use a database of 12 CIF video sequences that span (a) low motion: Silent, Mother-

Daughter, Bridge, and Akiyo; (b) medium motion: Table Tennis, Coastguard, Tempete, and 

Foreman; and (c) high motion: Soccer, Bus, Football, and Stefan. We use the first three 

sequences from each motion category for training and the last one from each category for testing. 

For a given , we compute the factors , , and  for the frames of each training 

video sequence by using the DP-UEP(GOP) scheme and store them in the database along with 

the channel SNR. The GLM, explained in the following section, is trained offline only once. 

 is then used to estimate the channel bit budget constraint (as shown in Equation (11)) and 

estimate the optimal packet sizes and code rates for the slices of frame . 

3.3.4.1  GLM Approach for Estimating 

  GLMs are an extension of classical linear models [41, 45]. We train the GLM to predict 

 (i.e., ). Let  be a vector of our response variable  from the 

database. Every data point  in  is expressed as a linear combination of a known covariate 
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vector , where  is the number of factors, and a vector of unknown 

regression coefficients . The covariate vector is a row of matrix  of order 

 with elements  for  observations and  factors also from the database. 

(13) 

where is called the link function. After estimating , we use it to derive the predicted 

response variable vector  computed as ;  is the inverse of the 

link function and  is a vector of . 

3.3.4.2  Response Variable Distribution 

  To determine the link function for the GLM, we need to know the distribution family of 

our response variable. We evaluate the goodness of fit for ranking Weibull, Gamma, and 

Gaussian fitted distributions of  by using three information criteria (IC): (a) SIC: Schwarz 

information criterion, aka Bayesian information criterion [47], (b) AIC: Akaike information 

criterion [35, 36], and (c) HQIC: Hannan-Quinn information criterion [40]. Each information 

criterion depends on the number of distribution parameters to be estimated. For example, the 

Gaussian distribution has two parameters, mean and standard deviation, and the Gamma and 

Weibull distributions have two parameters, scale and shape parameter. Each information 
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criterion also depends on the number of observations of our response variable , and the 

maximized log-likelihood estimate of the fitted distribution producing the set of observations. 

For  observations and  distribution parameters, the SIC is the most strict in penalizing loss of 

degrees of freedom by having more distribution parameters and is computed as 

, where  is the maximized value of the likelihood function for 

the fitted distribution. HQIC holds the middle ground in its penalizing for  and is computed as 

. Finally, AIC is the least strict of the three in 

penalizing loss of degrees of freedom and is computed as .   

Table 1: Goodness of Fit Statistics for Maximized Likelihood Function 

IC/Fitted 
Distribution 

Weibull Gamm
a 

Gaussi
an 

SIC 23.71 23.71 25.79 
HQIC 12.72 12.72 16.88 
AIC 6.25 6.25 8.33 

We randomly chose observations from the vector of values in the 

database, obtained from all the training videos at channel SNRs from -2 dB to 6 dB. These are 

divided into 100 bins from zero to one and the likelihood function is maximized for each of the 

three fitted distributions. The distribution parameters where the likelihood is maximized are: (a) 
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Gaussian: mean , standard deviation , (b) Gamma: shape parameter , scale 

parameter , and (c) Weibull: shape parameter , scale parameter . Since the 

shape parameter of both Gamma and Weibull distributions is 1, they are in essence exponential 

distributions. In Table 1, the goodness of fit of all three information criteria are minimum for 

Weibull and Gamma distributions; therefore our response variable is exponential. Figure 4 also 

shows that the cumulative distributions of Weibull and Gamma are the same and closer to the 

cumulative distribution of the 5000 observations than the Gaussian cumulative distribution.  

Figure 4: Cumulative distribution function (CDF) for the binned observations and fitted 

distributions of .   

3.3.4.3  Model Fitting and Validation 

  We use the statistical software R [53] for fitting our GLM and its validation. We 

classified our response variable as a member of the exponential family of distributions with 
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identity as its link function. The GLM model in R uses the AIC index to determine the order in 

which three factors, , , and channel SNR are fitted. Here, the AIC index is defined as 

, where  is the number of factors and  is the log-likelihood estimate for the 

model. We let  represent the model with a subset of  factors. The  data point in , , 

where  is expressed as: 

(14) 

 Here,  is the intercept as considered in Equation (13), are the fitted 

coefficients for  factors, and  represents the  factor value for the  observation in . 

The simplest model is the Null Model having only the intercept  whereas the Full Model has all 

the  factors, i.e. . The factors are also known as covariates. The following forward 

stepwise approach is used to determine the order of our covariates: 

Step 1: We fit a group of  univariate models and compute their AIC values. The best univariate 

model has the smallest AIC value. 
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Step 2: We then fit  multivariate models where each model has two covariates. The first 

covariate is from the best univariate model in Step 1 and the second covariate is chosen from the 

remaining  available covariates. We compute the AIC values for the  multivariate 

models and choose the best multivariate model with the smallest AIC value. The two covariates 

fitted at this stage would progress to the next step to be fitted with the third covariate.   

The covariates and coefficients of our final model are shown in Table 2. We also 

introduced two interactions, channel SNR and channel SNR. 

The goodness of fit for a GLM can be characterized by its deviance, which is a general term 

of variance [45]. By definition, the deviance is zero for the Full model and positive for all other 

models. A smaller deviance means a better model fit. After fitting a particular model, the 

importance of each factor in the model can be evaluated by the resultant increase in deviance 

when we remove that factor from the model. The third column in Table 2 shows the reduction in 

deviance as each of the covariates in the first column is added to the model using the stepwise 

approach described above. Model 1 is the best univariate model with . Model 2 has both 

and  covariates. In addition to these, Model 3 has channel SNR. Model 4 adds the first 

interaction between  and channel SNR, and Model 5 includes all the factors in Table 2.
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Table 2: Final Model Factors and Coefficients 

Covariate(Factor) Coeff. for Final Model Model Deviance 

167.18 

1.3240 12.2 

11.7 

channel SNR 11.7 

 channel SNR -0.0564 9.75 

channel SNR 9.7 

3.3.5  Problem Formulation of other Error Protection Schemes 

  We compare our proposed DP-UEP schemes discussed in Sections 3.3.2 and 3.3.3, with 

the Dual15 [30], and the EEP-slice-ENH schemes. The Dual15 scheme treats every slice as a 

packet and does not aggregate them to save on the total overhead incurred from network protocol 

headers of 54 bytes being associated with every slice. It finds the optimal set of punctured code 

rates to protect the slices based on their importance (i.e., using UEP) and minimize expected 

received video distortion. 

The EEP-slice-ENH is similar to our proposed scheme DP-UEP in the way pre-encoded 

slices are aggregated to form packets with more important ones having smaller sizes and error 

probabilities and also the less important packets being discarded to meet the channel bit rate 

constraint. However, unlike DP-UEP, all packets in EEP-slice-ENH are equally protected with 
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the best possible EEP code rate. This scheme is broadly similar to other packet (or payload) size 

adaptation schemes in the literature [19, 20, 24, 27, 50]. The objective of this scheme is to 

minimize the expected received video distortion and it is formulated in a manner similar to 

Equation (4):  

(15) 

Constraint 2 in Equation (4) is not valid here since  is no longer a vector. As in Equation (4), 

is the permanent distortion caused by the discarded packets and is constant for a given value of 

. Apart from the change that only a single  and  value needs to be determined, the same 

DP-based approach described in the previous sections is used to solve the optimization problem 

in Equation (15). 

3.4  Results and Discussion 

  In this section, we evaluate and compare the performance of our proposed DP-UEP 

schemes with Dual15, and EEP-slice-ENH schemes with video quality measured by PSNR and 

VQM [46, 49]. 
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3.4.1  Simulation Setup 

 Two CIF (352 x 288) video sequences, Foreman and Silent, are used in our experiments. 

Silent has lower motion activity than Foreman. They are encoded using H.264/AVC JM 18.5 

reference software for a GOP length of 20 frames with GOP structure IDR B P B ... P B IDR at 

30 frames/sec (fps), at an encoding rate of 720 Kbps and transmitted over a 2 Mbps AWGN 

channel. The slice size in the fixed slice size configuration of H.264/AVC is set to 300 bytes and 

the slices are formed using dispersed mode FMO with two slice groups. Two reference frames 

are used for predicting the P and B frames, with error concealment enabled using temporal 

concealment and spatial interpolation. The error concealment in a frame depends on the frame 

type and the type of losses encountered. If an entire frame (IDR, P or B) is lost, first the motion 

vectors and reference indices of the co-located MBs in the previously decoded reference frame 

are copied and then motion compensation is used to reconstruct the lost frame based on the 

copied motion information. If some slices of a predicted (P or B) frame are lost, the decoder 

verifies the availability of motion vector information for the lost MBs. If the motion vectors are 

available, motion copy is performed else co-located MBs of the previous reference frame are 

directly copied. If some slices of an IDR frame are lost, the corresponding MBs are concealed 

using spatial interpolation. Error concealment is enabled for all the schemes evaluated in this 

section. 

The total network protocol header size is 54 bytes per packet. The mother code of the 

RCPC code has rate 1/4 with memory M=4 and puncturing period P=8. Log-likelihood ratio 

(LLR) is used in the Viterbi decoder. The initial RCPC rates available are {(8/9), (8/10), (8/12), 

(8/14), (8/16), (8/18), (8/20), (8/22), (8/24), (8/26), (8/28), (8/30), (8/32)}. Two additional rates, 
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corresponding to no coding and  corresponding to discarding are also included. The 

performance evaluation of the schemes is based on a bit-level simulation of the compressed 

videos using the derived packet sizes and FEC code rates over 100 realizations of every AWGN 

channel SNR. The simulation results use the CMSE values computed from Equation 1. 

3.4.2  Performance of DP-UEP Scheme 

  Figure 5 shows the average PSNR and VQM performance over an AWGN channel. As 

the channel SNR increases, the packet error decreases and the received videos achieve average 

PSNRs closer to their error-free PSNR values. The EEP-slice-ENH scheme performs the worst. 

Though it adapts the packet size to the video priority by aggregating the slices and discarding 

lower priority packets, it is still limited to providing equal protection to all the packets formed. 

The lowest and highest optimal EEP code rates derived across GOPs were (8/20, 8/14). 

However, as the channel SNR deteriorates in Figure 5, the lowest code rate 8/20 is insufficient to 

protect the packets from channel induced errors. 

(a)      (b) 
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(c)                                                                          (d) 

Figure 5: Average video PSNR (dB) and corresponding average VQM comparison computed 

over 100 realizations of each AWGN channel for Foreman:(a),(b), and Silent:(c),(d). 

  The Dual15 scheme does not consider packet formation through slice aggregation and 

only performs optimal (UEP) RCPC code rate allocation to the slices (considered as individual 

packets) of each GOP [30]. It also discards least important slices, if required to meet the channel 

bit budget constraints. The slice error probability in the Dual15 scheme is dependent on the 

optimal RCPC code rate allocated since the size of each slice is more or less the same. Also 

every slice in the Dual15 scheme is attached with the 54 byte network protocol header resulting 

in more overhead. In contrast, our proposed DP-UEP scheme takes advantage of both the 

priority-adaptive packet sizes and optimal RCPC packet code rate allocation. Our DP-UEP 

scheme assigns optimal code rates as low as 8/32 to the high priority packets with small packet 

sizes (e.g. 300 byte, which is the slice size used in encoding, or 600 byte obtained by aggregating 

two slices) and higher code rates to the lower priority packets with larger packet sizes within 

every GOP. The packet sizes of the low priority packets are restricted by the network MTU size 
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of 1500 bytes. Figure 5 shows the improvement in video quality of our DP-UEP scheme 

compared to the EEP-slice-ENH and Dual15 schemes. For example, at a channel SNR of 3 dB, 

the EEP-slice-ENH, Dual15, and DP-UEP schemes achieve average VQM values of 0.38, 0.32, 

and 0.2, and corresponding average PSNR values of 28.3 dB, 30.2 dB, and 33.5 dB, for 

Foreman. Our DP-UEP scheme achieves maximum PSNR gains of 3.5 dB for Foreman and 2.8 

dB for Silent over Dual15 at a channel SNR of 3 dB. The DP-UEP scheme also achieves 

maximum gains of 5.2 dB for Foreman and 4.3 dB for Silent over the EEP-slice-ENH scheme at 

channel SNR of 3 dB. Similar behavior is also observed in the VQM performance. 

This considerable improvement in video quality achieved by our DP-UEP scheme can be 

explained by the following two factors: (i) the lower number of slices discarded per GOP shown 

in Figure 6, and (ii) the composition of the final transmitted bits in terms of the compressed 

source bits, network protocol headers, and FEC bits shown in Figure 7. Balancing the overhead 

due to the FEC parity bits allows the Dual15 scheme to discard fewer slices per GOP as 

compared to the EEP-slice-ENH scheme. Our DP-UEP scheme further reduces the number of 

discarded slices as compared to the Dual15 scheme by balancing both the overhead due to FEC 

parity bits as well as the network protocol headers attached to the packets formed by aggregating 

slices. For example, at a channel SNR of 3 dB in Figure 6, our DP-UEP scheme does not discard 

any slices whereas 20 and 35 slices are discarded in every GOP by the Dual15 and EEP-slice-

ENH schemes, respectively. As the channel SNR decreases, more slices are discarded by every 

scheme. For example, at a channel SNR of -1 dB, 101, 62, and 50 slices are discarded by the 

EEP-slice-ENH, Dual15, and DP-UEP schemes, respectively. This means that though we 

encode the video at a target bit rate of 720 Kbps, every scheme adjusts this bit rate by discarding 
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the slices in order to minimize the expected received video distortion under the given channel 

SNR condition and bit budget constraints. 

Figure 6: Average number of slices discarded per GOP in EEP-slice-ENH, Dual15, and DP-

UEP for Foreman. 

Figure 7 shows the bit contribution of the source, network protocol headers, and FEC to 

the total bits transmitted over a 2 Mbps channel at 3 dB channel SNR for Foreman. Our DP-UEP 

scheme transmits more source bits (i.e., a relatively higher bit rate) than the other two schemes 

by reducing the network protocol overhead as well as allocating optimal RCPC code rates based 

on packet priority. It also uses only  bits for the network protocol overhead, compared to 

 and  overhead bits for EEP-slice-ENH and Dual15, respectively. Further, 

bits are allocated for FEC overhead by DP-UEP compared to  in Dual15, thus providing 

better FEC protection. Although EEP-slice-ENH uses FEC bits, it uses EEP which 
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ignores packet priority. The DP-UEP scheme sends the highest percentage of source bits (i.e., 

) which also correlates to no slices being discarded at 3 dB channel SNR, shown earlier in 

Figure 6. A similar trend is also observed for Silent, and for other channel SNRs. 

Figure 7: Distribution of the final output bits for Foreman at 3 dB channel SNR in EEP-slice-

ENH, Dual15, and DP-UEP schemes. 

3.4.3  Performance of DP-UEP(frame) Scheme 

  We evaluate the average PSNR and average VQM of our proposed DP-UEP(predict) 

scheme for the three test videos: low motion Akiyo, medium motion Foreman, and high motion 

Stefan. The predicted channel bit budget for frame  is evaluated as . The proposed 

DP-UEP(GOP) scheme in Section 3.3.2 was used to compute the optimal packet sizes and 

RCPC code rates for the slices of frame .  uses the coefficients of the factors shown in 

Table 2. Since computing the factor  for frame  is not feasible in real-time,  uses the 
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predicted CMSE value of each slice ,  in frame , as computed in [23]. But the predicted 

slice CMSE values of the future frames in the GOP will not be available during real-time 

transmission. We therefore use the total predicted CMSE of all the slices of the previous GOP to 

compute the normalized predicted CMSE of the frame in the current GOP as shown in Equation 

(16) below.  

(10) 

For the first GOP, the  is assumed to be zero. It is reasonable to use the predicted 

CMSE of the previous GOP because for most GOPs there is a high correlation between the 

CMSE of adjacent GOPs. On a core 2 Duo 2.6 GHz Intel processor with 4GB RAM, we 

observed that the average computation time across all test videos and channel SNR from -1 dB to 

6 dB, is 75 ms for the IDR frame, 10.5 ms for the P frame, and 1.5 ms for the B frame. Since 

IDR frames have considerably more slices than P and B frames, and P frames have more slices 

than B frames, the computation time also varies accordingly. These computational delays are 

acceptable in live streaming applications. 

Figure 8 shows the performance of the DP-UEP(predict), DP-UEP(frame), DP-

UEP(GOP), and Dual15 schemes on the test videos, in terms of average PSNR and VQM 

values. The GOP structure, frame rate, and slice size are the same as considered in Section 3.4.1, 

and error concealment is also enabled. The videos are encoded at 720 Kbps and transmitted over 

Approved for Public Release; Distribution Unlimited. 
46



a 2 Mbps AWGN channel. We observe that the error-free PSNR value decreases as the motion in 

the video increases.  

(a) (b) 

(c) (d) 
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(e)                (f) 

Figure 8: Average video PSNR (dB) and average VQM comparison computed over 100 

realizations of each AWGN channel for Akiyo: (a),(d), Foreman: (b),(e) and Stefan: (c), (f). The 

error-free PSNR values are: 46.5 dB for Akiyo, 37.3 for Foreman, and 29.7 for Stefan. 

  DP-UEP(predict) has better performance than the Dual15 scheme for all three test 

videos. DP-UEP(predict) enables real-time packet formation and transmission of videos which is 

not possible with the other three schemes. However, its performance is lower than DP-

UEP(GOP) and DP-UEP(frame) due to the prediction of channel bit budget and slice CMSE 

values for each frame. For example, the PSNR gain achieved by DP-UEP(GOP) over Dual15 for 

Foreman in Figure 8 is 3.5 dB at a channel SNR of 3 dB. For DP-UEP(frame) which knows the 

required channel bit budget, the PSNR gain drops to 2.7 dB. Predicting the channel bit budget for 

each frame in DP-UEP(predict) causes the PSNR gain to drop further to 1.4 dB. Similar 

behavior can also be seen for Akiyo and Stefan in Figures 8. The maximum PSNR gains 

achieved by DP-UEP(predict) over Dual15 are 1.8 dB for Akiyo at 0.5 dB channel SNR, 2.12 

dB for Foreman at 1 dB channel SNR, and 1.5 dB for Stefan at channel SNR of 2.5 dB. Similar 
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trends are also observed in the VQM performance of the three videos shown in Figure 8. Further, 

simulations of three more test videos (whale show, Hall Monitor, and Container) from outside 

our database showed trends similar to those in Figure 8. 

3.5  Conclusion 

 An efficient joint optimization algorithm for packet formation and optimal RCPC code 

rate allocation was proposed to improve the quality of H.264/AVC bitstreams transmitted over 

noisy channels. The proposed algorithm used a cross-layer information exchange between the 

PHY, MAC and APP layers. A dynamic programming approach was used where packets were 

formed through slice aggregation and the optimal RCPC packet code rates were determined 

recursively over a GOP. The options of not coding or discarding some less important packets 

were exploited to reduce the expected received video distortion by increasing protection to more 

important packets. The proposed scheme outperformed EEP schemes as well as our previous 

scheme in [30], providing significantly better video quality for different sequences. The dynamic 

programming approach was extended to work on each frame instead of the entire GOP in order 

to enable live streaming with low computational complexity. The frame bit budget prediction 

used a GLM model developed using three factors - normalized compressed frame bit budget, 

normalized frame CMSE and channel SNR over a database of videos. Our proposed dynamic 

programming approach showed reasonable gains in PSNR and VQM in videos spanning low, 

medium and high motion. Our proposed schemes can work well with current wireless network 

standards such as IEEE 802.11n with MTU packet size restrictions. It would be interesting to 
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evaluate the proposed schemes along with adaptive modulation and coding for time-varying link 

conditions and channel bit rates. 
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4.0 CROSS-LAYER FEC SCHEME FOR PRIORITIZED VIDEO 

TRANSMISSION OVER WIRELESS CHANELS 

4.1 Introduction: 

The video data can be protected against the channel errors by using the FEC schemes, 

which improve the successful data transmission probability and eliminate the costly 

retransmissions. An FEC code that provides unequal error protection (UEP) (i.e., the FEC code 

rates adaptive to the slice priority) can achieve considerable quality improvement compared to 

the equal error protection (EEP) FEC codes [23, 56, 57]. Recently, some schemes have also 

applied the FEC schemes both at APP PHY layers [54, 55, 58-63]. These schemes use the EEP 

or UEP FEC codes at APP and EEP codes at PHY. However, to the best of our knowledge, the 

cross-layer design of UEP FEC codes at both APP and PHY layers has not been investigated for 

prioritized video transmission. 

For the cross-layer design of FEC codes at both layers, we address the three issues: (i) 

Since both FEC codes share a common channel bandwidth to add their redundancy, the optimal 

ratio of overhead added by each needs to be determined for a given channel SNR and bandwidth; 

(ii) We use the systematic Raptor codes [64 – 66] at APP and the RCPC codes [39] at PHY; (iii) 

To minimize the video distortion and maximize the video PSNR at a given channel bit rate and 

SNR, we perform a cross-layer optimization to find the optimal parameters of both FEC codes by 

considering the relative priorities of video packets. We assume that the channel SNR is obtained 

from the receiver in the form of channel side information (CSI) [10, 11, 54, 67, 68]. Our scheme 

provides higher transmission reliability to the high priority video slices at the expense of the 
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higher loss rates for low priority slices, and may also discard some low priority slices to meet the 

channel bit-rate limitations. We show that adapting the FEC code rates to the slice priority 

reduces the overall expected video distortion at the receiver. Our scheme does not assume 

retransmission of lost slices. 

4.1.1  Contributions 

 Our proposed scheme is inspired by [55] and makes the following three contributions: 

First, the Raptor codes are generally used to provide EEP at APP. We use the systematic Raptor 

codes with a probability selection model to provide UEP for prioritized video data at APP. 

Second, we propose a cross-layer UEP FEC scheme using systematic Raptor codes at APP and 

RCPC codes [39] at PHY. To the best of our knowledge, no previous work exist on cross-layer 

UEP scheme at APP and PHY. We also compare the performance of the proposed UEP scheme 

with three other cross-layer FEC schemes. Third, we use a genetic algorithm (GA) based 

optimization of the proposed cross-layer FEC scheme, to maximize the video quality at the 

receiver for the AWGN and Rayleigh fading channels and a given bandwidth. The results 

demonstrate that our proposed cross-layer UEP scheme provides much better video quality than 

the other three FEC schemes. 

4.2  Related Work 

  Several FEC coding schemes have been proposed at APP and PHY to provide UEP over 

AWGN channels [23, 30, 62, 69, 70] and fading channels [71-73]. Recently, the digital Fountain 

codes (also called rateless codes) have been used for forward error correction at APP. They can 

theoretically produce infinite number of encoded symbols from the source symbols. Luby [74] 
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developed the first practical class of rateless codes - Luby Transform (LT) codes. Shokrollahi 

[64] further extended the LT codes to Raptor codes. The Raptor codes have the following 

properties compared to the LT codes [64, 65]: (i) Raptor codes have linear encoding and 

decoding time, while the time complexity for LT codes is , where  is the number of 

source symbols and  is the average degree of symbols in a sparse graph; (ii) it is possible 

that some source symbols are not encoded and can therefore never be recovered in LT codes, 

whereas the design of Raptor codes ensures that each source symbol is encoded at least once. 

Due to their high recovery rate and low time complexity, the Raptor codes have been included in 

the Third Generation Partnership Project (3GPP) [66] and Digital Video Broadcasting (DVB) 

standard [75]. Detailed description of the Raptor codes can be found in [66, 75]. 

Kushwaha et al. [76] used LT codes to encode GOP of each layer of H.264 SVC video 

for transmission over cognitive radio wireless networks. Ahmad et al. [67] took advantage of the 

ratelessness of LT codes and proposed an adaptive FEC scheme for video transmission over 

Internet by employing feedback from receivers in the form of acknowledgement. Cataldi et al. 

[68] proposed sliding-window Raptor codes, which have a higher coding efficiency than the 

regular LT codes. They used these codes to provide UEP for a two-layer H.264/SVC scalable 

video. LT codes were also used in [77, 78] to design the streaming schemes with lower 

complexity. In [79], the authors proposed a combination of both packet-level and byte-level FEC 

to recover the errors in a multicast system. Zhang et al. [80] investigated how to optimally 

allocate rate among source, FEC and automatic repeat request (ARQ) for scalable video delivery 

over 3G wireless network. 
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In [55], the cross-layer design of FEC codes was studied at both layers for H.264 video 

transmission over AWGN channels. The UEP Luby transform codes were used at the APP and 

RCPC codes at the PHY. Stockhammer et al. [54] defined the protocol stack, including the FEC 

coding at APP and PHY, for the multimedia broadcast multicast service (MBMS) download and 

streaming in UMTS. A Raptor code was used at APP and the turbo code at PHY. Gomez and 

Bria [58] suggested employing the Raptor codes as APP FEC in DVB-H systems for mobile 

terminals and demonstrated its advantages over conventional multi-protocol encapsulation 

(MPE) FEC. Conventional MPE FEC employs the Reed-Solomon (RS) codes to encode the 

video stream; hence, it lacks the flexibility of LT coding at APP. Courtade and Wesel [59] 

considered a setup with LT coding at APP and FEC coding at PHY, and showed that the 

available channel bandwidth should be optimally split between APP and PHY FEC codes to 

improve the system performance. 

Luby et al. [60] also considered employing two layers of EEP FEC at APP and PHY for 

MBMS download delivery in UMTS. They investigated the tradeoff between the APP FEC and 

PHY FEC codes, and studied the advantages of APP FEC on the system performance. Munaretto 

et al. [62] proposed an interesting optimization of APP FEC coding, video source coding, and 

PHY rate selection to improve the PSNR of delivered video on cellular networks. Authors in [63] 

also considered employing the Raptor codes at APP to improve the quality of service for video in 

MBMS in long term evolution (LTE) networks. They investigated the benefits of APP FEC to 

multicast multimedia contents and examined how much FEC redundancy should be used under 

different packet loss patterns. 
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4.3  Methods, Assumptions, and Procedures 

4.3.1 Cross-Layer UEP using FEC Codes for Video Transmission 

  In this section, we discuss a priority assignment scheme for H.264/AVC video slices, 

design of UEP Raptor and RCPC codes, and our proposed cross-layer FEC scheme. We assume 

a unicast video transmission from a transmitting node to a destination node in a single hop 

wireless network, and ignore the intermediate network layers, i.e., transport, network, and link 

layers. This allows our algorithm to be generally applicable with different network protocol 

stacks. 

4.3.1.1  Priority Assignment for H.264 Video Slices 

  In H.264/AVC, the video frames are grouped into GOPs, and each GOP is encoded as a 

unit. We use a fixed slice size configuration where macroblocks of a frame are aggregated to 

form a fixed slice size. Let  be the average number of slices in one second of the video. More 

details of the video encoding parameters are given in Section 4.4. 

H.264 slices can be prioritized based on their distortion contribution to the received video 

quality [22, 23, 56, 81]. In this scheme, all slices in a GOP are distributed into four priority 

classes of equal size based on their CMSE values, computed using Equation 1 in Section 3.3.1.1. 

The Priority 1 (Priority 4) slices introduce the highest (lowest) distortion to the received video 

quality. Note that using more than four slice priorities would generally result in a more accurate 

and flexible UEP coding at the cost of higher complexity due to a larger number of design 
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parameters. On the other hand, using less than four priority levels would limit the flexibility of 

our scheme and may decrease its performance [23, 55]. 

Let denote the average CMSE of all slices in a priority class . We have 

. Since  may vary considerably for various videos 

depending on their spatial and temporal content, we use the normalized , 

 to represent the relative importance of slices in a priority class [55]. In Table 

3, we show  for nine H.264 test video sequences, which have widely different spatial and 

temporal contents.   

Table 3: Normalized , for Slices in Different Priorities of Sample Videos  

Sequence 

Coastguard 0.61 0.22 0.12 0.05 

Foreman 0.63 0.21 0.11 0.05 

Bus 0.64 0.21 0.10 0.04 
 Football 0.65 0.21 0.10 0.04 

Silent 0.68 0.20 0.09 0.03 
Woods 0.62 0.21 0.12 0.05 

Whale Show 0.69 0.17 0.10 0.04 
Stefan 0.61 0.24 0.12 0.03 
Akiyo 0.85 0.12 0.03 0.01 
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In Table 3, first eight videos, which have very different characteristics (such as slow, 

moderate, and high motion), have almost similar  values. We also observed similar 

values for other video sequences, such as Table Tennis and Mother Daughter. However, Akiyo, 

which is an almost static sequence with very little motion or scene changes, has different 

values than other sequences. The  values changed only slightly when these videos were 

encoded at different bit rates (i.e., 512 Kbps and 1 Mbps) and slices sizes (150 bytes to 900 

bytes). When these videos are encoded at 840 Kbps with 150 byte slices, we get  700. We 

choose the  values of Bus, which are similar to most other videos discussed above, to tune 

our proposed cross-layer scheme for all videos in Section 4.3.2. Since the values of 

Akiyo are different, we also study the performance of the proposed cross-layer FEC scheme for 

Akiyo by using its own values, and compare it with the performance of the scheme 

designed using the  values of Bus in Section 4.4. 

4.3.1.2  Design of UEP Raptor Codes at APP 

  The Raptor codes consist of a pre-code (e.g., a LDPC code) as the outer code and a 

weakened LT code as the inner code [64, 65]. They can be parameterized by , where 

Approved for Public Release; Distribution Unlimited. 
57



 is the number of source symbols,  is a pre-code with block-length  and dimension , and 

 is degree distribution of LT codes. Each encoded symbol is associated with an ID (ESI). 

The pre-code and LT code can ensure a high decoding probability with a small coding overhead. 

We use the systematic Raptor codes at APP [65, 66]. If there are  source symbols  in 

one block, , the first encoded symbols are constructed such that 

. The systematic Raptor codes can therefore 

correctly decode some source symbols even if the number of received encoded symbols  is 

less than the number of source symbols  [65]. 

The decoding failure probability of Raptor codes (i.e., the probability of at least one source 

symbol is not recovered) can be estimated as a function of  and  [54]:  

(17) 

where  is the received encoding overhead of Raptor codes. 

The average received overhead  to recover  source symbols can be calculated as [54]: 

(18) 
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The number of additional encoded symbols needed for successfully decoding all the 

source symbols is , which is independent of . From (18), we also observe that 

the needed overhead (in percentage) for full symbol recovery decreases with the increase in . 

The Raptor codes are generally used to provide EEP at APP. We modify the Raptor codes 

with a probability selection model to provide UEP for video data at APP. Fig. 9 shows the 

framework of the proposed UEP Raptor encoder. To implement UEP with Raptor codes, we 

should generate more (less) coding overhead for higher (lower) priority symbols in order to 

provide higher (lower) level of protection to them. Assume we assign  priorities to video 

slices, where  is the highest priority, followed by , and so on. If we have  source symbols 

(i.e., video slices) with priority , we have . Let  for  be the 

percentage of encoded symbols associated with data of priority level .  

Figure 9: The framework of our proposed Raptor encoder. 
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We can get the lower bound of the symbol recovery rate , assuming a uniform channel 

symbol loss rate (PER):  

(19) 

where  is the lower bound of symbol recovery rate when the complete decoding fails, 

and  is the symbol recovery rate when the complete decoding succeeds. In our system, we 

first assign the encoding overhead to the highest priority video slices, such that their recovery 

rate is above a predefined threshold . The remaining overhead is assigned to the lower priority 

video slices. 

The minimum coding overhead for complete recovery of  source symbols of 

priority  with probability  is given by 

(20) 

where  is the required number of additional received symbols for priority class  in order 

to completely recover the source symbols of this priority. 

4.3.1.3  Design of RCPC Codes at PHY 

 We use RCPC codes at PHY because of their flexibility in providing various code rates. 

RCPC codes use a low-rate convolutional mother code with various puncturing patterns to obtain 
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codes with various rates. The RCPC decoder employs a Viterbi decoder, whose bit error rate 

(BER)  is upper bounded by [39]  

(21) 

where  is the free distance of the convolutional code,  is the puncturing period, and  is the 

total number of error bits produced by the incorrect paths and is known as the distance spectrum. 

Finally, is the probability of selecting a wrong path in Viterbi decoding with Hamming 

distance .  depends on the modulation and channel characteristics. 

For an RCPC code with rate , using the AWGN channel, BPSK modulation and the 

symbol to noise power ratio , the value of  (using soft Viterbi decoding) is given by 

(22) 

where . 
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For an RCPC code with rate , using a Rayleigh flat fading channel with perfect channel 

estimation and soft decision decoding, BPSK modulation and the symbol to noise power ratio 

, the value of  (using soft Viterbi decoding) is given by [82]  

(23) 

where  and . 

At PHY, the cyclic redundancy check (CRC) bits are added to each APP-frame to detect 

RCPC decoding error(s). We use the CRC-8 given by the polynomial 

 [83]. Next, each APP-frame is encoded using an RCPC code, with 

the mother code rate of  and memory . For four priority groups of APP-frames, we 

have and where represents the 

RCPC code rate of priority  APP-frames. Therefore, the parameters that need to be tuned at 

PHY are  through . We refer to a APP-frame encoded by the RCPC code as a PHY-frame. 

Without the loss of generality, we assume that each transmitted packet contains one PHY-

frame. Note that the number of PHY-frames in a packet does not affect the optimum cross-layer 

setup of FEC codes in our scheme. We have used a conventional BPSK modulation, and AWGN 
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and Rayleigh flat fading channels. However, our model can be easily extended to more complex 

channel models by using an appropriate  in (23). Recently, several FEC coding schemes have 

been proposed at APP and PHY to provide UEP over AWGN channels [23, 30, 62, 69, 70] and 

fading channels [71-73]. 

4.3.1.4  System Model at Transmitter 

 Based on our discussions so far, we use four combinations of cross-layer FEC coding 

schemes at APP and PHY as summarized in Table 4. For protecting the data against wireless 

channel errors, the FEC coding is necessary at PHY but optional at APP. Fig. 10(a) and 10(b) 

illustrate these cross-layer FEC schemes. The cross-layer optimization of these FEC-schemes is 

discussed in Section 4.4.1.    

             Table 4: Various Combinations of Cross-Layer FEC Coding Schemes 

Model S-I S-II S-III S-IV 
APP FEC No FEC EEP UEP UEP 
PHY FEC UEP UEP EEP UEP 

In S-I scheme, the FEC coding is applied only at PHY to protect the video slices based on 

their priority by using the UEP RCPC coding. The priority of each APP-frame is conveyed to 

PHY by using cross-layer communication. This scheme is similar to the FEC schemes proposed 

in [23, 30, 56, 57, 70, 84, 85]. The S-II, S-III, and S-IV schemes represent the cross-layer FEC 

schemes where video data is protected at both APP and PHY. In S-II scheme, the regular 

systematic Raptor codes and UEP RCPC codes are applied at APP and PHY, respectively. The 

S-III scheme applies UEP Raptor and EEE RCPC code at APP and PHY, respectively. The S-II 

and S-III schemes are similar to the FEC schemes proposed in [54, 55, 58-63, 86], in which EEP 
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or UEP FEC codes are used at APP and EEP codes at PHY. In S-IV scheme, the UEP Raptor 

codes and UEP RCPC codes are applied at APP and PHY, respectively. To the best of our 

knowledge, no such cross-layer FEC scheme (i.e., S-IV) is available in the literature.  

(a)S-I FEC scheme; video slices are prioritized at APP and UEP FEC coding is applied at PHY. 
Here, TL, NL, and LL represent the transport, network, and link layers, respectively.    

(b) S-II, S-III and S-IV cross-layer FEC schemes. In these schemes, a cross-layer FEC coding is 
applied with EEP (or UEP) Raptor coding at APP and EEP (or UEP) RCPC coding at PHY. For 

EEP at PHY, code rates are .     

Figure 10: Illustration of four cross-layer FEC schemes. 
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4.3.1.5  Decoding at Receiver 

 Let  denote the packet error rate of APP-frames of priority  at the receiver after RCPC 

decoding and before Raptor decoding at APP.  can be computed by using BER from (21). 

In S-I scheme, each APP-frame consists of an uncoded video slice as the Raptor coding is 

not applied at APP. Therefore, the video slice loss rate (VSLR) of source packets with priority 

is = . In S-II through S-IV schemes, the Raptor coding is also applied and the 

decoding error rate of Raptor codes should be considered in . In S-III scheme, the EEP 

RCPC code is used at PHY, hence we have . In S-II and 

S-IV schemes,  since the UEP RCPC c are applied at PHY. If 

the Raptor codes are used at APP, we employ (19) to find the final Raptor decoding symbol 

recovery rates  for each priority at the receiver (see Section 4.3.1.2). If the 

symbol recovery rate of priority  is , then  = .  

4.3.2  Cross-Layer Optimization of FEC Codes 

  In our cross-layer FEC schemes, the APP and PHY FEC codes share the same available 

channel bandwidth. As the channel SNR increases, the RCPC code rate at PHY can be increased, 
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and more channel bandwidth becomes available for Raptor coding at APP. For low channel 

SNR, assigning a higher portion of the available redundancy to Raptor codes at APP may not 

improve the delivered video quality since almost all PHY-frames would be corrupted during 

transmission. Therefore, a lower RCPC code rate should be used at PHY, which would consume 

a larger portion of the channel bandwidth allowing only a weaker Raptor code at APP. 

We discuss below the optimization to find the optimal parameters for the FEC schemes. 

4.3.2.1  Formulation of Optimization Problem 

 The goal of cross-layer optimization in our scheme is to deliver a video with the highest 

possible PSNR for a given channel bandwidth  and SNR. Since computing the video PSNR 

requires decoding the video at the receiver, it is not feasible to use PSNR directly as the 

optimization metric due to its heavy computational complexity. Therefore, we use a low-

complexity substitute function  to represent the behavior of video PSNR. 

The PSNR of a video stream depends on the percentage of lost slices and their CMSE values 

[22, 23]. However, the slice loss may not be linearly correlated to the decrease in PSNR. 

Therefore, we use a function "normalized F", denoted by , to capture the behavior of PSNR 

based on the slice loss rates and their CMSE as follows [55]: 

(24) 
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 Here  is the number of slice priorities and ( ) is the normalized CMSE value which 

represents the relative priority (i.e., weight) of priority  slices. The parameter  adjusts the 

weight assigned to slices of each priority level such that minimizing  results in maximizing the 

video PSNR; In [55], the optimal value of  was found to be 1. 

To minimize , we tune the parameters of the FEC codes at APP and PHY. In S-I, the 

optimization parameters are  through , such that . For this scheme, the 

optimization function can be written as 

(25) 

where  is the slice size  = 150 bytes plus one byte CRC. 

In S-II, the UEP RCPC codes at PHY and EEP Raptor codes at APP are used, and the 

optimization parameters are  through , and . Here  is the Raptor coding overhead, which 

is slightly greater than one. Hence, the Raptor encoder will generate  encoded symbols. The 

number of encoded symbols generated by Raptor encoder for each priority is 
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and . Since EEP FEC is used at APP, we have 

. As a result, the optimization function is  

(26) 

 In S-III, UEP Raptor codes at APP and EEP RCPC codes at PHY are used, and the 

optimization parameters are  through , , and . Here, the value of  can be determined 

based on  through  since . As a result, the optimization function is  

(27) 

In S-IV, UEP FEC codes are used at both layers, and optimization parameters are  through 

, , and  through . The optimization function is 

(28) 
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The optimization of Raptor code parameters involves employing (19) for various priority 

levels, which cannot be represented by a linear function. Also, the concatenation of two FEC 

codes presents a nonlinear optimization problem. We use the genetic algorithms (GA) toolbox 

available in Matlab [87] to perform optimizations, as GA can give solutions which are close to 

the global optimum [88-90]. For performance evaluation of GA methods, we refer the interested 

readers to [89, 91]. 

In Table 3, the normalized CMSE values ( ) of the video sequences, except Akiyo, 

were similar. Therefore, the optimal parameters computed for Bus video would be almost 

optimal for the other four video sequences generated by the same encoding parameters. We 

therefore use the of the Bus video with data rate of 840 Kbps to perform our 

optimizations. We implement our cross-layer FEC setup for S-I through S-IV (see Table 4) in 

Matlab environment. 

4.4  Results and Discussion 

  In this section, we evaluate the performance of our optimized cross-layer FEC schemes for 

four CIF (  pixels) test video sequences, Bus, Foreman, Coastguard, and Akiyo. These 

sequences have different texture and motion contents. A frame of these test video sequences is 

shown in Fig. 11. These sequences were encoded using H.264/AVC JM 14.2 reference software 

[92] at  Kbps and  bytes slice size, for a GOP length of  frames with GOP structure 
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 at  frames/sec. The slices were formed using dispersed mode FMO with 

two slice groups per frame. Two reference frames were used for predicting the  and  frames, 

with error concealment enabled using temporal concealment and spatial interpolation. 

   Foreman                Bus 

Akiyo 

Figure 11: A frame of three test video sequences.
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Table 5: Optimum Cross-Layer Parameters for S-I Scheme, at C = 1.4 Mbps 

Es/No -1 dB -0.5 dB 0 dB 0.5 dB 1 dB 1.5 dB 2 dB 2.5 dB 3 dB 

0.366 0.244 0.178 0.125 0.065 0.034 0.009 0.002 0 

FBus 162.3 108.3 77.4 55.4 29.5 14.6 3.9 0.7 0.1 
FCoastguard 67.5 44.7 31.5 23.6 12.7 6.1 1.6 0.3 0 
FForeman 70.0 46.0 31.6 23.9 11.7 6.6 1.7 0.3 0 

R1 8/24 8/20 8/18 8/16 8/16 8/14 8/14 8/14 8/14 

R2 8/12 8/16 8/18 8/14 8/14 8/14 8/14 8/14 8/14 

R3 8/8 8/8 8/8 8/14 8/14 8/12 8/12 8/12 8/12 

R4 8/8 8/8 8/8    8/8 8/8 8/12 8/12 8/12 8/12 

VSLR1 0.009 0.032 0.027 0.030 0.007 0.016 0.004 0 0 
VSLR2 1 0.350 0.027 0.206 0.063 0.016 0.004 0 0 

VSLR3 1 1 1 0.206 0.063 0.137 0.036 0.009 0.002 
VSLR4 1 1 1 1 1 0.137 0.036 0.009 0.002 

 We have used two channel transmission rates of C = 1.4 Mbps and C = 1.8 Mbps to study 

the performance over AWGN channels and a channel transmission rate of  C = 1.4 Mbps over 

Rayleigh flat fading channels. The video slices are prioritized into four priority levels as 

discussed in Section 4.3.1.1. Video slices of each priority level are encoded by independent 

Raptor encoders so that their priorities are maintained and can be used by the RCPC code at 

PHY. For different channel SNRs, appropriate selection probabilities for Raptor codes are 

chosen to provide UEP based on the normalized slice CMSE values. 
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4.4.1  Discussion of Cross-Layer Optimization Results 

We present the cross-layer optimization results, including the FEC parameters (e.g.,  for 

RCPC, and  and  for Raptor codes), , , and . Here  is calculated by replacing the 

by the actual average CMSE  in (24), for the H.264 encoded video sequence under 

consideration. We first evaluate the performance of the cross-layer FEC schemes over AWGN 

channels. The experiments for the fading channel are discussed in Section 4.4.3. We use one 

GOP of video data as a source block to be encoded by Raptor codes and the optimum FEC code 

rates are computed for slices of each GOP according to the average channel SNR. The results of 

all four FEC schemes for three test video sequences (Bus, Foreman and Coastguard), encoded at 

 Kbps, are reported in Tables 5 through 8 for channel bit rate C = 1.4 Mbps. Fig. 12(a) and 

12(b) show the minimum normalized  achieved by the optimized cross-layer schemes for the 

two channel bit rates. The results for Akiyo video sequence are discussed in Section 4.4.2. For a 

GOP length of 30 frames (corresponding to 1 second video duration at 30 frames/second), the 

optimization process takes about 50 ms in Matlab, on a Intel Core 2 Duo, 2.2 GHz, 3 GB RAM 

computer. For one or two video frames (instead of a whole GOP), the optimization process takes 

about 7 ms and 18 ms, respectively.  
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Table 6: Optimum Cross-Layer Parameter for S-II Scheme, C = 1.4 Mbps 

Es/No -1 dB -0.5 dB 0 dB 0.5 dB 1 dB 1.5 dB 2 dB 2.5 dB 3 dB 

0.360 0.244 0.173 0.125 0.064 0.034 0 0 0 

FBus 160.1 108.3 77.4 55.4 29.2 14.6 0.1 0 0 
FCoastguard 66.5 44.7 31.5 23.6 12.5 6.1 0 0 0 
FForeman 68.6 46.0 31.6 23.9 11.6 6.6 0 0 0 

R1 8/24 8/20 8/18 8/16 8/16 8/14 8/12 8/12 8/10 

R2 8/8 8/16 8/18 8/14 8/14 8/14 8/12 8/12 8/10 

R3 8/8 8/8 8/8 8/14 8/14 8/12 8/12 8/12 8/10 

R4 8/8 8/8 8/8 8/8 8/8 8/12 8/12 8/12 8/10 

1.14 1.01 1.01 1.01 1.01 1.01 1.10 1.10 1.31 

VSLR1 0 0.032 0.027 0.030 0.006 0.016 0 0 0 

VSLR2 1 0.350 0.027 0.206 0.063 0.016 0 0 0 

VSLR3 1 1 1 0.206 0.063 0.137 0 0 0 
VSLR4 1 1 1 1 1 0.137 0 0 0 

Table 7: Optimum Cross-Layer Parameters for S-III Schemes, C = 1.4 Mbps 

Es/No -1 dB -0.5 dB 0 dB 0.5 dB 1 dB 1.5 dB 2 dB 2.5 dB 3 dB 

1 1 0.971 0.766 0.092 0.015 0 0 0 

FBus 407.9 407.7 396.1 312.4 42.0 7.0 0 0 0 

FCoastguard 180.1 180.0 174.9 137.9 17.3 3.0 0 0 0 

FForeman 214.9 214.8 208.7 164.6 16.2 2.6 0 0 0 

R 8/12 8/12 8/12 8/12 8/12 8/12 8/12 8/12 8/10 

1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.31 
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0.249 0.249 0.249 0.249 0.398 0.278 0.253 0.253 0.253 

0.249 0.249 0.249 0.249 0.394 0.273 0.250 0.250 0.252 

0.228 0.228 0.228 0.228 0.209 0.273 0.249 0.249 0.250 

0.274 0.274 0.274 0.274 0 0.175 0.248 0.248 0.245 

VSLR1 1 1 0.971 0.766 0.002 0.001 0 0 0 

VSLR2 1 1 0.971 0.766 0.006 0.004 0 0 0 

VSLR3 1 1 0.971 0.766 0.447 0.004 0 0 0 

VSLR4 1 1 0.971 0.766 1 0.335 0 0 0 

  Table 8: Optimum Cross-Layer Parameters for S-IV Schemes, C = 1.4 Mbps 

Es/No -1 dB -0.5 dB 0 dB 0.5 dB 1 dB 1.5 dB 2 dB 2.5 dB 3 dB 

0.150 0.150 0.116 0.040 0.039 0.015 0 0 0 

FBus 68.3 68.3 53.1 18.7 18.2 6.8 0 0 0 

FCoastguard 27.5 27.4 21.6 8.1 7.9 3.0 0 0 0 

FForeman 26.6 26.6 20.5 6.8 6.6 2.5 0 0 0 

R1 8/18 8/16 8/16 8/16 8/14 8/14 8/12 8/12 8/10 

R2 8/18 8/16 8/14 8/14 8/14 8/14 8/12 8/12 8/10 

R3 8/8 8/12 8/12 8/14 8/12 8/12 8/12 8/12 8/10 

R4 8/8 8/8 8/8 8/8 8/12 8/12 8/12 8/12 8/10 

1.01 1.01 1.01 1.01 1.01 1.01 1.10 1.10 1.31 

0.499 0.426 0.296 0.287 0.275 0.258 0.254 0.254 0.254 

Approved for Public Release; Distribution Unlimited. 
74



0.500 0.422 0.539 0.357 0.273 0.255 0.252 0.252 0.252 

0.001 0.152 0.164 0.355 0.430 0.294 0.248 0.248 0.249 

0 0 0.001 0.001 0.022 0.193 0.246 0.246 0.245 

VSLR1 0 0 0.001 0 0.001 0.001 0 0 0 

VSLR2 0 0 0.005 0 0.002 0.002 0 0 0 

VSLR3 1 1 0.682 0 0.002 0.007 0 0 0 

VSLR4 1 1 1 1 0.947 0.325 0.001 0 0 

Since results for the three video sequences show the same trends, we discuss here the results 

only for Bus video. For Es/N0 ≤ 1 dB in Tables 5 to 8 and Fig. 12(a), the rank of different 

schemes based on the minimum  is S-IV  S-II  S-I  S-III for channel bit rate 

Mbps. At low channel SNR, the use of UEP RCPC coding at PHY (in S-I) achieves much better 

performance than the use of EEP RCPC coding at PHY and UEP Raptor coding at APP (in S-III) 

because: (i) Many packets are corrupted in S-III as the EEP FEC codes at PHY cannot protect all 

of them effectively due to constrained channel bandwidth. (ii) The UEP RCPC code in S-I 

provides better protection to the higher priority slices. As a result, more higher priority slices are 

transmitted error-free than in S-III. (iii) The use of Raptor codes at APP (in S-III) is not helpful 

when many slices are corrupted at PHY as enough error-free source symbols are not received at 

APP. A similar behavior is observed in Fig. 12(b) for a relatively lower  Es/N0 < -0.5 dB at 

channel bit rate C = 1.4 Mbps because more channel bandwidth is available to provide a stronger 

FEC protection in this case.  
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               (a)                                                                           (b) 

Figure 12: Normalized  of Bus sequence for AWGN channel SNRs at channel bit rates: 

 C = 1.4 Mbps and  C = 1.8 Mbps. 

Another interesting observation for  Es/N0 ≤ 1 dB at C = 1.4 Mbps is that S-II (which uses 

UEP RCPC code at PHY and EEP Raptor code at APP) does not perform better than S-I scheme. 

This is because, for successful decoding of all the Raptor coded symbols, the number of received 

encoded symbols should be larger than the number of source symbols. For lower channel SNRs, 

assigning a higher portion of the available channel bandwidth to Raptor codes will not improve 

the delivered video quality since almost all PHY-frames would be corrupted during transmission. 

Therefore, the optimization algorithm assigns most of the available coding overhead to RCPC at 

PHY, while allowing a weaker Raptor code at APP, which decreases PER. As a result, the 

channel bandwidth available for the EEP Raptor codes at APP is not enough to successfully 

decode all the source symbols. For C = 1.8 Mbps, Fig. 12(b) exhibits the same behavior for 

Es/N0 ≤ 0 dB. 
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The S-IV scheme, which uses UEP at both layers, achieves better performance than the 

other three schemes under all channel conditions. In this scheme, different slices are protected 

according to their priority at both layers. This scheme therefore benefits both from the 

ratelessness as well as the UEP property. For  Es/N0 < 1 dB at channel bit rate  Mbps, the 

S-IV schemes achieves much better performance than other schemes because using UEP FEC 

codes at both layers provide stronger protection to higher priority video slices compared to the 

lower priority slices. Fig. 12(b) shows similar results for  Es/N0 < -0.5 dB at channel bit rate 

 Mbps. 

For Es/N0 ≥ 1.5 dB in Tables 5 to 8 and Fig. 12(a), the ranking of different schemes for 

achieving the minimum  is S-IV  S-III  S-II  S-I. At higher channel SNR, fewer packets 

are corrupted at PHY and thus our optimization algorithm allocates more channel bandwidth to 

Raptor codes at APP. As a result, the UEP Raptor codes (in S-III and S-IV) achieve better 

performance than EEP Raptor codes (in S-II), followed by no FEC at APP (in S-I). Similar 

behavior is also observed for  Mbps in Fig. 12(b) for  Es/N0 ≥ 0.5 dB .  As cannel SNR 

increases further (i.e., Es/N0 > 2.5 dB) for channel bit rate Mbps, the difference of 

optimum  between different schemes is negligible because very few packets are corrupted due 
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to channel error and the EEP FEC codes can provide enough protection. The same performance 

is achieved for Es/N0 > 1 dB at channel bit rate  Mbps. 

Fig. 12(a) and 12(b) also reveal that FEC at APP is more effective for a channel with 

 Mbps than for  Mbps, especially when the channel SNR is low. For example, 

the S-III outperforms S-I and S-II schemes for  dB at  Mbps, whereas the same 

result is achieved for  dB at  Mbps. This is because more channel bandwidth is 

available in the former case that can be assigned to Raptor codes at APP to provide more 

protection to video data. 

Overall, the proposed S-IV scheme achieves the best performance for all three video 

sequences under different channel SNRs and . Therefore, we can generally conclude that cross-

layer UEP provides best protection for video transmission among the four cross-layer schemes 

used in this section. 

Note that the optimization is performed only once for a given set of  values, a GOP 

structure, and a set of channel SNRs, and need not to be run separately for each GOP. The same 

set of optimum parameters can be used for any video stream with the same GOP structure and 

similar CMSEs. 

Approved for Public Release; Distribution Unlimited. 
78



4.4.2  Performance of Cross-Layer FEC Schemes for Test Videos over AWGN Channels 

(a) (b) 

(c) (d) 
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(e)                                                                          (f) 

Figure 13: Average PSNR of test videos for different channel SNRs for AWGN channel: (a) Bus 

sequence at C=1.4 Mbps, (b) Coastguard sequence at C=1.4 Mbps, (c) Foreman sequence at 

C=1.4 Mbps, (d) Bus sequence at C=1.8 Mbps, (e) Coastguard sequence at C=1.8 Mbps, (f) 

Foreman sequence at C=1.8 Mbps. The PSNR of Bus, Coastguard, and Foreman at error-free 

channel are 30.24 dB, 32.05 dB, and 36.81 dB, respectively. 

Table 9: Optimal Cross-Layer Parameters for S-IV at C = 1.4 Mbps for Akiyp Sequence  

Es/No -1 dB -0.5 dB 0 dB 0.5 dB 1 dB 1.5 dB 2 dB 2.5 dB 3 dB 

Fopt 1.052 1.051 0.802 0.194 0.192 0.077 0.001 0 0 
Fsub 1.052 1.051 0.808 0.194 0.205 0.096 0.001 0 0 

PSNRopt 29.83 29.83 33.53 41.53 41.69 44.49 46.34 46.35 46.35 
PSNRsub 29.83 29.83 33.47 41.53 41.54 44.17 46.33 46.35 46.35 

R1 8/18 8/16 8/16 8/16 8/14 8/14 8/12 8/12 8/10 

R2 8/18 8/16 8/14 8/14 8/14 8/14 8/12 8/12 8/10 

R3 8/8 8/12 8/14 8/14 8/12 8/12 8/12 8/12 8/10 

R4 8/8 8/8 8/8 8/8 8/12 8/12 8/12 8/12 8/10 

1.01 1.01 1.01 1.01 1.01 1.01 1.10 1.10 1.31 
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0.499 0.435 0.299 0.293 0.281 0.264 0.257 0.257 0.254 

0.500 0.428 0.544 0.358 0.274 0.259 0.250 0.250 0.253 

0.001 0.137 0.157 0.349 0.430 0.294 0.248 0.248 0.249 

0 0 0 0 0.015 0.183 0.245 0.245 0.244 

VSLR1 0 0 0 0 0 0 0 0 0 

VSLR1 0 0 0.003 0 0.001 0 0 0 0 
VSLR1 1 1 0.693 0 0.002 0.007 0 0 0 
VSLR1 1 1 1 1 0.965 0.360 0.001 0 0 

 We used the slice loss rates reported in Tables 5 through 8 to evaluate the average PSNR of 

three video sequences (Bus, Foreman, and Coastguard) in Figures 13(a) through 13(c) for C = 

1.4 Mbps. Similarly, the slice loss rates were used to evaluate the average PSNR of these video 

sequences in Figures 13(d) through 13(f) for C = 1.8 Mbps. From these figures, we observe that 

the PSNRs of the test videos are excellent match with the corresponding  and  obtained by 

numerical optimization in Section 4.4.1. 

Fig. 13 confirms that our proposed cross-layer FEC S-IV scheme, with UEP coding at APP 

and PHY, achieves considerable improvement in average video PSNR over the remaining three 

schemes. It outperforms S-I and S-II schemes by about  dB for  dB, and S-III 

scheme by more than  dB for dB (at Mbps). At Mbps, S-IV 
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outperforms the S-I and S-II schemes by about  dB for  dB, and the S-III scheme 

by about  dB for  dB. 

Although our cross-layer FEC parameters were optimized for Bus sequences, the average 

PSNR performance is similar for the other two test video sequences, i.e., Foreman and 

Coastguard. As mentioned earlier, both these sequences have different characteristics than the 

Bus sequence. Thus, we can conclude that the resulting optimum parameters are robust with 

respect to CMSE. 

(a) (b) Bus 
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 (c)  Coastguard               (d) Foreman 

Figure 14: Normalized F and average PSNR of test videos for channel SNRs at C = 1.4 Mbps in 

Rayleigh flat fading channels with ,   MHz, and mobile velocity of 5 km/h.  

(a) (b) Bus 
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(c)  Coastguard (d) Foreman 

Figure 15: Normalized F and Average PSNR of test videos for various channel SNRs at C = 1.4 

Mbps in Rayleigh flat fading channels with ,  MHz, and speed of 50 km/h. 

Since Akiyo has considerably different values of , the proposed S-IV scheme 

designed by using Bus video's  values may be suboptimal for Akiyo. In order to study the 

effect of these CMSE variations, we also designed the S-IV scheme by using the  values 

of Akiyo and compare its performance with its suboptimal version. The optimization results are 

reported in Table 9. In this table, we also included the suboptimal values of  and PSNR , 

which were obtained by using the optimized parameters of Bus from Table 8. 

In Table 9 (for optimal scheme) and Table 8 (for suboptimal scheme), the Raptor code 

overhead (i.e., ) and RCPC code strength ( ) are the same for both schemes, whereas the 
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values of Raptor code protection level  for each priority class vary slightly (e.g.,  is higher 

for optimal scheme compared to the suboptimal scheme). Similarly, the values of VSLRi for 

higher priority slices (which have the most impact on F and PSNR) are similar in both tables. 

The maximum PSNR degradation of the suboptimal scheme compared to the optimal scheme is 

0.32 dB at the channel SNR of 1.5dB, with only about 0.01 to 0.15 dB PSNR degradation at 

other channel SNRs. We can, therefore, conclude that the performance of the proposed cross-

layer FEC scheme is not very sensitive to the precise values of normalized CMSE. 

4.4.3  Performance of Cross-Layer FEC Schemes for Test Videos over Fading Channels 

  In this section, we evaluate the performance of cross-layer FEC schemes over a Rayleigh 

flat fading channel with additive white Guassian noise. We assume the channel to be time-

invariant over the duration of one packet and use the instantaneous SNR to characterize the CSI. 

We use  to denote the instantaneous SNR of  packet. For a Rayleigh flat fading channel, 

the SNR follows an exponential distribution and can be described by the average SNR [71, 72]. 

Specifically,  when the average SNR is . We can use the past SNR 

observations from previous transmissions to estimate and update the fading distribution. 

In many video streaming applications, Raptor codes are applied on a block of packets of a 

few video frames or one whole GOP [54, 62, 93]. On the other hand, FEC at the PHY layer is 

applied at per packet basis using the instantaneous channel SNR. Our cross-layer scheme thus 

uses two different time scales. It uses the average channel SNR to apply a cross-layer 
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optimization at a longer timescale (e.g., a two video frame time or one GOP time), and does not 

assume non-causal channel knowledge. The optimization process for the four FEC schemes is 

the same as in Section 4.3.2. From the cross-layer optimization, we get the FEC overhead for 

protecting video data of each priority class at APP layer and a PER constraint which should be 

achieved at PHY layer by the RCPC code. Then Raptor codes use the optimal allocated overhead 

for each priority video data to encode the source symbols. For each packet at PHY layer, a 

suitable RCPC code rate is selected according to the instantaneous SNR and the PER constraint 

of each priority packet. 

We use the Clarke's channel model [94, 95] to simulate BPSK transmission over Rayleigh 

flat fading channel with Doppler shift in mobile wireless environment. The maximum Doppler 

frequency is given by , where  is the carrier frequency,  is the mobile velocity, and 

is the speed of light (3x108m/sec). In the experiments, we used  fc = 900 MHz and the 

propagation paths M = 32, at two different mobile speeds 5km/h and 50km/h. The experimental 

results for the cross-layer FEC schemes using one GOP for optimization are shown in Figs. 14 

and 15. 

Our proposed S-IV scheme achieves a PSNR gain of more than 4 dB compared to the S-I 

and S-II schemes for  dB. It outperforms S-III scheme by more than 1 dB for  dB. 

In Figs. 14 and 15 and Figs. 12 and 13, the performance in a Rayleigh flat fading channel 

with Doppler shift is worse than in the AWGN channel, especially for scheme S-I which has no 

Raptor codes at APP. This is because BER decreases linearly in the Rayleigh flat fading channel 
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and exponentially in the AWGN channel, with increase in the instantaneous SNR [96]. When 

Es/No increases, the schemes with UEP Raptor codes at APP (S-III and S-IV schemes) achieve 

better performance than S-I scheme, which does not use FEC protection (Raptor codes) at APP. 

From Figs. 14 and 15, we also observe that the performance degrades more for faster mobile 

velocity (i.e., larger Doppler shift) because reliable channel estimation becomes difficult when 

faster variations are introduced in the radio channel.  

Figure  16: Average PSNR of the optimal and sub-optimal FEC scheme (S-IV) for Akiyo over 

Rayleigh flat fading channel with ,   MHz at speed of 5 km/h. 

Since Akiyo has considerably different values of , the proposed S-IV scheme 

designed by using Bus video's  values may be suboptimal for Akiyo. In order to study the 

effect of these CMSE variations in fading channel, we also design the S-IV scheme by using the 
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 values of Akiyo and compare its performance with its suboptimal version. The values of 

PSNRopt and PSNRsub which were obtained by using the optimized parameters of Akiyo and Bus 

video, are shown in Figure 16. The maximum PSNR degradation of the suboptimal scheme 

compared to the optimal scheme is about 0.35 dB at the channel SNRs of 1 dB, 2 dB and 3 dB, 

with only about 0.01 to 0.15 dB PSNR degradation at other channel SNRs. We can conclude that 

the performance of the proposed cross-layer FEC scheme is not very sensitive to the precise 

values of normalized CMSE in fading channel. We had a similar observation for AWGN 

channels in the previous section. 

4.5  Conclusions 

  Previously, the UEP FEC coding at PHY (without any FEC coding at APP) and cross-layer 

FEC schemes using EEP (or UEP) FEC coding at APP and EEE FEC coding at PHY have been 

used for video transmission over error-prone wireless channels. However, the joint optimization 

of cross-layer UEP FEC codes at both the APP and PHY for video transmission has not received 

due attention. We used the UEP Raptor coding at APP and UEP RCPC coding at PHY for robust 

H.264 video transmission over error-prone wireless channels. H.264 video slices were prioritized 

based on their contribution to video quality. We used a probability selection model for Raptor 

codes to provide UEP for H.264 video slices. Video slices of each priority class were encoded 

using independent Raptor encoders. We performed the cross-layer optimization to concurrently 

tune the FEC code parameters at both layers, in order to minimize the video distortion and 

maximize the peak signal-to-noise ratio (PSNR). We observed that the cross-layer UEP FEC 

scheme outperformed other FEC schemes that use the UEP coding at APP or PHY, including the 
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cross-layer FEC schemes, for different channel SNRs and bit rates for AWGN and Rayleigh flat 

fading channels. Further, we showed that our optimization works well for different H.264 

encoded video sequences, which have widely different characteristics. 
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5.0 CROSS-LAYER SCHEDULING SCHEME FOR VIDEO TRANSMIS-

SION OVER WIRELESS NETWORKS

5.1  Introduction 

  To provide better video streaming quality over wireless channels, various 

technologies have been employed such as scalable video coding [3, 97], error resilient coding 

[4, 98, 99], video transcoding [100, 101], packet scheduling [102, 107, 130], and playout 

adaptation [103-106]. Scheduling algorithms employed at the transmitter play a key role in 

determining the performance of wireless systems. Most of the initial work on scheduling 

schemes focused on maximizing throughput and optimizing system performance for non-real-

time and delay-tolerant traffic. For example, opportunistic schedulers for the problem of 

downlink scheduling were extensively studied in [108, 109], wherein a single transmitter at 

the base station is shared amongst multiple downlink users. Opportunistic scheduling entails 

exploiting multiuser diversity inherent in wireless systems due to fluctuating channels. 

However, such schedulers, being oblivious to packet deadlines, video data bit rate variations, 

and frame dependencies, perform poorly in the context of delay-sensitive video streaming. 

Therefore, network-adaptive video streaming techniques proposed in [109-111] have gained 

significant interest. They try to overcome fluctuations due to wireless link impairments by 

using controls at various layers of the transmitter and/or receiver. 

In a streaming media system, the client usually buffers the video data it has received 

in a playout buffer and begins playback after a short delay (known as the pre-roll delay) of up 

to several seconds [112]. Smoothing the video in this manner allows it to be transmitted in a 
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less bursty fashion and potentially simplifies operations such as resource allocation and 

improves network utilization [113, 114]. 

Adaptive streaming techniques are generally classified as either receiver-driven or 

transmitter-driven [110]. A receiver-driven technique that allows the streaming media client 

to control the playout rate of the decoder without the involvement of the transmitter was 

proposed in [115]. Depending on the video and the playout buffer fullness (amount of data in 

the playout buffer), playout interval variation from 25% up to 50% was considered. Though 

this reduces the probability of playout buffer underflow and overflow, noticeable artifacts can 

still occur in the displayed video. 

In the transmitter-driven techniques, rate-distortion (R-D) optimized packet 

scheduling techniques [102, 116, 117] are the state-of-the art. In every transmission 

opportunity, the rate is optimized for the scheduled media unit (a group of NAL units) to 

minimize the expected received video distortion by taking into consideration the transmission 

errors, retransmission delays, the decoding dependencies (frame types), and the channel bit 

rate constraint. It also includes selecting the media units to discard for a low channel bit rate 

constraint. The optimization problem is solved for an average channel by using the 

Lagrangian R-D formulation and is not designed to adapt and exploit the time-varying 

transmission rates supported by wireless links. Further, though the above schemes could 

show noticeable benefits by allowing adaptation to wireless link errors and retransmission 

delays, they require significant modifications in the streaming client and/or the streaming 

server [118, 119]. Our scheme focuses on solutions to schedule the video stream over a 

wireless link with time-varying bit rate, which requires insignificant modifications in the 

streaming server. At the same time, our scheduling solution provides improved video quality 

at the receiver by considering the relative importance of the frames and their delay bounds. 
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Transmission rates on the wireless links could vary significantly in every transmission 

time interval (TTI) due to impairments such as fading, and multi-user channel access 

characteristics [120, 121]. These changes in transmission rate impact the end-to-end delay of 

video frames. When the wireless link is slow and cannot support the video bit rate, 

compressed video frames fill up the post-encoding buffer eventually causing it to overflow 

and the frames to timeout. Meanwhile, frames are continuously played out at the client, 

causing the playout buffer to underflow and eventually causing an outage. Buffer underflow 

occurs when the number of frames in the playout buffer falls below a pre-determined 

threshold whereas an empty playout buffer results in an outage [105, 122, 123, 144]. 

Most of the existing transmitter-based scheduling schemes are based on the single 

layer coding of H.264/AVC [2] and propose modifications to the rate control module of the 

encoder. The scalable extension of H.264 enables encoding a high-quality video bit stream 

containing one or more subset bit streams [3]. This makes it attractive to be used in streaming 

applications. In this section, we propose a transmitter-driven scheduling algorithm which is 

aware of video packet importance and frame deadlines. It exploits the temporal and SNR 

scalabilities of a H.264/SVC compressed bit stream, and derives a subset (i.e., scalable) bit 

stream for transmission over a wireless link with time-varying bit rate. The subset bit stream 

provides graceful degradation in bad channel conditions. Our scheme uses a sliding-window 

based flow control at the post-encoding buffer of the streaming server. The flow control 

determines how many and which particular NAL units, from a window of temporal and 

quality layers, are to be scheduled for transmission during every TTI. The scheduled NAL 

units improve the received video quality for the available channel resources. The 

optimization problem of maximizing the expected received video quality is reduced to 
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maximizing the product of the normalized CMSE value with the inverse of the time-to-expiry 

(TTE) value. 

5.2  Related Work 

  Kang and Zakhor [124] proposed a packet scheduling algorithm for streaming an 

MPEG-4 compressed video over wireless channels with dedicated fixed bandwidth, fixed 

round trip time, and known channel bit error rate. Different deadline thresholds were assigned 

to video packets based on their importance. The importance of a video packet was determined 

by its relative position within the GOP and its motion texture context. Packets with the 

nearest deadline were transmitted first. 

A packet selection algorithm for adaptive transmission of smoothed and layered video 

over a wireless channel was discussed in [125]. Before transmitting a packet from the current 

video layer, the scheme proposes to compute the minimum success probability of the next 

higher priority layer among all the remaining frames. Depending on whether this value is 

greater than a pre-determined heuristic threshold, the packet from the current layer could 

either be transmitted or discarded. This is done to maintain similar video quality among the 

transmitted frames. However, the complexity involved in determining the minimum success 

probability increases as the number of frames increases. Further, a time-varying channel 

makes it infeasible to compute the success probability for a large number of remaining 

frames. 

Hung et al. [144] proposed a scheduling scheme based on an active and passive 

playout adaptation in the receiver buffer. The active playout tries to smooth the video playout 

by slowly varying its rate in order to overcome bad channel conditions. The passive playout 

kicks in during serious congestion and the smallest possible playout rate is employed at the 
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receiver buffer. Playout interval variations of up to 50% are considered depending on the 

video content. However, the playout adaption is still limited in efficiently delivering video 

packets over a time-varying wireless link and in avoiding playout interruptions. Hence, a 

deadline-aware packet scheduling scheme is also considered at the transmitter which discards 

the packets of the frames which have missed their playout deadline. It also uses different 

numbers of retransmissions for packets belonging to different priority frames and schedules 

the new packets and the packets to be re-transmitted within channel bit-rate constraints. The 

scheme does not fully avoid playout buffer outage. 

Chen et al. [145] studied an adaptive video scheduling scheme in a Markov decision 

process (MDP) framework at the transmitter, which requires the knowledge of instantaneous 

playout buffer status and channel conditions at the receiver. However, the scheduling policy 

is derived offline and thus is not adaptive to channels with time-varying bit rate. A state space 

reduction technique is proposed to limit the complexity of the MDP. The scheduling scheme 

works on a window of frames to be decoded at the receiver. The window size provides a 

tradeoff between the optimality and complexity of the scheduling scheme. 

A priority-based media delivery scheme is discussed by [126] for the pre-buffering 

and re-buffering in the receiver playout buffer to overcome channel interruptions. The 

H.264/SVC bit stream is divided into three priorities. The scheduling scheme buffers more 

high priority data in the playout buffer. This results in pre-buffering the data for a longer 

playback time compared to the earliest deadline first (EDF) scheme [142]. The scheme has 

been proposed for both real time protocol (RTP) and hypertext transfer protocol (HTTP) 

based streaming. 

In order to reduce the impact of network bandwidth fluctuation, an adaptive priority 

ordering algorithm for H.264/SVC bitstreams is proposed in [127]. It arranges the coding 
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layers (i.e. spatial, temporal, and quality scalability) according to their R-D tradeoff within a 

GOP so that the transmitted video quality can be preserved over dynamic bandwidth 

conditions. 

Stockhammer et al. [118] derived the required initial buffering delay and the receiver 

buffer size to avoid playout interruption due to buffer underflow or video packet loss due to 

buffer overflow while streaming a MPEG-4 encoded variable bit rate video. The conditions 

were derived for a wireless channel with known packet success probability and for pre-

encoded video streams. The problem is solved in the framework of the leaky bucket 

algorithm in the hypothetical reference decoder or video buffering verifier at the receiver. 

Recently, Chen et al. [119] described the strict conditions guiding an x264 encoder to 

design a bandwidth adaptive rate control for the first time. The rate control in [119] derives 

an upper and lower bound for the target frame size and the corresponding tightest bounds on 

the encoder and decoder buffer sizes subject to a strict end-to-end delay over a fast time-

varying channel. The encoder then fixes the size of the frame to the average of the upper and 

lower bounds. The scheme depends on the accuracy of channel estimation at the transmitter. 

It may cause large variation in bits allocated to different frames, resulting in inconsistent 

video quality due to the emphasis on a strict end-to-end delay bound over a fast time-varying 

channel. Further, the rate control does not take into account the importance of the frame and 

the error propagation it may cause (due to the allocated quantization parameter value) at the 

receiver. To limit the variation in quality from frame-to-frame, accurate R-D models [128, 

129] are required to estimate the target frame size for a targeted quality along with some R-D 

optimization. This has been ignored in [119] since the emphasis of choice on best rate points 

may cause large delay jitter. 
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Dua et al. [130] proposed a channel, deadline, and distortion aware scheduling 

scheme for streaming H.264/AVC compressed videos to multiple video clients in a wireless 

communication system. The scheduling problem was studied in a DP framework to minimize 

the aggregate distortion cost incurred over all receivers. The scheme showed significant 

PSNR gains over benchmark multi-user scheduling schemes such as the round robin, EDF, 

and best channel first schemes. Distortion for every video packet in a frame was computed as 

the MSE contributed by its loss. The packets of a frame were then ordered for scheduling 

based on their distortion. Scheduling was carried out for the packets of a single head-of-line 

frame of all users at a time, under the assumption that except for the first I-frame, all the other 

frames in the video are of equal importance. This ignores the fact that video frames contribute 

different levels of distortion based on their scene complexity, motion level, and type (I, P, 

and B). 

A MDP framework in [131] was used for cross-layer optimization of scheduling at the 

post-encoding buffer of a video server, the packet size and scheduling at the MAC layer of 

the base station, and MAC receiver buffer at the client. The scheme derives a foresighted 

control policy (i.e., the optimal value function) and the optimal policy (set of actions) by 

using the value iteration algorithm over a constant bit rate BSC. Due to the large 

dimensionality of the problem, a strong quantization of the values was considered by the 

different states. The evaluation of the transition probabilities was done offline using the 

training video sequences. The authors resort to learning techniques, such as reinforcement 

learning, in order to estimate the optimal policy and also suggest updating the entries of the 

transition matrix online at each time instant. However, this is not realistic because the base 

station needs to simultaneously coordinate with the video server and the wireless video client 

to differentiate bad policies from good ones in real-time and eliminate them. For streaming 
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applications, it will degrade the video quality until the learning is finished. Moreover, the 

reward matrix cannot consider the immediate effect of a selected set of actions on video 

quality and only has to use the video quality determined at the source. The framework also 

does not consider the frame delay constraints normally associated with scheduling in 

streaming applications. The foresighted control policy in [131], maximizing some long-term 

discounted sum of rewards linked to the video quality, achieved considerable PSNR gains 

compared to the short-term myopic policy in [132], which maximizes the immediate reward 

without paying attention to the consequence the current decision may have on future rewards. 

The problem of joint adaptive media playout control at the receiver and video motion-

aware packet scheduling across the APP and MAC layers at the transmitter was formulated in 

a MDP framework by [132]. It employed an online reinforcement learning approach with a 

layered real-time DP algorithm for adaptive video transmission. In addition to the parameters 

in [131], it also considered the modulation and coding options, provided by the PHY layer in 

the 802.11a standard, in the set of actions and states. It preemptively varied the playout speed 

of scenes, based on the motion intensity, to reduce the perceptible effect of playout speed 

variation. However, the high computational complexity of this scheme makes it unsuitable for 

real-time delay-sensitive streaming. 

Li et al. [105] proposed an MDP-based joint control of packet scheduling at the 

transmitter and content-aware playout at the receiver, in order to maximize the quality of 

video streaming over wireless channels. They also proposed a content-aware adaptive playout 

control (i.e., slowdown) that considers the video content (i.e., motion characteristics in 

particular). This scheme improved the quality of the received video with only a small amount 

of playout slowdown which was mainly placed in low-motion scenes where its perceived 

effect is lower. 
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5.3  Methods, Assumptions and Procedures 

5.3.1 System Model 

5.3.1.1  Scalable Video Coding 

  The coded video data of H.264/SVC [3] are organized into NAL units, each 

containing an integer number of bytes. NAL units are classified into video coding layer 

(VCL) NAL units, which contain coded slices or coded slice data partitions, and non-VCL 

NAL units, which contain associated additional information. The most important non-VCL 

NAL units are parameter sets and Supplemental Enhancement Information (SEI). The pre-roll 

delay and the playout rate are communicated by the streaming server to the client through the 

SEI [118, 119, 133]. 

We use hierarchical prediction with a structural encoding/decoding delay of zero [3] 

as shown in Figure 17(a). The temporal enhancement layers are coded as unidirectionally 

predicted P-pictures. The darkest colored frames belonging to temporal layer  are encoded 

as key pictures to limit the distortion propagation within a GOP. Our scalable bitstream 

contains  temporal layers (where  is the cardinality of the set ) with a maximum frame 

rate of  fps (e.g., 30 fps). The GOP size is then computed as . The figure has 

 and GOP size of 8. 

We consider medium-grain scalability (MGS) for SNR scalability. Our scalable 

bitstream contains  quality enhancement layers. Every frame is identified with its index 
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which could be ;  being the last frame index of the sequence. A NAL unit 

belonging to a frame  and quality enhancement layer  is identified as . The base 

layer (BL) NAL unit of frame  is identified as  with . Figure 17(b) shows the 

motion-compensated prediction dependency between the layers for a GOP size of 4. A 

vertical arrow denotes a spatial prediction signal from the lower layer being used in the upper 

layer reconstruction. A non-vertical arrow denotes a lower temporal layer being used in the 

motion-compensated prediction of a higher temporal layer. Together, they determine the error 

propagation path spatially and temporally. We use a MGS vector  to divide the 

integer transform coefficients into three quality enhancement layers [134, 143]. 

(a) 

(b) 
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Figure 17: (a) Hierarchical prediction structure, and (b) motion-compensated prediction 

for MGS layers with key pictures. 



Our proposed algorithm uses the CMSE to determine the importance of the VCL 

NAL units. CMSE values consider the error propagation due to the lost NAL units and are 

evaluated at the streaming server. CMSE is computed using Equation (1) in Section 3. Figure 

18 shows the average R-D characteristic curves for a 480p ( ) video, Table Tennis, 

compressed using the H.264/SVC codec JSVM 9.8 [134], and using MGS with 

and . Every quality layer is represented by a single non-

truncatable NAL unit. When the BL of a frame expires, we perform frame copy concealment 

in the decoder. The y-axis in Figure 18 shows the average distortion (CMSE or IMSE) and 

the x-axis shows the average bit rate up to a particular temporal layer and quality layer. For 

example, the four R-D points for temporal frame  correspond to the BL and three quality 

enhancement layers with corresponding cumulative bit rates of 406, 763, 952, and 1156 

Kbps. Similarly, for temporal frame , the R-D points correspond to the BL and three 

quality enhancement layers with corresponding cumulative bit rates 593, 1371, 1691, and 

2022 Kbps. Maximum video quality is achieved if all the temporal and quality layers are 

decoded at 2022 Kbps. Similar R-D behavior was observed for other test sequences. 
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Figure 18: Average R-D characteristic curves in terms of (a) CMSE, and (b) IMSE for 

different temporal and quality layers.  

5.3.1.2  Video Streaming System 

  We consider a wireless video streaming system which consists of a streaming server 

at the transmitter, a wireless channel, and a streaming client at the receiver as shown in 

Figure 19. In streaming applications, the video server rather than the encoder decides the rate 

at which the frames are input into the post-encoder buffer [118, 119]. Hence, the variable bit 

rate scalable media stream is characterized by a frame duration  and a sampling curve 

. The sampling curve of the video sequence represents the overall amount of data 

(measured in bits) delivered into the post-encoder buffer by the video server up to time . The 

sampling curve of the channel indicates the overall amount of video data transmitted up to 

time . The sampling curve is monotonically increasing and has a staircase characteristic. 

Figure 20 shows the sampling curve for the 480p Table Tennis video considered in Section 
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5.3.1.1 at  seconds, i.e., for video frames being delivered into the post-encoder buffer 

at 30 fps. The sum average bit rate for all the layers is 2022 Kbps. The non-uniform nature of 

the jump in the staircase pattern of the video sampling curve is attributed to its bursty nature, 

i.e. frames with highly fluctuating sizes arrive at a constant interval of . The arrival of a 

frame belonging to temporal layer  into the post-encoder buffer results in a steeper jump in 

the Table Tennis sampling curve in Figure 20(b). Figure 20(a) also illustrates two sampling 

curves for channels supporting different outgoing video bit rates of 1 and 3 Mbps. 

Figure 19: Video streaming system. 
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(a) (b) 

Figure 20: (a) Sampling curve for Table Tennis , and outgoing video bits supported 

by the channel, (b) close up of the sampling curve between =15 sec and =16 sec. 

  Frames buffered in the post-encoder buffer have fixed frame deadlines. Frame 

deadline is the time instant at which the frame is expected by the client for decoding and 

depends on the pre-roll delay and playout rate allowed at the decoder [111]. All the NAL 

units of a frame have the same deadline. The pre-roll delay depends on the initial number of 

frames stored in the playout buffer and the playout rate [14, 109, 110, 115-117]. If  frames 

are initially buffered at the receiver, after which it starts decoding and playing them out at a 

rate of  fps, then the resulting pre-roll delay is  seconds. The decoder at the client starts 

decoding at time . The deadline of a frame  in the post-encoder buffer of the video 

server will then be . This is the time at which the client's decoder fetches 
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the frame  for decoding. If the frame  is not available, then the decoder conceals it 

using frame copy. Figure 21 illustrates the video streaming timing diagram for a pre-roll 

delay of  frames. It shows the times at which the video server begins to transmit the 

frames in the post-encoder buffer and the times at which they are completely received at the 

video client. For example, the video server begins transmitting the first frame, belonging to 

temporal layer , at time . The first frame is completely received by the video client at 

time  (with  being the resultant delay). The video server begins the transmission of 

the second frame, belonging to temporal layer , at time . Here, we have ignored the 

propagation time. The pre-roll condition of  is satisfied when the third frame, belonging 

to temporal layer , is received at the video client at time . The receiver then starts the 

decoding process at time . The video client expects the fourth frame to be available for 

decoding by , which is its frame deadline. The TTE value of a NAL unit is the 

time duration between the current time and its frame deadline. For example, the current time 

at which the fourth frame is scheduled in Figure 21 is and its TTE is equal to 

. The TTE of a frame should at least be equal to the time required to transmit 
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one NAL unit of the frame. If some NAL units of the frame were unable to reach the client 

within their TTE, then they would expire causing them to be discarded from the post-encoder 

buffer. The deadlines of the fifth ( ) and sixth ( ) frames are also marked on the 

transmission time axis of the video server and the receive time axis of the video client. 

Figure 21: Video streaming timing diagram.  

5.3.1.3  Wireless Channel 

  We are interested in capturing the time-varying nature of the wireless channel, 

whether it is IEEE 802.11, cellular, or home environment, where the available resources are 

distributed among multiple users and multiple applications. We model the wireless channel as 

a first-order ergodic Markov chain with  states, and  denotes its state 

space [126, 136, 145]. The corresponding video bit rates supported by the states are denoted 

by . The channel state supporting the lowest bit rate  is , and  is 

the state supporting the highest bit rate . Let  be the state transition 
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probability from channel state  to , and  be the steady-state probability of state . We 

assume that transitions only happen between adjacent states, i.e. , if . The 

duration of each channel state is equal to one TTI and the constraint on the total number of 

video bits that can be transmitted in channel state  is . The TTI is considered to be 

a multiple of frame time, for example 100ms  3 frame time at  fps. 

The estimation of the parameters of the Markov model is an important issue. Several 

studies [136-138] have estimated these parameters from empirical data for some typical 

environments. Moreover, [120, 121] elaborate on how first-order ergodic Markov chains with 

different numbers of states can be used to represent a fading channel. 

5.3.2  Problem Formulation 

5.3.2.1  EDF-based Scheme 

  In existing video transmission systems, packets are transmitted in the same order as 

they are played out at the receiver. Recent schemes [71, 105, 118, 126, 135, 143-145] have 

also adopted the EDF [142] motivated scheduling of compressed scalable video for streaming 

applications. The EDF-based scheme transmits the BL NAL unit followed by the higher SNR 

layer NAL units of the frame  with the nearest deadline. The NAL unit of a frame is 

scheduled only if it can reach the decoder before the frame deadline and this depends on the 
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supported outgoing video bit rate . If the BL NAL unit  expires, the whole frame  is 

dropped. 

The limitation of the EDF-based scheme becomes evident during persistent bad 

channel conditions. Even when the channel supports the lowest outgoing video bit rate , 

the EDF-based scheme continues to transmit the higher SNR layers of the unexpired frame. 

This can cause subsequent frames in the post-encoder buffer to be delayed and eventually 

expire. Though continuous frame losses are concealed using frame copy, they can severely 

degrade the received video quality. The EDF-based scheme does not consider the importance 

of different temporal layers and their contribution to distortion. 

5.3.2.2  CMSE-based Scheme 

  We try to minimize the expected received video distortion under the constraints of 

video frame deadlines, and outgoing video bit rates supported by the channel. The CMSE 

distortion contributed by a NAL unit  in frame , belonging to a temporal layer in  and 

spatial layer , is  and is computed using Equation (1) in Section 3. The size of the 

NAL unit is  in bits. Suppose  frames were allowed to be buffered at the receiver (pre-

roll of  seconds) after which the receiver started decoding at time . Then at the current 
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time , the TTE of the NAL unit,  in frame , scheduled to be sent over a channel 

with state  is computed as 

(29) 

If the TTE becomes less than the time required by the NAL unit to reach the decoder, 

then all the higher SNR layer NAL units in frame  are also discarded along with it. At 

the current time  and channel state , the TTE of a frame  must satisfy 

for the transmission of its NAL unit . Here,  is the time required to transmit the NAL 

unit  in the channel state . 

Since the video characteristics and channel rate vary over time, we propose a sliding-

window flow control scheme. The algorithm determines which NAL units from a window of 

 frames should be scheduled for transmission. The window contains the BL and SNR 

layer NAL units belonging to unexpired frames which have to be scheduled in the current 

TTI. When the channel state supports a low outgoing rate then not every NAL unit in the 

window can be scheduled during the current TTI. Some higher quality layer NAL units which 

have not expired and were not scheduled in the current TTI remain in the window and get 

carried over to the next TTI. This increases the number of frames and NAL units to be 

scheduled. 
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The flow control optimization is carried out over the window of unexpired 

frames during every TTI to find the set of NAL units  and their scheduling order which 

minimizes the expected received video distortion under the constraint of the outgoing rate. 

The set of all NAL units  which forms the search space has a size  and the size 

of the solution set is . The search space  and solution set  contain 2-tuple 

elements (frame index, SNR layer id), for example , where  could be , 

and . The  scheduled NAL unit in the solution set  is accessed as , and . 

To minimize the expected received video distortion in the current TTI where the channel state 

is , we must find and schedule the set of NAL units  which maximizes the objective 

function formulated as 

(30) 

The above objective function assumes that a new TTI starts at the current time . The 

first constraint in Equation (30) ensures that only those NAL units are scheduled which can 

make it to the destination without expiring. The second constraint requires that all the NAL 

units scheduled in the current TTI must be supported by the rate  for the current channel 

Approved for Public Release; Distribution Unlimited. 
109



state . The unexpired NAL units belonging to the set  remain in contention to be 

scheduled in the next TTI. 

The scheduling problem in Equation (30) is a 0-1 knapsack problem [139, 140] in 

which each NAL unit is unique as an item, therefore making the number of such copies being 

selected either 0 or 1. For every item, which is a NAL unit , its distortion 

 represents the item value and its size  represents the item weight. The 

maximum weight supported by the channel is , which represents the number of bits 

that can be scheduled during that TTI. Each item also has an additional parameter in terms of 

its TTE value which must satisfy a lower bound (i.e., constraint  in Equation (30)) in 

order to be in contention to be selected. It is not feasible to solve the formulation in Equation 

(30) directly by exhaustive search [139, 140]. 

Solution using Dynamic Programming: We solve the optimization problem in Equation 

(30) using a DP approach which runs in polynomial time (in the number of NAL units 

scheduled and transmitted). In each iteration, we select one of the unexpired NAL units from 

the window of frames to be scheduled such that the cumulative sum of the CMSE 

values of the scheduled NAL units is maximum. Basically, the unexpired NAL units which 

are contending to be scheduled are ranked based on their CMSE contribution and the one 

with the highest rank is transmitted in each iteration. Further, when more than one NAL unit 

have the same CMSE, they are ranked depending on the temporal and SNR layers to which 
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they belong. This scheme gives a higher priority to the NAL units belonging to the lower 

temporal and SNR layers in the window. These NAL units are generally larger in size and 

usually contribute high CMSE distortion due to error propagation. 

Note that the NAL unit selected in each iteration is a unique solution due to the 

implicit constraint that the higher SNR layers of a frame cannot contend for selection if its 

lower layer has not yet been scheduled. Therefore, there will be a maximum of  NAL 

units contending in each iteration out of which one NAL unit is selected. Suppose  NAL 

units from index  to  have already been scheduled from the search space 

 in the current TTI (i.e., the size of the current solution set  is ). Further, say the NAL 

units contending for the current scheduling spot (index ) belong to a subset , 

whose size is . Then the  NAL unit is selected recursively as, 

(31) 

Equation (31) implies that the next step of the optimization process is independent of 

its past steps, thus forming the foundations of the DP solution. The computational complexity 

is greatly decreased to , depending only on the total number of NAL units scheduled 

in the TTI. The NAL unit selected in every recursion of Equation (31) is immediately 
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transmitted. This is a significant improvement over the exponential computational complexity 

of the exhaustive search algorithm. 

5.3.2.3  Proposed Scheme 

  The above CMSE-based scheme does not consider the size (in bits) and the TTE 

values to rank the contending NAL units. Many NAL units with a large CMSE value also 

have a large size. Scheduling such a NAL unit may cause more delay to the transmission of 

subsequent NAL units in the window. We propose a scheduling scheme which considers the 

importance of NAL units in terms of (a) the CMSE distortion contributed to the received 

video quality, (b) the size of the NAL unit in bits, and (c) the TTE of the NAL unit in 

seconds. 

We define a new parameter to rank every contending NAL unit 

 in the window  by combining these three parameters. At current time , the 

TTE of  will be  and it must satisfy . 

 is computed as 

(32) 
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In , the CMSE of the NAL unit divided by its size is its normalized 

CMSE value while its TTE is updated continuously as time  progresses. During every 

iteration of the DP solution, we simply transmit the NAL unit with the maximum 

 instead of transmitting the NAL unit with the maximum CMSE (shown in 

Equation (31)). 

Figure 22 illustrates a sample of the iterations of our proposed DP solution in a TTI. 

In Figure 22(a), frames  to  constitute the window of frames  which are considered 

for transmission during the current TTI. The frame TTE value increases from frame  to 

frame . The empty spaces in frames  and indicate the NAL units that were 

transmitted in the previous TTI. The leftover NAL units in frames  and  have been 

carried over to the current TTI. The new frames in the current window are , , and 

 and the window size is  frames. Figure 22(b) shows the window after four 

iterations. The additional empty spaces in the figure indicate the NAL units that have already 

been transmitted in the current TTI. Figure 22(c) shows the iterations corresponding to the 

NAL units transmitted in the current TTI. In each iteration, the lowest available SNR layer 

NAL unit of each frame in the window contend with one another for a scheduling spot. 

Among the contending NAL units, the one contributing the maximum parameter value 

(Equation (31)) is chosen for transmission. For example, the BL ( ) NAL unit of the 
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frame , , gets selected for transmission in iteration 1. In iteration 2, the first SNR 

layer NAL unit of frame , , comes into contention for a scheduling spot. However, 

the BL NAL unit of frame  gets transmitted in iteration 2, and the first SNR layer NAL 

unit of frame  is transmitted in iteration 3. During this period, frame  expired. The 

window size then decreases to only 4 frames, i.e.  to  as shown in Figure 22(b). In 

iteration 4, only four NAL units now contend against each other for a scheduling spot and the 

BL of frame  is scheduled to be transmitted. 

Figure 22: Sample iterations of our proposed dynamic programming algorithm over a 

window of frames at the video server.  
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5.4  Results and Discussion 

 We study the effect of the scheduled NAL units on the received video quality through 

simulations and compare the performance of our proposed approach to (i) the EDF-based 

scheduling scheme [142], which has also been used recently in [71, 143-145], and (ii) the 

CMSE-based scheme where the NAL units in the sliding-window are scheduled based only 

on their CMSE contribution. In the past, frame importance and motion-texture have been 

used to schedule the frames in non-scalable video streaming [124]. Recently, [22] also used 

CMSE to prioritize non-scalable NAL units within a GOP and schedule them in the 

decreasing order of priority. The CMSE-based scheme on scalable video is similar to [22, 

124]. Our proposed algorithm trades off the importance of the NAL units with their deadlines 

and determines the appropriate transmission order for the NAL units in the sliding-window. It 

significantly reduces whole frame losses and improves received video quality. 

5.4.1  Simulation Setup 

  This section evaluates the performance of the EDF-based, CMSE-based, and our 

proposed scheduling schemes. Two 480p ( ) resolution video sequences, Table 

Tennis and Stefan, are used in our experiments. They are encoded using H.264/SVC JSVM 

9.8 reference software [134] at a frame rate of 30 fps, for a GOP length of 8 frames, using 

hierarchical prediction with a structural encoding/decoding delay of zero as shown in Figure 

17. A GOP size of 8 gives four temporal layers, . MGS is enabled to 

achieve a fine level of SNR quality and the integer transform coefficients of every 
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transform block are split into three additional layers by using the MGS vector 

suggested in [134, 143]. Hence, we get four SNR quality layers . Decoding all 

the temporal and quality layers in Table Tennis and Stefan results in PSNR values of 35.2 dB 

and 34.8 dB, respectively. Tables 10(a) and 10(b) show the cumulative bit rates of the sub-

streams in Table Tennis and Stefan. For example, the bit rate of the BL in temporal layer 

in Table Tennis is 468 Kbps, and it includes the BL of temporal layer  from which it is 

temporally predicted. Similarly, the bit rate for the first quality enhancement layer of 

temporal layer  in Table Tennis is 1138 Kbps which includes its own BL as well as the BL 

and first quality enhancement layers of temporal layers  and . The video playout rate at 

the receiver is fixed at 30 fps. Four different pre-roll delay values of 0.1, 0.2, 0.3, and 0.4 

seconds are considered corresponding to 3, 6, 9, and 12 frames allowed to be initially 

buffered at the receiver before starting decoding. Each temporal layer has four NAL units 

corresponding to the four quality enhancement layers. The NAL unit sizes vary depending on 

the temporal and quality layers and the video content. Generally, the NAL unit size decreases 

from temporal layer  to , , and . Tables 11 and 12 show the average NAL unit sizes 

and average CMSE values. 
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Table 10: Bit rates (Kbps) of sub-streams of (a) Table Tennis and (b) Stefan 

(a) 

( ) 

q = 1 406 468 525 593 
q = 2 763 946 1138 1371 
q = 3 952 1177 1410 1691 
q = 4 1156 1422 1697 2022 

(b) 

( ) 

q = 1 506 697 901 1069 
q = 2 893 1324 1833 2354 
q = 3 1081 1594 2185 2785 
q = 4 1199 1743 2360 2995 

   The wireless channel is modeled as an ergodic Markov chain with three states good, 

medium, and bad. The state transition probability matrix 

with ,  being the bad channel state, and  being the good channel state [126, 

135, 143, 145]. We assume that transitions only happen between adjacent states, i.e., , 

if . The state probability vector at index  is 

computed using the recursive Chapman-Kolmogorov equation as . The 
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steady-state vector is computed by solving the system of equations 

 [141]. The steady-state probabilities of the three channel states are all 1/3. 

 The frames are read into the post-encoder buffer at 30 fps. The TTI value of the 

channel is set to 100 ms which is equal to a window of approximately 3 frames. The 

supported outgoing video bit rates, Ri, corresponding to the good, medium, and bad channel 

states for Stefan are 3000, 2100, and 1200 Kbps, and for Table Tennis are 2025, 1400, and 

800 Kbps. Monte-Carlo simulations were performed for 120 random channel realizations. 

Each channel realization contains multiple channel states of TTI duration. To verify that 120 

random channel realizations are a sufficient number, we generated two additional sets of 120 

realizations each and verified that the average output results were within 0.0005%. The EDF-

based, CMSE-based, and our proposed scheduling schemes are depicted in the figures as 

`EDF', `CMSE', and `Prop.'. 

Table 11: (a) Average NAL unit sizes (bytes) and (b) average CMSE values of Table Tennis 

(a) 

( ) 

q = 1 13522 1942 892 568 
q = 2 11907 3933 2221 1374 
q = 3 6302 1336 673 405 
q = 4 6791 1328 676 368 

(b) 

( ) 

q = 1 5845 2582 851 298 
q = 2 308 152 75 36 
q = 3 230 98 48 23 
q = 4 190 91 46 23 
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Table 12: (a) Average NAL unit sizes (bytes) and (b) average CMSE values of Stefan. 

(a) 

( ) 

q = 1 16882 6222 3354 1401 
q = 2 12903 7955 5027 2941 
q = 3 6265 2716 1342 659 
q = 4 3942 967 422 299 

        (b) 

( ) 

q = 1 10591 5626 2585 1022 
q = 2 288 175 95 44 
q = 3 211 106 52 26 
q = 4 177 92 48 25 

5.4.2 Evaluation of Average Goodput and Percentage of Expired Whole Frames 

  We first compute the goodput (defined as the ratio of the total video bits received to 

the total video bits in the sequence) for all the scheduling schemes. Figures 23(a) and 23(b) 

show the average goodput evaluated over 120 different channel realizations for Table Tennis 

and Stefan. The average goodput values for the EDF-based, CMSE-based, and proposed 

schemes differ only within 1.2%. Also the average goodput increases with pre-roll delay 

because more frames are allowed to be buffered at the receiver which increases the frame 

deadlines and TTE values of the NAL units in the post-encoder buffer. 
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(a)                                  (b) 

Figure 23: Average goodput of the EDF-based, CMSE-based, and proposed scheduling 

schemes. 

  A frame is completely lost if its BL NAL unit expires. Figures 24(a) and 24(b) show 

the percentage of expired whole frames averaged over 120 channel realizations, for Table 

Tennis and Stefan in the EDF-based, CMSE-based, and proposed schemes at different pre-

roll delays. The expired whole frames are discarded from the post-encoder buffer and 

concealed at the decoder by using frame copy. The CMSE-based scheme sends the most 

important NAL units belonging to the lower temporal and SNR layers and hence incurs a 

lower percentage of expired whole frames compared to the EDF-based scheme. However, it 

ignores the frame deadlines causing frames in higher temporal layers (e.g., T3) to expire. The 

proposed scheme achieves a very low percentage of whole frame losses because it considers 

the TTE value, CMSE contribution, and the sizes of the NAL units in the frame window. As 

the pre-roll delay increases, the percentage of expired whole frames decreases in all three 

schemes. As discussed earlier, a higher pre-roll delay results in higher frame deadlines and 

Approved for Public Release; Distribution Unlimited. 
120



NAL unit TTEs. This reduces the number of NAL units that expire, due to the increased 

transmission delays during bad channel conditions. 

(a)                                                (b) 

Figure 24: Percentage of expired whole frames in EDF-based, CMSE-based, and 

proposed schemes over 120 random channel realizations. 

(a) 
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(b) 

Figure 25: Percentage of expired whole frames in different temporal layers of EDF-based, 

CMSE-based, and proposed schemes over 120 random channel realizations. 

Figures 25(a) and 25(b) show the percentage of expired whole frames from different 

temporal layers in Table Tennis and Stefan, computed as a ratio of the number of frames in a 

temporal layer whose BL NAL unit has expired to the total number of frames in that layer, 

averaged over 120 random channel realizations. The EDF-based scheme discards a 

significantly higher percentage of frames belonging to the higher temporal layers  T2 and  T3 

as compared to the CMSE-based and proposed schemes. Since the EDF-based scheme 

considers only the TTE values of the NAL units during scheduling, transmission of the 

significantly larger frames belonging to T0 and  T1 cause the smaller sized frames belonging 

to  T2 and  T3 to expire. The CMSE-based scheme ignores the frame deadlines and only 

considers the CMSE values of the NAL units. From Tables 11 and 12, we observe that this 

scheme transmits the larger BL NAL units of lower temporal layers in the window causing 

more NAL units belonging to higher temporal and SNR layers to expire. Though the 
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proposed scheme considerably reduces the total number of expired whole frames, it incurs a 

slightly higher percentage of expired frames from T0 as compared to the CMSE-based and 

EDF-based schemes. Though the CMSE distortion contributed by a NAL unit in T0 is large, 

sometimes its size is also large causing its normalized CMSE to become smaller than other 

contending NAL units. This causes it to lose out to NAL units from higher temporal layers 

while contending for a scheduling spot. Table 13 shows the average normalized CMSE 

values for Table Tennis and Stefan derived from Tables 11 and 12, respectively. 

 Table 13: Average normalized CMSE values of (a) Table Tennis and (b) Stefan. 

(a) 

( ) 

q = 1 0.43 1.33 0.95 0.5 
q = 2 0.03 0.04 0.03 0.03 
q = 3 0.04 0.07 0.07 0.06 
q = 4 0.03 0.07 0.07 0.06 

         (b) 

( ) 

q = 1 0.63 0.91 0.77 0.73 
q = 2 0.02 0.02 0.02 0.02 
q = 3 0.03 0.04 0.04 0.04 
q = 4 0.05 0.1 0.1 0.1 

Next, we look at how the expired NAL units are distributed among the different 

temporal and SNR layers. 

5.4.3  Evaluation of Expired NAL Units 

  Figures 26(a) and 26(b) illustrate the percentage of NAL units expired in Table 

Tennis and Stefan, averaged over 120 random channel realizations. The percentage of expired 

NAL units decreases with increasing pre-roll delay in the three schemes. At every pre-roll 
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delay, more NAL units are discarded in the proposed scheme than in the EDF-based scheme, 

for both the sequences. The CMSE-based scheme has the highest percentage of expired NAL 

units among the three schemes. However, the goodput is almost the same for the three 

schemes as shown in Figure 23. In fact, more higher SNR layer NAL units expire in CMSE-

based and our proposed schemes, which is discussed in the next paragraph. As shown in 

Tables 11 and 12, these higher SNR layer NAL units are much smaller in size than the BL 

NAL units. Since both the CMSE-based scheme and our proposed scheme schedule the larger 

BL NAL units from the frame window more often, the NAL units belonging to higher SNR 

layers expire. 

Figure 26: Total percentage of expired NAL units in 120 random channel realizations for 

EDF-based, CMSE-based, and proposed schemes. 

Figure 27 shows the percentage of expired NAL units belonging to different SNR 

layers in Table Tennis and Stefan. Here, the second, third, and fourth quality enhancement 

layers are denoted as EL1, EL2, and EL3. Our proposed scheme has significantly reduced the 

percentage of expired BL NAL units and hence, also significantly reduced the distortion 

caused by complete frame loss as compared to the EDF-based scheme. However, this is 
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achieved at the expense of more smaller-sized NAL units belonging to the higher quality 

enhancement layers. In the CMSE-based scheme, more NAL units in EL1, EL2, and EL3 

expire than in our proposed scheme. This is because during every TTI the smaller-sized NAL 

units of higher SNR layers in the window fall behind in the scheduling order. For example, at 

a pre-roll delay of 0.2 seconds, almost 58% of NAL units in T3 expire in the CMSE-based 

scheme compared to 38% in our proposed scheme and 29% in the EDF-based scheme. The 

discarded NAL units belonging to the higher SNR layers EL1, EL2, and EL3 also include the 

events where they were discarded because the BL of that frame had expired. For example, at 

a pre-roll delay of 0.2 seconds for Table Tennis, 1% of the EL3 NAL units were discarded in 

our proposed scheme because the BL NAL units expired, an additional 25% were discarded 

when EL1 NAL units expired, and additional 8% were discarded when EL2 NAL units 

expired. Finally, only 3% had actually contended for a scheduling spot but failed. 

(a) 
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(b) 
Figure 27: Percentage of expired NAL units in different SNR quality layers from 120 

random channel realizations of EDF-based, CMSE-based, and proposed schemes. 

  Figures 28(a) and 28(b) show the percentage of expired NAL units from different 

temporal layers averaged over 120 random channel realizations. We observe that a greater 

percentage of NAL units expire from T0 in both the EDF-based and proposed schemes 

compared to the CMSE-based scheme. However, as shown in Figure 25 very few whole 

frames in T0 expire in all the three schemes, indicating that the expired NAL units belong to 

higher SNR layers of T0. On the other hand, a higher percentage of NAL units expire from  T2

and T3 temporal layers in the CMSE-based scheme. Figure 28 shows that for all temporal 

layers, the expired slices are comprised of few BL NAL units and significantly more NAL 

units belonging to the higher SNR layers. Tables 11 and 12 show that NAL units in T0 are 

much larger in size than the NAL units in T1, T2, and T3 layers and therefore, require more 

time to be transmitted. Also from Table 13 their average normalized CMSE values are 

usually smaller compared to the NAL units in T1, T2, and T3. Overall, our proposed scheme 
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achieves a trade-off by discarding fewer frames from lower temporal layers and relatively 

more frames from higher temporal layers. Similarly, it discards fewer BL NAL units and 

relatively more NAL units from higher SNR layers. 

(a) 

(b) 

Figure 28: Percentage of expired NAL units in different temporal layers from 120 

random channel realizations of EDF-based, CMSE-based, and proposed schemes.   
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5.4.4  Evaluation of Video Quality 

  Figures 29(a) and 29(b) show the average video PSNR for Table Tennis and Stefan, 

computed over 120 different channel realizations for each pre-roll delay. Our proposed 

scheme achieves a PSNR gain of 3.3 dB (for Table Tennis) at pre-roll delays of 0.3 and 0.4 

seconds and 5.4 dB (for Stefan) at a pre-roll delay of 0.4 seconds, over the EDF-based 

scheme. It also achieves PSNR gains of 2 dB (for Table Tennis) at pre-roll delays of 0.3 and 

0.4 seconds, and 1.5 dB (for Stefan) at a pre-roll delay of 0.2 seconds, over the CMSE-based 

scheme. The poor video quality of the EDF-based scheme is primarily attributed to the whole 

video frames being discarded in close proximity. To illustrate this, we plot the frame to frame 

performance of the EDF-based and proposed schemes in one of the 120 channel realizations. 

     (a) 

Approved for Public Release; Distribution Unlimited. 
128



(b) 

Figure 29: Average video PSNR of the EDF-based, CMSE-based, and proposed schemes 

over 120 random channel realizations. 

Figures 30(a), (b), and (c) show the number of SNR quality layers received for every 

video frame in the proposed, EDF-based, and CMSE-based schemes for a pre-roll delay of 

0.1 seconds. Figures 31(a), (b), and (c) show the same for a pre-roll delay of 0.4 seconds. If 

the reference frames belonging to , , and  layers are affected by expired NAL units, the 

distortion propagates to other frames in the GOP. When the number of SNR layers on the y-

axis is zero, it indicates that the whole frame has expired. Frames which only play out the BL, 

show only one SNR quality layer on the y-axis. 
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(a) 

(b) 
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(c) 

Figure 30: Per-frame video quality comparison between the proposed, EDF-based and 

CMSE-based schemes for Stefan at pre-roll delay of 0.1 s. 

(a) 
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(b) 

(c) 

Figure 31: Per-frame video quality comparison between the proposed, EDF-based and 

CMSE-based schemes for Stefan at pre-roll delay of 0.4 s. 
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5.5 Conclusions 

The EDF-based scheme dropped many frames in close proximity causing larger 

quality degradation. Also the EDF-based scheme showed large fluctuations in video quality, 

because some frames within the same GOP are completely discarded whereas some other 

frames have higher SNR layers scheduled. In our proposed scheme, for those GOPs in which 

complete frames were discarded, very few frames had their higher SNR layers scheduled. 

The CMSE-based scheme showed less fluctuation in video quality as compared to the EDF-

based scheme but it still discarded some whole frames in close proximity. Finally, we also 

observed that as we go from a lower to higher pre-roll delay, more higher quality SNR layers 

are delivered for the frames. 
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6.0 CONCLUSIONS AND FUTURE RESEARCH DIRECTIONS 

6.1 Conclusions 

The military networks need to transmit time-sensitive information for situational awareness 

purpose. These networks may contain a constellation of hundreds of aircrafts and UAVs 

transporting high speed imagery and real-time collaborative voice and video.  The wireless nodes 

should be capable of establishing connections with other node(s), whether airborne, in space, or 

on the surface, as needed. Lately, the full motion video has been widely adopted for situational 

awareness and surveillance.   

The challenge in military networks is to organize a low-delay, reliable, infrastructure-less 

wireless network in the presence of highly dynamic network topology, heterogeneous nodes, 

intermittent transmission links and dynamic spectrum allocation. Most of these challenges are 

not present in commercial networks which enjoy better infrastructure and more predictable 

traffic. Existing cross-layer network protocols do not take a holistic view of these challenges and 

focus on one or a few aspects of the problem. The data representation and QoS-aware, cross-

layer network protocols are key enablers in effectively deploying the military wireless networks. 

These network protocols should be closely integrated with the physical, data link and application 

layers. Specifically these protocols should consider the application and user QoS demands.  
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6.2 Contributions 

Three cross-layer protocols were developed for the transmission of delay-sensitive and 

prioritized data in wireless networks. These protocols considered the QoS issues at different 

network layers. We used the H.264 compressed video packets as an example of the prioritized 

and delay-sensitive data. A novel cross-layer scheme was developed, which minimizes the 

expected received video distortion by jointly optimizing the packet sizes at the APP layer and 

estimating their FEC code rates to be allocated at PHY layer for the bit-rate limited and noisy 

channels. The optimization was carried out by considering the source bit rate, packet priority, 

latency, channel bandwidth, and SNR. To reduce the delays, the scheme was also extended to 

work on each video frame independently by predicting its expected channel bit budget. We then 

developed a cross-layer FEC scheme, which jointly optimizes the UEP Raptor codes at APP 

layer and UEP RCPC codes at PHY layer for the prioritized video packets, in order to minimize 

the distortion for the given source bit rates and channel constraints. Both the above schemes are 

novel because existing cross-layer schemes do not consider the influence of the packet priority in 

distortion minimization. Both schemes outperformed existing schemes in literature and provided 

significantly better video quality over bit-rate limited and lossy wireless channels.  

Finally, a video slice CMSE and deadline-aware sliding-window based scheduling algorithm 

was designed, which exploits the temporal and SNR scalability of a H.264/SVC compressed bit 

stream for transmission over a wireless link with time-varying bit rate. This scheme effectively 

trades off the importance of the NAL units with their deadlines and determines a good 

transmission order for them. The proposed scheduling scheme reduced the whole frame losses by 
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taking into consideration the relative TTE of the NAL units, and thereby provided graceful 

degradation in bad channel conditions. 

6.3 Future Research and Recommendations 

In this research, we did not consider the use of directional antennas, energy consumption, 

and dynamic spectrum allocation. The directional transmission can be attractive in military 

networks because it reduces the interference from other nodes, saves energy, increases network 

throughput, and reduces the threat of detection and jamming. Similarly, designing the energy 

efficient protocols is beneficial in increasing node and network life-time. However, the use of 

these factors would significantly affect the performance of existing QoS-aware, cross-layer 

protocols, and bring several new limiting factors to the design of current protocols. It would, 

therefore, be interesting to investigate their impact on the performance of existing cross-layer 

protocols. The insights can then be used in designing the novel QoS-aware, cross-layer protocols 

which are energy efficient and use the directional antennas. 
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AF Air Force 

AIC Akaike Information Criterion 

AODV Ad Hoc On-demand Distance Vector Routing 

AOMDV Ad Hoc On-demand Multipath Distance Vector Routing 

APP Application Layer 

ARQ Automatic Repeat Request 

AVC Advanced Video Coding 

AWGN Additive White Gaussian Noise 

BER     Bit Error Rate  

BL Base Layer 

BPSK Binary Phase Shift Keying 

BSC Binary Symmetric Channel 

CBR Constant Bit Rate 

CIF Common Intermediate Format 

CMSE          Cumulative Mean Squared Error 

CRC Cyclic Redundancy Check 

CSI Channel Side Information 

DP Dynamic Programing 

DVB Digital Video Broadcast 

EDF Earliest Deadline First 

EEP Equal Error Protection 

EL Enhancement Layer  
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FEC Forward error correction 

FMO Flexible Macroblock Ordering 

GA Genetic Algorithm 

GLM Generalized Linear Model   

GOP    Group of Pictures 

HQIC Hannan-Quinn Information Criterion 

HTTP Hypertext Transfer Protocol 

IDR Instantaneous Decoding Refresh 

IMSE Initial Mean Squared Error 

JSVM Joint Scalable Video Model 

LAN    Local Area Network 

LTE Long Term Evolution  

LT Luby Transform 

MAC Medium Access Layer 

MB Macroblock 

MANET Mobile Ad-hoc Network 

MDP Markov Decision Process 

MGS Medium Grain Scalability 

MSE Mean Squared Error 

MTU Maximum Transmission Unit 

NAL Network Abstraction Layer 

OCRA Optimal Code Rate Allocation  

       PER  Packet Error Rate  
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PHY  Physical Layer 

PSNR             Peak Signal to Noise Ratio 

QoS      Quality of Service 

RCPC Rate Compatible Punctured Convolutional codes 

RD or R-D Rate Distortion 

RoHC Robust Header Compression 

RTP Real-time Transport Protocol 

SEI Supplemental Enhancement Information 

SNR     Signal to Noise Ratio 

TTE Time to Expiry 

TTI Transmission Time Interval 

UAV Unmanned Aerial Vehicle 

UDP User Datagram Protocol 

UEP     Unequal Error Protection 

VBR Variable Bit Rate 

VCL     Video Coding Layer 

VQM Video Quality Metric 

VSLR Video Slice Loss Ratio 
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