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Abstract. Robots are added to human teams to increase the team’s
skills or capabilities. To gain the acceptance of the human teammates,
it may be important for the robot to behave in a manner that the team-
mates consider trustworthy. We present an approach that allows a robot’s
behavior to be adapted so that it behaves in a trustworthy manner. The
adaptation is guided by an inverse trust metric that the robot uses to es-
timate the trust a human teammate has in it. We evaluate our method in
a simulated robotics domains and demonstrate how the agent can adapt
to a teammate’s preferences.
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1 Introduction

In some situations, like military or search and rescue operations, there are ad-
vantages to using robots to perform tasks instead of humans. These advan-
tages can be performance-based, if the robot has sensors or capabilities a human
does not, or safety-based, if the task would put a human at risk of injury or
death. Additionally, if the robot can perform these tasks autonomously or semi-
autonomously then human team members will be free to perform tasks for which
they are better suited.

Ideally, the agent controlling the robot should interact with its human team-
mates so that the team can successfully achieve their goals. This requires the
agent to perform any assigned tasks in a manner that builds trust with the
human operator (or operators) that assigns those tasks. By behaving in a trust-
worthy manner, the agent can ensure that it is not underutilized by its human
teammates since this could negatively influence the team’s performance or com-
promise their ability to achieve team goals.

Trustworthy behavior is not something that can be programmed into an agent
in advance since how humans measure trust may be task-dependent, change
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over time, or not be consistent among all human teammates [1, 2]. For example,
consider the task of navigating between two locations within a city. One human
might measure its trust in the agent based on how quickly it performed the task
regardless of how close it came to obstacles. However, another human might
prefer a slower approach that stays well clear of obstacles. In this example,
a behavior that increases the trust of one human would decrease the trust of
another. Agents operating in teams with humans should tailor their behavior
according to their team members’ preferences in order to promote trust.

For an agent to successfully behave in a trustworthy manner, it requires the
ability to estimate a human operator’s trust and modify its behavior accordingly.
The agent may not get explicit feedback from the human about its trust so any
trust estimation may be limited to using information based on how the human
interacts with the agent. However, without direct feedback from the human
operator, the agent will not know why its behavior is not trustworthy or precisely
how it needs to be modified. A primary motivation of our work is to examine
how an agent can use a knowledge-poor trust estimate to adapt its behavior.

In the remainder of this paper, we will examine how an autonomous agent
can modify its behavior in an attempt to increase the trust a human operator will
have in it. We refer to this as the inverse trust problem to distinguish our work
from traditional trust research that measures the trust an agent has in other
agents. In Section 2 we discuss how the agent estimates the trust the user has
in it, while Section 3 describes how that trust estimation can be used to modify
its behavior. We evaluate our behavior adaptation algorithm in a simulated
military environment in Section 4. Our study determined that the agent is able
to adapt its behavior to a variety of simulated operators and perform behaviors
that would be considered trustworthy for each operator. We finish by examining
areas of related work in Section 5, discussing future research directions in Section
6, with concluding remarks in Section 7.

2 Inverse Trust Estimation

To act in a trustworthy manner, the agent requires knowledge about the trust
that a human operator has in it. However, this trust information is internal to
the human and is not directly observable by the agent. Traditional research on
computational trust has focused on measuring the trust an agent has in other
agents [3]. This includes measuring trust in agents as a function of their prior
interactions or inferring how trustworthy an agent is based on feedback from
peers [4]. In contrast, we define and examine an inverse trust estimate that
allows an agent to measure the trust that another agent has in it.

One way to obtain this inverse trust information would be to directly query
the human operator about the agent’s trustworthiness while the task is being
performed [5] or after the task has been completed [6, 7]. However, these ap-
proaches might not be practical in situations where the time and focus of the
human operator is limited (e.g., a military operation). These time-sensitive situ-



ations require the agent to use observable information to estimate the operator’s
trust in it.

The trust between humans and robots/agents can be influenced by a variety
of factors that can be grouped into three main categories [8]: robot-related factors
(e.g., performance, physical attributes), human-related factors (e.g., engagement,
workload, self-confidence) and environmental factors (e.g., group composition,
culture, task types). Various studies have shown a correlation between these
factors and human-robot trust, but the factors that are the strongest indicator
of trust are related to robot performance [9]. Given this, we will focus on robot
performance when estimating an operator’s trust.

Kaniarasu et al. [10] have used a real-time inverse trust measure based on
robot performance and found it aligns closely with estimates from having human
operators complete a trust survey. The metric computes the trust estimate using
the number of times the operator warns the agent about its behavior and the
number of times the operator takes control of the robot from the agent. We will
use a modified version of this metric to allow the agent to continuously evaluate
its behavior and modify its behavior accordingly.

The inverse trust metric we use is based on the number of times the agent
is interrupted [11] while performing a task. An interruption occurs when the
human operator tells the agent to stop what it is currently doing and issues
a new command. The agent infers that any interruptions are a result of the
operator being unhappy with the agent’s performance, whereas if the agent can
complete the task without being interrupted it infers the operator was satisfied
with its behavior. The interruptions could also be a result of a change in the
operator’s goals but the agent works under the assumption that those types of
interruptions will be relatively rare.

Rather than attempting to compute a numeric trust value, our approach esti-
mates whether the human-agent trust is increasing (the agent is becoming more
trustworthy), decreasing (the agent is becoming less trustworthy), or remaining
constant. These trends are examined over time periods related to the agent’s
current behavioral configuration. For example, if the agent changes the way it
performs tasks at time tA (in an attempt to perform more trustworthy behavior),
the trust values will be calculated using only information from tA onward.

The trust between times tA and tB is calculated as follows:

TrustA−B =

n∑
i=1

wi × inti,

where there were n commands issued to the agent between tA and tB . If the ith
command (1 ≤ i ≤ n) was interrupted it will decrease the trust value and if it was
completed without interruption it will increase the trust value (inti ∈ {−1, 1}).
The ith command will also receive a weight (wi = [0, 1]) related to the robot’s
behavior (e.g., a command that was interrupted because the robot performed a
behavior slowly would likely be weighted less than an interruption because the
robot injured a human).



3 Trust-Guided Behavior Adaptation

The inverse trust estimate is used by our agent to decide if its current behavior
is trustworthy, is not trustworthy, or it does not yet know. To perform this
decision, two threshold values are used: a trustworthy threshold (τT ) and an
untrustworthy threshold (τUT ). The following tests are used by the agent:

– If the trust value for a behavior reaches the trustworthy threshold (TrustA−B
≥ τT ), the agent will conclude it has found a sufficiently trustworthy behav-
ior. The agent will then use that behavior in the future when performing the
given task.

– If the trust value falls below the untrustworthy threshold (TrustA−B ≤ τUT ),
the agent will modify its behavior in an attempt to use a more trustworthy
behavior.

– If the trust value is between the two thresholds (τUT < TrustA−B < τT ),
the agent will continue performing the current behavior and evaluating the
operator’s trust.

The ability of the agent to modify its behavior, if it has determined the
current behavior is untrustworthy, is guided by the number of behavioral com-
ponents that it can modify. These modifiable components could include chang-
ing an algorithm used (e.g., switching between two path planning algorithms),
changing parameter values of its behaviors, or changing data that is being used
(e.g., using a different map of the environment). Each modifiable component will
have a set Ci of possible values that the component can be selected from.

If the agent has m components of its behavior that can be modified, its
current behavior B will be a tuple containing the currently selected value ci for
each modifiable component (ci ∈ Ci):

B = 〈c1, c2, . . . , cm〉

The agent will select new values for one or more of the modifiable components
when it modifies its behavior. The new behavior Bnew will be selected as a
function of the current behavior Bcur, all behaviors that have previously been
used for this operator (Bpast = {B′

, B
′′
, . . . }), the time it took the current

behavior to reach the untrustworthy threshold (tcur), and the time it took the
past behaviors to reach the untrustworthy threshold (Tpast = {t′ , t′′ , . . . }):

Bnew = selectBehavior(Bcur, tcur,Bpast, Tpast)

The time it took for a behavior to reach the untrustworthy threshold is used to
compare the various behaviors. A behavior B

′
that reaches the untrustworthy

threshold sooner than another behavior B
′′

(t
′
< t

′′
) is assumed to be less

trustworthy than the other.
The selectBehavior function (Algorithm 1) assumes that the set of possible

values for each modifiable component is ordered a priori. Initially, the most re-
cently examined behavior (and the time it took the behavior to be labeled as
untrustworthy) is added to the set of past behaviors (lines 1 and 2). The time



it took each past behavior to reach the untrustworthy threshold is examined to
find the maximum time (line 3) and the behavior that resulted in that maximum
time is retrieved (line 4). The behavior with the maximum time, along with the
other past behaviors, are mapped to a new behavior (Bmax × Bpast → Bnew,
line 5). More specifically, the modifyBehavior function accomplishes this map-
ping by performing a random walk (without repetition) to find a behavior that
requires the minimal number of changes from Bmax and does not exist in the
past behaviors.

Algorithm 1: Selecting a New Behavior

Input: current behavior (Bcur), past behaviors (Bpast), time of current
behavior (tcur), times of past behaviors (Tpast)

Output: new behavior (Bnew)

Function: selectBehavior(Bcur, tcur, Bpast, Tpast) returns Bnew;

1 Bpast ← Bpast ∪Bcur;
2 Tpast ← Tpast ∪ tcur;
3 tmax ← max(Tpast);
4 Bmax ← behavior(tmax);
5 Bnew ← modifyBehavior(Bmax,Bpast);
6 return Bnew;

4 Evaluation

In this section, we will examine if an agent that adapts its behavior using an
inverse trust metric can align with its operator’s preferences. To test this, our
evaluation involves a trust-guided adaptive agent that receives commands from
a simulated operator in a simulated environment. This section will describe the
simulation environment, operator, the task being performed and an evaluation
of the agent.

4.1 eBotworks

Our evaluation uses the eBotworks [12] simulation environment. eBotworks is a
multi-agent simulation engine and testbed that allows for multimodal command
and control of unmanned systems. It allows for autonomous agents to control
simulated robotic vehicles while interacting with human operators, and for the
behavior of the autonomous agents to be observed and evaluated.

We use a simulated urban environment (Figure 1) containing a number of
landmarks (e.g., roads) and objects (e.g., houses, humans, traffic cones, vehicles,
road barriers). The autonomous agent is responsible for controlling a wheeled
unmanned ground vehicle (UGV) and uses eBotwork’s built-in natural language



processing (for interpreting user commands), locomotion, and path-planning
modules. The actions performed by an agent in eBotworks are non-deterministic
(e.g., the agent is not able to anticipate the exact position of the UGV after
moving).

Fig. 1. Simulated urban environment in eBotworks

4.2 Simulated Operator

In this study we will use a simulated operator to issue commands to the agent.
The simulated operator assesses its trust in the agent using three factors of the
agent’s performance:

– Task duration: The simulated operator has an expectation about the amount
of time that the task will take to complete (tcomplete). If the agent does not
complete the task within that time, the operator may, with probability pα,
interrupt the agent and issue another command.

– Task completion: If the operator determines that the agent has failed or
will likely fail (e.g., the UGV is stuck) to complete the task, it will interrupt.

– Safety: The operator may interrupt the agent, with probability pγ , if the
robot collides with any obstacles along the route.

4.3 Movement

The task the agent will be required to perform involves moving the robot be-
tween two locations in the environment. At the start of each scenario, the robot



will be placed in the environment and the simulated operator will issue a com-
mand for the agent to move the robot to a goal location (with the constraint
that it is possible to navigate between the two locations). Based on the agent’s
performance (task duration, task completion, and safety), the operator will allow
the agent to complete the task or interrupt the agent. When the robot completes
the task, fails to complete the task, or is interrupted, the scenario will be reset
by placing the robot back to the start location and issuing another command.

Three simulated operators will be used:

– Speed-focused operator: The operator will prefer the agent to move the
robot to the destination quickly regardless of whether it hits any obstacles
(tcomplete = 15 seconds, pα = 95%, pγ = 5%).

– Safety-focused operator: The operator will prefer the agent to avoid ob-
stacles regardless of how long it takes to reach the destination (tcomplete = 15
seconds, pα = 5%, pγ = 95%).

– Balanced operator: The operator will prefer a mixture of speed and safety
(tcomplete = 15 seconds, pα = 95%, pγ = 95%).

Each of the three simulated operators will control the agent for 500 experimental
trials, with each trial terminating when the agent determines it has found a
trustworthy behavior.

The agent will have two modifiable components of its behavior: speed (meters
per second) and obstacle padding (meters). The speed relates to how fast the
agent will make the robot move and the obstacle padding relates to the distance
the agent will attempt to keep the robot from obstacles during movement. The
set of possible values for each modifiable component (Cspeed and Cpadding) are
determined from the minimum and maximum allowable values (based on the
capabilities of the robot) with fixed increments between those values. At the
start of each trial, the agent will randomly select (with a uniform distribution)
one speed value and one padding value as its initial parameters.

Cspeed = {0.5, 1.0, . . . , 10.0}
Cpadding = {0.1, 0.2, 0.3, . . . , 2.0}

The agent will use a trustworthy threshold of τT = 5.0 and an untrustworthy
threshold of τUT = −5.0. These threshold values were chosen to allow some
fluctuation between increasing and decreasing trust while still identifying trust-
worthy and untrustworthy behaviors quickly.

4.4 Results

The trustworthy parameters found by the agent for each operator are shown in
Figures 2, 3, and 4. Each dot represents the trustworthy parameters found by
the agent during a single experiment trial. Although 500 trials were performed
for each operator, fewer than 500 dots appear on each figure since some trials
converged to the same parameter values.



The speed-focused operator (Figure 2) causes the agent to converge to higher
speed values regardless of the padding while the safety-focused operator (Figure
3) results in higher padding values regardless of the speed. For the balanced
operator (Figure 4), we see that both the speed and padding must be high. The
results for all three operators fit with what we would intuitively expect their
preferred behavior to be.

The statistics for the parameters for each user are shown in Table 1. Addi-
tionally, this table shows the statistics when the parameter values are randomly
selected 500 times using a uniform distribution. Both the speed-focused and bal-
anced operator resulted in statistically significant increases in speed compared
to both the safety-focused operator and the random results (using a paired t-test
with p < 0.05). We also see that the speed-focused and balanced results show
a higher minimum speed than the safety-focused and random results. However,
we do not see a statistically significant difference for the padding results. This
occurs for two primary reasons. Firstly, the padding regions that were deemed to
be untrustworthy (padding < 0.4 for the safety-focused and balanced operator,
15% of the possible padding values) are smaller than the untrustworthy speed
regions (speed < 3.5 for the speed-focused and balanced user, 30% of the possible
speed values). As the untrustworthy regions decrease in size, so too will the in-
fluence on the mean values. Secondly, there were also untrustworthy large values
for the padding (padding = 2.0). These large padding values resulted in no pos-
sible paths the agent could take and were therefore deemed untrustworthy. Since
both low paddings and high paddings were found to be untrustworthy, there was
less influence on the mean value. However, when we examine the minimum and
maximum values we see that the minimums are higher for the safety-focused
and balanced operator, and the maximum is lower for all three operators. These
value ranges, rather than the mean values, are the biggest indicator of the differ-
ence between the various operators since they show that for each operator there
are certain values that are never converged to.

Table 1. The parameter value statistics for each operator

Minimum Mean Maximum Minimum Mean Maximum
Speed Speed Speed Padding Padding Padding

Speed-focused 3.5 6.0 10.0 0.1 1.0 1.9

Safety-focused 0.5 5.3 10.0 0.4 1.0 1.9

Balanced 3.5 5.9 10.0 0.4 1.0 1.9

Random 0.5 5.3 10.0 0.1 1.0 2.0

While these results fit with our expectations, there are regions that we would
expect to be trustworthy that are actually not. For example, both the speed-
focused and balanced operator have no trustworthy values when the padding
is 0.9. This is because that padding value results in a path to the goal that
is narrow in one region where it goes between two objects. This narrow region



causes the robot to slow down in order to navigate through it and that causes it
to exceed the time limit. Since the safety-focused operator does not have such
a strict time limit, it is able to take the time necessary to navigate through
this area and reach the goal. A padding value of 0.8 makes the possible path
large enough that the robot can easily navigate through it and a padding of 1.0
eliminates that possible path so the robot takes a slightly longer but much easier
path to the goal.

Fig. 2. Trustworthy behaviors for speed-focused operator

Similarly, the borders between trustworthy and untrustworthy regions (re-
gions where there are dots and regions where there are not) are not simple
thresholds based only on the parameter we would expect. For example, for the
safety-focused operator the boundary between the trustworthy and untrustwor-
thy region is not just based on the padding but also the speed. When the padding
is 0.4 the speed must be greater than 8.5 or less than 5.5 to be trustworthy (al-
though the lack of trustworthy trials in this region could be a result of a lack of
trials, further evaluation indicated that these values were untrustworthy). These
results show that even if we had a general idea about what behaviors would be
considered trustworthy by an operator there is still the possibility of a seemingly
trustworthy behavior being untrustworthy.

Table 2 shows the minimum, maximum and mean number of behaviors ex-
amined before a trustworthy behavior was found. The table also shows the per-
centage of trials that required no agent adaptation (the initial behavior was
already trustworthy). The balanced operator has the highest mean number of
adaptations required, whereas the safety-focused operator has the fewest. This



Fig. 3. Trustworthy behaviors for safety-focused operator

is what we would expect given that there are fewer trustworthy behaviors for the
balanced operator compared to the speed-focused and safety-focused operators.
This causes the agent to search more for a trustworthy behavior for the balanced
operator and evaluate more potential behaviors. One area of future work we wish
to address is reducing the number of behaviors that must be evaluated to find a
trustworthy behavior so the agent can become trustworthy more quickly.

Table 2. The number of behaviors examined for each operator

Minimum Maximum Mean No Adaptation

Speed-focused 1 126 20.3 64%

Safety-focused 1 19 2.8 76%

Balanced 1 126 27.0 47%

5 Related Work

The topic of trust has been explored in the human-robot interaction literature
with particular consideration given to how human-robot trust compares to the
more widely studied areas of human-human and agent-agent trust. These inves-
tigations have largely focused on the factors that influence trust [9] and how this
information can be used to design autonomous robots, form human-robot teams,



Fig. 4. Trustworthy behaviors for balanced operator

and facilitate communication among teammates. These studies have found trust
to be an important consideration for human-robot systems [13] since users may
underutilize an autonomous system if they do not have trust in it [1].

As we mentioned earlier, Kaniarasu et al. [10] have used an online, real-time
measure of inverse trust and later extended that measure to incorporate direct
feedback from the user [5]. In order to measure increases in trust, direct feedback
from the user is required so their approach would not be applicable given the
constraints of our domain. Saleh et al. [14] have proposed an inverse trust metric
that uses a collection of expert-authored rules to estimate trust. However, since
the rules are created in advance they may align with the author of the rules and
not the operator of the robot. Additionally, it may not be practical to create new
rules for every task or operator. Both of these approaches explore how trust can
be measured but, unlike our own work, do not use this information to change
the behavior of the agent.

Shapiro and Shachter [15] discuss why an agent with a reward function that
is similar to the utility of the user is desirable; it ensures the agent acts in the
interests of the user. They argue that this holds true even if it requires using a
less skillful but better aligned agent since a more skillful agent might inadver-
tently act in a manner contrary to the user. Their work involves determining
the underlying influences of the user’s utility and modifying the agent’s reward
function accordingly. Our work is similar in that we attempt to train the agent
behave in a manner that the user would prefer. However, we do not explicitly
model the reasoning process of the user.



Conversational recommender systems [16] use interactions with a user to
tailor recommendations to the user’s preferences. These systems make initial
recommendations and then iteratively improve those recommendations through
a dialog with the user. As the system learns the user’s preferences through feed-
back, a model of the user is continuously refined. In addition to learning a user
preference model, conversational recommender systems can also learn prefer-
ences for how the dialog and interactions should occur [17]. Similarly, search
systems have been developed that update their behavior based on a user’s pre-
ferred search results [18]. These systems use information from the links a user
clicks to infer their preferences and update search ranking accordingly. These
systems are similar to our own work in that they learn a user’s preferences but,
unlike our work, they learn the preferences for a single, predefined task.

Learning interface agents assist users when performing a task (e.g., e-mail
sorting [19], schedule management [20], note taking [21]). These systems observe
how users perform certain tasks and learn their preferences. Since these agents
are meant to be assistive, rather than autonomous, they are able to interact
with the user to get additional information or verify if an action should be
performed. Similar to conversational recommender systems, learning interface
agents are designed to assist with one specific task. In contrast, our agent does
not know in advance the specific task it will be performing so it can not bias
itself toward learning preferences for that task.

Preference-based planning [22] involves incorporating user preferences into
automated planning tasks. These preferences are usually defined a priori but
there has also been work to learn the planning preferences [23]. This approach
learns the probability of a user performing actions based on the previous plans
that user has generated. In our work, that would be the equivalent of having
the operator control the robot and provide numerous demonstrations of the task
before the agent attempted it. Such an approach would not be practical if there
were time constrains or if the operator did not have a fully constructed plan for
how to perform the task. For example, the operator might have preferences for
how a robot should move between locations but be unaware of a route the robot
should take.

Our work also has similarities to other areas of learning during human-robot
interactions. When a robot learns from a human, it is often beneficial for the
robot to understand the environment from the perspective of the human [24].
Breazeal et al. [25] have examined how a robot can learn from a cooperative
human teacher by mapping its sensory inputs to how it estimates the human is
viewing the environment. This allows the robot to learn from the viewpoint of the
teacher and possibly discover information it would not have noticed from its own
viewpoint. This is similar to our own work since it involves inferring information
about the reasoning of a human. However, it differs in that it involves observing
a teacher demonstrate a specific task and learning from that demonstration. In
our work, the human does not demonstrate or teach the learning agent (it only
corrects the agent’s behavior).



6 Discussion

We have shown that our agent is successfully able to adapt its behavior based
on an estimate of user trust, but several key areas of future work still exist. Our
evaluation focused on a single movement scenario. In the future we would like to
examine additional increasingly complex scenarios. These scenarios will involve
more complex tasks being performed by the agent and allow more components
of the behavior to be modified. This would demonstrate that our approach is
applicable to a variety of scenarios and is not biased to learning an operator’s
movement preferences.

As the complexity of the examined scenarios increases, it would be advanta-
geous to have a more intelligent agent adaptation algorithm. Our current algo-
rithm often examines a large number of behaviors before finding a trustworthy
one. It would be unlikely that a human operator would continue to use the robot
if extended periods of untrustworthy behavior occurred so the agent will need
to perform more efficient behavior adaptation. One possibility to decrease the
number of examined behaviors would be to leverage the results of previous be-
havior adaptations. The agent could identify if the current operator is similar to
one it has previously interacted with and modify its behavior accordingly (e.g.,
using case-based reasoning [26] to reuse previous adaptations). This would also
allow the agent to quickly modify its behavior when switching between tasks.
Similarly, it could identify relations among behaviors, find trends, or determine
which new behaviors would be most promising to explore. For example, the agent
might determine that there is a relation between increasing the speed and the
amount of time it takes for a behavior to be labelled as untrustworthy (and guide
its behavior search accordingly).

The inverse trust metric we have examined relied on limited interaction with
the user and was based exclusively on robot performance. This is beneficial when
there are limits on the amount of communication between the operator and the
agent (e.g., in time-sensitive situations) but may be missing out on important
information that could improve behavior adaptation. In future work, we would
like to examine a conversational interaction between the agent and operator that
allows an exchange of additional information and improves transparency. This
would also allow other aspects of human-robot trust to be included in the inverse
trust metric.

The inverse trust estimate makes an assumption that the operator may be
undertrusting the agent so trust should be increased. It does not take into ac-
count situations where overtrust may be occurring. To account for this, the agent
could continue to evaluate trust even when it has determined a behavior to be
trustworthy and occasionally perform an untrustworthy test behavior. If the op-
erator does not interrupt the agent, the agent could inform the operator that
overtrust is occurring.

When interruptions occur, our inverse trust metric assumes that they were
a result of robot performance. Instead, they could be a result of the operator
changing its goals and interrupting the agent so a new task can be performed. In
our future work, we would like to examine how the agent can reason about the



current goals and modify its behavior accordingly [27]. In these situations, the
agent should not conclude it was acting in an untrustworthy manner. Instead,
the agent could change its behavior to match the new goals.

7 Conclusions

In this paper we have presented an agent that is able to adapt its behavior in
an attempt to behave in a manner that promotes trust from its operator. The
agent uses an inverse trust estimate based on how often it completes tasks or
is interrupted and uses that metric to determine how much trust the operator
has in it. The agent can then use this trust estimate to conclude its behavior is
trustworthy or modify its behavior if it is untrustworthy.

We evaluated our approach in a simulated environment that involved con-
trolling a robot to move between two locations. We examined three types of
operators and found that the agent was able to modify its behavior to what we
would expect to be trustworthy for each operator type. Additionally, we found
that there were some behaviors that seem trustworthy but were actually not.
The agent was able to identify such behaviors and adapt accordingly.
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