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VAPOR PRESSURE DATA ANALYSIS AND CORRELATION 
METHODOLOGY FOR DATA SPANNING THE MELTING POINT 

 
 

1. INTRODUCTION 
 
 The vapor pressure of chemical warfare agents is closely related to persistence and 
whether a material represents a vapor threat to unprotected personnel. In addition, generation of 
vapor streams for testing of protection and detection equipment and inhalation toxicology 
requires a quantitative knowledge of the vapor-liquid equilibrium of these materials as a function 
of temperature. As a result, U. S. Army Edgewood Chemical Biological Center (ECBC) has 
maintained considerable interest and technical capability in the measurement of physical 
property data, including vapor pressure, for many decades. In the past, complementary 
experimental methods of principal interest used to measure vapor pressure included Knudsen 
effusion, differential thermal analysis (DTA), and isoteniscope.1-3   
 
 Knudsen effusion is usually performed at low pressures by precise measurement of the 
rate of mass loss of a material through an orifice of known area under vacuum inside a specially 
designed cell at a known temperature. This method requires the availability of a high-purity 
analyte material, which can be particularly difficult for materials of interest in chemical and 
biological defense applications. Another technical difficulty with the Knudsen effusion method is 
the inability to analyze the effusing specimen. If the effusing molecules are associated or 
conjugate species, the associated calculations will be adversely affected.   
 
 DTA is performed by heating a sample contained in a glass capillary into which a 
thermocouple has been inserted at a fixed pressure and measuring the temperature difference 
between the specimen and a reference thermocouple embedded in glass beads in a second 
capillary tube. The temperature difference is ascribed to vaporization of the sample from the 
capillary at the boiling point, and data analysis provides the boiling temperature at the specified 
pressure, that is, a reduced pressure boiling point for that material. DTA is restricted to higher 
temperatures and pressures (above about 200 Pa) and also requires access to a pure specimen.   
  
 The isoteniscope is a glass apparatus consisting of a reservoir to hold the specimen and 
an internal U-tube connected to an external manometer.  After the specimen is adequately 
degassed, the liquid menisci in the U-tube are brought to the same level and the pressure read on 
the manometer. The measurement is straightforward but the sample size required is relatively 
large, typically exceeding 10 grams, which is undesirable when working with chemical warfare 
agents.   
 
 More recent work has focused on a thermal analysis technique related to DTA, that is, 
differential scanning calorimetry (DSC). DSC is used for measuring data at high temperature and 
vapor saturation (or transpiration) at ambient temperatures. DSC work at ECBC closely follows 
the method prescribed by the American Society for Testing and Materials (ASTM) 
International.4 However, this method has been modified in order to extend the lower end of the 
range of applicability from the recommended 5 kPa to as low as 0.2 kPa.5,6   
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 Vapor saturation is also a variation of an accepted ASTM method7 and has been modified 
at ECBC to accommodate materials with a wide variety of volatilities, including the nerve agents 
sarin8 (GB) and VX.9 Vapor pressure data for higher volatility materials8,10,11 have been 
determined by simply measuring mass loss after purging a specially designed sample container. 
This version of the gravimetric method assumes no association of the evaporating species and is 
only useful for high-purity materials since the purged vapor is not analyzed. The measured data 
are converted to vapor pressure assuming ideal gas behavior. Quantitative analysis of the effluent 
by gas chromatography (GC) using direct injection of a known volume of effluent12 or a trap-
and-purge method has been used for less volatile materials9 and has the distinct advantage of 
being applicable to impure samples since the GC separates the components of the mixture prior 
to performing quantitative measurements. Other analysis methods, such as liquid 
chromatography-mass spectrometry, which may be particularly suitable for extremely low-
volatility and thermally labile materials, are currently under investigation. 
 
 In this report, we review the work of Penski by examining in detail the advantages and 
disadvantages of two commonly applied metrics for correlating experimental data.13 The metric 
used by Penski is the square of the difference in the logarithms of measured and correlated 
values. This analysis provides a result that is indistinguishable from a linear least squares 
treatment. A second method analyzed in detail is performed by minimizing the sum of the 
absolute values of the differences between the logarithms of the experimental and correlated 
values. The utility of a third metric based on difference between experimental and correlated data 
values squared is briefly addressed, also. 
 
 These metrics have been compared by analyzing three test data sets consisting of nine 
calculated data points each. Each artificial data set was modified by changing one data point in 
each set so it does not fit the pattern of the others: the first towards the high end of the 
temperature range, the second, in the middle, and the third towards the low end of the 
temperature range. These synthetic data sets are listed in Tables 1, 2, and 3, respectively. Our 
starting point for the accompanying analysis is the Antoine equation shown as eq 1.14  
 
 It has recently come to our attention that data measured on either side of the melting point 
for materials of interest15,16 need to be treated in a quantitative manner, and the methodology 
used to do so was not elaborated in Penski’s reports. We describe a methodology to treat such 
data herein. 
 
 
2. PROCEDURE   
  
 Three test data sets have been constructed based on the hypothetical Antoine equation 
shown in eq 1.  The first was altered by imposing an outlier data point in the high temperature 
range, shown in Table 1, the second with an outlier data point in the middle temperature range, 
shown in Table 2, and the third with an outlier data point in the low temperature range, shown in 
Table 3.   
 
 ln(VP/Pa)  =  a – b/(c + TK)  =  (22.0000 – 5000.00/(TK – 50.0000))                  (1) 
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where ln(VP/Pa) is the natural logarithm of the vapor pressure value in Pascal units, a, b, and c 
are Antoine equation correlation constants, and TK is absolute temperature in Kelvin. 
The Antoine constants in eq 1 are similar to the constants reported for a variety of analytes, 
particularly a series of nerve agent simulants.11 Several observations, or rules of thumb, related 
to the effects of changing the Antoine constants have been useful in the present work.  These 
include the following: 

• Increasing the Antoine equation a constant moves calculated vapor pressure values up 
on the standard plot of ln(VP) versus reciprocal absolute temperature. Decreasing the 
Antoine equation a constant moves calculated vapor pressure values down on the 
standard plot. 

• Increasing the b constant reduces the calculated vapor pressure values and causes the 
slope of the standard plot to become steeper (more negative).  

• The c value depends on the range of temperatures investigated and data scatter. For 
narrow temperature ranges, c may be zero, corresponding to a Clausius-Clapeyron 
equation. In this case, the standard plot (logarithm of vapor pressure versus reciprocal 
temperature) is a straight line. Usually, c values for extended data sets range between 
-40 and -80. 

• Positive c values are rejected on thermodynamic grounds, since a positive c value 
results in the standard plot having a positive curvature and the heat of vaporization 
decreasing with increasing temperature.   

• In cases where there is no significant difference between correlations derived using 
two (Clausius-Clapeyron equation) or three (Antoine equation) fit constants, we 
report the two-parameter correlation.    

Table 1. Test Vapor Pressure Data Set with High-Temperature Outlier (Bold Font) 

Temperature/ºC Temperature/K VPexpt/Pa VPcalc/Pa‡ Percent Difference* 

0 273.15 0.6660 0.6660 0.00 
20 293.15 4.206 4.206 0.00 
40 313.15 20.07 20.07 0.00 
60 333.15 76.82 76.82 0.00 
80 353.15 246.3 246.3 0.00 
100 373.15 683.6 683.6 0.00 
125 398.15 2076 2076 0.00 
150 423.15 5435 5435 0.00 

175 448.15 6302 12606 –50.01 
200 473.15 26472 26472 0.00 

*100 • (VPexpt – VPcalc)/VPcalc 
‡Based on eq 1  
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Table 2. Test Vapor Pressure Data Set with Mid-Temperature Outlier (Bold Font) 

Temperature/ºC Temperature/K VPexpt/Pa VPcalc/Pa‡ Percent Difference* 

0 273.15 0.6660 0.6660 0.00 
20 293.15 4.206 4.206 0.00 
40 313.15 20.07 20.07 0.00 
60 333.15 76.82 76.82 0.00 
80 353.15 246.3 246.3 0.00 
100 373.15 341.7 683.6 –50.01 
125 398.15 2076 2076 0.00 
150 423.15 5435 5435 0.00 
175 448.15 12610 12610 0.00 
200 473.15 26470 26470 0.00 

*100 • (VPexpt-VPcalc)/VPcalc 
‡Based on eq 1 
 

Table 3. Test Vapor Pressure Data Set with Low-Temperature Outlier (Bold Font) 

Temperature/ºC Temperature/K VPexpt/Pa VPcalc/Pa‡ Percent Difference* 

0 273.15 0.6660 0.6660 0.00 

20 293.15 2.103 4.206 –50.00 
40 313.15 20.07 20.07 0.00 
60 333.15 76.82 76.82 0.00 
80 353.15 246.3 246.3 0.00 
100 373.15 683.6 683.6 0.00 
125 398.15 2076 2076 0.00 
150 423.15 5435 5435 0.00 
175 448.15 12610 12610 0.00 
200 473.15 26470 26470 0.00 

*100 • (VPexpt-VPcalc)/VPcalc 
‡Based on eq 1 
 
 
 
3. RESULTS AND DISCUSSION 
 
 The three metrics addressed in this report are assessed by comparing how well they 
reproduce the fabricated data listed in Tables 1–3 and also comparing how they describe a real 



 

data set r
metrics, s
correlate
experime
natural lo
correlatio
squared, 
 
3.1 D
 
 A
and corre
after atte
correlatio
approach
Figure 1 
temperatu
weights h
 

Figure

 
3.2 L
 
 A
was evalu
data in T

recently obta
specifically,
d vapor pres
ental and cor
ogarithms of
on coefficien
and log-diff

Difference Sq

As pointed ou
elated values
mpting to co
on for the da
hed an unsati
and accomp
ure outliers w
higher value

e 1. Differen

Log Differenc

A log-differen
uated next. T

Tables 1–3.   

ained for thio
 the sums of

ssures, (2) th
rrelated vapo
f the experim
nts. These m
ference, resp

quared Analy

ut by Penski
s weights the
orrelate the d
ata in Table 1
isfactory lim

panying large
were affecte
s more than 

nce Squared 

ce Squared A

nce squared 
The fit was o

odiglycol. Th
f (1) the squa
he squares of
or pressures,
mental and co
metrics are re
pectively, in t

ysis of Vapo

, summing th
e higher data
data listed in
1 and abando

mit, that is, po
e positive c c
ed less by inc

lower value

Analysis for
Outlier (

Analysis of V

analysis usi
optimized us

5 

he comparis
ares of the d
f the differen
, and (3) the 
orrelated vap
ferred to as 
the followin

or Pressure D

he squares o
a values over
n Table 1.13 W
oned it after 
ositive curva
constant. As
cluding the o
es. 

r Data (Diam
Open Diamo

Vapor Pressu

ing the natur
sing the Anto

sons were pe
differences of
nces of the n
absolute val

por pressure
difference sq

ng discussion

Data 

of the differe
r the lower v
We were una
r observing th
ature of the s
s expected, d
outlier data p

monds) Cont
ond). 

ure Data 

ral logarithm
oine equatio

erformed by 
f experimen

natural logari
lues of the d

es, by adjusti
quared, log-
n. 

ences betwee
values and w
able to optim
that the optim
standard plo
data sets with
points since 

 
taining High

ms of the vap
on and comp

minimizing 
tal and 
ithms of the

differences o
ing the 
difference 

en experimen
was discarded
mize this 
mization rap
ot as seen in 
h lower-
this correlat

h-Temperatu

por pressure 
ared to the t

the 

f the 

ntal 
d 

idly 

tion 

ure 

data 
est 



 

 F
Figure 2,
underesti
data illus
the greate
of the ou
 

Figure 2

Table

or the data i
, was satisfac
imates the da
strated in Fig
er curvature 

utlier data po

2. Log-Differ

e 4. Optimize

n Table 1, w
ctory for the
ata points at 
gure 2. The r
of the plot s
int. 

rence Square

ed Correlatio

T/ºC 

0 

20 

40 

60 

80 

100 

125 

150 

175 

200 

ln(P

with the outli
e lower data,

125, 150, an
resulting Ant
shown in Fig

ed Analysis 
Outlier (

on for Data C
Difference

VPexpt 

0.666 

4.206 

20.07 

76.82 

246.3 

683.6 

2076 

5435 

6302 

26470 

P/Pa) = 20.22

6 

ier data poin
 but to accom
nd 200 ºC. T
toine equatio
gure 2 comp

for Data (Di
Open Diamo

Containing H
e Squared An

VPcalc 

0.651 

4.302 

20.72 

78.27 

244.3 

654.8 

1892 

4695 

10318 

20542 

249 – 4105/(T

nt at 175 ºC, 
mmodate the
Table 4 prov
on c value in
ared to eq 1 

iamonds) Co
ond). 

High-Tempe
nalysis 

% Differ

2.30

–2.24

–3.15

–1.85

0.81

4.40

9.72

15.75

–38.92

28.86

T – 74.4000)

the resulting
e outlier data

vides numeri
n Table 4, 74
as a result o

 
ontaining Hi

erature Outli

ence 

4 

5 

5 

5 

2 

6 

g fit, shown 
a, significan
c values for 
4.4000, refle
of the influen

igh-Tempera

er Using Lo

in 
ntly 

the 
ects 
nce 

ature 

g-



 

 
 A
middle o
correlatio
absolute 
which als
 
 

Figure 3

 
Table

 
A log-differen

f the data se
on equation 
value of the
so has the nu

3. Log-Diffe

e 5. Optimiz

T

1
1
1
1
2

nce squared 
t, is shown i
in an attemp
 c constant (
umeric value

erence Squar

ed Correlatio

T/ºC V

0 0.
20 4
40 2
60 7
80 2

100 3
125 2
150 5
175 12
200 26

ln(P/

analysis for
in Figure 3. T
pt to accomm
(-13.2551) co
es for the dat

red Analysis
Outlier (

on for Data 
Difference

VPexpt 

6660 
4.206 
20.07 
76.82 
246.3 

41.7 
2076 
5435 
2606 
6472 

/Pa) = 23.84

7 

r the data in T
This correlat

modate the ou
ompared to e
ta shown in 

 for Data (D
Open Diamo

Containing M
e Squared An

VPcalc 

0.7227 
4.065 
18.16 
67.28 
213.7 
596.7 
1854 
5018 

12109 
26554 

466 – 6282/(T

Table 2, wit
ation resulted
utlier data, a
eq 1, shown
Figure 2. 

Diamonds) C
ond). 

Mid-Temper
nalysis 

% Diffe

–7.
3.4

10.
14.
15.2

–42
11.
8.3
4.1

–0.

T – 13.2551

th outlier dat
d in a flatten
as evidenced
n at the botto

ontaining M

rature Outlie

ference 

85 
47 
54 
18 
27 
.74 
98 

31 
10 
31 

) 

ta point in th
ing of the 

d by the lowe
m of Table 5

Mid-Tempera

er Using Log

he 

er 
5, 

ature 

g-



 

8 

 A log-difference squared analysis for the data in Table 3, with the outlier data point at the 
low end of the data, is shown in Figure 4. This data set resulted in a significant underestimation 
of the values at 0, 40, and 60 ºC in an attempt to accommodate the 20 ºC outlier data as seen in 
Figure 4 and Table 6. The c constant resulting from this analysis was more negative than the c 
value in eq 1, consistent with the greater curvature introduced by accommodating the outlier data 
point. 
 

 
Figure 4. Log-Difference Squared Analysis for Data (Diamonds) Containing Low-Temperature 

Outlier (Open Diamond). 
 

Table 6. Optimized Correlation for Data with Low-Temperature Outlier Using Log-Difference 
Squared Analysis 

T/ºC VPexpt VPcalc % Difference 

0 0.666 0.5199 28.09 
20 2.103 3.506 –40.01 
40 20.07 17.59 14.11 
60 76.82 69.98 9.78 
80 246.3 231.3 6.46 
100 683.6 658.1 3.87 
125 2076 2048 1.34 
150 5435 5465 –0.56 
175 12610 12871 –2.03 
200 26470 27361 –3.26 

ln(P/Pa) = 22.0795 – 4961.50/(T – 54.9043) 
 



 

3.3 L
 
 T
differenc
listed in T

 T
the excep
Table 7 p
the corre

 

 

Figure 5

 

Log-Differen

The next set o
ces of the nat
Tables 1–3. 

The resulting
ption of the o
provides num
lation betwe

5. Log-Diffe

nce Analysis 

of analyses w
tural logs of 
  

 fit, shown i
outlier indica
meric values 
een measured

erence Analy

 

of Vapor Pr

was perform
f the measure

n Figure 5, r
ating that thi
for the data

d and correla

ysis for Data
(Ope

9 

ressure Data

med using the
ed and correl

reproduced a
is fit to the d

a illustrated i
ated data we

a (Diamonds
en Diamond)

e sum of the 
lated values

all of the val
data is not in
in Figure 5. F
ere unsucces

s) Containing
). 

absolute val
, or log-diffe

lues in Table
nfluenced by
Further attem

ssful. 

 

g High-Temp

lues of the 
erence, for d

e 1 exactly w
y the outlier. 
mpts to impr

perature Out

data 

with 

rove 

tlier 



 

Table 

 

 F
the meas
dataset w
in Figure
were uns

Figure 

 

7. Optimize

T

2

or the data i
ured data ex

with the high
e 6. Further a
successful. 

6. Log-Diffe

ed Correlatio

T/ºC 

0 0
20 
40 
60 
80 

100 
125 
150 
175 
200 

ln(P

n Table 2, th
xactly with th
-temperature
attempts to im

erence Analy

on and Data C
Differ

VPexpt 

0.6660 
4.206 
20.07 
76.82 
246.3 
683.6 
2076 
5435 
6302 

26472 

P/Pa) = 22 –

he log-differ
he exception
e outlier. Tab
mprove the c

ysis for Data
(Ope

10 

Containing H
rence Analys

VPcalc 

0.6660 
4.206 
20.07 
76.82 
246.3 
683.6 
2076 
5435 

12606 
26472 

5000/(T – 5

rence analysi
n of the outli
ble 8 provid
correlation b

a (Diamonds
en Diamond)

High-Tempe
sis 

% Diffe

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

–50
0.0

50.0000) 

is, shown in 
ier. This resu
des numeric v
between mea

s) Containin
). 

erature Outli

ference 

00 
00 
00 
00 
00 
00 
00 
00 

0.01 
00 

Figure 6, re
ult is the sam
values for th
asured and c

 
g Mid-Temp

ier Using Lo

eproduced al
me as that for
he data illust
correlated da

perature Out

og-

ll of 
r the 
trated 
ata 

tlier 



 

Table 8

 

 F
reproduc
numeric 
between 

 

 

Figure 

 

8. Optimized

or the data i
ed all of the
values for th
measured an

7. Log-Diffe

d Correlation

T/ºC 

0 
20 
40 
60 
80 

100 
125 
150 
175 
200 

ln(P/P

n Table 3, th
 measured d

he data illust
nd correlated

erence Analy

n for Data Co
Differ

VPexpt 

0.6660 
4.206 
20.07 
76.82 
246.3 
341.7 
2076 
5435 

12606 
26472 

Pa) = 22.0000

he fit using l
data exactly w
trated in Figu
d data were u

ysis for Data
(Ope

11 

ontaining M
rence Analys

VPcalc

0.6660
4.206
20.07
76.82
246.3
683.6
2076 
5435 

12606
26472

0 – 5000.00/

log-differenc
with the exc
ure 7. Furthe
unsuccessful

a (Diamonds
en Diamond)

Mid-Temperat
sis 

% Diffe

0.0
0.0
0.0
0.0
0.0

–50
0.0
0.0
0.0
0.0

/(T – 50.000

ce analysis, s
eption of the
er attempts t
l. 

s) Containing
). 

ature Outlier 

ference 

00 
00 
00 
00 
00 
.01 

00 
00 
00 
00 

00) 

shown in Fig
e outlier. Tab
to improve th

g Low-Temp

Using the L

gure 7, 
ble 9 provid
he correlatio

perature Out

Log-

des 
on 

tlier 



 

12 

Table 9. Optimized Correlation for Data Containing Low-Temperature Outlier Using the Log-
Difference Analysis 

T/ºC VPexpt VPcalc % Difference 

0 0.666 0.6660 0.00 
20 2.103 4.206 –50.00 
40 20.07 20.07 0.00 
60 76.82 76.82 0.00 
80 246.3 246.3 0.00 
100 683.6 683.6 0.00 
125 2076 2076 0.00 
150 5435 5435 0.00 
175 12610 12606 0.00 
200 26470 26472 0.00 

ln(P/Pa) = 22.0000 – 5000/(T – 50.0000) 
 
 For correlation of experimental vapor pressure data using the Antoine equation, these 
results show conclusively that using the log-difference metric minimizes any correlation errors 
introduced by a single bad data value in a data set when compared to a log-difference squared 
analysis. The apparent explanation is that squaring the errant value over-emphasizes its influence 
on the correlation. Using the difference in logarithms mitigates this problem for data sets 
containing a single outlier data point, as shown above. This conclusion only applies to the 
situation where a single outlier is present and does not necessarily apply to cases where data 
contains random experimental variations. In practice, it is useful to identify outlier data points 
which can then be assessed regarding reliability and whether they should be included in the final 
analysis of such data. 
 
 Ongoing work on the vapor pressure of thiodiglycol (CAS No. 111-68-8) provides an 
example in which the log-difference squared metric appears to yield a more satisfactory result 
than the log-difference.17 In that case, there is a wide temperature separation between data 
measured by vapor saturation and data measured by DSC. In addition, there were nearly twice as 
many useable data points measured by DSC than by vapor saturation. In that work, it was 
observed that the log-difference analysis produced calculated values for data at the low end of 
the temperature range with deviations from the experimental data as high as 10%. This value 
exceeds the expected error limits for the method, which are usually near 3% but can be as high as 
5%. Using the log-difference squared metric in this case reduced the variances to 3-6% for each 
of the four vapor saturation data points and are deemed to be within the acceptable limits of this 
data set. 
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3.4 Correlating Liquid and Solid Phase Data Through the Melting Point 
 
 The phase change transition (melting point) has occurred within the range of 
experimental data in a number of recent investigations. In most cases where a phase change 
occurs, the data for each phase are treated separately, and no consideration of the transition is 
given other than in some cases to compare extrapolated melting points using the data measured 
for each phase. In the following, we provide a method to use all available information to 
quantitatively assess data above and below the melting point. 
 
 The slope of the standard vapor pressure plot is directly related to the heat of vaporization 
of the liquid phase and heat of sublimation of the solid phase by eqs 2 and 3, respectively. 
 
 ΔHvap      =     bliq•R•(T/(cliq + T))2                                                          (2) 
 
  ΔHsub      =     bsol•R•(T/(csol  + T))2                                                        (3) 
 
where ΔHvap is the enthalpy of vaporization of the liquid phase, ΔHsub is the enthalpy of 
sublimation of the solid phase, bsol and csol are Antoine equation constants for the solid phase 
correlation, bliq and cliq are Antoine equation constants for the liquid phase correlation, R is the 
gas constant, and T is absolute temperature. An example of this type of data set is shown in 
Figure 8 for a fabricated data set. 
 
 

 
 

Figure 8. Example Vapor Pressure Data Set Spanning Phase Transition. 
 



 

14 

 Since the difference between heat of vaporization and heat of sublimation at the melting 
point corresponds to the heat of fusion, eq 4, a change in the slope of the vapor pressure versus 
temperature graph is expected at the melting point.   
 

ΔHfus    =    ΔHsub    –    ΔHvap                                                                   (4)         
 
 In a number of recent studies, the DSC method has been used to measure the vapor 
pressure of liquid phase chemicals while the vapor saturation method has been used to measure 
data for the same material in the solid phase. Examples include sulfur mustard14 and EA 6095.15  
In cases where narrow temperature ranges are measured, a two-parameter correlation, that is, 
Clausius-Clapeyron, may be used unless a significant improvement is realized by using an 
Antoine equation correlation. For the present work, we will use a three-parameter Antoine 
equation correlation that may be simplified to a two-parameter, that is, c = 0, fit, if appropriate. 
We will treat the case where the heat of fusion is known or can be measured first. 
 
 If the heat of fusion is known or can be measured, that information is useful in 
determining the best correlation for data spanning the phase transition. If not, and the data are 
well populated, the heat of fusion can be inferred as before.15 For the case where the heat of 
fusion is known, the following procedure has been developed: 
 
 As stated in eq 4, the difference between the heat of vaporization and heat of sublimation 
corresponds to the heat of fusion. 
 
 If the enthalpy of fusion and melting temperature (Tm) are known or can be measured, eq 
5 may be derived from eqs 2–4. 
 
 ΔHfus/R  =  ΔHsub/R – ΔHvap/R  =  bsol•(Tm/(csol + Tm))2 – bliq•(Tm/(cliq + Tm))2    (5) 
 
Solving eq 5 for bliq produces eq 6. 
 
 bliq  =  (bsol•(Tm/(csol + Tm))2 – ΔHfus/R)/(Tm/(cliq + Tm))2)                                    (6) 
 
 An additional assumption is that the vapor pressures of the liquid and solid phases are 
equal at the melting temperature. This assumption and the relationship between the respective 
Antoine constants are reflected in eq 7. 
 

asol – bsol/(csol + Tm)  =  aliq – bliq/(cliq + Tm)                                              (7) 
 
which can be solved for aliq as shown in eq 8. 
 
 aliq  =  asol – bsol/(csol + Tm)  +  bliq/(cliq + Tm)                                              (8) 
 
 The correspondence between experimental and correlated data may be calculated using 
these equations, by assuming a starting value for cliq and solving for aliq (eq 8) and bliq (eq 6) 
using the asol, bsol, and csol constants determined from a fit of the solid data. An initial assessment 
of the data quality of each data set (liquid and solid), including which set has experimental data 



 

15 

nearer to Tm, should be performed. In cases where the liquid data appear to be more reliable (and 
closer to Tm) than the solid data, the process described above can be reversed to calculate asol and 
bsol based on the Antoine equation determined for the liquid data. The optimization process is 
performed by manually varying the cliq (or csol) constant to obtain the best agreement between 
experimental and calculated values. In practice, it has been found that plotting the sum of the 
residual differences versus the constant allows the user to quickly identify the optimum set of 
correlation constants for a given data set.   
 
 In cases where there is insufficient experimental data to justify using a three-parameter 
fit, the calculation is simplified significantly since c = 0.  In that case, we get eq 9, which can be 
rewritten in the more familiar form of eq 10. 
 

ln(VP)  = ΔHvap/RT + constant                                                      (9) 
 

ln(VP/Pa) = a – b/TK                                                             (10) 
 
where VP is vapor pressure, ΔHvap is the heat of vaporization, R is the gas constant, a and b are 
Clausius-Clapeyron equation correlation constants, and TK is absolute temperature.   
 
 The heats of vaporization and sublimation are given by the product of the respective b 
coefficients, eqs 11 and 12, and by rearranging those equations, the difference between the solid 
b and liquid b is defined in eq 13. 
 

ΔHsub             =       bsol • R                                                               (11) 
 

ΔHvap        =       bliq • R                                                                (12) 
 

bsol    -    bliq     =       (ΔHsub–ΔHvap)/R  =    ΔHfus/R                                           (13) 
 
where bsol and bliq are the solid and liquid Clausius-Clapeyron b coefficients, respectively, ΔHsub 
is the heat of sublimation of the solid phase, ΔHvap is the heat of vaporization of the liquid phase, 
and ΔHfus is the heat of fusion. 
 
 Recognizing that the vapor pressure at the melting point is the same for the liquid and 
solid phases, eq 14 can be written and rearranged to eq 15. 
 

aliq – bliq/Tm         =     asol – bsol/Tm                                                                      (14) 
 

asol – aliq        =        (bsol – bliq)/Tm       =       (ΔHfus/R)/Tm                           (15) 
 
where asol and aliq are the solid and liquid Clausius-Clapeyron a coefficients, respectively. 
 
 At this point, a value of bsol is chosen, fixing bliq using eq 13, and asol is varied, fixing aliq 
by eq 15, to minimize the sum of the absolute values of the difference between the natural 
logarithms of the observed and calculated vapor pressure values. This process is repeated using 
different bsol values until the sum of the absolute percent differences is minimized.  
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4. CONCLUSIONS 
 
 Log-difference and log-difference squared analyses of vapor pressure data return 
reasonable fits to experimental data. Using the log-difference metric, as compared to the log-
squared metric, reduces correlation error caused by a single bad data value. Since obvious outlier 
data are usually remeasured, ignored, rationalized away, or deleted without comment from real 
data sets, comparison or results using either metric can be useful. In the case of thiodiglycol, it 
has been found that the log-difference squared metric produces a more acceptable result than the 
log-difference metric since the variations between experimental and correlated values more 
closely conform to the known experimental uncertainties associated with data measurement. 
 
 A method has been described in detail that enables the user to correlate vapor pressure 
data spanning the phase transition temperature in the case where data exists on either side of the 
phase transition. This method takes advantage of all available information, especially heat of 
fusion, to minimize the metric of choice to quantitatively determine the best correlation of the 
experimental data. 
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