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1. Abstract 

The proper life-cycle management of naval ship structures under uncertainty is best conducted 
through an integrated and well-coordinated life-cycle framework. This framework can support 
the rational decision making process and help the planning for future inspection, monitoring, 
and/or maintenance actions. Additionally, the framework should be capable of modeling the 
continuous performance deterioration of naval ship structures that occurs due to aging effects as 
well as different environmental and mechanical Stressors. Accordingly, this research project, 
sponsored by the U.S. Office of Naval Research, was conducted at Lehigh University to build a 
framework for the probabilistic analysis of ship structures in terms of reliability, redundancy, 
fatigue, material deterioration, damage detection, monitoring, and inspection optimization. 

The work on this project began on August, 1st, 2008 with an intensive literature review and 
study of the topics related to the performance assessment and monitoring of ship structures. 
Topics related to ultimate bending strength and fatigue have been covered in this review-study 
process. Next, the acquired concepts have been investigated, put at work, and new developments 
have been accomplished. Research work has been performed on four fronts: 

1- Bending ultimate strength reliability and monitoring 
2- Fatigue reliability and monitoring 
3- Cost-effective monitoring planning under uncertainty 
4- Optimization of monitoring and inspection strategies. 

This report describes the work accomplished by the PI (Dan M. Frangopol) and his co-workers 
(Nader Okasha, Graduate Research Assistant (Ph.D 2010); Kihyon Kwon, Graduate Research 
Assistant (Ph.D 2011); Sunyong Kim, Graduate Research Assistant (Ph.D 2011); Alberto Deco, 
Graduate Research Assistant; Benjin Zhu, Graduate Research Assistant; Duygu Saydam, 
Graduate Research Assistant; Mohamed Soliman, Graduate Research Assistant; Andre Orcesi, 
Visiting Research Associate; Paolo Bocchini, Postdoctoral Research Associate; Hao Tian, 
Visiting Research Scholar) during the period August 1st, 2008 - June, 30th ,2012. 

2. Introduction 

The objective of this research is the development of an integrated life-cycle framework for 
maintenance, monitoring and reliability of naval ship structures. The steps of the envisioned 
framework are described in Fig. 1. In this framework, tools for structural performance 
assessment and prediction, structural health monitoring (SHM), integration of new information 
(from SHM and/ or inspection), and optimization of strategies (maintenance, monitoring, ... etc.) 
are required. It is clear that the process begins with the assessment and future prediction of the 
structural performance. In fact, life-cycle performance assessment is the backbone of the 
framework. Uncertainty is an integral component in all aspects of this (or any) life-cycle 
management framework (Frangopol and Okasha 2008). A rational probabilistic methodology is 
of vital importance for properly treating these uncertainties. 

The modeling, assessment, and performance prediction of ship structures over time is by its 
very nature complex and uncertain. Uncertainty in modeling of structures and randomness in 
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loading phenomena dictate the use of probabilistic methods in life-cycle analysis. Because 
models that treat this issue are very sensitive to changes in their input parameters, structural 
health monitoring (SHM) provides a powerful and needed mechanism to reduce uncertainty, to 
calibrate, and to improve structural assessment and performance prediction models. Ultimately, 
optimal decisions are to be made that ensure the continuous safety of structural systems with 
minimum expected total life-cycle cost. Only a proper integrated probabilistic framework would 
yield such optimum decisions. 

The implementation of the framework described above to ship structures is supported with 
highly motivating reasons. Randomness in load effects imposed on ship structures in rough seas 
and highly uncertain complex structural behavior are examples of these motivating reasons. This 
framework is expected to significantly reduce the risks associated with ship structural 
performance and reduce the costs required to achieve and maintain an adequate reliability level 
of ship structures over their service lives. 

LIFE-CYCLE INTEGRATION 

Figure 1. Schematic sketch of a life-cycle integrated management framework 
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3. Bending ultimate strength reliability and monitoring 

A review of the available ship hull ultimate strength analysis methods showed a trade off among 
these methods in accuracy and computational cost. Since the probabilistic aspects are captured 
by means of simulation, which require the calculation of the strength a large number of times, a 
fast and accurate method for analyzing the ship hull is required. In order to obtain this required 
computational speed and accuracy, a novel deterministic method for the calculation of the 
ultimate strength of the ship hull is developed. This method is fundamentally based on the 
original incremental curvature method (Smith 1977). In this method, the ship hull cross section is 
discretized into elements, each composed of a longitudinal stiffener and its attached plate. 
Stresses in the hull section are determined using the constitutive models of these elements as 
found in IACS (2008). The constitutive models take into account the various possible failure 
modes of stiffened panels. Initial imperfections are also taken into account (Özgüc et al. 2006). 

For a given curvature, the bending moment of the section is determined in a way similar to 
that of the rigorous incremental curvature method. However, instead of finding the ultimate 
strength by incrementing the curvature, the ultimate strength is found by an optimization search 
algorithm. The curvature is treated as a design variable and the objective is to find the curvature 
that maximizes the bending moment. The method is shown to be as accurate as the rigorous 
incremental method but with significantly less computational time. The method is then applied 
with a Latin hypercube sampling simulation. The output sample is tested against several potential 
distributions. The parameters of these distributions are found by the maximum likelihood 
estimate method. Goodness-of-fit tests are performed to determine the best fit distribution. 
Eventually, the best fit probability distribution of the ultimate strength of the ship hull is 
provided. 

The loading effects that have been considered so far are the still water and wave induced 
bending moments, and their equations have been found from the IACS (2008). Appropriate 
corrosion wastage models have been identified and adopted from the literature (Wang et al. 
2008, Akpan et al. 2002). These tools have enabled the calculation of the time-variant reliability 
of ships with respect to the ultimate strength. However, structural redundancy, a subject that 
attracted a good deal of research in the area of bridges, has been found to the best of our 
knowledge to be lacking research for ship structures. The treatment of redundancy requires 
calculation of first failure reliability as well. It was found that the most efficient method to use 
for the calculation of the first failure flexure strength of ships is Hughes' method (1983). He 
developed a simple progressive collapse method for the calculation of the ultimate strength of 
ships based on the assumption that after each stiffened panel fails it has no strength and it sheds 
its entire loads onto the other stiffened panels. This assumption has no bearing on the calculation 
of the first failure load since the failure of the first panel is the terminating point in such 
calculation. The capability of calculating the first failure strength by closed-form solution is the 
reason for choosing this method, which significantly expedites the simulation process for the 
reliability calculations. 

A program has been developed in MATLAB and linked to other programs to perform the 
above calculations. The time-variant ultimate reliability of a case study has been conducted and 
the results are shown in Fig. 2 for the hogging case. Subroutines for the time-variant first failure 
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reliability and redundancy are included. The program also has the ability to incorporate a set of 
data provided by a monitoring system. 

Developing a procedure for updating the time-variant reliability and redundancy using 
structural health monitoring is accomplished. It is recognized that numerous monitoring systems 
for ships exist or have been implemented. Even though the general concepts of the framework 
are applicable to potentially any monitoring system, the fine details of the procedure will depend 
on the case study provided. Given that structural reliability is computed based on the resistance 
of the structure under a given load effect, the first step in this procedure is concerned with the 
impact of SHM on the structural response aspect. In essence, the simultaneous readings of the 
strain measured at the provided locations can be used to determine the strain distribution over the 
cross section and then converted to bending moments using nonlinear constitutive material 
relationships. Variance of measured bending moment can be found from correlation studies of 
the different sensor readings. This procedure will enable real-time updating of the structural 
reliability. In addition, using appropriate statistical analysis, such as statistics of extremes, 
updating of the reliability for long term prediction is studied. 

1000 SAMPLES 
5000 SAMPLES 

10 15 20 

TIME (YEARS) 

25 30 

Figure 2. Reliability of the ship hull with respect to ultimate hogging bending moment. 

4. Fatigue reliability and monitoring 

At present, lifetime assessment and management for naval ship structures is an extremely 
important issue. Under consideration of potential deterioration mechanisms, fatigue is one of 
common deterioration processes of vessels. In recent years, a variety of structural health 
monitoring (SHM) methodologies have been proposed and developed to collect more reliable 
information for structural performance estimates and reliability prediction for fatigue. However, 
efficient applications of SHM for assessing time-variant structural reliability are still in their 
infancy. In addition, finding the most appropriate fatigue detail associated with the defined 
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category in the SN-Curve Specifications is still an essential challenge. Clearly, integration of 
SHM concepts and technologies into structural performance assessment and management will 
assist the preservation of long-term structural performance with optimal maintenance- 
management actions in a cost-effective manner. For this purpose, this part of the research aims to 
develop a procedure for fatigue reliability assessment and performance prediction of ship 
structures that integrates a real-time monitoring system for optimal management of ships and 
comprises the following tasks: (a) investigation of fatigue detail and potential ship loads for 
fatigue; (b) time-variant fatigue reliability assessment based on SHM on the component and 
system levels; and (c) reliability-based life-cycle optimal management of naval ship structures 
based on SHM. 

The potential applications of reliability assessment and performance prediction by using 
monitoring were first investigated. Based on literature surveys, necessary information was 
collected in both terms: fatigue resistance (capacity) detail for establishing SN-curve and load 
effect (demand) during ship operation including low frequency wave-induced, high frequency 
dynamic (slamming, whipping, springing), and/or still-water loading (Fain and Booth 1979, 
Munseetal. 1984). 

To demonstrate the developed concepts, actual stress history of Sea-Land Mclean (SL-7) was 
used. The monitoring recorded the complete load history including wave-induced and dynamic 
stresses in mid-ships, during a five-year period under service on Atlantic and Pacific. Actual 
monitoring data were converted into the relationship between number of cycles and stress range 
with average wave period of 7.5 second and interval of 0.5 ksi. Several probability density 
functions (PDFs) were used to capture uncertainty of ship loading (see Fig. 3(a)). As shown in 
Fig. 3(b), lifetime fatigue assessment and prediction on the component level were conducted 
using the following steps: (a) investigating fatigue details of structural members; (b) developing 
PDFs in loading; (c) estimating mean and standard deviation of equivalent stress range; (d) 
determining average daily number of cycles and ship operation rate per year; (e) predicting 
annual cumulative number of cycles; and (f) evaluating fatigue reliability. 
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Figure 3. Fatigue reliability assessment and prediction associated with different PDFs 
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The partial safety factors (PSFs) which contain strength reduction and load amplification 
factors, were computed to provide a more conservative design SN-curve, especially, to new ship 
structures where experience is limited (see Fig. 4). 

This part of the research is associated with fatigue reliability assessment and performance 
prediction on the component level based on monitoring. Efficient updating strategies regarding 
fatigue details of steel or aluminum and potential ship loading conditions can be considered to 
predict fatigue lifetime more effectively. Consequently, time-variant reliability assessment and 
prediction can be carried out on the system level as well. The following information is needed to 
pursue the goals of this research: (a) information on respective structural details (e.g., 
dimensions, SN categories, geometries); (b) available loading information collected from 
monitoring (e.g., long-term monitoring data, sensor locations); and (c) necessary requirements of 
naval ship structures (e.g., expected ship lifetime, target performance level, typical repair 
options). 
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Figure 4. SN-Curve of steel ship structures 

5. Cost-effective monitoring planning under uncertainty 

In order to ensure the structural reliability and extend the service life of deteriorating ship 
structures, significant efforts related to establishing cost-effective maintenance strategies have to 
be made. These efforts enable management programs to maintain the required reliabilities and 
extend the service life of ship structures. The service life can be defined as the expected time 
period until the structural performance will reach a predefined threshold. Considering 
uncertainties related to the quantities associated with the structural deterioration, the service life 
can be predicted as shown in Fig. 5. 

Although much effort has been made to assess and predict the structural performance under 
uncertainty, the reliability assessment using monitoring data has been studied only recently. The 
application of structural health monitoring (SHM) can have a great potential in cost-effective 



Final Report to ONR N00014-08-1-0188 
Integrated Life-Cycle Framework for Maintenance, Monitoring, and Reliability of Naval Ship Structures 

maintenance by reduction of uncertainty (Frangopol and Messervey 2007, 2009a, b). The general 
formulation of the expected life-cycle cost is (Frangopol el al. 1997): 

c   =c +c   +c   +c   +c (1) 

where Cj•= initial cost, CPM = the expected cost of routine maintenance, CJNS = the expected cost 
of inspection, CREP = the expected cost of repair, and Cp = the expected cost of failure. If SHM is 
applied, the expected total cost will be (Frangopol and Messervey 2007) 

^ET,M       *-T "*" ^l'M "*" ^INS + ^REP """ ~F + ^A (2) 

where the superscript * indicates costs in Eq.(l) affected by monitoring, and CM = expected 
monitoring cost. The benefit of SHM, BMON, can be captured through a comparison of the 
expected life-cycle total cost with and without monitoring by subtracting Eq.(l) from Eq.(2). 
Unless code-driven and using cost as the criterion, monitoring would only be justified if BWK> 0, 
meaning that monitoring is cost-effective. 
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Figure 5. Service life under uncertainty 

In order to justify the use of SHM cost-effectively, a bi-objective optimization problem with 
two conflicting criteria has been formulated and solved. These objectives aim to find an optimum 
balance between the monitoring costs and the availability of monitoring data for prediction. The 
availability of monitoring data for prediction can be defined as the probability that the 
monitoring data can be usable in the future to predict the structural performance. The availability 
of monitoring data is formulated using a regression function based on the data (Kim and 

Frangopol, 2009). The expected average availability E(A\ during the period of/ days can be 

derived as: 
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E(A)Jf f tX\ 
\-exp 

V     *m ) _ 
(3) 

If the monitoring cost is proportional to monitoring duration t„„ the total monitoring cost C„ 
can be determined using the reference monitoring cost C0 during /0days 

C. •c, ■s 
\'o J (! + *)' 

('-!)('+',„) 
/ 

(4) 

where rc\ = daily discount rate of money; and n = total number of monitoring periods over a 
prescribed investigated time period (in days). 

The two conflicting objectives are defined as maximization of the expected average 
availability defined in Eq. (3) and minimization of the total monitoring cost in Eq. (4). The 
design variables are monitoring duration /„,and prediction duration t. 
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The proposed approach is illustrated as follows. The two design variables considered, / and 
/„„ are assumed between 50 days and 500 days, and the prescribed investigated time period is 
assumed as 1,825 days (i.e., 5 years). It is also assumed that monitoring cost is $10,000 during 
80 days (i.e., C0 = $10,000 and t0 = 80 days). Through the genetic algorithm with 100 
generations, 1,000 Pareto solutions are obtained as shown in Fig. 6a, considering the daily 
discount rate of money rj = 0.016 %. The design variables (i.e., monitoring duration tm and 
prediction duration /) of five representative solutions A, B, C, D, and E indicated in Fig. 6a are 
shown in Fig. 6b. Figure 6c shows the associated monitoring schedules and required monitoring 
costs for each of the five representative solutions. For solution A, the required monitoring 
duration and prediction duration are /,„ = 62 days and / = 305 days, respectively, and the 
associated monitoring cost during the prescribed investigated time period of 1,825 days is 
$34,575 (see Fig. 6c). If E(AJ has to be 0.6 (i.e., solution C), the monitoring duration and 
prediction duration have to be 78 days and 88 days, respectively, and the expected total 
monitoring cost has to be $94,245 (see Fig. 6c). The optimum monitoring planning resulting 
from the proposed approach, such as in solutions A through E, can be used as an initial 
monitoring strategy. 

6. Optimization of monitoring and inspection strategies 

Lifetime functions have been successfully employed in life-cycle performance evaluation of 
structures (Yang et al. 2004, 2006a,b). The impact of monitoring or inspecting the structure is 
modeled by an updating of the PDF of time to failure through a Bayesian process. Conditioning 
on past safe performance affects the future failure probability knowing that the structure survived 
during the monitoring period. Moreover, the longer the structure is monitored, the more accurate 
the information is and therefore the more effective the updating is. Visual inspections are subject 
to greater uncertainties than monitoring. Therefore, the provided information is less accurate and 
the updating of the PDF of time to failure is less effective. An optimization procedure is used to 
establish incentive for an efficient monitoring and/or inspection planning. Inspection/monitoring 
and expected failure costs are minimized simultaneously. 

The main objective of structural management systems is to spend the minimum possible 
amount of financial resources while keeping the structures safe and serviceable. Therefore, the 
objective of the optimization is to find optimal times and locations for monitoring, and optimal 
times for inspections when monitoring is not justified. Indeed, some components of the structure 
might need to be monitored very often and others might only need to be inspected at some times. 
There are three possible options available for the structural evaluation; namely, to do inspections 
only, monitoring only, or both. When considering these three strategies individually, the optimal 
solution can be searched by minimizing both the cumulative owner costs including the 
evaluation strategy costs (inspection and/or monitoring costs); and minimizing the cumulative 
expected failure costs at the end of service life. This approach can provide the long term 
optimum inspection/monitoring schedule for a structure knowing only the survivor function of its 
components. It is then possible to consider the benefit of monitoring. 

11 
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An approach for the inspection and monitoring planning for fatigue sensitive details is 
proposed in this research project. This approach uses the linear elastic fracture mechanics to 
predict the time dependent crack growth. Next, it finds the optimum inspection and monitoring 
times which minimizes the damage detection delay simultaneously with minimizing the total 
inspection and monitoring cost. From the safety point of view, damage detection with less delay 
will lead to more effective repair actions. However, reducing the delay in the damage detection 
requires the increase in the number of inspections and/or the inspection qualities. When 
monitoring is used for damage detection and evaluation, decreasing the damage detection delay 
would require a corresponding increase in the monitoring duration and/or the number of 
monitoring actions. This increase in the number or qualities of those actions would require 
additional financial resources. Therefore, the well-balanced inspection and monitoring 
scheduling is best performed as a bi-criterion optimization problem with the goals of minimizing 
both the damage detection delay and the inspection and monitoring cost. 

Inputs of the optimization problem include the damage evolution model parameters, 
inspection and monitoring costs, and qualities of available inspection methods. The output of 
such optimization problem is in the form of a Pareto-optimal solution set in which each point in 
the set represents a feasible management plan. Each plan gives the optimum inspection times, 
inspection quality, monitoring times, and monitoring duration. The solution of such problem 
considered all the available combinations for a selected combined number of inspection and 
monitoring actions. Each combination is considered as an individual optimization problem and 
the final Pareto solution set is obtained by integrating the solutions of all possible combinations. 
For example, selecting a total number of monitoring and inspections of two will result in four 
possible combinations, in which two inspections, inspection then monitoring, monitoring then 
inspection, and two monitoring actions can be performed. These cases are referred to as Case 1, 
Case II, Case III, and Case IV, respectively. The four possible cases along with schematics for 
the resulting Pareto optimal solution sets are shown in Fig.7 

Applying this optimization scheme to the joint between the longitudinal stiffener and the 
bottom plate of the hull structure results in the Pareto optimal set presented in Fig. 8. Figure 9 
shows the combined management plans resulting from the optimization problem in which the 
design variables (i.e., inspection times, inspection qualities, monitoring times, and monitoring 
durations) and the corresponding objective function values (i.e., life-cycle cost and expected 
damage detection delay) are given for selected solutions. 

12 
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Figure 9. Combined inspection/monitoring plans for solutions B, - B7 in Fig.8 

Along the research period, several results have been obtained and published in peer-reviewed 
journals [1-8]. The following sections present a brief summary of these journal papers [1-8] as 
well as papers presented at the American Society of Naval Engineers Fleet Maintenance & 
Modernization Symposium (FMMS 2011) [8] and the Eleventh International Conference on Fast 
Sea Transportation (FAST 2011) [9]. 

Efficient method based on optimization and simulation for the probabilistic strength 
computation of the ship hull (Nader M. Okasha and Dan M. Frangopol. (2010). "Efficient 
method based on optimization and simulation for the probabilistic strength computation of the 
ship hull," Journal of Ship Research, SNAME). For the full paper see Appendix I. The abstract is 
provided below. 

The accurate computation of the strength of a ship hull is vital for ensuring its reliability. Taking 
into account the uncertainties in the material properties and fabrication details requires a 
probabilistic approach for the determination of the strength of the ship hull. This study proposes 
an efficient approach for the determination of the probabilistic strength of the ship hull. First, a 
novel deterministic method for the fast and accurate calculation of the strength of the ship hull is 
presented. In this method, stresses in the hull section are determined using the constitutive 
models of the stiffened panels. These models take into account the various possible failure 
modes and initial imperfections. The ultimate strength is found by an optimization search 
algorithm. The method is shown to be as accurate as the rigorous incremental curvature method 
but with significantly less computational time. The method is then applied with a Latin- 
hypercube sampling simulation, and the output sample  is tested against several potential 
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distributions. The best-fit probability distribution of the ultimate strength of the ship hull is 
provided. 

Time variant redundancy of ship structures (Alberto Deco and Dan M. Frangopol. (2011). 
"Time variant redundancy of ship structures," Journal of Ship Research, SNAME). For the full 
paper see Appendix II. The abstract is provided below. 

An efficient procedure for the computation of the redundancy of ship structures is presented. The 
changes in the redundancy due to corrosion section loss over time are also studied. Moreover, 
uncertainties associated with structural geometry, material properties, and loading, are accounted 
for. In order to calculate the redundancy index, the probability of failure of the first component 
and the probability of ultimate failure of the whole hull girder must be evaluated. The probability 
of failure is computed using a hybrid Latin Hypercube - second-order reliability method (SORM) 
technique. The deterministic analyses during the simulations are conducted using an optimization 
approach for computing the ultimate bending strength of the whole hull girder and the 
progressive collapse method for computing the first bending failure. 

Integration of structural health monitoring in life-cycle performance assessment of ship 
structures under uncertainty (Nader M. Okasha, Dan M. Frangopol, and Alberto Deco. (2010). 
"Integration of structural health monitoring in life-cycle performance assessment of ship 
structures under uncertainty," Marine Structures, Elsevier). For the full paper see Appendix III. 
The abstract is provided below. 

In this paper, an approach for integrating the data obtained from structural health 
monitoring (SHM) in the life-cycle performance assessment of ship structures under 
uncertainty is presented. Life-cycle performance of the ship structure is quantified in terms of the 
reliability with respect to first and ultimate failures and the system redundancy. The performance 
assessment of the structure is enhanced by incorporating prior design code-based knowledge and 
information obtained by SHM using Bayesian updating concepts. Advanced modeling 
techniques are used for the hull strength computations needed for the life-cycle 
performance analysis. SHM data obtained by testing a scaled model of a Joint High-speed 
Sealift Ship is used to update its life-cycle performance. 

Reliability analysis and damage detection in high speed naval crafts based on structural 
health monitoring data (by Okasha, N., Frangopol, D.M., Saydam, D., and Salvino, L.W. 
(2011). "Reliability analysis and damage detection in high speed naval crafts based on structural 
health monitoring data," Structural Health Monitoring, Sage Publication). For the full paper see 
Appendix IV. The abstract is provided below. 

Current and future trends in naval craft design are leaning towards the development of high- 
speed and high-performance vessels. Lack of information on wave induced loads for these 
vessels presents a challenge in ensuring their safety that is best tackled with monitoring 
operational loads and detecting damage via structural health monitoring systems. These 
monitoring systems, however, require efficient statistical and probabilistic procedures that are 
able to effectively treat the uncertainties inherent in the massive volumes of collected data and 
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provide interpretable information regarding the reliability and condition of the craft structure. In 
this paper, an approach for using Structural Health Monitoring (SHM) data in the reliability 
analysis and damage detection in high speed naval crafts (HSNCs) under uncertainty is 
presented. This statistical damage detection technique makes use of vector autoregressive 
modeling for detection and localization of damage in the ship structure. The methodology is 
illustrated on an HSNC, HSV-2. Data obtained from seakeeping trials of HSV-2 were treated as 
the SHM data mentioned above. 

Fatigue performance assessment and lifetime prediction of high-speed ship structures 
based on probabilistic lifetime sea loads (Kwon, K., Frangopol, D.M., and Kim, S. (2010). 
"Fatigue performance assessment and lifetime prediction of high-speed ship structures based on 
probabilistic lifetime sea loads," Structure and Infrastructure Engineering, Taylor & Francis (in 
press)). For the full paper see Appendix V. The abstract is provided below. 

This paper focuses on estimating probabilistic lifetime sea loads for high-speed ship structures 
with the aim of assessing their fatigue performance and predicting lifetime from available data. 
Lifetime performance assessment and prediction for naval ship structures are extremely 
important issues. In particular, understanding the effect of sea loading on naval high-speed 
vessels is still a challenge. Potential lifetime load effects including low frequency wave-induced 
and high frequency slam-induced whipping loadings are investigated in this paper, and lifetime 
sea loads are estimated by using a probabilistic approach. Clearly, integration of probabilistic sea 
loads into structural reliability assessment and lifetime prediction will provide a more reliable 
estimation of the long-term structural performance. Accordingly, this study presents an approach 
for fatigue reliability evaluation of ship structures based on the estimated lifetime sea loads. 
Loading information associated with sea states, ship speeds, and relative wave headings are 
obtained from a Joint High-speed Sealift Ship monohull structural seakeeping trials, while the S- 
N curves are established based on British Standards. 

Optimum inspection planning for minimizing fatigue damage detection delay of ship hull 
structures (Sunyong Kim and Dan M. Frangopol. (2011). "Optimum inspection planning for 
minimizing fatigue damage detection delay of ship hull structures," International Journal of 
Fatigue, Elsevier, 33(3):448-^59). For the full paper see Appendix VI. The abstract is provided 
below. 

Fatigue is one of the main factors which can produce cracks, and lead to failure of ships. For 
these structures, damage occurrence and propagation due to fatigue are affected by the action of 
sea water waves and the sea environment as well as operation, fabrication, and modeling of ship 
structures under uncertainties. In order to efficiently maintain the safety of ship structures, 
an optimum inspection plan should be made by considering these uncertainties using a 
probabilistic approach. In this paper, such an approach is presented and applied to ship hull 
structures subjected to fatigue. The resulting inspection plan is the solution of an optimization 
problem based on the minimization of expected fatigue damage detection delay. Damage 
detection delay will produce the maintenance delay which, in turn, is likely to endanger the 
serviceability and even the survival of the structure. The formulation of the expected damage 
detection    delay includes    uncertainties    associated    with damage occurrence,    propagation, 
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and detection. The effects of the quality and number of inspections on the optimum inspection 
planning are investigated. A well-balanced inspection planning is considered as a solution of an 
optimization problem with two conflicting criteria. This well-balanced inspection 
planning provides optimum inspection types and times. Furthermore, the cost- 
effective inspection plans are designed to provide the optimum strategy either by considering a 
single type or multiple types of inspections. 

Probabilistic bicriterion optimum inspection/monitoring planning: Application to naval 
ships and bridges under fatigue (Sunyong Kim and Dan M. Frangopol. 
(2012). "Probabilistic bicriterion optimum inspection/monitoring planning: Application to naval 
ships and bridges under fatigue," Structure and Infrastructure Engineering, Taylor & Francis). 
For the full paper see Appendix VII. The abstract is provided below. 

Initiation and propagation of fatigue cracks in steel structures induced by repetitive actions are 
highly random due to both aleatory and epistemic uncertainties related to material properties, 
loads, damage, modeling and other factors. For this reason, a probabilistic approach is necessary 
to predict the fatigue crack growth damage. This study presents a probabilistic approach for 
combined inspection/monitoring planning for fatigue-sensitive structures considering 
uncertainties associated with fatigue crack initiation, propagation and damage detection. This 
combined inspection/monitoring planning is the solution of an optimization formulation, where 
the objective is minimizing the expected damage detection delay. Furthermore, this formulation 
is extended to a bicriterion optimization considering the conflicting relation between expected 
damage detection delay and cost. A set of Pareto solutions is obtained by solving this bicriterion 
optimisation problem. From this set, a solution can be selected balancing in an optimum manner 
inspection and monitoring times, quality of inspections, monitoring duration, and number of 
inspections and monitorings. The proposed approach is applied to a naval ship and a bridge 
subjected to fatigue. 

Integrated life-cycle framework for maintenance, monitoring, and reliability of naval ship 
structures (Frangopol, D.M., Bocchini, P., Deco, A., Kim, S., Kwon, K., Okasha, N.M., and 
Saydam, D. (2012). "Integrated life-cycle framework for maintenance, monitoring, and 
reliability of naval ship structures," Naval Engineering journal, Wiley). For the full paper see 
Appendix VIII. The abstract is provided below. 

In the field of Naval Engineering, the use of life-cycle analyses associated with the concept of 
aging and time-dependent reliability has gained momentum lately. In this regard, the U.S. Office 
of Naval Research supports a project at Lehigh University focused on the development of an 
integrated life-cycle framework for ship reliability assessment, redundancy estimation, damage 
detection, and optimum inspection planning. 

This paper presents some of the results obtained at Lehigh University within this project, with 
emphasis on structural health monitoring and life-cycle analysis under uncertainty. 

Life-cycle ship reliability assessment, damage detection, and optimization (Frangopol, D.M., 
Bocchini, P., Deco, A., Kim, S., Kwon, K., Okasha, N.M., Saydam, D., and Salvino L.W. (2011). 
"Life-cycle ship reliability assessment, damage detection, and optimization," Proceedings of the 
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Eleventh International Conference on Fast Sea Transportation (FAST 2011), Honolulu, Hawaii, 
USA, September 26-29 (in press)). For the full paper see Appendix IX. The abstract is provided 
below. 

This paper collects a body of scientific results obtained at Lehigh University, under the 
sponsorship of the U.S. Office of Naval Research. The aim of the entire research project was to 
build a general framework for the probabilistic analysis of ship structures in terms of reliability, 
redundancy, fatigue, material deterioration, damage detection, monitoring, and inspection 
optimization. Several articles published in international peer-reviewed journals by the first author 
and his co-workers address the previously mentioned sub-topics. This paper provides an 
overview of the results, presents the integrated approach that is being developed, and suggests 
future lines of research. 

7. Conclusions 

This research project aims to develop an integrated life-cycle framework for maintenance, 
monitoring and reliability of naval ship structures. The work has begun on August, 1st, 2008. 
Since then, and through an intensive review and study of the literature, members of the research 
team have accomplished the necessary understanding of ship structural performance and 
analysis. 

In reference to the envisioned framework described in Fig. 1, the important tools in this 
framework have been established. Means for effective evaluation of ship life-cycle ultimate and 
fatigue performance under uncertainty have been developed and program codes were formulated. 
In addition, methodologies to optimize the scheduling and cost effectiveness of inspection and 
monitoring have been proposed. 

A new optimization-based technique for computing the probabilistic hull strength has been 
proposed (see Appendix I). The proposed approach treats the moment curvature relationship as a 
non-linear implicit function to be optimized. Any given curvature is associated with a 
corresponding flexural capacity that is evaluated by applying the method recommended by 
1ACS. Hence, the value of the curvature, that maximizes its associated bending moment, is found 
by applying an optimization search algorithm. Indeed, among a large number of discrete values 
of curvature, in few steps, the flexural capacity is evaluated in order to determine which of such 
discrete values provides the maximum bending moment. The clear difference is that instead of 
obtaining a complete moment-curvature curve, only few values are evaluated and the procedure 
ends when the maximum moment is found. This approach was able to reduce the computational 
time and to provide results that are as accurate as the ones of the incremental curvature method. 
This approach was further implemented to evaluate the time dependent redundancy of naval 
vessels (see Appendix II). 

A rational computational platform for inclusion of monitoring and inspection information in 
the framework has been investigated, by which the predicted performance is updated. Case 
studies that help generate and test this methodology were analyzed (see Appendices III and IV). 
Specifically, what is needed are the main characteristics and particulars including geometry, 
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dimensions of plates and stiffeners, frame spacings at midship, material elasticity and yield 
strengths, and fatigue details at the sensor locations in addition to tabulated sensor readings for 
the given ship case study. 

It is recognized that numerous monitoring systems for ships exist or have been implemented. 
Event though the general concepts of the framework should be applicable to potentially any 
monitoring system, the fine details of the procedure will depend on the case study provided. 
Given that structural reliability is quantified based on the resistance of the structure and its 
response to a given load effect, the first step in this process is concerned with the impact of SHM 
on the structural response aspect. In essence, the simultaneous readings of the strain measured at 
the provided locations can be converted to bending moments using nonlinear constitutive 
material relationships. Variance of measured bending moment can be found from correlation 
studies of the different sensor readings. The procedure enables real-time updating of the 
structural reliability. 

An approach for fatigue reliability assessment and lifetime prediction of high-speed ship 
structures based on the probabilistic lifetime sea loads estimated from model test data was 
proposed (see Appendix V). The S-N approach to the identified structural details was used to 
estimate structural capacity in the fatigue reliability evaluation, whereas model test data were 
used to estimate probabilistic lifetime sea loads in terms of load effects. Under uncertainties 
associated with fatigue resistance and loading history, two PDFs (i.e., Lognormal, Weibull) were 
used. The unfiltered (raw) data collected on a scaled JHSS monohull were used to establish stress 
range bin histogram using peak counting method and to illustrate the proposed approach. 

Additionally, inspection and monitoring scheduling for fatigue sensitive naval vessels was 
investigated. An approach for establishing the inspection schedule which minimizes the expected 
damage detection delay was proposed (see Appendix VI). Furthermore, the approach was 
extended to yield the optimum combined inspection and monitoring schedules which 
simultaneously minimizes the damage detection delay and the total inspection and monitoring 
costs (see Appendix VII). Appendices VIII and IX provide an overview of the established 
integrated probabilistic framework. 

The journal papers written by the PI and his co-workers collectively deal with four 
applications. The first one is the HSV-2 high speed naval craft, wave piercing catamaran [2, 4]. 
The second application is a joint high-speed sealift ship (JHSS) [2, 3, 5]. Data for this application 
were collected on a scaled down model reported by Devine (2009) in a briefing of the recently 
completed JHSS monohull and trimaran structural seaways loads test program. The third 
application is a typical mono-hull tanker section [6,7]. Finally, a sample hull was used to 
demonstrate the methodology presented in paper [1]. The main research topics that have been 
addressed are reliability, redundancy, structural health monitoring, fatigue, damage detection, 
and optimization. In [8, 9], an overview of the probabilistic integrated framework is provided 
along with the most interesting results obtained throughout the research project. 

The matrix in Fig. 10 provides a graphical representation of the topics covered and 
applications presented by each journal article resulting from this research project. 
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Figure 10. Matrix of topics and applications reported in seven journal papers [1-7] resulting from ONR Project 
N00014-08-1-0188. 

[1] Nader M. Okasha and Dan M. Frangopol. Efficient method based on optimization and 
simulation for the probabilistic strength computation of the ship hull. Journal of Ship 
Research, 54(4):244-256, 2010 (Appendix I). 

[2] Alberto Deco, Dan M. Frangopol and Nader M. Okasha, (2011). Time-variant redundancy 
of ship structures. Journal of Ship Research, 55(3):208-219, 2011 (Appendix II). 

[3] Nader M. Okasha, Dan M. Frangopol, and Alberto Deco. Integration of structural health 
monitoring in life-cycle performance assessment of ship structures under uncertainty. 
Marine Structures, 23(3):303-321, 2010 (Appendix III). 

[4] Nader M. Okasha, Dan M. Frangopol, Duygu Saydam, and Liming W. Salvino. Reliability 
analysis and damage detection in high-speed naval craft based on structural health 
monitoring data. Structural Health Monitoring, 10(4): 361-379, 2011 (Appendix IV). 

[5] Kihyon Kwon, Dan M. Frangopol, and Sunyong Kim. Fatigue performance assessment and 
service life prediction of high-speed ship structures based on probabilistic lifetime sea loads. 
Structure and Infrastructure Engineering, in press and already available online, DO I: 
10.1080/15732479.2010.524984 (Appendix V). 

[6] Sunyong Kim and Dan M. Frangopol. Optimum inspection planning for minimizing fatigue 
damage detection delay of ship hull structures. International Journal of Fatigue, 33(3):448- 
459, 2011 (Appendix VI). 

[7] Sunyong Kim and Dan M. Frangopol. Probabilistic bicriterion optimum 
inspection/monitoring planning: Application to naval ships and bridges under fatigue. 
Structure and Infrastructure Engineering, 8(10): 912-927, 2012 (Appendix VII). 

[8] Dan M. Frangopol, Paolo Bocchini, Alberto Deco, Sunyong Kim, Kihon Kwon, Nader M. 
Okasha, Duygu Saydam, Integrated life-cycle framework for maintenance, monitoring, and 
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reliability  of naval  ship structures, Naval Engineering Journal,   124(1):  89-99,  2012 
(Appendix VIII). 

[9] Dan M. Frangopol, Paolo Bocchini, Alberto Deco, Sunyong Kim, Kihon Kwon, Nader M. 
Okasha, Duygu Saydam, and Liming W. Salvino. Life-cycle ship reliability assessment, 
damage detection, and optimization. In Proceedings of the 11" International Conference on 
Fast Sea Transportation - FAST 2011, Honolulu, HI, USA, September 26-29, 2011 
(Appendix IX). 
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Efficient Method Based on Optimization and Simulation for the 
Probabilistic Strength Computation of the Ship Hull 

Nader M. Okasha and Dan M. Frangopol 

Department of Civil & Environmental Engineering, Center for Advanced Technology for Large Structural Systems (ATLSS), 
Lehigh University, Bethlehem, Pennsylvania 

The accurate computation of the strength of a ship hull is vital for ensuring its reliability. 
Taking into account the uncertainties in the material properties and fabrication details 
requires a probabilistic approach for the determination of the strength of the ship hull. 
This study proposes an efficient approach for the determination of the probabilistic 
strength of the ship hull. First, a novel deterministic method for the fast and accurate 
calculation of the strength of the ship hull is presented. In this method, stresses in the 
hull section are determined using the constitutive models of the stiffened panels. These 
models take into account the various possible failure modes and initial imperfections. 
The ultimate strength is found by an optimization search algorithm. The method is 
shown to be as accurate as the rigorous incremental curvature method but with signif- 
icantly less computational time. The method is then applied with a Latin-hypercube 
sampling simulation, and the output sample is tested against several potential distribu- 
tions. The best-fit probability distribution of the ultimate strength of the ship hull is 
provided. 

Keywords: hull form; longitudinal strength; stress analysis; resistance (general) 

1. Introduction 

ESSENTIALLY, the overall structure of a ship is a beam—a floating 
box girder that is internally stiffened and subdivided—in which the 
decks and bottom structure are flanges and the side shell and any 
longitudinal bulkheads are webs (Hughes 1983). The maximum 
value of the hull girder bending moment is the single most impor- 
tant load effect in the analysis and design of ship structures (Hughes 
1983). Although a combination of vertical and horizontal bending 
moments are expected while the ship is in service, the levels of 
horizontal moments are often small and for practical purposes it 
may be appropriate to deal only with the vertical bending moment 
(Guedes Soares & Teixeira 2000). Hull girder vertical bending is 
referred to as either "hogging" or "sagging" depending on the sense 
of curvature that it causes (Hughes 1983). 

Deterministic methods for calculating the strength of the ship 
hull are numerous. Even though uncertainties are present in many 

Manuscript received at SNAME headquarters Month xx, xxxx; revised 
manuscript received Month xx, xxx. 

of the input variables and may have large influence in the strength 
calculation, the literature lacks studies of the strength analysis of 
ship hulls that explicitly accounts for these uncertainties and pro- 
vides means to probabilistically determine the strength of ships. 
Furthermore, ship structural design has been moving toward proba- 
bility-based design in recent years (Guedes Soares et al. 1996), 
stressing the need of treating the strength of ships probabilistically. 

A review of the available ship hull strength analysis methods 
conducted in the next section shows a trade-off among these 
methods in accuracy and computational cost. Since the probabilis- 
tic aspects are captured by means of simulation, which require the 
calculation of the strength a large number of times, a fast and 
accurate method for analyzing the ship hull is required. Hess and 
Lua (2003) used a hybrid simulation-FORM approach to compute 
the reliability of various ships. However, in their simulation, the 
rigorous incremental curvature method was used, which can 
become computationally very expensive when performed repeti- 
tively in simulations. This study presents a novel deterministic 
method for the calculation of the strength of the ship hull, which 
when performed repetitively in simulations provides a significant 
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saving in computaiion time. In this method, the ship hull cross 
section is discretized into elements, each composed of a longitu- 
dinal stiffener and its attached plate. Stresses in the hull section 
are determined using the constitutive models of these elements. 
The constitutive models take into account the various possible 
failure modes of stiffened panels. Initial imperfections are also 
taken into account. For a given curvature, the bending moment of 
the section is determined in a way similar to that of the rigorous 
incremental curvature method. However, instead of finding the 
ultimate strength by incrementing the curvature, the ultimate 
strength is found by an optimization search algorithm. The curva- 
ture is treated as a design variable, and the objective is to find the 
curvature that maximizes the bending moment. The method is 
shown to be as accurate as the rigorous incremental method, but 
with significantly less computational time. 

The method is then applied with a Latin hypercube sampling 
simulation. The output sample is tested against several potential 
distributions. The parameters of these distributions are found by 
the maximum likelihood estimate method. Goodness-of-fit tests 
are performed to determine the best-fit distribution. Eventually, 
the best-fit probability distribution of the ultimate strength of the 
ship hull is provided. For the sake of computational time compar- 
ison between methods, all calculations in this paper are performed 
on the same computer (with Intel Core 2 Duo CPU and E8200 
with 2.66 GHz and 3.25 GB of RAM) and with the same software, 
namely MATLAB (MathWorks 2008a,b). 

2. Deterministic methods for the hull strength 
analysis 

The earliest attempt to develop an analytical ultimate strength 
method including both material yielding and buckling was made 
by Caldwell (1965). In his model, it was assumed that the entire 
material in compression has reached its ultimate buckling strength, 
while full yielding was assumed for the material in tension. The 
ultimate strength of the material in compression is found using a 
structural instability strength factor. Faulkner (1975) developed a 
design method to calculate this reduction factor. Paik and Mansour 
(1995) further developed the approach to treat the cases where: 
(a) the yield strengths of the tension flange and the side material 
are not necessarily the same, (b) the ultimate strengths of the com- 
pression flange and the side material are not necessarily the same 
either, and/or (c) double-hull arrangements are considered. Several 
similar simple methods have been developed over the years. How- 
ever, it may not always be the case where the entire cross section 
reaches its ultimate capacity. The material in the vicinity of the final 
neutral axis will often remain in the elastic state up to the overall 
collapse of the hull girder (Paik & Mansour 1995). Accordingly, 
Paik and Mansour (1995) suggested a simple closed-form solution 
for the calculation of the ultimate bending moment of the ship hull 
based on a likely distribution of longitudinal stresses over the hull 
cross section at the overall collapse state. The stress distribution in 
the immediate vicinity of the final neutral axis was assumed linear. 

Even though the Paik and Mansour (1995) method is fast and 
with reasonable assumptions, the idealizations made may well 
affect the accuracy of the results. However, it may be a speedy 
and convenient alternative to the more accurate and rigorous ana- 
lytical methods of analysis. The most accurate and most general 
method is by incremental finite element analysis of the entire hull 

module (Chen et al. 1983, Kutt et al. 1985), but the computational 
requirements both in modeling the structure and computing time 
are too great (Gordo et al. 1996, Hughes 1983). Besides, conver- 
gence difficulties are often encountered in the procedure (Smith & 
Pegg 2003). Alternatively, the idealized structural unit method can 
be used as an effective tool for nonlinear analysis of large struc- 
tures (Mansour 1997). The total number of elements and nodal 
points in this method is much smaller than those associated with 
the finite element method. However, a good deal of idealizations 
of the geometric and material nonlinear behavior is involved. 

For practical design purposes, Smith (1977) developed a hybrid 
finite element-incremental curvature method that derives the 
moment-curvature curve for the complete hull. While this method is 
based on finite element results for each stiffened panel, Gordo et al. 
(1996) used simple analytical formulas to model this behavior. The 
International Association of Classification Societies has integrated 
this method into its common structural rules (IACS 2008). Ozgiic 
et al. (2006) developed equations to account for initial imperfections 
in the stiffened panels that can be used with the incremental curvature 
method. Further details of the rigorous incremental curvature method 
taking into account initial imperfections are given in the next section. 

3. Incremental curvature method 

The following is a brief description of the rigorous incremental 
curvature method based on the guidelines in IACS (2008). In this 
approach, the ultimate hull girder bending moment capacity is 
defined as the peak value of the moment curvature curve of the 
ship cross section. The steps involved in obtaining the moment 
curvature curve are explained as follows (IACS 2008): 

Step 1. Divide the hull girder transverse section into structural 
elements, that is, longitudinal stiffened panels (one stiffener 
per element) and hard corners. 

Step 2. Derive the stress-strain curves (or so-called load-end 
shortening curves) for all structural elements. 

Step 3. Derive the curvature step size AK, which is to be taken 
asl% of the yield curvature. Determine the elastic neutral 
axis location. Use it for the first incremental step. 

Step 4. For each element, calculate the strain as £y = K,- (ZJ — 
NAj) corresponding to K„ the corresponding stress cr,-,- (see 
next section for more details), and hence the force in the 
element OyAj, where zj and Aj are the centroid and area of 
element j, respectively, and NAj and K, are the neutral axis 
and curvature at increment (', respectively. 

Step 5. Determine the new neutral axis position NAj by 
checking the longitudinal force equilibrium over the whole 
transverse section. Hence, adjust AM; until the force at incre- 
ment i is Fj = %Aj<Ty = 0. 

Step 6. Calculate the corresponding moment by summating the 
force contributions of all elements as 

Mi^Ajcrijizj-NA,) 

Step 7. Increase the curvature by AK, use the current neutral 
axis position as the initial value for the next curvature incre- 
ment and repeat from step 4 until the maximum required 
curvature, KF (given as three times the yield curvature) is 
reached. The ultimate capacity is the peak value from the 
M-K curve. If the peak does not occur in the curve, then KF is 
to be increased until the peak is reached. 
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Two remarks can be made with respect to the above procedure. 
First, the elastic portion of the curve can be obtained by scaling 
the result of the analysis up to the value of the moment at which 
the first member failure occurs (Hughes 1983) or by using the 
yield curvature K^ as given by the IACS formula (IACS 2008) 

My 

El (1) 

where My is the vertical bending moment given by a linear elastic 
bending stress of yield in the deck, given as My = S<ry, where S is 
elastic section modulus, ay is the yield stress, E is the modulus of 
elasticity, and I is the hull girder moment of inertia. Second, it is 
noted that the above description does not explain how the neutral 
axis is to be adjusted in order to achieve equilibrium in step 5 (i.e., 
it does not provide guidance on an iterative scheme for modified 
NA; until Fj = ^AjO-jj = 0). A systematic approaching for achiev- 
ing this equilibrium is given in a later part of this paper. An 
efficient and fast approach is essential in the probabilistic strength 
analysis. Further details are given in later sections of this paper. 

4. Stress-strain curves including initial imperfections 

In order to account for initial imperfections for stiffened panels, 
the effective width bE of the panel is multiplied by reduction fac- 
tors. This approach was first introduced by Guedes Soares (1988). 
In this paper, formulas proposed by Ozgüc et al. (2006) are used as 

bE — b^RäRrRy-R-Rq (2) 

where b'E is the imperfect width of stiffened plate, bE is the effec- 
tive width of the perfect stiffened plate, Rd is a reduction factor 
due to initial deflection, Rr is a reduction factor due to welding 
induced residual stress, Ry is a reduction factor due to yielding, RT 

is a reduction factor due to shear stress, and Rq is a reduction 
factor due to lateral pressure load. In this study, initial imperfec- 
tions only due to initial deflection and welding-induced residual 
stress are considered. The reduction factors that account for these 
imperfections are expressed as (Ozgüc et al. 2006): 

Äd = 1.0-0.2323/(X)g(ß) (3) 

/w 

*(ß) 

0.015    for 0<X<0.35 
-1.03 + 2.341X- 1.344X2+0.212X3    for X > 0.35 

(4) 

(I0.818 + 0.204ß-5.177ß2 for Kß<1.5 
1  4.594 - 0.805ß + 0.255ß2 for 1.5<ß<2.0 

(5) |  6.404 - 1.847ß + 0.371ß2 for 2.0 <ß< 2.5 
[ 5.435 - 1.213ß + 0.202ß2 for 2.5 <ß<4.0 

Rr= 1.0 
8.1(ß- 1.901)- + 1 

(6) 

where p. = crr/cry is defined as the normalized welding residual 
stress, o"r is the welding residual stress, cry is the yield stress, ß is 
the slenderness ratio, and X is the beam-column slenderness ratio. 
Expressions for the other reduction factors can be found in Ozgüc 
et al. (2006). 

The following is a procedure for generating the stress-strain 
curves of stiffened panels based on the IACS (2008). The only 
mode of failure for stiffened panels under tensile load is the 
elastic-perfectly plastic failure mode. The equation describing the 

stress-strain curve CT-S or the elastoplastic failure of these struc- 
tural elements is 

a = <J>av (7) 

where 

<t> 
-1    fore < - 1 
e    for - 1 < s < 1 (8) 

1    for e > 1 

EE 
8 = — 

ey 
(9) 

(10) 

where cr is the element stress, $ is the edge function, 8 is the 
relative strain, sE is the element strain, sy is the strain correspond- 
ing to yield stress in the element, o-y is the specified minimum yield 
stress of the material, and E is the elastic modulus of the material. 

The primary modes of failure of a stiffened panel subject to 
predominantly axial compressive loads are the beam-column 
buckling, torsional buckling, web local buckling of flanged pro- 
files, and web local buckling of flat bars (IACS 2008). The equa- 
tion describing the shortening portion of the stress-strain curve for 
the beam column buckling of stiffeners is 

°"CR1 <I>aCi 
■-U-i-/'L-:/ 

As + si 

where 

^    foraE1< 
0"C1 

for 0"EI > -f-£ 

0"E1 
irEIs 

(in 

(12) 

(13) 

where As is the area of the stiffener without attached plating, 
s is the plate breadth taken as the spacing between the stiffeners, 
/ is the thickness of attached plating, CTC] is the critical stress, crE1 

is the Euler column buckling stress, 7S is the moment of inertia of 
stiffeners with attached plating of width bES, which is defined as 

= J ßp 
for ß   > 1.0 

s   for ß< 1.0 
(14) 

(15) 

where /s is the span of stiffener equal to the spacing between the 
primary support members, and AE is the area of stiffeners with 
attached plating of width bEP, which is defined as 

^EP 

(2.25     1.25 

UP        ßp 
s    for ßp< 1.25 

for ßp> 1.25 
(16) 

The equation describing the shortening portion of the stress- 
strain curve for the torsional buckling of stiffeners is 

0-CR2 = * 
As + st 

(17) 
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where 

0"C2 

O"CP = 

0~E2 Oy 
     for a£7 < —£ 

8 2 
gy£ 

4crE; 
for o"E2> ^£ 

ffy 

2 

(2.25     1.25 
V ßP        ßf. 
ffy    for ßp< 1.25 

ff,    for ßp> 1.25 

(18) 

(19) 

The equation describing the shortening portion of the stress- 
strain curve for the web local buckling of flanged stiffeners is 

0"CR3 <I> 
bEp< + ^EW?W + bftf 

si + dvlw + bflf 
(20) 

where rfw is the depth of the web, /w is the thickness of the web, />, 
is the breadth of the flange, t{ is the thickness of the flange, dEW is 
the effective depth of the web and is defined as 

dex 
2.25     1.25 

ßw       fö, 
4    for ßw< 1.25 

ßw = : 

for ßw> 1.25 
(21) 

(22) 

The equation describing the shortening portion of the stress- 
strain curve for the web local buckling of flat bar stiffeners is 

0"CR4 = $ 
■9/Q-CP + A,aC4 

si + As 

where 

0"C4 = 

£P    foraE4<^s 

O-v    1-- ¥) 
you) 

o-E4 = 160,000 

for CTE4 > -J-E 

(23) 

(24) 

(25) 

For each structural element, the stress corresponding to a given 
element strain is to be taken as the minimum stress value from all 
applicable stress-strain curves for that element (IACS 2008). 

5. Optimization-based ultimate strength calculation 

In order to obtain results at least as accurate as the results of the 
incremental curvature method but with a significant reduction in 
computing time, a new approach is proposed in this section. In fact, 
this approach shares most of the features and steps of the incremen- 
tal curvature method. The distinct difference is that instead of 
incrementing the curvature to obtain a complete moment-curvature 
curve, from which the ultimate moment is found, an optimization 
search algorithm is used with a goal of finding the ultimate moment 
in a few steps. 

In essence, the moment-curvature relation can be viewed as a 
nonlinear function of a single continuous variable M(K), where the 
variable is the curvature K. A value of the curvature K exists at 
which the bending moment of the section is maximum, hi the 
sense of optimization, the incremental method is an enumerative 
search technique in which the curvature variable is discretized to a 

large number of values at which M(K) is evaluated to determine 
which of these discrete values gives the maximum moment. 

As a result of discretizing the continuous curvature variable, 
there is always a risk that the true maximum moment lies between 
two discrete curvature points. Needless to say, this risk is reduced 
by reducing the size of the increments, in turn increasing the 
number of discrete curvature points. However, this only comes 
with a higher computational cost. Furthermore, there is a wide 
range of search techniques regularly employed in optimization 
applications that are much more efficient than the enumerative 
search technique (Arora 2004). 

Prior to starting the search process, steps 1 and 2 from the 
previous section need to be performed. The problem of finding 
the maximum bending moment of a ship hull cross section may be 
described by the following single objective nonlinear optimization 
problem 

Given: Ship section dimensions and material properties     (26a) 

Find: K 

To Maximize: |M(K)| 

Such that: K > 0 (for sagging) 

K < 0 (for hogging) 

(26b) 

(26c) 

(26d) 

(26e) 

Thus, the curvature K is the design variable and A/(K) is the 
"implicit" objective function to maximize. The objective function 
is implicit in the sense that its explicit dependence on the design 
variable is not known (Arora 2004). In fact, for each value of the 
curvature K, the function M(K) is evaluated by performing steps 4, 
5, and 6 from the previous section. 

A choice of the search algorithm needs to be made. MATLAB 
offers a variety of search algorithms that can be used for optimi- 
zation applications. In this study, two MATLAB optimization 
functions are used; namely fmincon and fminbnd. Among the 
various algorithms available by fmincon, the sequential quadratic 
programming method is implemented herein. At each major itera- 
tion, an approximation is made of the Hessian of the Lagrangian 
function using a quasi-Newton updating method. This is then used 
to generate a quadratic programming subproblem whose solution 
is used to form a search direction for a line search procedure 
(MathWorks 2008a). On the other hand, the algorithm available 
by fminbnd is not based on derivatives. Instead, it uses the golden- 
section search and parabolic interpolation. It solves for a local 
minimum in one dimension within a bounded interval. It is worth 
mentioning that the order of magnitude of the default tolerance for 
the design variables in MATLAB is larger than that required for 
the curvature design variable, which may be as small as 10 , and 
has to be reset accordingly. 

At each iteration of the search process, the objective function 
M(K) is evaluated (by performing steps 4, 5, and 6 from the pre- 
vious section) at least once. Once again, the location of the neutral 
axis needs to be found in step 5. This requires finding the value of 
the neutral axis that creates a stress distribution over cross section 
that satisfies longitudinal force equilibrium. Therefore, the longi- 
tudinal force resultant can be understood as a nonlinear function 
of one variable (i.e., the neutral axis location) and the objective is 
to find the root of this function. MATLAB offers the ability to do 
so using the function fzero (MathWorks 2008a). This function 
uses a combination of bisection, secant, and inverse quadratic 
interpolation methods. However, this function is only efficient 
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when the initial trial value provided is near the root. In the case of 
the incremental curvature method, the initial trial value is used as 
the neutral axis of the previous increment, which is near the 
current increment. However, because of the rapid movement of 
the neutral axis in the inelastic range, it is difficult to guess an 
initial trial value in the optimization search case since the design 
points may be far apart. Therefore, a custom subroutine was pro- 
vided to solve the problem using the Newton-Raphson method for 
solving nonlinear equations (Arora 2004). In order to add further 
insurance to the performance of the subroutine against undesired 
divergence of the solution, a bounding range is specified for the 
values of the neutral axis. This bound takes values between zero 
and the depth of the cross section of the ship hull. If the search 
attempts to cross these bounds, or the number of iterations exceeds 
a given threshold, a new trial point is drawn randomly from a 
uniform distribution with parameters zero and the depth of the 
cross section of the ship hull. 

The efficiency and speed of the optimization may well be 
improved by imposing bounds on the curvature design variable. 
A reasonable lower bound is the yielding curvature. The value 
of the maximum curvature specified by the IACS (2008) for 
the incremental method, (i.e., three times the yield curvature) 
may be reasonably used as an upper bound. Therefore, the prob- 
lem becomes a constrained optimization specified as 

Given: Ship section dimensions and material properties (27a) 

Find: K (27b) 

To Maximize: |M(K)| (27C) 

Suclithat: K<3Ky and K > KV (for sagging) (27d) 

K > — 3KyandK < — Ky(forhogging) (27e) 

To illustrate the proposed approach, a large-scale box girder 
example is investigated using both the curvature incremental 
method and the optimization approach. This box girder was orig- 
inally tested experimentally by Dowling et al. (1973) and analyti- 
cally investigated by others (Gordo & Guedes Soares 1996). 
Details of the box girder are given in Fig. 1 (Hughes 1983). The 
upper flange consisted of five in line panels 787 mm in length, the 
yield stresses of the compression flange, tension flange, web, and 
stiffeners are 298, 298, 211.6, and 276.5 N/mm2, respectively, and 

ALL DIMENSIONS ARE IN mm 

L        L       J   |    J 
_j 

4.88 
*■<—   3.38 

i_ 

0. 50.8xl5.9x4.8L 

i_ 

4.88 

r      r     i i  i 

1219 

Fig. 1    Midsection of Dowling's box girder model tested in sagging 
(adapted from Hughes 1983) 

the moduli of elasticities of these members are 208,500, 208,500, 
216,200, and 191,500 N/mm2, respectively (Hughes 1983). Initial 
deflections and an initial normalized residual stress ratio of 0.18 
are considered (Hughes 1983). A computer program was devel- 
oped to calculate the ultimate strength of ships using the incre- 
mental curvature method described in the previous section and 
was used to generate the moment curvature curve for the box 
girder considered. The results are shown in Fig. 2. The maximum 
sagging bending moment is obtained as the peak of the curve to be 
1.52284  x   109N-mm. 

The maximum sagging bending moment is now found using 
both MATLAB functions fminbnd and finincon. Figure 3 shows 
the progress of the iterations in bothfinincon and fminbnd over the 
moment-curvature curve. The initial design iteration is selected 
automatically be MATLAB. Note that some iteration results are 
not shown due to lack of space in the figure. Comparison between 
the results of the two methods and the incremental curvature 
method is provided in Table 1. 

Table 1 shows that the optimization approaches are able to find 
the solution much faster than the incremental method approach. It 
can be seen, however, that the incremental method requires a short 
amount of time anyway, and thus for a deterministic one-time 
analysis the speed advantage of using optimization may not be sig- 
nificant. This advantage becomes significant when the strength has 
to be calculated a large number of times, such as in a simulation, 
and with systems more complex than the box-girder considered. 
Table 1 also shows that the optimization requires significantly 
fewer function evaluations than the incremental method. 

It is also clear in Table 1 that finincon requires fewer iterations 
than fminbnd but more function evaluations and longer computa- 
tional time. This is because derivative-based search algorithms such 
as the sequential quadratic programming implemented in finincon 
converge faster to the optimum solution than nonderivative-based 
algorithms such as the golden section and parabolic interpolation 
methods used in fminbnd. However, the approximation made of the 
Hessian of the Lagrangian function using a quasi-Newton updating 
method requires additional function evaluations. Furthermore, 
fminbnd obtained a higher maximum moment than finincon. For 
a simple convex problem such as finding the peak of a moment 
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Fig. 2   Results of the incremental method for the box girder model 
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Table 1    Comparison of the incremental method, fminbnd, and 
fmincon details for the box girder model 
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Fig. 3    Results of the optimization method for the box girder model 
using (A) golden section and (B) sequential quadratic programming 

curvature function, a nonderivative-based algorithm such as that 
used by fminbnd is sufficient. 

6. Latin-hypercube sampling and distribution fitting 

Monte Carlo simulation is routinely used for uncertainly and 
sensitivity analysis of model outputs in a wide spectrum of 
scientific disciplines (Morgan & Henrion 1990). Any realistic 
uncertainty analysis, however, calls for the availability of a repre- 
sentative distribution of such outputs and can become extremely 
expensive in terms of both time and computer resources in the case 
of complex models and simple random sampling (Kyriakidis 2005). 

McKay et al. (1979) suggested an alternative method of gener- 
ating random samples that they call Latin hypercube sampling 
(Stein 1987). It is an intelligent alternative to simple random 
sampling, and a special case of stratified random sampling, which 
yields a more representative distribution of model outputs (in 

Ultimate 
Number of Number of Sagging 
Increments Function Moment Computation 

Method or Iterations Evaluations (N • mm) Time (sec) 

Incremental 117 117 1.52284 X 109 1.48 
method 

Fminbnd 11 12 1.540738 X 109 0.23 
Fmincon 6 19 1.540273 x 109 0.31 

terms of smaller sampling variability of their statistics) for the 
same number of input simulated realizations (Kyriakidis 2005). 
This sampling technique allows the reduction of the number of 
necessary samples to reach a certain level of confidence (Neves 
et al. 2006) and saving both time and computer resources com- 
pared with Monte Carlo simulation. 

Latin hypercube sampling has received numerous develop- 
ments over the years. Today, various techniques are available 
(Iman & Conover 1982, Stein 1987, Owen 1994, Olsson et al. 
2003). The following is an algorithm for the Latin hypercube 
sampling of correlated and/or uncorrelated random variables 
based on Olsson et al. (2003): 

1. Generate the N x K matrix P where N denotes the required 
number of realizations and K denotes the number of random 
variables, in which each of the K columns is a random 
permutation of 1, .., N. Also generate the TV x K matrix R of 
independent random numbers from the uniform (0,1) 
distribution. 

2. Generate the matrix Y by dividing the elements of P, py, by the 
number of realizations plus 1, and mapping them on the Gauss- 
ian distribution with mean zero and standard deviation one as 

(28) 

where <I> '  is the inverse of the cumulative standard normal 
distribution function. 

3. Estimate the covariance matrix of Y and Cholesky decompose 
it as 

LL7' = cov(Y) (29) 

where L is lower triangular and cov(Y) is covariance of Y. 

4. Compute a new matrix Y* as 

Y*=Y(L~')r (30) 

if the variables are statistically independent and 

Y*=Y(L"')V (31) 

if they are correlated, where L is the lower triangular matrix from 
the Cholesky decomposition of the target correlation matrix. 

5. Generate the matrix P*, where its elements are the ranks of the 
elements of the columns of Y*. 

6. Generate the matrix S as 

S = i(F-R) (32) 
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Probability density function of the maximum sagging bending 
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7. Transform each element of S to the respective element of the 
marginal distribution X as 

'Jtffof) (33) 

where F^1 is the inverse cumulative distribution of random 
variable Xj. Each vector .v, = [A,I xi2 ■ ■ ■ xiK] contains input data 
for one deterministic computation. 

The correlation of the sample will approach the target correla- 
tion exactly if the random variables are Gaussian and approxi- 
mately if the random variables are non-Gaussian. An iterative 
algorithm may be employed to improve the correlation in the 
non-Gaussian case (Olsson et al. 2003). 

The outcome sample of the bending moment is used to find the 
most appropriate probability distribution of the strength of the 
ship hull and its parameters. The distributions considered in this 
study are the normal, lognormal, Weibull, and Type I extreme 
value distributions. The maximum likelihood estimate method is 
used to estimate the pertinent parameters of these probability 
distributions. This is done using the distribution fitting functions 
of MATLAB (MathWorks 2008b). 

Details of the statistical characterization of the inherent un- 
certainties associated with material properties and fabrication 
details can be found in numerous references (Paik & Frieze 2001, 
Mansour & Hovem 1994, Atua 1998, Atua et al. 1996, Assakkaf 
1998, Assakkaf et al. 2000). The details of the strength random 
variables considered in this study are as follows. The plate thickness 
/ and yield strength a follow a normal distribution with coefficients 
of variations (COV) of 0.05 and 0.10, respectively, and the Young's 
modulus E follows a lognormal distribution with COV of 0.03 
(Paik & Frieze 2001). The different components of the ship hull 
(such as the different stiffeners) potentially have different material 
properties. However, it is most likely that these components are 
produced by the same manufacturer. Therefore, in this study, a 
correlation coefficient of 0.8 is assumed among the random vari- 
ables (i.e., /, a, and E) of the components with different material 
properties. 
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Fig. 5    Probability plots for the maximum sagging bending moment of the box girder model 
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Table 2   Results of the one-sample Kolmogorov-Smirnov (K-S) test for the maximum sagging moment of the box girder and the 
maximum likelihood estimates (p = 0.8) 

Normal Lognormal Weibull Type I Extreme Value 

Parameter 1 1.538457 x 109 21.15074 1.596660 x 10 
Parameter 2 1.250356e x 10s 0.08137556 12.47801 
K-S statistics 0.0145 0.0089 0.0607 
P value 0.0289 0.4096 1.7703 x 10 
Hypothesis rejected? Yes No Yes 

1.601857 x 10' 
1.310436 x 10s 

0.0771 
3.7543 x 10■■■' 

Yes 

Table 3   Results of the one-sample Kolmogorov-Smirnov (K-S) 
test for the maximum sagging moment of the box girder and the 

maximum likelihood estimates (p = 0.0, 0.8, 1.0) 

Coefficient of Correlation 

0.0 0.8 1.0 

Distribution Lognormal Lognormal Lognormal 
Parameter 1 21.15172 21.15074 21.15048 
Parameter 2 0.07778600 0.08137556 0.08230746 
Coefficient of variation 0.0777 0.0813 0.0822 
K-S statistics 0.0055 0.0089 0.0101 
P value 0.9243 0.4096 0.2612 

Table 4   Comparison of the incremental method, fminbnd, and 
fmincon details for the VLCC Energy Concentration 

Number of       Number of Ultimate 
Increments or      Function      Sagging Moment   Computation 

Method Iterations       Evaluations (N ■ mm) Time (sec) 

Incremental 
method 

Fminbnd 
Fmincon 

Incremental 
method 

Fminbnd 
Fmincon 

180 

183 

Sagging Condition 

180 1.69186 X 1013 

8 1.691691 x 10" 
9 1.690656 x 10'3 

Hogging Condition 
183 1.79254 x 1013 

6 1.792356 x 10'3 

6 1.779753 x 1013 

20.58 

2.91 

3.28 

22.59 

3.16 
4.35 

Consider again the box girder shown in Fig. 1. Latin hypercube 
sampling simulation is conducted with 10,000 samples. Figure 4 
shows a plot of the probability distributions obtained from fitting 
the outcome sample of simulating the maximum sagging bending 
moment of this box girder. It is visually clear that the Weibull and 
type I extreme value distributions are not good fit for this case. It 
is still necessary to systematically determine the best fit among 
these distributions. Goodness-of-fit tests are used for this purpose. 

7. Goodness-of fit tests 

The goodness-of-fit test involves visual observation of the prob- 
ability plot and conducting a statistics hypothesis test. Visually, the 
data are plotted on a probability plot of the given distribution. If the 
distribution fits the data, the plotted points will appear roughly 
linear and will fall close the fitted distribution line (Ang & Tang 
2007). Figure 5 shows the probability plot for the outcome sample 
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Fig. 6   Results of the optimization method for the VLCC Energy 
Concentration maximum sagging moment using (A) golden section and 

(B) sequential quadratic programming 

of simulating the maximum sagging bending moment of the box 
girder example shown in Fig. 1. It is clear that the Weibull and type 
I extreme value distributions are not good fit for this case. It is also 
clear that the lognormal distribution shows better fit for the data 
sample. 
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Hypothesis testing is a common method of drawing inferences 
about a population based on statistical evidence from a sample 
(MathWorks 2008b). To conduct a hypothesis test, a test statistic 
relevant to the distribution is computed to summarize the sample. 
The smaller the statistics, the better the fit and the distribution 
with the smallest statistics is the best fit. It is also possible to 
determine if the distribution is suitable or not for a given data set 
by calculating the P value. The P value of a test is the probability, 
under the null hypothesis, of obtaining a value of the test statistic 
as extreme or more extreme than the value computed from the 
sample (MathWorks 2008b). A null hypothesis is an assertion 
about the data set. It is "null" in the sense that it often represents 
a status quo belief, such as the absence of a characteristic or the 
lack of an effect. A significance level needs to be decided. The 
significance level of a test is a threshold of probability a of 
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Fig. 7   Results of the optimization method for the VLCC Energy Con- 
centration maximum hogging moment using (A) golden section and 

(B) sequential quadratic programming 

rejecting the null hypothesis when it is actually true. A typical 
value of a is 0.05. If the P value of a test is less than a, the test 
rejects the null hypothesis. If the P value is greater than a, there is 
insufficient evidence to reject the null hypothesis. Note that lack 
of evidence for rejecting the null hypothesis is not evidence for 
accepting the null hypothesis (MathWorks 2008b). Many hypoth- 
esis tests are available. MATLAB (MathWorks 2008b) provides 
a wide range of these tests, and the one-sample Kolmogorov- 
Smirnov test is used for this study. 

Table 2 shows results of conducting the one-sample Kolmogo- 
rov-Smirnov test for the maximum sagging moment of the box 
girder shown in Fig. 1 against the considered four distributions and 
the maximum likelihood estimates of the parameters of these distri- 
butions. The typical significance level of 0.05 is used. The meaning 
of the parameters depends on the distribution. For example, the first 
and second parameters of the normal distribution are its mean and 
standard deviation, respectively. It turns out that the lognormal 
distribution is the only distribution that is not rejected with this 
significance level. The normal distribution is rejected at this signif- 
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icaiice level despite its good visual fit using the probability paper. 
Reducing the significance level only to 0.028 though will prevent 
the normal distribution from being rejected. However, the log- 
normal distribution provides the lowest Kolmogorov-Smirnov test 
statistics, and thus it should be used for this sample anyway. 

Now, the impact of the assumed coefficient of correlation is 
studied. Two simulations with 10,000 Latin hypercube samples 
each are conducted where a coefficient of correlation of 0.0 is 
used in one simulation and 1.0 in the other. The Kolmogorov- 
Smirnov test is conducted for the results of both samples, and it 
was concluded that the lognormal distribution is the best fit for 
both cases. The results are shown in Table 3. It can be seen that 
the effect of the correlation coefficient in not significant. 

8. Application 

As previously mentioned, the proposed approach for finding 
the maximum bending moment of a ship hull shares most of the 
features of the rigorous incremental curvature method. It departs 
from the rigorous incremental curvature method at the point where 
incrementation of the curvature is performed. Instead, an optimi- 
zation search algorithm is implemented. Therefore, any result 
obtained for the maximum bending moment lies on the moment 
curvature curve obtained by the incremental method and not 
necessarily at the same curvature increments of the incremental 
method. Hence, it is rational to compare the performance of this 
method with the performance of the incremental method. 

A good example of a large-scale ship hull that has already been 
investigated by the rigorous incremental method as presented by 
Gordo et al. (1996) is the VLCC Energy Concentration. The valid- 

ity of the results was checked with other predictions of the 
strength of the same ship (Rutherford & Caldwell 1990). The plate 
strength models used in Gordo et al. (1996) are based on the 
models reported in Gordo and Guedes Soares (1993). However, 
these models are obtained in this study based on the I ACS (2008) 
formulations described previously and considering initial imper- 
fections due to initial deflections and initial residual stresses. The 
initial normalized residual stress ratio assumed is 0.05. 

The VLCC Energy Concentration collapsed in Europort on July 
22, 1980 (Paik & Mansour 1995). The ship was 10 years old and 
had been constructed by Kawasaki Heavy Industries, in March 
1970, in Japan, according the current design practice at the time 
for VLCC (Gordo et al. 1996). Calculations performed by Ruther- 
ford and Caldwell (1990) concluded that the failure hogging 
moment should be 17,940 MN • m. A detailed description of this 
ship can be found in Gordo et al. (1996). This model has 242 
reinforced elements and 2 plate elements. 

The maximum sagging and hogging bending moments are first 
obtained deterministically using the incremental and optimization 
approaches and based on the mean values of the strength random 
variables. The results are shown in Table 4 and Figs. 6 and 7. The 
significant reduction in the amount of computations in the optimi- 
zation approach with respect to the incremental method is evident. 
The savings in computational time becomes more apparent when a 
simulation is conducted and the strength evaluation is required to be 
performed thousands of times. Table 4 also shows that the results 
obtained by optimization are in good agreement with the results of 
the incremental method, although the incremental method provided 
slightly higher maximum bending moments. However, reducing the 
convergence tolerance on the curvature design variable used was 
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found to overcome this point, but with an increase in the number of 
iterations function, evaluations, and computational time. 

Next, a Latin hypercube sampling simulation is performed with 
10,000 samples. The resulting fitted probability density functions 
are shown in Figs. 8 and 9 for the maximum sagging and hogging 
bending moments, respectively. Also, the probability plots for these 
two bending moments are shown in Figs. 10 and 11, respectively. It 
is clear in the figures that the normal distribution shows the best 
fit for the data. This observation is confirmed with the results 
of the performed Kolmogorov-Smirnov test shown in Table 5. In 
fact, the normal distribution hypothesis is the only one not rejected 
by the test. Furthermore, the Kolmogorov-Smirnov test statistics for 
the normal distribution is the lowest among the four distributions 
considered. Thus, it can be concluded that the bending resistance of 
the VLCC Energy Concentration follows a normal distribution with 
mean and standard deviation shown in Table 5 for both the sagging 
and hogging conditions and coefficient of variations of 0.0934 and 
0.0915 for the sagging and hogging conditions, respectively. 

9. Conclusions 

In this study, an efficient approach for the determination of 
the probabilistic strength of the ship hull is presented. Since the 
probabilistic aspects are captured using simulation, which requires 
the calculation of the strength a large number of times, a fast and 
accurate method for analyzing the ship hull is required. In order 
to obtain this required speed and accuracy, this study presents 
a novel deterministic method for the calculation of the strength 
of the ship hull. In this method, the ship hull cross section is 
discretized into elements, each composed of a longitudinal stiff- 

ener and its attached plate. Stresses in these elements are deter- 
mined using their respective constitutive models. These models 
take into account the various possible failure modes and initial 
imperfections. The ultimate strength is found by an optimization 
search algorithm. For a given curvature, the bending moment in the 
section is determined in a way similar to that of the rigorous incre- 
mental method. However, instead of finding the ultimate strength by 
incrementing the curvature, the ultimate strength is found by an 
optimization search algorithm. The curvature is treated as a design 
variable, and the objective is to find the curvature that maximizes 
the bending moment. 

It is shown that the optimization requires a fraction of the 
number of function evaluations the incremental method requires. 
In addition, it is concluded that for a simple convex problem 
such as finding the peak of a moment curvature function, a 
nonderivative-based algorithm such as the golden section method 
with parabolic interpolation is sufficient. 

The method is then applied with a Latin-hypercube sampling 
algorithm. This sampling technique allows the reduction of the 
number of necessary samples to reach a certain level of confi- 
dence. The output sample is tested against several potential distri- 
butions. The parameters of these distributions are found by the 
maximum likelihood estimate method. Goodness-of-fit tests such 
as the one-sample Kolmogorov-Smirnov test are performed to 
determine the best-fit distribution. Eventually, the ultimate 
strength is provided in terms of its best-fit probability distribution 
and the parameters of this distribution. 

hi conclusion, the computational framework presented in tliis study 
provides efficient means for finding the probabilistic ultimate stren- 
gth of ship hulls considering fabrication and material uncertainties. 
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Table 5   Results of the one-sample Kolmogorov-Smirnov (K-S) test for the maximum sagging and hogging moments of the VLCC 
Energy Concentration and the maximum likelihood estimates 

Normal Losnormal Weibull Type I Extreme Value 

Sagging Condition 

Parameter 1 1.688411   x IO1-1 30.45301 1.760682  x 

Parameter 2 1.576827  x 1012 0.09388781 11.02848 
K-S statistics 0.0109 0.0147 0.0517 
P value 0.1854 0.0267 1.0654  x 

Hypothesis rejected? No Yes 

Hogging Condition 
Yes 

Parameter 1 1.787968  x 10'3 30.51047 1.863090  x 
Parameter 2 1.636424  x 10'2 0.09201282 11.26021 

K-S statistics 0.0106 0.0142 0.0510 

P value 0.2071 0.0350 4.4494 x 
Hypothesis rejected? No Yes Yes 

10' 

10 

10' 

10" 

1.768078 x 10'-' 

1.634328 x 1012 

0.0725 

3.5636 x  10"46 

Yes 

1.870597  x   10 
1.692360 x   10' 

0.0726 
2.4717  x   10" 

Yes 
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An efficient procedure for the computation of the redundancy of ship structures is 
presented. The changes in the redundancy due to corrosion section loss over time are 
also studied. Moreover, uncertainties associated with structural geometry, material 
properties, and loading, are accounted for. In order to calculate the redundancy index, 
the probability of failure of the first component and the probability of ultimate failure of 
the whole hull girder must be evaluated. The probability of failure is computed using a 
hybrid Latin Hypercube - second-order reliability method (SORM) technique. The 
deterministic analyses during the simulations are conducted using an optimization 
approach for computing the ultimate bending strength of the whole hull girder and 
the progressive collapse method for computing the first bending failure. 

Keywords: design (vessels); redundancy 

1. Introduction 

A SHIP STRUCTURE can be represented and analyzed as a stiffened 
box girder. The longitudinal strength of the hull girder at midship 
is of critical interest because the structure is primarily subjected to 
vertical bending moments that induce axial stresses on the box 
girder panels (Luis et al. 2009). Accordingly, failure of a ship 
structure is most likely to occur at midship as a result of the 
vertical moments induced by still water and waves. 

Complete collapse of the ship hull is achieved by reaching its 
ultimate bending strength. However, in redundant ship structures, 
this limit state is preceded by a series of failures in the stiffeners 
and/or panels. The occurrence of the failure of the first compo- 
nent (i.e., stiffened plate) of a ship, denoted herein as the first 
failure, should be a clear warning that collapse of this ship may 
be imminent. The range between first failure moment and ulti- 
mate failure moment can be used to quantify system redundancy 
(Hendawi & Frangopol 1994). Measures of redundancy have been 
intensely investigated and proposed (Frangopol 1987, Frangopol & 
Curley 1987, Fu 1987, Frangopol et al. 1992). It was generally 
concluded that the associated probability can be effectively used 
to represent the occurrence of each of these events (i.e., first and 

Manuscript received at SNAME headquarters November 18, 2009; revised 
manuscript received March 15, 2011. 

ultimate failures) under uncertainty and hence used to quantify the 
redundancy of the system. 

The variation of redundancy over time is an issue that should be 
part of any decision-making process. Okasha and Frangopol 
(2010a) have shown that redundancy of certain structural systems 
may decrease to critical levels over time. In addition, Frangopol 
and Okasha (2008) investigated and proposed several measures of 
time-variant redundancy. 

Because of the presence of uncertainties, structural perfor- 
mance evaluation, in general, involves a great deal of variability, 
and the considered variables are usually described by their associ- 
ated probability distributions (Ang & Tang 2007). For instance, 
dimensions, material properties, applied loads, and model-related 
uncertainties all contribute to the uncertainty in the analysis 
results. Uncertainties are always present; some of them can be 
reduced by improving the knowledge or the quality of the predic- 
tion model (epistemic uncertainties), and others cannot be reduced 
because of the intrinsic nature of the randomness (aleatory uncer- 
tainties) (Ang & de Leon 2005). The probability of failure of a 
structure, computed by well-established reliability methods, is an 
efficient measure for quantifying its safety under uncertainty. 

Ship reliability-based studies were conducted, not only to 
account for optimum and safe design, but also to obtain a life- 
cycle performance assessment including costs associated with 
maintenance actions (Ayyub et al. 1989, Ayyub & While 1990, 
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Nikolaidis et al. 1993). The literature is rich with studies of the 
reliability of ship structures with respect to their ultimate flex- 
ural failure (Mansour & Hovem 1994, Mansour 1997, a special 
issue of the Naval Engineers Journal 2002, Ayyub et al. 2002, 
Hussein & Guedes Soares 2009). Even studies targeting the 
estimation of the service life of ship structures were conducted 
based on the ultimate flexural failure (Ayyub et al. 2000). In 
addition, numerous studies of time-variant reliability with respect 
to the ultimate flexural failure of ship structures have been 
conducted (Guedes Soares & Garbatov 1998, 1999, Paik et al. 
1998, Paik & Frieze 2001, Akpan et al. 2002). Only recently, 
Lua and Hess (2006) analyzed the reliability of ship structures 
with respect to the first failure. In their study, a hybrid Monte 
Carlo simulation—FORM method, proposed in Lua and Hess 
(2003) was used. 

The objective of this paper is to investigate the time-variant 
redundancy of ship structures. The resistance with respect to the 
ultimate and first failure vertical bending moments is calculated 
by a MATLAB program (MathWorks 2008a, 2008b) developed 
by the authors, where the ultimate failure moment is computed 
using an optimization-based method (Okasha & Frangopol 
2010b), and the first failure moment is computed using the pro- 
gressive collapse method (Hughes 1983). The reliability computa- 
tions are performed using the program CALREL (Liu et al. 1989), 
which is linked to the developed MATLAB program. The resis- 
tance degrades with time because of corrosion. The developed 
MATLAB program provides probability of failure, reliability, 
and redundancy over time using a hybrid Latin Hypercube 
sampling (Olsson et al. 2003) - second-order reliability method 
(SORM) technique (Fiessler et al. 1979). Moreover, the compo- 
nents associated with the probability of occurrence of the first 
failure are identified in this paper. The concepts presented are 
applied to two ship structures. 

2. Resistance modeling 

The ultimate and first failure moment analyses are performed 
assuming that the structure is subdivided into two types of ele- 
ments as suggested by the IACS guidelines (IACS 2008): 

• Hard corners such as plating areas adjacent to intersecting plates 
• Stiffened plates (components) such as the structural system 

composed of the stiffener and its portion of plating. 

Initial imperfections in the stiffened panels can be taken into 
account by introducing reduction factors applied to the effective 
width bE of the plating (Ozgüc et al. 2006). The reduced effective 
width b'E is expressed as: 

b^bERiRrRyR.Rq (1) 

in which Rd is a reduction factor due to nonstraightness of stiff- 
ened panel, Rr is a reduction factor due to residual stresses 
induced by welding, Ry is a reduction factor due to yielding, 
RT is a reduction factor due to shear stress, and Rq is a reduction 
factor due to lateral pressure load. In this study, only non- 
straightness of stiffened panel and residual stress induced by 
welding are considered. The reduction factors Rd and Rr are 
(Ozgüc et al. 2006): 

/PO 

J?(ß»)  < 

0.015    for 0 < X < 0.35 

-1.03 + 2.341X- 1.344A2 + 0.212X3    for X > 0.35 

(3) 

( 10.818 + 0.204ßs-5.177ß2 for 1< ßs < 1.5 

4.594 -0.805ßs + 0.255ß2 for 1.5 < ßs < 2.0 

6.404- 1.847ßs+0.371ß2 for 2.0 < ßs < 2.5 

5.435 - 1.213ßs +0.202ß2   for 2.5 < ßs < 4.0 

(4) 

Rr= 1.0 
l-L 

8.1(ßs- 1.901)2+1 
(5) 

where p. = a,/aYp is the normalized welding residual stress, crr 

is the welding-induced residual stress, aYp is the plating yielding 
stress, X is the beam-column slenderness ratio, and ßs is the 
slenderness ratio. Accordingly, the aforementioned introduced 
reduced effective width is used while evaluating the ultimate 
strength and the strength associated with the occurrence of first 
yielding. Moreover, as already mentioned, geometry uncertainties 
are taken into consideration. 

2.1. First failure evaluation 

The first failure in the ship is determined herein using the 
method presented in Hughes (1983). This approach is based on 
solving the mathematical closed-form equations governing the 
stability problem of axially loaded stiffened plates. In essence, 
the method provides the ultimate strength of tire ship hull. In this 
approach, the assumption made is that a stiffened panel is 
removed from the system once it fails (i.e., its postultimate behav- 
ior is neglected). However, in this paper, this method is only used 
for the computation of the failure of the first component. Hence, 
the mentioned assumption used for continuing the computations 
up to the ultimate strength is not needed and has no bearing on the 
computation of the first bending failure. While considering the 
imperfection given by the approach provided by Ozgüc et al. 
(2006), the ones included in Hughes's method are neglected 
(residual stresses and nonstraightness of stiffened panel), and the 
associated equations are accordingly modified in order to avoid 
double-counting such imperfections. The following two collapse 
modes are considered (Hughes 1983). 

2.1.1. Mode collapse I: compression failure of the stiffener. 
The first failure mode is characterized by the combination of in- 
plane compression and negative bending moment as shown in 
Fig. 1(a). The collapse occurs because of compression failure of 
the stiffener flange when the total stress throughout the thickness 
of the flange has reached the failure value, which is the minimum 
between the stiffener yielding stress and the tripping stress. 

In this failure mode the stiffener flange is compressed; there- 
fore, the stiffener is subjected to local buckling effects by twisting 
about its line of attaclvment to the plating (tripping). The tripping 
stress can be calculated as (Hughes 1983): 

aaT=^i..{/^(2cU/V*) 

Äd = 1.0-0.2323/(X)s(ßs) (2) 
GJ + 

sp 
t    " «rir 

ELzd
2 4elCc 

~^b 2 + < (6) 
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Fig. 1    Modes I (a) and II (b) of collapse and (c) tripping of an in-plane 
compressed stiffened panel (adapted from Hughes 1983) 

where 7SZ is the moment of inertia of the stiffener (only) about an 
axis through the centroid of the stiffener and parallel to the web, 
7sp is the polar moment of inertia of the stiffener (only) about the 
center of rotation, d is the distance from the shear center to the point 
of attachment, / is the plating thickness, a is the panel length, G is 
the shear modulus,./ is the torsion constant, E is the elastic modu- 
lus, m is the failure mode, and Cr is a correction factor defined as: 

C, 
1 

(V) 
l+0.4(///w)J(rf/Z>) 

in which /w is the stiffener web thickness. 
The failure modes considered for the tripping stress determination 

are the first five (i.e., m = 1, 2, 3, 4, 5). Higher modes are unneces- 
sary because they would provide higher stress values. For example, 
Fig. 1(c) shows the second failure mode (m = 2). The tripping stress 
is the minimum stress associated with each failure mode. 

Once the effect of buckling has been taken into account, the 
failure stress crF, will be the minimum stress between the tripping 
craT and the yielding stress aY: 

O"F,I l(o"a. T.ÖY (8) 

According to Hughes (1983), once the strength ratio Rt (associ- 
ated with Mode I of collapse) is obtained, the maximum stress 
(failure value) that can be reached by the cross section at the 
farthest point from the centroid is: 

0"a.u.I 0-F.I ^i (9) 

2.1.2. Mode collapse II: compression failure of the plating. In 
the second mode, the collapse occurs as a result of the compres- 
sion failure of the plating. In this case, the combination of in-plane 
compression and positive bending moment induces compression 
on the plating as shown in Fig. 1(b). 

Because of the compression of the welded plating, which has a 
complex inelastic failure behavior, the relation between the 
applied stress and the average strain becomes highly nonlinear. 
The procedure introduced involves the consideration of the secant 
elastic modulus Es, which is the slope of the line joining the origin 
and the point of plate failure in the stress-strain diagram, so that 
ES = TE (E is the original value of the elastic modulus) in which 
(Hughes 1983): 

T = 0.25   2 + £ - . /£ 
10.4 

(10) 

€ = i + 

where ßp is the plate slenderness: 

2.75 

ßp=^J^ 

(11) 

(12) 

in which b'E is the reduced effective width, crYp is the plating 
yielding stress, and Ep is the plating elastic modulus. 

In order to include such nonlinear behavior, parameter T trans- 
forms the reduced plate width b'Eu.: 

bl „. = Tb' (13) 

Analogously, the plate failure stress aFII becomes a portion of 
the plate yielding stress ffYp' 

r-o.i 
O"F.II = —~—0"Yp (14) 

Moreover, when the load eccentricity is considered, an addi- 
tional nondimensional parameter must be introduced as (Hughes 
1983): 

^IpJI 
PS 

r i 1] 
M, 

Utr A\ 

(15) 

(16) 

where Ap is the load eccentricity acting on the section of plating- 
stiffener system, h is the distance from the midplane of the plating 
to the centroid of the stiffener, As is the sectional area of 
the stiffener, Alr=As + b'EtIt is the total transformed area, 
A=AS + b'Et is the total nontransformed area, ypM is the distance 
between the neutral axis of the transformed section and the plat- 
ing, and p„. is the transformed radius of gyration defined as: 

(17) 

where 7tr is the moment of inertia of the stiffened plate about an 
axis through the centroid and parallel to the plate. 

The effect of this eccentricity combined with the section slen- 
derness is taken into consideration by the strength ratio Rn (asso- 
ciated with Mode II of collapse). Thus, the maximum stress that 
can be reached by the section is given by: 

0"a,u,II — GRU^II 
AD (18) 

Hence, once the failure stress is evaluated for each stiffener- 
plating system, the relation between strain and curvature can be 
easily obtained using the stress-strain relationship (Hughes 1983): 

' Ca.u.I 

E 
A OYaj] 

for Mode I 

^a.u 

.Att   E 

$0 = mi'1 
i=l 

for Mode II 
(19) 

(ea.u); 
(20) 

where eau is the stiffened plate ultimate strain, <t>0 is the curvature 
of the whole hull girder corresponding to the first stiffened plate 
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failure (component failure), Np is the number of stiffened plates, 
y is the distance between the centroid of the stiffened plate and the 
neutral axis of the whole hull, and i refers to the tth stiffened plate 
under consideration. However, it is also necessary to check for a 
possible failure occurring by tensile yielding of the stiffened plate; 
thus the curvature equation becomes: 

O» nun 
(Ca.u), 

yi 
(21) 

where eY is the yielding strain of the stiffened plates. Finally, the 
first failure moment of the whole structural system, represented by 
the hull girder, is: 

M, £/(>*<> (22) 

in which 70 is the inertia of the whole box girder having all the 
panels intact and having the transformed plating area (APM = b'E Ir /) 
being used if the panel fails according to Mode II of collapse. 

2.2. Ultimate failure evaluation 

The ultimate failure moment of the hull girder is calculated by 
using the optimization-based method proposed by Okasha and 
Frangopol (2010b). In this method, the ultimate moment is 
obtained by adopting an optimization-based procedure instead of 
a classic incremental curvature method. 

Briefly, the moment-curvature relationship can be treated as an 
implicit function. For a given curvature value K, a corresponding 
value of bending moment M(K) can be computed by following the 
procedure proposed by the IACS (2008) guidelines. Therefore, by 
using an optimization search algorithm, it is possible to find the 
curvature value that maximizes the associated bending moment 
M(K). The result obtained is the ultimate failure moment of the 
whole structure. 

The main steps of the optimized iterative method are summa- 
rized as (Okasha & Frangopol 2010b): 

Step 1. Divide the hull girder midship transverse section into 
structural elements, stiffened plates (system compo- 
nents), and hard corners. 

Step 2. Derive the stress-strain curves for all structural elements. 
Step 3. Provide the first trial of the curvature. 
Step 4. Optimize the function M(K) by using an optimization 

algorithm. 

The optimization process is subjected to constraints; the curva- 
ture is bounded by lower and upper limits. A realistic lower bound 
is the yielding curvature, while a reasonable upper bound can be 
set as three times the yielding curvature, as specified by the IACS 
guidelines (IACS 2008). Therefore, the considered constraints are 
set up as: 

K < 3KV and K > Ky for sagging (23) 

K > —3Ky and K < — Ky for hogging (24) 

The first trial curvature value (step 3) can be set as the yielding 
curvature value (lower bound). In step 4 optimization of the objec- 
tive M(K) is performed where each time the M(K) objective is 
calculated by performing the following steps: 

1. For each y'th element calculate the strain e^ = K,{-J — NAj) 
corresponding to K„ then calculate the corresponding stress cr,-,-, 

and hence the force in the element <TJJAJ, where Zj and Aj are 
the centroid and the cross-sectional area of the /th element, 
respectively, and NA, and K, are the neutral axis position and 
the curvature at the ;th iteration, respectively. 

2. Determine the new neutral axis position NAj by checking the 
longitudinal force equilibrium over the whole transverse sec- 
tion. Hence, adjust AM, until the force is F, = Xo-,y4,- = 0. 

3. Calculate the corresponding moment by summing the force 
contributions of all the element as Mt = 2cjy A/zj — NA/). 

j 
This novel optimization method is able to find the ultimate 

moment in a limited number of steps, lower than the classic 
incremental method. In fact, by applying this method, the conver- 
gence to the ultimate moment value is much faster, so that much 
computational time and resources can be saved. This procedure is 
included in the developed MATLAB program. 

2.3. Corrosion model 

As previously stated, the main purpose of this study is the 
evaluation of the time-variant redundancy index of ship structures. 
A time horizon of 30 years is used as the target period. 

Over time, the resistance of the hull section changes due to 
corrosion attack that reduces the thickness of plates and stiffeners; 
consequently, the global section modulus decreases. The assumed 
corrosion model is defined as follows (Akpan et al. 2002): 

r(t)=C1(t-tQ)
c (25) 

in which r(t) is the thickness loss (mm), t0 is the corrosion initia- 
tion time depending on coating life (years), C\ is the annual 
corrosion rate (mm/years), C2 is a constant usually set to unity, 
and t is the time expressed in years. The annual corrosion rate and 
the initiation corrosion time are treated as random variables. 
Table 1 summarizes type of distribution, mean, and coefficient of 
variation (COV) of the assumed annual corrosion rate with respect 
to the location of the stiffened plates (Akpan et al. 2002). Corro- 
sion initiation time is described by a log-normal distribution with 
mean of 5 years and coefficient of variation of 0.4. 

3. Load effects 

The hull is mainly subjected to two types of bending moments, 
due to still water and wave-induced. Sagging bending moment is 
induced when the deck of the ship is in compression due to waves 
located at the extreme points of the hull; contrarily hogging bend- 
ing moment is caused by the compression of the keel (the bottom 
part of the ship) due to waves positioned under the midship. 

Table 1    Statistical parameters of the corrosion model based on 
Akpan et al. (2002) 

Corrosion Level Mean (mm/years) COV Distribution 

1 Bottom shell plating 0.17 0.5 Log normal 

Bottom stiffener web 0.065 0.5 Log normal 

2 Deck plating 0.065 0.5 Log normal 
Deck stiffener web 0.065 0.5 Log normal 

3 Side shell plating 0.03 0.1 Log normal 
Side stiffener web 0.03 0.1 Log normal 
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The load components applied on the structure are defined by 
IACS guidelines (IACS 2008): 

Msw-min-sea-mid = 0.05185CwvL
25(Cb + 0.7) for sagging    (26) 

M. s\v- mi n- sea- mi d=0.01CwvL
2£(11.97+1.9Cb) for hogging    (27) 

Mwv-sag =/Prob0.11CWV/WV.VL B(Cb + 0.7) for sagging     (28) 

M» og =/Prob0.19Cwv/wv.vL
25Cb for hogging       (29) 

in which Msw_min_sea-mid are the vertical still water bending 
moments (sagging and hogging), Mwv_sag and Mwv_hog are the 
vertical wave-induced sagging and hogging moments, respec- 
tively,/prob is a coefficient to be taken as 1.0,/wv_v is the distribu- 
tion factor for vertical wave-induced bending moments along the 
vessel length equal to 1.0 at midship, Cb is the block coefficient of 
the ship, L is the ship length, B is the ship breadth, and C„,.v is a 
coefficient calculated as follows (IACS 2008): 

/300-ZA 
10.75 -       .„„ for 150 < L < 300 

100 
Cm, = 10.75 for 300 < L < 350 (30) 

(L - 350\ 
10.75 - ( )     for 350 < L < 500 

bending moment, Mw is the wave-induced bending moment, AR is 
the model uncertainty associated with the resistance determina- 
tion, xsw is the model uncertainty related to the still water bending 
moment prediction, and .vw is the model uncertainty associated 
with the wave-induced bending moment prediction, hi case of 
high-speed vessels, dynamic effects must be included. The effect 
of dynamic load on the flexural reliability can be accommodated 
as indicated in Okasha et al. (2010). 

Statistical parameters, concerning the model uncertainty coeffi- 
cients (.vR, ASW, and AW), are normal distributed with mean values 
of 1.0, 1.0, and 0.9, and coefficients of variation equal to 0.10, 
0.05, and 0.15, respectively (Paik & Frieze 2001). In addition, the 
variability of the applied bending moments is taken into account 
by considering the still water moment and wave-induced moment 
as normal and Type I largest, respectively, with coefficient of 
variation of 0.15 (Ayyub et al. 2000). 

Log-normal distribution is used to fit the outcoming simulation 
results for the cross-section resisting moments M(j) at midship 
(sagging and hogging). Mean and standard deviation are found 
directly from the generated Latin Hypercube sample space by 
evaluating the deterministic values of the resisting moment asso- 
ciated with each sample. The instantaneous reliability index and 
the corresponding probability of failure are provided by the 
program CALREL (Liu et al. 1989), which is able to perform 
different reliability methods. In this paper the SORM is used 
(Der Kiureghian et al. 1987). 

4. Reliability analysis 

As previously mentioned, because of the uncertainties related to 
structural system analysis, some geometric parameters, and mate- 
rial properties used for the model, such as plating thickness I, 
elastic modulus E, plating yielding stress aYp, and stiffener yield- 
ing stress aYs, are treated as random variables (Hess et al. 2002). 
Moreover, corrosion initiation time and annual corrosion rate are 
considered random variables. 

As suggested by McKay et al. (1979), generation of random 
numbers by using Latin Hypercube method can be a valid alterna- 
tive to Monte Carlo simulation because it provides a sample space 
that better represents the given probability distribution with a 
limited number of samples, hi fact, it is well known that the 
application of Latin Hypercube technique allows a considerable 
reduction of the .sample space as discussed by Olsson el al. (2003). 
Therefore, the number of operations to be performed is reduced 
and a good amount of time and computer resources can be saved 
(Neves et al. 2006, Okasha & Frangopol 2010b). Briefly, this 
method is based on stratified sampling method in which the sam- 
ple space of each random variable is subdivided into intervals 
(stratification). Then, one sample is generated for each interval in 
order to cover the entire sample space. 

In this paper, the instantaneous reliability of the structure is 
investigated. The reliability indices associated with first failure 
and ultimate failure varies over time because of the degradation 
of the steel structure due to corrosion; thus the reliability is time 
variant. The limit state function is defined as (Paik & Frieze 2001): 

g(t) = .YRM(/) - ASWMSW - .vwMw =0 (31) 

where g(t) is the time-variant performance function, M(l) is the 
time-variant resisting bending moment, Msw is the still water 

5. System redundancy 

Redundancy is a useful performance indicator that provides 
collapse warning. A redundant system has enough resources to 
survive even though one component within itself fails; the struc- 
tural system will collapse only if the failure pattern propagates 
throughout multiple components. A high level of redundancy can 
contribute to the mitigation of unexpected actions generated by 
potential hazard-induced events. In fact, if an extreme event hits 
the ship, producing critical damage, a high level of redundancy 
will be crucial in limiting the potential of further unexpected 
consequences. 

Several definitions were investigated by Frangopol and Curley 
(1987) in order to relate redundancy to the meaning of "warning 
provider," including: 

Reserve capacity factor: 

A'i (32) 

in which Lima« i-s me load-carrying capacity of the intact structure 
and Ldesign is the design load. 

Residual capacity factor: 

A3 =• 
L-u 

(33) 

where Ldamaged is the load-carrying capacity of the damaged 
structure. 

Normalized capacity factor: 

R}=~.  (34) 
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If a probabilistic approach is pursued, the system must be 
analyzed based on probability distributions associated with the 
random variables introduced. Once reliability index is obtained, 
time-variant redundancy index definitions can be calculated 
using the reliability indices (Frangopol & Okasha 2008): 

Ü4(t) = ßf(Sysl(0 ~ ßyfsyslW 

«5« 
ßf(sys)(0 ~ ßy(sys)(0 

ßf(sys)(0 

(35) 

(36) 

where ßr(sys)(') and ßy(syS)(?) are the reliability indices with respect 
to the occurrence of first yielding and system failure at time t, 
respectively. 

Analogously, the time-variant redundancy indices can be 
calculated using the probabilities of failure (Frangopol & Okasha 
2008, Okasha & Frangopol 2010a): 

*6(0=JW)(0-'«*■) (0 

Ri(t) 
"y(sys)(0 -■Pf(sys)(Q 

^f(sys)(0 

(37) 

(38) 

in which Py(sys)(t) and Pf(sys)(t) are tlie probabilities of first 
yielding and system failure at time t, respectively. 

The aforementioned redundancy measures have been devel- 
oped for applications to civil infrastructure systems, hi the case 
of marine infrastructure such as ship structures, these formula- 
tions can be easily modified to accommodate the difference in 
system configuration. For instance, the probability of system 
failure represents the probability of ultimate failure moment of 
the whole hull /Y.UFMW* and tne probability of occurrence of 
damage in the system corresponds to the probability of first 
failure moment in the hull /V.FFMC')- Thus, the time-variant nor- 
malized probability-based redundancy index can be expressed 
for ship structures as: 

DT  ,,N        ^f.FFM(') -A.UFM(') 
1W = p 77\  

(39) 

and the time-variant reliability-based redundancy index is given by: 

Rh(t) = ßUFM(0 - ßppMCO (40) 

where ßuFivi(') and ßFpM(') are tne reliability indices associated 
with ultimate failure moment of the whole hull and first failure 
moment in the hull, respectively. The correlation among the 
basic random variables is automatically accounted for while 
performing reliability analysis with respect the occurrence of 
ultimate and first failures (UFM and FFM). Redundancy calcu- 
lations are based on the results obtained by the reliability anal- 
ysis. The proposed definitions of redundancy are based on the 
evaluation of the reliability associated with the occurrence of 
failure in one component. This concept is accepted in the sci- 
entific literature, and such definition is adopted in order to 
avoid excessive plastification of some components associated 
with potential unexpected large deformations. Furthermore, for 
the ship structure to be safe, the hull girder must satisfy reli- 
ability (associated with the ultimate capacity) and minimum 
redundancy requirements. 

6. Applications 

6.1. First example 

Based on a tanker analyzed by Dinovitzer (2003), a modified 
example having the following properties, is herein investigated: 
length L = 255 m, breadth ß = 57 m, height #=31.1 m, block 
coefficient Cb = 0.842, mean value of the elastic modulus 
£ = 207,000 MPa, mean value of the plating yielding stress 
o-Yp = 353 MPa, and mean value of the stiffener yielding stress 
O"YS = 353 MPa. The section geometry of the structure at midship 
is shown in Fig. 2, while Table 2 shows the dimensions of the 
stiffened plates associated with each component. The headings in 
Table 2 are denoted as: '"Component ID" is the component identifi- 
cation number (from 1 to 47 located as illustrated in Fig. 2), "Loca- 
tion" indicates the position of the component (i.e., the distance (cm) 
between the centroid of the component and the keel of the ship), 
b is the plating breadth concerning a single stiffener (cm), / is 
the mean value of the plating thickness (cm), /;w is the stiffener 
web height (cm), rw is the stiffener web thickness (cm), b( is the 
stiffener flange breadth (cm), rt- is the stiffener flange thickness 
(cm), "No." is the number of component with the same properties, 
and "Corrosion level" indicates the corrosion rate associated with 
the component depending on its position (see Table 1). The coeffi- 
cients of variation of the random variables /, E, aYp, and aYs are 
assumed to be equal to 0.05, 0.03, 0.1, and 0.1, respectively (Paik & 
Frieze 2001). The residual stress value has been assumed to be 
equal to 5% of the plating yielding stress for both applications. 

Figures 3(a), (b), (c), and (d) show the first and ultimate fail- 
ure mean moment profiles (sagging and hogging) over 30 years 
(2 year interval), profiles of the mean plus and minus one 
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Fig. 2    First example: cross-section geometry of a symmetric half hull at 
midship. Numbers in figure refer to component types (adapted from 

Dinovitzer (2003), see Table 2) 
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Table 2   Geometric properties of the components in Fig. 2 and their locations 

Component ID Location (cm) b (cm) / (cm) /\v (cm) 'w (cm) b, (cm) U (cm) No. Corrosion level 

1 0 91.9 2.7 70 1.5 15 2 14 1 
2 0 91.9 2.7 55 1.5 5 1 40 1 
3 622.2 91.9 2.7 60 1.2 15 2 46 0 
4 622.2 91.9 1.2 21.5 1 4.4 2.5 12 0 
5 801 91.9 1.2 21.5 1 4.4 2.5 8 0 
6 1,068.3 91.9 1.2 21.5 1 4.4 2.5 12 0 
7 1,335.5 91.9 1.2 21.5 1 4.4 2.5 8 0 
8 1,602.3 91.9 1.2 21.5 1 4.4 2.5 12 o 
9 1959 91.9 1.2 21.5 1 4.4 2.5 8 0 
10 2,226.2 91.9 1.2 21.5 1 4.4 2.5 12 0 
11 2,493.4 91.9 1.2 21.5 1 4.4 2.5 8 0 
12 3,117.5 91.9 2 35 2.5 0 0 14 2 
13 3,117.5 91.9 2 55 1.2 10 2 30 2 
14 3,117.5 91.9 2 95 2.5 10 2 14 2 

15 222.7 89.1 2.1 5.5 1.2 15 2 4 0 
16 489.9 89.1 2.2 5.5 1.2 15 2 6 0 
17 846.2 89.1 2.1 60 1.2 15 2 6 0 
18 1,024.3 89.1 2 60 1.2 15 2 2 0 
19 1,131.4 89.1 2 55 1.2 15 2 4 0 
20 1,291.5 89.1 1.95 55 1.2 15 2 4 o 
21 1,469.7 89.1 1.95 50 1.2 15 2 2 0 
22 1,647.8 89.1 1.85 50 1.2 15 2 6 0 
23 1,915 89.1 1.75 45 1.2 15 2 6 0 
24 2,093.2 89.1 1.7 45 1.2 15 2 2 0 
25 2,182.2 89.1 1.7 40 1.2 15 2 4 0 
26 2,360.4 89.1 1.45 40 1.2 15 2 4 0 
27 2,538.5 89.1 1.45 30 1.2 15 2 2 0 
28 2,716.7 89.1 1.7 30 1.2 15 2 6 0 
29 2,983.9 89.1 1.6 35 2.5 0 0 6 0 
30 222.7 89.1 2.3 65 1.2 15 2.5 6 0 
31 489.9 89.1 2.2 65 1.2 15 2.5 6 0 
32 757.1 89.1 2.1 60 1.2 15 2 2 0 
33 935.2 89.1 2 55 1.2 15 1.2 4 0 
34 1,202.5 89.1 1.9 55 1.2 15 1.2 4 0 
35 1,469.7 89.1 1.8 50 1.2 15 1.5 4 Q 
36 1,826 89.1 1.7 50 1.2 15 1.5 6 0 
37 2,093.2 89.1 1.7 50 1.2 15 1.5 4 o 
38 2,360.4 89.1 1.4 40 1.2 15 1.2 4 0 
39 2,716.7 89.1 1.7 40 1.2 15 1.2 6 0 
40 2,983.9 89.1 1.8 35 2.5 0 0 3 0 
41 400.8 89.1 2.5 65 1.2 15 2 8 3 
42 846.2 89.1 2.5 60 1.2 15 2 6 3 
43 1,380.6 89.1 2.2 65 1.2 15 2 8 3 
44 1,915 89.1 2 55 1.2 15 2 10 3 
45 2,360.4 89.1 2 50 1.2 15 1.5 4 3 
46 2,627.6 89.1 2 30 1 15 1.5 4 3 
47 2,894.8 89.1 2 35 2.5 0 0 6 3 

standard deviation, and PDFs of the moments at 0, 10, and 
20 years. Figures 4(a) and (b) show the probability of failure pro- 
files (sagging and hogging), computed by using the program 
CALREL (Liu et al. 1989) and Figs. 5(a) and (b) show the reli- 
ability index profiles (sagging and hogging). Figures 6(a) and (b) 
show the redundancy index profiles for sagging and hogging 
moments according to equations (39) and (40), respectively. 

Table 3 shows how the probability of occurrence of first 
failure (POC{) evolves with lime. Accordingly, the components 
involved in the first failure do not change over time. For sag- 
ging moment, first failure occurs only in component 14. Mean- 

while, for hogging moment, 1 and 2 are the only components 
involved in first failure, hi both cases, the components under 
compression fail first. In fact, when sagging moment is 
applied, component 14 is subjected to compression; contrarily, 
components 1 and 2 are under compression when hogging 
moment is acting on the hull. It is also shown in Table 3 that 
for hogging moment, the POCf of component 2 increases over 
time because its rate of corrosion is higher than the other 
components closer to the neutral axis; hence component 2 is 
becoming more vulnerable and fails first. Furthermore, Table 4 
shows  the  probability  of occurrence  of first  failure  modes 
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10        15        20        25       30 
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Fig. 3 First example: profiles of first and ultimate failure moments for 
sagging (a) and (b), hogging (c) and (d), mean profiles, mean ±1 stan- 
dard deviation profiles, and PDFs of the moments at 0, 10, and 20 years 
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5,000 SAMPLES 
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HOGGING MOMENT 
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FIRST FAILURE 

ULTIMATE FAILURE 

10 15 
TIME (YEARS) 

Fig. 4   First example: probability of failure profiles for (a) sagging 
(b) hogging moments (first and ultimate failures) 

and 

(POCm) associated with the failure of the weakest components. 
It can be seen that for the hogging moment, the probability 
of having first failure due to instability of the stiffener plates 
(tripping) increases with time. 

In this example, the redundancy of the ship in sagging slightly 
increases with time (Fig. 6). However, the redundancy of the ship 
in hogging significantly improves with respect to time (Fig. 6). 
In fact, for hogging moment, the POC( of component 2 increases 

■ 
2   3.8 > 
jj   3.6 

<   3.4 
S 
£   32 

3.0 

28 

6.2 
60 
58 
5.6 
5.4 
5.2 
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4.8 
4.6 
4.4 
4.2 
4.0 
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5,000 SAMPLES 

15 
TIME (YEARS) 

ULTIMATE FAILURE 

FIRST FAILURE 

HOGGING MOMENT 
5,000 SAMPLES 

10 15 
TIME (YEARS) 

Fig. 5    First example: reliability index profiles for (a) sagging and 
(b) hogging moments (first and ultimate failures) 
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Fig. 6   First example: redundancy profiles for sagging and hogging 
moments, considering  (a) normalized probability-based redundancy 

index and (b) reliability-based redundancy index 

over time (Table 3); thus the difference between the probability of 
first failure and the probability of ultimate failure becomes higher. 
This has also been seen in Fig. 5(b) where the reliability index 
associated with the first failure deteriorates at a higher rate than 
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Table 3   Probability of occurrence of first failure (POC,) at the 
component locations (sagging and hogging) 

Moment 
type 

First failure 
(component) 

POC, at 
year 0 

POC, at 
year 10 

POC, at 
year 20 

POC, at 
year 30 

Sagging 
Hogging 

14 

2 

1 

1.0000 

0.9464 

0.0536 

1.0000 

0.9732 

0.0268 

1.0000 

0.9912 

0.0088 

1.0000 

0.9948 

0.0052 

Table 4 Probability of occurrence of first failure modes, POCw 

(sagging and hogging) 

POCmat   POC,,, at   POC,,, at   POCm at 
Moment type   Type of first failure     yearO      year 10     year 20      year 30 

Sagging Mode I—tripping 0.9996 0.9998 1.0000 1.0000 
Mode II 0.0004 0.0002 0.0000 0.0000 

Hogging Mode I—tripping 0.8368 0.9186 0.9776 0.9918 
Mode II 0.1630 0.0812 0.0224 0.0082 
Yielding 0.0002 0.0002 0.0000 0.0000 

V 

1080 cm 

that of the reliability index associated with the ultimate failure in 
the hogging moment case. The redundancy index of the ship in 
hogging is strongly influenced by the increasing in failure 
(plastification) of component 2. Moreover, the double-hull config- 
uration (Fig. 2) can improve the redundancy index associated with 
the hogging moment. 

The aforementioned observations on redundancy and occur- 
rence of first yielding can help to locate critical components that 
need to be reinforced if a higher level of safety would need to be 
provided to the ship structure. Furthermore, based on corrosion 
attack and on the sea state, speeding, and heading incurred by the 
ship during its lifetime, the location of critical components (the 
first to fail) can change over time. Thus, in order to maintain 
adequate reliability and redundancy levels, the effort to implement 
maintenance actions will require the time-variant localization of 
the most critical components. 

6.2. Second example 

The second example investigated is a modified version of a ship 
structure based on an example analyzed by Akpan et al. (2002). 
This vessel has the following properties: length L = 220 m, 
breadth 5 = 38.1 m, height H=\1A m, block coefficient 
Cb = 0.75, mean value of the elastic modulus £ = 208,500 MPa, 
mean value of the deck and keel yielding stress crYp = 315 MPa, 
and mean value of the side panels yielding stress aYs = 281 
MPa. The midship section geometry is shown in Fig. 7 and Table 5 
summarizes the stiffener dimensions. As for the first example, the 
coefficients of variation of the random variables /, E, aYp, and crYs 

are assumed to be equal to 0.05, 0.03, 0.1, and 0.1, respectively 
(Paik & Frieze 2001). 

Analogous to what has been shown for the first example, 
Figs. 8(a), (b), (c), and (d) show the first and ultimate mean failure 
moment profiles (sagging and hogging) over 30 years, profiles of 
the mean ±1 standard deviation, and the PDFs of the moments 

Fig. 7    Second example: cross-section geometry of a symmetric half 
hull at midship. Numbers in figure refer to component types (adapted 

from Akpan et al. (2002), see Table 5) 

Table 5   Stiffeners types and dimensions (Akpan et al. 2002) 

Stiffener Web (mm) Flange (mm) 

450 X 36 
1000 X 16 
465 X 18 

1220 X 16 
370 X 16 
297 X 11.5 

None 
400 x  16 

190.5 X 25.5 
350 x 25.5 
100 X 16 
100 x 16 

at 0, 10, and 20 years. Figures 9(a) and (b) and Figs. 10(a) and 
(b) show the probability of failure and the reliability index 
over lime for sagging and hogging, respectively. Figures 11(a) 
and (b) show the redundancy indices for sagging and hogging 
moments as defined by equations (39) and (40), respectively. 

In this example, according to Table 6, the components involved 
in the first failure event vary over time. For sagging moment, the 
most critical components are 5 and 1. Component 5, which 
belongs to the vertical panel, is initially the most critical compo- 
nent. Over time, component 1 becomes more critical because of 
the different rates of section loss due to corrosion. Meanwhile, for 
hogging moment, only the components 3 and 4 are involved in 
first failure. Furthermore, most of the time, first failure in the 
components occurs following Mode II (high value of POCm) as 
reported in Table 7. 

The results for this ship structure are different from those 
obtained in the first example. The redundancy index of the ship 
in sagging decreases over time, while the redundancy index of the 
ship in hogging does not change significantly. Over time, the 
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Fig. 8 Second example: profiles of first and ultimate failure moments for 
sagging (a) and (b), hogging (c) and (d), mean profiles, mean ±1 stan- 
dard deviation profiles, and PDFs of the moments at 0, 10, and 20 years 
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Fig. 9   Second example: probability of failure profiles for (a) sagging 
and (b) hogging moments (first and ultimate failures) 

POC, of component 5 decreases and then additional components 
become critical as a result of corrosion. For this reason, the differ- 
ence between the reliability indices associated with the ultimate 
and first failure decreases in the sagging case; thus the redundancy 
index decreases. 

Differently from the previous case (first example), the most 
critical component (No. 5) is located on the side of the structure. 
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Fig. 10   Second example: reliability index profiles for (a) sagging and 
(b) hogging moments (first and ultimate failures) 
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Fig. 11    Second example: redundancy profiles for sagging and hogging 
moments, considering  (a) normalized probability-based redundancy 

index and (b) reliability-based redundancy index 

Accordingly, this implies that the side panel formed by such 
components is weaker than the other panels, and thus it fails first. 
This is different from the common assumption in which yielding 
propagates starting from the farthest point from the neutral axis. 
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Table 6   Probability of occurrence of first failure (POC,) at the 
component locations (sagging and hogging) 

Moment Fir st failure POC, at POC, at POC, at POCf at 
type (component) year 0 year 10 year 20 year 30 

Sagging 5 0.9734 0.9626 0.9186 0.8340 

1 0.0264 0.0372 0.0810 0.1640 
2 0.0000 0.0000 0.0002 0.0018 
6 0.0002 0.0002 0.0002 0.0002 

Hogging 3 1.0000 1.0000 0.9996 0.9964 
4 0.0000 0.0000 0.0004 0.0036 

Table 7   Probability of occurrence of first failure modes, POC„ 
(sagging and hogging) 

Moment     Type of first 

type failure 
POCm at 

year 0 
POCm at 
year 10 

POCm at 
year 20 

POCm at 
year 30 

Sagging Mode II 0.9958 0.9962 0.9964 0.9972 
Yielding 0.0042 0.0038 0.0036 0.0028 

Hogging Mode II 0.9976 0.9976 0.9984 0.9986 
Yielding 0.0024 0.0024 0.0016 0.0014 

7. Conclusions 

Ensuring adequate levels of redundancy of ship structures and 
the upkeep of their redundancy above target levels provides addi- 
tional warning before failure for the users of these structures. 
Indeed, reacting to the signs of warning provided by the failure of 
the first component in the ship structural system may prevent the 
complete collapse of this system. Redundancy and reliability are 
excellent performance indicators to be incorporated in decision- 
making platforms. 

Evaluation of the time-variant reliability and redundancy is a 
process fraught with uncertainties. Treatment of uncertainty in 
modeling the ship performance over time requires special consid- 
erations. The power of computers and the capabilities of today's 
software can provide efficient means for achieving more accurate 
assessment of the lime-variant reliability and redundancy of ship 
structures. 

In this paper, the time-variant redundancy of ship structures 
is investigated. Redundancy is defined based on the probabi- 
lity of ultimate failure and the probability of first failure of ship 
structures. A redundancy index analogous to that used in civil 
infrastructure systems is considered. The computations of the 
probabilities of failure are performed using a hybrid Latin Hyper- 
cube sampling - SORM approach. 

The accurate computation of the probabilities of failure relies 
heavily on the accurate computations of the deterministic strength 
with respect to both ultimate and first failures. There exists a 
trade-off between accuracy and computational cost when it comes 
to the computing of the strength of ships. Even though the rigor- 
ous incremental curvature method can be used to provide both 
values of strength (i.e., first and ultimate), the computational cost 
associated with this method when implemented in a repetitive 
simulation analysis becomes significantly high. Alternatively, in 
this paper, the ultimate and first failure strength values are 
obtained separately using two different methods. The ultimate 
strength is computed using an optimization-based approach in 

which the curvature at which the bending moment is maximum is 
found by a fast-search algorithm. On the other hand, the first 
failure strength is computed based on closed-form solutions used 
in the progressive collapse method. Both resistances degrade dur- 
ing time as a result of the effects of corrosion, which impacts the 
reliability and redundancy of ship structures. 

The computations in this paper are conducted using a 
MATLAB program developed by the authors. The strength simu- 
lation in which the deterministic computations are embedded, the 
load computations, and the corrosion effects are conducted in the 
program at each considered time increment in order to determine 
the parameters of the random variables required for the reliability 
computations. The developed MATLAB program is linked with 
the reliability program CALREL to compute the probability of 
ultimate failure and the probability of first failure at each time 
increment using the determined random variable parameters. 

The time-variant reliability and redundancy of two ship struc- 
tures are investigated. It was found from the results of the 
examples that the reliability continuously decreases with time 
as a result of the effects of corrosion. However, redundancy 
may degrade, remain the same, or even increase over time. 
Based on the results of the first example, it can be stated that 
the double hull configuration (Fig. 2) can improve the redun- 
dancy index associated with the hogging moment. Situations 
where the redundancy of the ship structure may be significantly 
compromised are possible. It is therefore believed necessary to 
assess the time-variant redundancy to ensure that it remains 
above adequate levels. In addition, considering the redundancy 
during the design stages of civil and marine structures is also 
beneficial (Frangopol 2011). 
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ABSTRACT 

In this paper, an approach for integrating the data obtained from 
structural health monitoring (SHM) in the life-cycle performance 
assessment of ship structures under uncertainty is presented. Life- 
cycle performance of the ship structure is quantified in terms of the 
reliability with respect to first and ultimate failures and the system 
redundancy. The performance assessment of the structure is 
enhanced by incorporating prior design code-based knowledge 
and information obtained by SHM using Bayesian updating 
concepts. Advanced modeling techniques are used for the hull 
strength computations needed for the life-cycle performance 
analysis. SHM data obtained by testing a scaled model of a Joint 
High-speed Sealift Ship is used to update its life-cycle performance. 

© 2010 Elsevier Ltd. All rights reserved. 

1. Introduction 

Efficiently ensuring the adequacy of the life-cycle performance of ship structures is fundamental for 
their safe use and can only be attained by integrating every valuable information gathered about the 
structural health into the assessment of this performance. Sustainment and life-cycle engineering of 
ships and ship systems represent major and fast growing challenges for the US Navy [1]. Structural 
health monitoring (SHM) is emerging as a very powerful technique in ship structures for collecting 
accurate information about the operational loads the ships are exposed to and detecting damages in 
the structure once they occur. 

* Corresponding author. Tel.: +1 610 758 6103; fax: +1 610 758 4115. 
E-IIKH'/ address: dan.frangopol@lehigh.edu (D.M. Frangopol). 
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In principle, among the potential direct applications of SHM, the following is essential in the 
performance assessment of ship structures. Monitoring the response of a ship structure to its exposure 
to wave loads provides a volume of valuable information that if used properly can provide a platform 
for predicting lifetime loads for design and assessment of structural performance. A common moni- 
tored response in structures is the strain inflicted by the various load effects experienced by the 
structure. Using proper calibration, the measured strains may be converted to global ship responses, 
such as vertical wave-induced bending moments. In the absence of monitoring information, design 
code formulas [2] are typically used for conservatively estimating the wave-induced load effect in the 
reliability analysis of ship structures. Even in this case, design codes do not provide formulas for 
estimating high frequency load effects for cases in which these effects are significant. Either way, 
incorporating the information obtained from SHM with the prior code derived information can 
enhance the established life-cycle assessment of ship structures. 

The nature of SHM data dictates the fundamental need for accounting for uncertainty in the treatment 
of this data for integration in the performance assessment methodologies and only recently such research 
has emerged in the bridge engineering field [3 and references therein]. However, these studies have 
mainly focused on information related to the load effects that SHM provides, primarily using classical 
inference concepts in which prior information cannot be easily incorporated and, in fact, is neglected. 

Ship reliability-based studies that account for optimum and safe design and life-cycle performance 
assessment have been conducted. Various studies investigated the reliability of ship structures with 
respect to their ultimate flexural failure [4-7]. On the other hand, Lua and Hess [8] analyzed the 
reliability of ship structures with respect to the first failure. Life-cycle redundancy of ship structures has 
also been recently investigated [9]. These studies provide a wealth of procedures for establishing the 
life-cycle performance prior to monitoring. Within the outline of these procedures, a methodology for 
updating the life-cycle performance with obtained SHM data is yet to be developed. 

The objective of this paper is to present an approach for integrating the information obtained from 
SHM in the life-cycle performance assessment of ship structures under uncertainty. The resistances 
with respect to the ultimate and first failure vertical bending moments are determined such that the 
ultimate failure moment is computed using an optimization-based method [10] and the first failure 
moment is computed using the progressive collapse method [11]. The probabilities of failure are 
computed using a hybrid Latin hypercube sampling - SORM technique. This paper uses Bayesian 
inference concepts which enable the inclusion of necessary prior information with the SHM data for 
updating the load effects. The approach is illustrated on the Joint High-speed Sealift Ship (JHSS). SHM 
data obtained by testing of a scaled model of the JHSS ship is used to update its life-cycle performance. 

2. First and ultimate strength 

Being the most critical limit state in a ship structure, the longitudinal strength of the midship hull 
girder is of particular interest because the vertical bending moment is one of the highest load effects 
that a ship structure has to withstand [12]. Even though the complete failure of the ship hull will not be 
attained until the ultimate bending strength is reached, reaching the first failure moment (i.e., the 
moment at which the first plate or panel fails) serves as a crucial sign of warning against collapse. 

The first failure moment is determined herein using a simplified progressive collapse method [11]. 
The method is designed to provide the ultimate strength of the ship hull. However, the sequence of 
failures preceding the ultimate failure is followed in the process. The first failure moment is found as 
the first encountered failure mode. In this method, an assumption is made where a stiffened panel is 
removed from the system once it fails (i.e., its post ultimate behavior is neglected). However, using this 
method only for the computation of the first failure omits the need for this assumption and it has no 
bearing on the computation of the first failure moment. Deco et al. [9] integrated this method in 
a sampling technique to obtain a probabilistic distribution for the first failure moment. 

The ultimate failure moment of the hull girder is typically determined using well-documented 
simplified methods for predicting the load-shortening curves of steel plates and panels considering the 
effects of initial imperfections that are used in a systematic incremental curvature procedure to 
determine the ultimate bending moment of the ship hull. However, Okasha and Frangopol [10] made 
use of optimization search algorithms to speed up the process of finding the ultimate failure moment 
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rather than generating the full moment-curvature curve for obtaining this value. This facilitated the 
inclusion of this method in a sampling technique for generating a probabilistic distribution for the 
ultimate moment time-effectively. 

Over time, corrosion causes loss in the cross section of the ship hull that leads to deterioration of 
both the first and ultimate failure moments. The most commonly used model for predicting corrosion 
is given as [5] 

r(t) = Ci(t-tof> (1) 

in which r(t) is the thickness loss (mm), r0 is the corrosion initiation time depending on coating life 
(years), C\ is the annual corrosion rate (mm/years), Cj is a constant usually set to unity, and t is the time 
(years). The annual corrosion rate and the corrosion initiation time are treated as random variables. 
Corrosion initiation time is described by a lognormal distribution with mean of 5 years and coefficient 
ofvariation(COV)of0.4. 

3. Prior load effects 

In the absence of SHM data, the load effects can be predicted using design code formulations. The 
load effects obtained are lifetime maxima and are conservative. Herein the IACS [2] guidelines are used 
to determine these load effects. The IACS [2] provide formulas for predicting the still water bending 
moment and wave-induced (low frequency) bending moments. In monitoring ship structures, the 
wave-induced and dynamic loads are of particular interest, and mostly no information about the still 
water bending moment is provided. Therefore, the still water bending moments remain the same after 
monitoring. However, once SHM data become available, the wave-induced bending moments can be 
updated. Hence, the wave-induced bending moment determined using the IACS [2] guidelines 
constitutes the prior knowledge in the performance prediction process. 

The still water and wave-induced bending moments can be predicted using the IACS [2] guidelines as 

Msw-min-sea-mid = 005185CWVL2B(Q + 0.7)   for sagging (2) 

Msw-min-sea-mid = 0.01 CwvL2ß(l 1.97 + 1,9Q)   for hogging (3) 

Mwvsag = fprob0.11 Cwvfwv-vI?B(Cb + 0.7)   for sagging (4) 

Mwv-hog =/probO-19Cwv//wv-vi2ßCb   for hogging (5) 

in which Msw.min-sea-mid is the vertical still water bending moment (sagging and hogging), Mwv-sag and 
Mwv-hog are tne wave-induced sagging and hogging moments, respectively,/prob is a coefficient to be 
taken as 1.0,/wv-v is the distribution factor for wave-induced bending moment along the vessel length 
equal to 1.0 at midship, Q> is the block coefficient of the ship, L is the ship length, B is the ship breadth, 
and Cwv is a coefficient calculated as follows [2]: 

3 

I (.■■:,     (30?~V\2   for 150 <I< 300 
100 

10.75 for300<I<350 (6) 

,1   350\2   for35o<i<5oo 
150 1 

For reliability purposes, the safety of the ship structure is quantified with respect to extreme events 
produced by the load effect Ln. Appropriate probabilistic tools to model this type of loading are the 
extreme value distributions. Exact modeling of extreme value distributions is usually a formidable task. 
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Alternatively, one of three asymptotic extreme value distributions are assigned based on the tail 
behavior of the original distribution [13]. An appropriate extreme value distribution to be used for 
modeling sea loads is usually the type I extreme value distribution Ln and is given as [13] 

fLn (I) = ane-a'»('-u")exp [ - e^'-"»)] (7) 

where un is the characteristic largest value of the initial variate L, and an is an inverse measure of the 
dispersion of Ln. These values are related to the mean ßLn and standard deviation aLn of Ln according to 

«n = -#- (8) 
v6ffin 

»n = Mi„--r- (9) 

where y = 0.577216 is the Euler number. 

4. Statistical analysis of SHM data 

4.1. Preprocessing 

Ship structures are subjected to loads with various intensities depending on their operational 
profiles, described by the sea state, heading and ship speed. For design and assessment purposes, the 
critical load effects resulting from the worst sea state, heading and ship speed combination are typi- 
cally considered. Therefore, when incorporating SHM data into the reliability analysis, one option is to 
identify this combination and use the data from monitoring the ship while it is subjected to this loading 
scenario. This approach is used herein. 

The approach presented in this paper intends to be applicable with in-service monitoring such 
that the data is used in updating the reliability of the monitored ship. However, an in-service 
monitoring case was not available to illustrate the concepts and thus monitoring data from a scaled 
test model is used as an application under the assumption that it was collected from the actual ship. 
The SHM data utilized in this paper are collected from monitoring a Froude-scaled test model. 
Therefore, all data are first scaled up to the full-scale ship dimensions using the Froude-scaling 
factors, such that the bending moment is scaled by 1.025A4 and the time is scaled by v/X, where A is 
the scale factor. 

As mentioned previously, the SHM data is used for the Bayesian updating in the lifetime reliability 
assessment. The collected SHM signal constitutes the high frequency waves produced by the slamming 
effects superimposed over the low frequency waves produced by the regular sea wave-induced 
bending moments. For the reliability analysis, these two components need to be separated by filtering 
the signal so that they are statistically analyzed independently. In this paper, the signal is filtered using 
a Butterworth filter [14]. 

4.2. Peak extraction 

Monitoring the strains caused by the longitudinal bending moments on the ship hull yields a signal 
that oscillates from negative to positive values as the bending moments go from sagging to hogging. 
Based on the sign convention of the SHM data used in this paper, negative represents sagging and 
positive represents hogging. In each wave cycle, the signal provides all the values recorded at the 
sampling rate, but only the peak sagging and hogging values are of interest in the reliability analysis. 
Therefore, the peak signals need to be extracted from the complete record for the sagging and hogging 
moments independently. 

In this paper, a peak extraction algorithm is developed and implemented to obtain the datasets of 
maximum bending moments in hogging and sagging separately from the signal. This algorithm is 
described as follows. 
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1- LetX = [xi, X2 Xk] be the recorded SHM signal. Let also a = 1, b = 1. 
2- Starting from Xi = 0, find first x,- =£ 0. 
3- Starting from x; +i, search the rest of signal to find Xj which has a different sign from x; or j = k. 
4- If sign of x; is positive, find Pa = max(x;, x;+i, ..., Xj^i) and let a = a + 1. 
5- If sign of x; is negative, find % = min(x,-, x,+i, ..., Xj_i) and let b = b + 1. 
6- Make i = j and repeat from Step 3 until j = k. 

Accordingly, the above algorithm provides two vectors, namely the vector of positive (hogging) 
peaks P and the vector of negative (sagging) peaks N. In fact, this algorithm is applied with the low 
frequency waves, giving the two vectors Pi and Ni and with the high frequency waves, giving the two 
vectors PH and NH. 

4.3. Low frequency waves 

The low frequency waves are those associated with sea wave-induced bending moments. As 
mentioned previously, prior knowledge is available from the IACS [2] regarding these loads. 
Therefore, the two vectors Pi and NL are used to update the prior loads (i.e., Mwv.h0g and Mwv.sag, 
respectively) using Bayesian updating. Section 5 of this paper is dedicated to presenting the details 
of this process. 

4.4. High frequency waves 

Unlike the case of the low frequency waves, prior knowledge may not be available for the high 
frequency waves. Hence, being the only source for this load effect, the two vectors PH and NH are used 
with classical estimation techniques to generate the probability distribution for the dynamic bending 
moments in hogging and sagging, respectively. Several classical estimation techniques are available, 
but the maximum likelihood method is used herein to obtain the parameters of the considered 
distributions for the data and goodness-of-fit tests are used to select the best fitting distribution. As 
shown later, it turns out that the exponential distribution provides a very good fit for the high 
frequency peak moments, where the probability density function (PDF) of the exponential distribution 
is given as 

f(t) = /Ae-At   for t>0 m 
n>      \   0      otherwise [    J 

where X is the mean occurrence rate. 
The choice of the exponential distribution may be criticized by the fact that it gives zero as the most 

probable realization. However, the interest in the data is in the upper tail behavior (i.e., the maximum 
values) far away from zero and the exponential distribution represents that part of the data very well. 
In fact, for design and assessment, the obtained results need to be extrapolated using extreme value 
statistics. The largest value of the exponential distribution asymptotically converges to the type I 
extreme value distribution (see Eq. (7)) with parameters 

<*n=\ (11) 

un = X In n (12) 

where n is the number of waves encountered in the period of design storm 7, where Tis taken as 3 h 
[15]. The value of n is obtained based on the rate of peak waves encountered during an SHM run as 

_ number of peaks collected during an SHM run 
duration of the SHM run ^    ' 
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5. SHM and Bayesian updating 

The Bayesian estimation approach treats the parameters of the PDF as random variables, #,-, and 
makes it possible to make use of prior knowledge [16]. In the Bayesian approach, the Ö, parameters are 
described by a PDF called the prior PDF/'(6), which constitutes the prior knowledge that is intended for 
combining with the SHM data. In addition, the prior PDF has parameters of its own called hyper- 
parameters [17]. The new information obtained from SHM, is in a form of a discrete sample. This data 
is used to construct the likelihood function L(0) as [16] 

1(0) = n/x(*,|0) (14) 
1 = 1 

where/x(*il#) is the PDF of Xevaluated at the SHM data value xh given that the parameter of the PDF is 8. 
Combining the prior with the likelihood provides the new updated information about the parameter 8, 
which is in the form of the posterior PDF f"(d) given as [16] 

f"(6) = kl{6)S\6) (15) 

where k is a normalizing constant required to make/"(ö) a proper PDF and is calculated independently 
of 8 as 

/oo 

L(8)f(8)d8 
- GO 

(16) 

The basic random variable X is then updated based on the updated posterior PDF of its parameters. 
By virtue of the total probability theorem, the updated PDF of X is 

#(*) =   f/xWW (17) 
J — 00 

Closed-form solutions for Eq. (17) are not always possible, and alternatively, an approximate updated 
distribution can be found by first performing numerical integration to obtain the cumulative distri- 
bution function (CDF) 

Fx(yi)=     / kmw"{ß)mu 1 = 1,2, ...,k os) 
J—oo   J—txt 

where y= [yi,y2, • • -,yv\ is an array of values large enough to cover the range of probable values of X and 
with small enough interval, and then, an appropriate CDF is fitted to the obtained values using the 
method of least squares, where the parameters p of the distribution are determined by solving the 
following optimization problem [18] 

Find: the parameters vector P = {p\, p2, ..., pn} (19) 

k 
To minimize : s = ^[F(y,) - F*^)}2 (20) 

i=i 

where F*{yu P) is the fitted CDF aty, with parameters P. 
In this paper, it is considered that the extreme value distribution parameter un has a greater impact 

on/Ln(/) than the parameter an, and thus an is known while un is updated with the SHM data using 
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Bayesian updating. Also, from the prior information an initial estimate of un is used, i.e., the prior PDF of 
un, where it is assumed that the un is lognormal and given as 

fW^ehm2] (21) 

where Z, and X are the hyperparameters of the variate un and are related to the mean and standard 
deviation of the variate un according to 

-   1+£| (22) 

X = \nii-^C2 (23) 

The mean p is obtained from the prior information and a is calculated based on an assumed COV of 10%. 
The literature linking the themes of Bayesian updating and extreme value modeling is sparse, in part 

due to computational difficulties that some of which have recently been overcome by techniques such 
as Markov chain Monte Carlo (McMC) [19]. Okasha and Frangopol [20] have used the slice sampler 
algorithm [21] for this purpose, and it is also used herein. 

6. Lifetime reliability and redundancy 

The Latin Hypercube sampling [22] is used herein, as an efficient alternative to Monte Carlo 
simulation, to propagate the uncertainties associated with the basic random variables into the ultimate 
and first bending moments. The basic random variables pertinent to the ship resistance are the plating 
thickness r, elastic modulus £, plating yielding stress <TYP, stiffener yielding stress <Tys. corrosion initi- 
ation time and annual corrosion rate. In addition, the variability of the applied bending moments is 
taken into account by considering the statistical parameters shown in Ayyub et al. [7]. The lognormal 
distribution, concerning the resisting moment, has its mean and standard deviation found directly 
from the generated Latin Hypercube samples. 

In this paper, the instantaneous reliabilities of the ship hull with respect to first and ultimate failures 
are studied. Without (i.e., before) SHM, the reliability is analyzed without considering the dynamic load 
effect and hence the instantaneous limit state function is defined as 

g(t) = xRM(t)-xswMsw-xwkwMw = 0 (24) 

where g(t) is the time-dependent performance function, M(t) is the time-variant resisting bending 
moment, Msw is the still water bending moment, Mw is the wave-induced bending moment, XR is the 
model uncertainty associated to the resistance determination, xsw is the model uncertainty related to 
the still water bending moment prediction, xw is the model uncertainty associated to the wave-induced 
bending moment prediction, and /cw is a correlation factor for wave-induced bending moment and is 
set to 1.0 [7]. The model uncertainty coefficients XR, XSW, and xw, are assumed normally distributed with 
mean values of 1.0,1.0, and 0.9, and COV equal to 0.10, 0.05, and 0.15, respectively [4]. 

With SHM, the dynamic bending moment is present and considered and hence the limit state 
function (i.e., Eq. (24)) becomes 

g(t) = xRM(t) - xswMsw - xw(Mw + kdMd) = 0 (25) 

where Md is the dynamic bending moment and kd is the correlation factor between wave-induced and 
dynamic bending moments and is conservatively assumed as 1.0. 

The instantaneous reliability index and the corresponding probability of failure are computed by 
the program CALREL [23] where the second-order reliability method (SORM) is used herein. 
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Fig. 1. Cross-section geometry of a symmetric half hull at Station 10 (midship). Numbers in figure refer to component types 
(see Table 1). 
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Table 1 
Geometrie properties of the components in Fig. 1.[24]. 

Stiffener No. Designation d(mm) tw (mm) b (mm) tf (mm) 

1 5x4x6 125.5 4.8 100.6 5.3 
2 8x4x10 200.4 4.3 100.1 5.2 
3 10 x 4 x 12 250.7 4.8 100.6 5.3 
4 8x4x15 206 6.2 102.1 8 
5 12 x 4 x 16 304.5 5.6 101.3 6.7 
6 12 x 4 x 19 308.9 6 101.9 8.9 
7 10 x 5 3/4 x 22 258.3 6.1 146.1 9.1 
8 14 x 5 x 22 349 5.8 127 8.5 
9 8 x 6 1/2 x 28 204.7 7.2 166.1 11.8 
10 7 x 8 x 21.5 173.5 7.7 203.2 13.5 
11 24 x 9 x 94 616.7 13.2 230.1 22.1 
12 24 x 12 x 119 616.2 14 325.1 21.6 
13 24 x 14 x 146 628.4 16.5 327.7 27.7 
14 36 x 16 1/2 x 230 911.4 19.6 418.3 32 

d = depth of stiffener, rw = thickness of web, b = width of web and tt = thickness of flange. 

Redundancy is a useful performance indicator that provides warnings of partial failure. Once the 
reliability index and probability of failure are obtained, the time-dependent redundancy index can be 
calculated using the following redundancy index [9] 

RI(t) P/JF(0-P/,UF(0 

P/,UF(t) 
(26) 

where Pf.uF(f) is the probability of ultimate failure of the hull, and Pf,Fp(t) is the probability of first failure 
in the hull. 

7. Application: JHSS 

7.1 Description of the ship, its model and testing procedure 

The concepts presented in this paper are illustrated on the Joint High-Speed Sealift Ship QHSS). 
The hull of this ship is characterized by an unusually-fine hull form and a "gooseneck" bulbous bow 
for improved high-speed performance. A scaled structural segmented seakeeping model was 
constructed and successfully tested in the NSWCCD Maneuvering and SeaKeeping (MASK) basin 
during July and August of 2007 to obtain representative ship motions and structural primary and 
secondary loading data in support of validation studies for numerical tools for simulation of ship 
motions and loads, specifically the Large Amplitude Motions Program (LAMP) [24]. Sectional design 
properties for the full-scale hull and model backspline along with geometric properties of the 
components are provided in Devine [24]. A schematic diagram of the midship design section 
(Station 10) is shown in Fig. 1 [24]. Geometric properties of the components in Fig. 1 are shown in 
Table 1 [24]. 

Table 2 
Statistical descriptors of the corrosion model parameter C,. 

Location Mean (mm/year) Standard deviation (mm/year) 

Deck plating 
Deck stiffener web 
Side shell plating 
Side stiffener web 
Bottom shell plating 
Bottom stiffener web 

0.008125 

0.008125 

0.003750 

0.003750 

0.021250 

0.008125 

0.000406 

0.000406 

0.000188 

0.000188 

0.001063 

0.000406 
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Fig. 2. Profiles of first and ultimate failure moments for sagging ((a) and (b)), hogging ((c) and (d)); mean profiles, mean plus and 
minus one standard deviation profiles, and PDF of the moments at 0,10, and 20 years. 

The model was Froude-scaled down with the selected scale factor (A = 47.2533) to make it small 
enough to perform the tests within the constraints of the MASK test facility while keeping the model 
large enough to provide meaningful results [24]. A Froude-scaled continuous aluminum backspline 
beam connected the shell sections to provide realistic vibrational response due to wave-induced forces 
including hull primary and secondary loads due to wave and slam-induced hull whipping [24]. Strain- 
gages, calibrated to known loads prior to the test, were used to measure the primary and secondary 
structural response during each test run and were mounted at each segment cut to measure the 
vertical, lateral and torsional bending moments and vertical and lateral shear forces. Static load cali- 
brations were used to generate sensitivities to convert structural response to load so that the output 
voltage from a strain gage bridge circuit were converted directly to load, bending moment or shear 
force [24]. 

Table 3 
Statistical descriptors and distributions of the prior applied loads. 

Load effect Mean (Nm) Coefficient of variation Distribution type 

Sagging still water bending moment 1.823 x 109 0.15 Normal 
Sagging wave-induced bending moment 3.867 x 109 0.15 Extreme value type 1 
Hogging still water bending moment 3.283 x 109 0.15 Normal 
Hogging wave-induced bending moment 2.729 x 109 0.15 Extreme value type I 
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In this paper, the bending moment readings from midship (Station 10) from all 21 runs at speed 
35 knot and heading 0° and in sea state 7 are used. The size of the datasets for each run ranges 
from 3200 to 4000 samples, with a total of 73,800 samples. The sampling rate was 200 Hz and 
hence the total duration of the test was about 6.15 min. All data were scaled up to the full-scale 
ship dimensions using the Froude-scaling factors, such that the bending moment is scaled by 
1.025A4 and the time is scaled by \/X Accordingly, the time duration of the test measured in full 
scale is about 42.28 min. 

7.2. Resistance modeling 

The first failure and ultimate bending moments are computed probabilistically. The Latin 
hypercube sampling is used to generate 5000 samples for the random variables considered. 
These random variables are the plating thickness r, elastic modulus E, plating yielding stress 0-Yp, 
and stiffener yielding stress OYS and they have the lognormal distribution with COV 0.05, 0.03, 
0.1, and 0.1, respectively [24]. The residual stress value has been assumed to be equal to 5% of the 
plating yielding stress. For each sample, the first failure and ultimate bending moments are 
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Fig. 3. Peak extraction from SHM signal for: (a) low and (b) high frequency filtered signals. 
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computed and the resulting set of moments in each case are used to fit its probability distri- 
bution. This is repeated for 30 years in two year increments where at each increment the plate 
and stiffener web thicknesses are reduced to account for the corrosion loss at that time 
increment. 

Table 2 shows the mean and standard deviation of the assumed annual lognormal corrosion rate 
C\ with respect to the location of the stiffened plates. Prior to using the values in Table 2, others 
from the literature have been tried. However, it was found that owing to the high values of 
corrosion penetration and very high COV provided by these corrosion models, in addition to the 
small plate thicknesses used in the section of this ship, the corrosion loss obtained after few years 
become larger than some of the generated plate thicknesses samples. Indeed, these corrosion 
models are conservative and the light weight design of this ship yielded very thin plates such that 
more accurate corrosion models are needed for time-dependent reliability. The values in Table 2 
are proportional fractions of those in Akpan et al. [5]. The results of the strength analyses are 
shown in Fig. 2. 
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Table 4 
Statistical descriptors and distributions of the high frequency moment. 

Loading condition Mean (Nm) Coefficient of variation Distribution type 

Extreme value type I 
Extreme value type I 

Sagging 
Hogging 

1.183 x 10a 

1.185 x 109 
0.134 
0.134 

7.3. Prior loads 

The still water and wave-induced bending moments are computed using Eqs. 2 through 5 [2]. The 
variability of these moments is taken into account by considering the still water moment and wave- 
induced moment as normal and type I extreme value, respectively, with COV of 0.15 for both [7]. 
A summary of the results is shown in Table 3. 

7.4. Reliability, redundancy, SHM and Bayesian updating 

The load and resistance information obtained thus far provide the means to compute the initial 
prediction of reliability and redundancy over time for the JHSS ship. Next, the SHM data is integrated 
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into this prediction to provide an updated assessment of the ship performance. First, the SHM data is 
preprocessed. The bending moment readings from midship (Station 10) from all 21 runs at speed 35 
and heading 0° and in sea state 7 are scaled up using the Froude-scaling rules (1.025A4). Then, the signal 
is filtered using the Butterworth filter in the MATLAB signal processing toolbox [14] to separate the low 
frequency waves from the high frequency waves. In each case, the developed peak extraction algorithm 
is used to extract the maximum moment readings from the wave cycles. Fig. 3 shows an example of the 
results from sampling and peak extraction of run 215 for both the low and the high frequency filtered 
signals. The process provided 397 peaks of low frequency moment peaks (in each of the sagging and 
hogging moments) and 1861 peaks of high frequency moment peaks (in each of the sagging and 
hogging moments). 

The histograms of the obtained high frequency moment peaks in sagging and hogging are shown 
in Fig. 4. It is clear from the figure and the results of the Kolmogorov-Smirnov test [16] that the 
exponential distribution fits these peaks very well. Using the parameters of the obtained exponential 
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distributions, extreme value statistics are used to find the parameters of the corresponding extreme 
value type I distributions. The results are shown in Table 4. The results in the table show that the 
dynamic load effects can be very large in rough operational conditions. However, the sea state 7, 35 
knot speed and head seas example data set provided by the NSWCCD and considered as the worst 
operational conditions herein represents conditions more severe than the ship would be expected to 
encounter. Therefore, the results are expected to be exaggerated and conservative. However, the 
methodology remains applicable with any SHM data collected during any operational conditions. 

Next, the low frequency moment peaks are integrated with the prior information using Bayesian 
updating. The slice sampler is used sequentially with 50 peaks increments to obtain the samples of 
the posterior distributions. Recall that the parameter to be updated is the extreme value parameter 
un and it is assumed to be lognormally distributed with prior mean calculated using the IACS [2] 
guidelines and assumed COV of 10%. The obtained posterior samples for the parameter un is used 
to fit a posterior distribution, which was also found to be best modeled by the lognormal distribution. 
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Fig. 5 shows the histograms and fitted PDFs of the updated parameter un for both sagging and 
hogging moments. The posterior distributions are plot with the prior distributions and showing the 
histograms of the low frequency peaks found from the SHM data as well in Fig. 6. It is evident that 
integrating the SHM significantly reduced the uncertainty in this parameter (i.e., the assumed 10% 
COV in parameter un). The posterior distributions are used to update the underlying distribution of 
the low frequency bending moment and the results are shown in Fig. 7. As shown in the figure, the 
updated PDF has embraced the low frequency peaks found from the SHM data but with less 
uncertainty than that exhibited in the data. It is also clear that the prior distribution, which repre- 
sents design code belief, is conservative with respect to the low frequency peaks obtained from the 
SHM data and the posterior distribution, even though the operational conditions represented by the 
SHM data are also conservative. However, when taking into account the high dynamic load effects in 
addition to the low frequency moments, the total updated effect is more severe. This is shown in 
Fig. 8 which shows the time-dependent reliability indices associated with first and ultimate failures, 
in Fig. 9 which shows the time-dependent probabilities of failure associated with first and ultimate 
failures, and in Fig. 10 which shows the time-dependent redundancy index with and without inte- 
grating the SHM data. Clearly, the new total load effect obtained by integrating the SHM data is more 
severe than the prior load effect (note that the resistance is the same and that the SHM operational 
conditions are conservative). 
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8. Conclusions 

In this paper, an approach for integrating the information obtained from SHM in the life-cycle 
performance assessment of ship structures under uncertainty is presented. The resistance with respect 
to the first and ultimate failure vertical bending moments is determined such that the ultimate failure 
moment is computed using an optimization-based method and the first failure moment is computed 
using the progressive collapse method. The reliability indices and probability of failure are computed 
using a hybrid Latin hypercube sampling - SORM technique. In order to integrate the SHM data with 
necessary prior information, Bayesian inference concepts are used for updating the load effects. SHM 
data obtained by testing a scaled model of a Joint High-speed Sealift Ship is used to update its life-cycle 
reliability and redundancy. 

An example data set provided (representing the operational conditions of sea state 7, 35 knot speed 
and head seas) was considered as the worst operational conditions the ship may encounter. The results 
are expected to be very conservative. However, the methodology remains applicable with any SHM 
data collected during any operational conditions. The data set was scaled up to the full-scale ship, 
filtered and the peaks were extracted using a developed peak extraction algorithm. High frequency 
moment peaks were used with classical estimation techniques and extreme value statistics to generate 
the probability distribution of the dynamic bending moment. The results obtained showed that the 
dynamic load effects can be significant in rough operational conditions. The updated PDF has embraced 
the low frequency peaks found from the SHM data but with less uncertainty than that exhibited in the 
data. 
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Abstract 
Current and future trends in naval craft design are leaning toward the development of high-speed and high-performance 

vessels. Lack of information on wave-induced loads for these vessels presents a challenge in ensuring their safety that is 
best tackled with monitoring operational loads and detecting damage via structural health monitoring (SHM) systems. 
These monitoring systems, however, require efficient statistical and probabilistic procedures that are able to effectively 

treat the uncertainties inherent in the massive volumes of collected data and provide interpretable information regarding 
the reliability and condition of the craft structure. In this article, an approach for using SHM data in the reliability analysis 
and damage detection in high-speed naval craft (HSNC) under uncertainty is presented. This statistical damage detection 
technique makes use of vector autoregressive modeling for detection and localization of damage in the ship structure. 

The methodology is illustrated on an HSNC, HSV-2. Data obtained from seakeeping trials of HSV-2 were treated as the 
SHM data mentioned above. 

Keywords 
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Introduction 

Conventional ship structures have received significant 
research attention over the past several decades which 
yielded a rich literature. Knowledge on these structures 
is mature enough that, today, code procedures and even 
commercial software to compute the ultimate global 
strength and design loads are well established.1 The per- 
formance of the ship hull can be determined by comput- 
ing its global strength using the formulation supporting a 
section analysis and calculating the loads using design 
expressions. For instance, simplified methods for pre- 
dicting the load-shortening curves of steel plates and 
panels considering the effects of initial imperfections 
are available. These methods facilitates the use of a sys- 
tematic incremental curvature procedure to determine 
the ultimate bending moment of a conventional ship hull. 

More recently, larger, faster, and more powerful 
naval craft have been designed. In order to allow 
higher speeds and increased cargo capacity, high-speed 
vessels often employ novel and aggressive structural 

designs using composite or aluminum alloys with 
innovative arrangements and fabrications to maximize 
lightship weight reduction.2 Due to lingering questions 
related to issues such as the effects of transverse welds 
and localized heat affected zones resulting from weld 
attachment, methodologies for predicting the load- 
shortening of plates and panels, considering initial 
imperfections   and   determining   the   ultimate   hull 
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strength are not as established or validated for alumi- 
num ship structures as in the case of steel ship struc- 
tures.3 Unlike the case of conventional steel ship 
structures, the performance of high-speed naval craft 
(HSNC) is specified to be quantified based on com- 
parison of resistance and load effects at the stress (or 
strain) level and not the global level. According to the 
American Bureau of Shipping (ABS),4 direct analyses 
are required in all naval craft to demonstrate the ade- 
quacy of the structural design using the dynamic load 
approach (DLA). 

The DLA is based on using a detailed full-scale 
three-dimensional finite element model (FEM) of the 
ship. The most critical loading conditions are deter- 
mined from seakeeping or testing. The loads associated 
with these conditions are applied to the FEM and the 
maximum stresses are checked against acceptable 
limits.5 

When performing the DLA, out of the entire record 
of measured responses from the seakeeping trial, only 
the worst conditions are selected for application to the 
FEM. However, the measured responses during the sea- 
keeping trials exhibit significant variability. The odds of 
encountering this worst condition may not be high 
enough to justify the design or assess the ship solely 
upon. Uncertainty is a considerable factor in this pro- 
cess, neglected in the DLA. 

To support the conclusions obtained from the DLA, 
a probabilistic approach in which the variability in the 
measured load effects are carefully addressed is cer- 
tainly of high importance. In this article, such an 
approach is proposed. With this approach, the perfor- 
mance of the HSNC structure is quantified by deter- 
mining its reliability using the structural health 
monitoring (SHM) data. In addition, the SHM data 
are used as an instrument for damage detection in the 
HSNC structure. 

Structural reliability offers a rational framework to 
quantify uncertainties in strength and demand, and to 
evaluate the probability of failure. It combines theories 
of probability, statistics, and random processes with 
principles of structural mechanics and forms the basis 
on which modern structural design and assessment 
codes are developed and calibrated.6 

The potential economic and life safety implications 
of early damage detection in aerospace and civil and 
mechanical engineering systems have motivated a sig- 
nificant amount of research in SHM and vibration- 
based damage detection.7 According to a literature 
survey conducted by Docbling et al.8 most damage 
detection methods are global in nature, that is, the 
dynamic properties (natural frequencies and mode 
shapes) are obtained for the entire structure from the 
input-output data using a global structural analysis. 
However, global damage measures are not sensitive to 

minor and local damages.9 Furthermore, such methods 
involve FEM and system identification methods, which 
can be computationally expensive.9 Because all vibra- 
tion-based damage detection processes rely on monitor- 
ing data with inherent uncertainties, statistical analysis 
procedures are necessary if one is to state in a quanti- 
fiable manner that changes in the vibration response of 
a structure are indicative of damage as opposed to 
operational and/or environmental variability.7 It is 
hence natural and necessary to integrate a statistical 
damage detection process into the overall assessment 
of ship structures. 

In this article, an approach for using the data 
obtained from SHM in the reliability analysis and 
damage detection in HSNC structures under uncer- 
tainty is presented. The employed statistical damage 
detection technique makes use of vector autoregressive 
(ARV) modeling for detection and localization of 
damage in the HSNC structure. The methodology is 
illustrated on an HSNC and uses data obtained from 
previous seakeeping trials. 

Reliability analysis 

Analyzing the safety of structures using reliability 
methods has been recognized as far more rational 
than deterministically oriented methods. The DLA is 
a purely deterministic approach relying on a one-time 
exceedance of the load effect to an acceptable limit, 
ignoring all other load occurrences, the rate of occur- 
rence, and the associated uncertainties. It is, therefore, 
deemed essential to conduct a reliability analysis in lieu 
of the deterministic acceptable limit check stated by 
the DLA. 

To be in line with, and comparable to, the DLA, 
the reliability analysis approach established herein also 
aims to quantify the safety of the structure at key 
locations, predetermined by finite element analysis 
and engineering judgment. These key locations are 
instrumented with proper monitoring sensors to 
gather the data needed for the reliability assessment. 
The reliability is quantified in terms of the strain 
induced by global or local load effects. Herein, the 
strains induced by the global longitudinal bending 
moments are considered. Since the longitudinal bend- 
ing moment acts in sagging and hogging, the reliability 
of the craft structure at the key locations associated 
with the induced strain is also determined in both sag- 
ging and hogging. 

In addition to the wave-induced bending moments 
experienced by HSNC structures due to the speed of 
these vessels, slamming loads (i.e., dynamic load effects) 
are significant. Slamming impact creates whipping 
strains that should also be taken into account in addition 
to the strains produced by the ordinary wave-induced 
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bending moments in the reliability analysis. Therefore, 
the limit state at a given key location is given as: 

g = xRsR - xw(ew + kded) = 0 (1) 

where g is the performance function, F.R the resisting 
strain, e„, and r,tl the strains produced by the wave- 
induced bending moment and the dynamic load effects, 
respectively, xR the model uncertainty associated with 
the resisting strain, xw the model uncertainty associated 
to the wave-induced load effect prediction, and kc/ the 
correlation factor between wave-induced moment and 
dynamic load effects, and is conservatively assumed as 
1.0. The model uncertainty coefficients xR and xw are 
assumed to be normally distributed with mean values of 
1.0 and 0.9, and coefficient of variation (COW) equal to 
0.10 and 0.15, respectively.10 

In reliability analysis, the safety is measured by the 
reliability index ß = <t>—' (1 — pf) where CD is the cumu- 
lative distribution function (CDF) of the standard 
normal distribution and Pj is the probability of failure 
computed as P/=P[g<0], where P[E] the probability 
of occurrence of the event E. 

Statistical analysis of SHM data 

Filtering 

As previously mentioned, the load effects (i.e., strains) 
considered herein are associated with both wave- 
induced bending moments and slam impact waves. 
These loads act on the structure simultaneously such 
that their effects are combined. Thus, the collected 
SHM signal constitutes of the high-frequency waves 
produced by the slamming effects superimposed over 
the low-frequency waves produced by the ordinary 
sea wave-induced bending moments. 

Figure 1(a) shows a hypothetical time history of the 
strains induced in an extreme fiber of the hull amidship 
and Figures 1(b) and (c) show its filtered low- and high- 
frequency signals, respectively. At a point in time, a 
slam impact is encountered, which induces whipping 
strains. These strains are superimposed on the ordinary 
wave-induced strains, where the whipping strains oscil- 
late at higher frequency than the frequency of the ordi- 
nary wave-induced strains. As shown in Figure 1(a), 
some of the whipping strains are added to the positive 
ordinary wave-induced strains to increase the combined 
sagging strains, while others are added to the negative 
ordinary wave-induced strains to increase the combined 
hogging strains. The filtered high-frequency waves that 
contribute to the combined sagging strains are those 
with positive sign and that of the combined hogging 
strains are those with negative sign (Figure 1(c)). 
Therefore, positive and negative high-frequency strains 
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NO 

Figure 2. Peak extraction algorithm. 

are termed sagging and hogging high-frequency strains, 
respectively, to express their association with the com- 
bined hogging and sagging strains. However, it is 
important to realize that high-frequency strains, 
caused by slam impacts, do not necessarily cause phys- 
ical global sagging and hogging bending of the ship 
hull. 

It can also be seen in Figure 1(a) that some of the 
high-frequency strains reduce the combined strains in 
sagging or hogging. This is a safe scenario that should 
not cause worry. The randomness in the occurrence of 
these waves, in high and low frequency, dictates that all 
positive high-frequency strains be treated as realiza- 
tions of a random variable and be associated with the 
combined sagging strains. Likewise, all negative high- 
frequency strains are treated as realization of a random 
variable and associated with the combined hogging 
strains. 

In this article, the signal is filtered using a 
Butterworth filter'' with the cut-off frequency used as 
2 Hz (0.04 of the Nyquist frequency). The Butterworth 
filter is a type of linear analog electronic filters. A dig- 
ital implementation of Butterworth filter is used to sep- 
arate low-and high-frequency strains in this study. 
Butterworth filters are characterized by a magnitude 

response that is maximally flat in the passband and 
monotonic overall. They have a trade-off between the 
roll-on" steepness and the monotonicity in the passband 
and stopband. Butterworth filters have a monotonically 
changing magnitude function with frequency, unlike 
other filter types that have nonmonotonic ripple in 
the passband and the stopband. McClellan-Parks 
filter design algorithm, which was used in Brady,12 is 
an iterative algorithm for finding the optimal 
Chebyshev finite impulse response filter. Compared 
with a Chebyshev filter or an elliptic filter, the 
Butterworth filter has a slower roll-off, and thus will 
require a higher order to implement a particular stop- 
band specification. However, Butterworth filters have a 
more linear phase response in the passband than the 
Chebyshev and elliptic filters. 

Peak extraction 

In this article, positive readings of the strain sensors are 
associated with sagging-induced strains and negative 
readings are associated with hogging-induced strains. 
In each wave cycle, the signal provides all the values 
recorded at the sampling rate, but only the peak sag- 
ging and hogging strains are of interest in the reliability 
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analysis. Therefore, the peak strains need to be 
extracted from the complete record for the sagging 
and hogging strains independently. 

The datasets of peak strains in hogging and sagging 
are obtained from the monitoring signal using a peak 
extraction algorithm developed herein. This algorithm 
is described in the flowchart shown in Figure 2. The 
algorithm first searches among the readings to deter- 
mine all those belonging to the current half cycle and 
determines whether this half cycle is positive or nega- 
tive. Then, the peak in the current cycle is found as the 
maximum value if the half cycle is positive or as the 
minimum value if the half cycle is negative. Positive 
peaks are amended to the vector of positive peaks 
P and negative peaks to the vector of negative peaks 
N. This is repeated for the next half cycle and so on, 
until all readings are considered. 

Accordingly, the developed algorithm provides two 
vectors, namely the vector of positive (hogging) peaks 
P and the vector of negative (sagging) peaks N. In fact, 
this algorithm is applied with the low-frequency waves, 
giving the two vectors P^ and NL and with the high- 
frequency waves, giving the two vectors PH and NH. 
The vectors PL and NL represent the data for wave- 
induced load effects in sagging and hogging, respec- 
tively, whereas the vectors PH and NH refer to the 
data for the dynamic load effects in sagging and hog- 
ging, respectively. 

Distribution fitting 

The vectors of peaks, P^, N^, PH, and NH, constitute 
records of possible values for each of the associated 
loading effects. The variation of the values in each 
vector creates uncertainties in estimating these quanti- 
ties that are best handled by probability distributions. 
It is, therefore, necessary to establish a probability dis- 
tribution for representing each of these vectors. 

The first step in this process is selecting the distribu- 
tion function that best represents each dataset. This 
selection is guided by the results of statistical testings 
such as the Anderson-Darling and the Kolmogorov- 
Smirnov tests.13 Once the proper distribution is 
selected, the parameters of this distribution need to be 
determined. Since in this study SHM is the only source 
of information regarding the load effects, classical esti- 
mation techniques are used to determine the parameters 
of the probability distribution. Several classical estima- 
tion techniques are available, but the maximum likeli- 
hood method is used herein to obtain the parameters of 
the considered distributions for the datasets. 

As shown later, it turns out that the Rayleigh distri- 
bution and the exponential distribution provide a very 
good fit for the low- and high-frequency peaks, respec- 
tively. The probability density functions (PDFs) of the 

Rayleigh   and   exponential   distributions   are   given, 
respectively, as 

/(*) 
^e-(l/2)(.v/a)2       fo].      x > Q 

fix) = 

0 otherwise 

Xe~lx    for    x > 0 
0 otherwise 

(2) 

(3) 

where a is the modal value and A. the mean occurrence 
rate. 

It is noted that even though the exponential distri- 
bution gives zero as the most probable realization, the 
interest in the data is in the upper tail behavior (i.e., the 
maximum values) far away from zero and the exponen- 
tial distribution represents that part of the data very 
well. In fact, for consideration of extreme effects, the 
obtained results need to be extrapolated using extreme 
value statistics, a process that depends only on the tail 
behavior of distributions. 

Extreme value analysis 

For reliability purposes, the safety of the HSNC is quan- 
tified with respect to extreme events produced by the 
load effect L. Appropriate probabilistic tools to model 
this type of loading are the extreme value distributions. 
Exact modeling of extreme value distributions is usually 
a formidable task. Alternatively, one of the three asymp- 
totic extreme value distributions are assigned based on 
the tail behavior of the original distribution. The largest 
value of both the Rayleigh and exponential distributions 
asymptotically converge to the Type I extreme value dis- 
tribution, which is given as:1 

h„(l) = a»e 
-a„(l-n„) exp[- 0-a„(l-u„h (4) 

where u„ is the characteristic largest value of the initial 
variateLanda,, an inverse measure of the dispersion ofL„. 

The parameters of the Type I extreme value distri- 
bution are found for an initial Rayleigh distribution as: 

V2h 

it,, = a V21r 

(5) 

(6) 

where n is the number of waves encountered in the 
period of design storm T; T is taken as 3h.15 The 
value of n is obtained based on the rate of peak 
waves encountered during an SHM trial as: 

Number of peaks collected during a SHM trial 

Duration of the SHM trial 

(7) 
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For an initial exponential distribution, however, the 
parameters of the Type I extreme value distribution are 
found as: 

a„ = X 

u„ — X In n 

(8) 

(9) 

Statistical damage detection 

Motivation 

The basic premise of vibration-based damage detection 
is that changes in the physical properties, such as reduc- 
tions in stiffness resulting from the onset of cracks or 
loosening of a connection, will cause changes in the 
measured dynamic response of the structure.16 It has 
been recognized that the vibration-based damage detec- 
tion problem is fundamentally one of statistical pattern 
recognition.17 Such methods rely on the signatures 
obtained from the recorded vibration, strain or other 
data to extract features that change with the onset of 
damage.9 

Time series methods for damage detection account 
for the inherent uncertainty (measurement, environmen- 
tal, etc.) through statistical tools. '8 Over the past decade, 
time series methods for structural damage diagnosis 
have been successfully applied to simulated and labora- 
tory experimental data.19 However, the vast majority of 
these studies have primarily treated the data from each 
sensor as an independent measurement to construct 
scalar autoregressive (AR) models.7'9'16,l9~24 

Mattson and Pandit25 proposed a method based on 
ARV models and using the statistical moments of the 
residuals of these models as damage-sensitive features. 
Vector models allow a particular series to be described 
not only in terms of its own past values, but also in 
terms of the past values in the other sensors, and pro- 
vides a thorough description of the interaction between 
response sensors.25 

ARV modeling 

In essence, detecting damage using ARV modeling is 
conducted by modeling a vibration signal, called the 
reference signal, obtained from the intact structure, 
and then fitting this model to the measured structural 
response data. The parameters of this model, such as 
the predictive errors, are the damage-sensitive features. 
This model is assumed to provide an accurate predic- 
tion (i.e., a small residual error) for the measured 
response data. An increase in the residual error, 
which is an increase in the difference between the mea- 
sured and the model data, is then interpreted as an 
indication of structural damage. 

Prior to constructing an ARV model, the monitored 
signals, which are measured data with respect to vary- 
ing operational and environmental conditions, need to 
be normalized. All appropriately collected signals are 
standardized and normalized using the following 
expression'9 

A(0 = 
X(t) - flx 

(10) 

where x(t) is the signal obtained from a given sensor 
and p,x and ax the mean and standard deviation of the 
signal, respectively. 

AR models can be constructed by the following 
expression: 

p 

I 
/,   i 

x(') = J2<*kx(t - k) + ex(t) (11) 

where x(t) is the normalized signal, a* the /c-th AR 
coefficient, p the AR model order, and ex(t) the residual 
term for signal x. At each time point, the AR model 
provides a scalar value for the unique signal modeled. 
The coefficients of the model ak are also scalars. In 
ARV modeling, the dependence between past values 
of n signals is taken into account to provide a vector 
of values with entries representing the predicted signals 
for the n sensors at time / as: 

(*u\ 

V-W 
=E 

k=\ 

«1,1,* <*U,ft ••• »i.iut 

«2,1,* «2,2,*  ••• Ct[,n,k 

an,\,k Ot,:,2,k  ■■■ «»,«,*', 

/*u-*\ 
Xll-k (e.v)2,; 

\Xn,t-kJ       \kv)„,,/ 
(12) 

where Xy is the signal of the z'-th sensor at time t from 
the signal set x, «y^ the ARV coefficient relating the 
value of the ;'-th sensor at time / with the value of the 
7-th sensor at time / — k, and (fi.v),,, the residual of the z'-th 
sensor at time / from predicting the signal set x. This 
ARV model with order/) is denoted as ARV(p). Using 
this ARV(p) model, the residuals obtained by predicting 
new signals from these n sensors can be found as: 

(l.h)u\ teu\ «1,1,* «1,2,* ■ •• a\,„,k fy\,i-k\ 
(£y)l,t 

= 
yi,t p 

-E 
k—\ 

«2,1,k «2,2,A- • ■■ al,n,k yit-k 

\(ey)„J \r»J _«n,U ««A* ' ■• <Xn,n,k_ \y»,t-k) 

(13) 

where (£,,),,, is the residual of the z'-th sensor at time 
/ from predicting the signal set y and V;, the signal of 
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the i-th sensor at time / from the signal set y. Herein, 
compact forms for denoting the series of signals Xj and 
v,- of the i-th sensor are given as Xt and Yh and the 
residual series for the x, and yt signals of the i-th 
sensor are used as Exi and Eyj, respectively. 

A measure of goodness of fit is used to select the 
order of the ARV(p) model. The fit function is given 
„„.25 

and Farrar used the standard deviation ratio of the 
measured and model signals as the damage sensitivity 
feature and the increase in this ratio is monitored to 
detect system anomalies. This ratio is used to identify 
the location of damage and is defined as: 

hi = — (15) 

FIT 
novtajX - X) 

norm(X — mean(A')) 
x 100 (14) 

where X is the measured signal and given as the matrix 
[Xi X2, ■ ■ •, Xn] and X the predicted signal found using 
the ARV(/)) model with the signal X. 

Hypothesis testing for damage detection 

As discussed previously, the predictive capability of the 
model ARV(/;), such as the residual series Exj and Eyj 
obtained from the vicinity of sensor /, is used as the 
damage-sensitive feature. Both Exj and Eyj have zero 
means and standard deviations axi and oyh respec- 
tively, and are typically assumed to follow normal dis- 
tributions. If the ARV(/)) model constructed with the 
reference signals X\ is not a good representation for the 
new signals yh the standard deviation of the residual 
error of the new signals cr,,,- would be higher than that 
of the reference signals axj. Statistical decision making 
is then conducted by formal statistical hypothesis test- 
ing procedures on quantity ax and its counterpart err l8 

This is accomplished by testing the null hypothesis 
that the structure is intact (//0: aXtt = cryj) against the 
alternative hypothesis that the structure is damaged 
(H\: CT.V./<o>,,). 

This hypothesis can be tested by using the two- 
sample left-tailed /'-test, which tests whether the two 
independent samples (EXyi and is,,,) come from normal 
distributions with the same variance (H0) against the 
alternative that they come from normal distribu- 
tions with the variance of Ex,- less than the variance 
ofRv(//,).26 

Damage localization 

Damage detection based on time series modeling is a 
process that relies on the interpretation of the outcomes 
of a selected feature that is sensitive to damage. 
Accordingly, the closer the sensor is to the location of 
damage, the larger the value of the damage sensitivity 
feature. In essence, the standard deviation of the resid- 
uals of the ARV(/i) models is found to provide the best 
indication for both the presence and location of 
damage.25   Using   scalar   AR-ARX   modeling,   Sohn 

Therefore, the larger the ratio /), is, the closer the 
sensor i is to the location of damage. To use h-, to 
detect damage in the vicinity of sensor /, /;,- must be 
larger than some chosen threshold value. The value 
A,= 1.0 is a reasonable threshold; establishing a more 
accurate threshold value requires rigorous statistical 
analyses of test data acquired under different opera- 
tional conditions in order to obtain the probability dis- 
tribution for h.1 In this study, the damage detection is 
performed using the statistical hypothesis testing 
explained above. Then, the /;,- values of the sensors 
that were found from the hypothesis testing to detect 
damage are compared to determine the location of 
damage. It is then concluded that damage is located 
closer to the sensors with higher /;, values among the 
sensors found to pass the //j decision from the hypoth- 
esis test. 

Application: HSV-2 

Description of the ship, its model and 
testing procedure 

The methods presented in this article are illustrated on 
a HSNC, HSV-2. The HSV-2 is a 98-m long, high 
speed, all aluminum, wave-piercing catamaran designed 
by Revolution Design, and built by Incat in Tasmania, 
Australia. HSV-2 is capable of maintaining an average 
speed of 35 knots or greater. It was delivered to the US 
Navy in 2003 and underwent rough sea trials in early 
2004. The ship was instrumented with various types of 
sensors, placed throughout the ship, to monitor and 
evaluate response and performance.2 The objectives of 
these sea trials were to determine whether the measured 
responses were acceptable with code-set safety levels 
when the ship is operated within the safe operational 
envelope defined by the ABS. 

There were a total of 16 strain gages (Tl-1, Tl-2,..., 
Tl-16) instrumented to measure responses due to pri- 
mary (global) wave loads (i.e., any of the rules-based 
design loads derived for the purpose of sizing longitu- 
dinally or transversely continuous structures). These 
gages were optimally located based on results of a 
full-ship finite element analysis.12 During the sea 
trials, the ship was operated in such a manner as to 
collect data at specific speed and heading combinations, 
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where by traversing an octagon course relative to the 
predominate wave direction, at certain speeds, strain 
data were collected at headings of 0°, 45°, 90°, 135°, 
180°, 225°, and 270c and speeds of 10, 15, 20, 30, and 
35 knots.2 In addition to the Tl strain gage group, 
other groups were instrumented to measure stress con- 
centrations T2 and secondary loads T3/T4.12 Tl and T2 
sensors were set to continuously record data from the 
start until the end of each trial run (about 30 min each) 

Table   I.  Locations of sensors T1-5, TI-6, , TI -101 

Sensor Frame Side 

TI-5 

TI-6 

TI-7 

TI-8 

TI-9 

TI-10 

24 
46 
61 
24 

46 
61 

Port 

Port 

Port 

Starboard 

Starboard 

Starboard 

with a sample rate of 100 Hz.12 Six of the Tl sensors 
were dedicated for recording strains induced by the lon- 
gitudinal bending moments (Tl-5, Tl-6,..., Tl-10). 
These six sensors are presented with their locations in 
Table 1' and their positions relative to the frames on 
the overall sketch of HSV-2 in Figure 3,12 and are 
selected for this study. 

Reliability analysis 

The six Tl bending moment sensors are distributed 
symmetrically on both sides (i.e., port and starboard) 
of the HSV-2. The three sensors located on the port 
(i.e., Tl-5, Tl-6, and Tl-7) are selected to demonstrate 
the application of the reliability analysis explained 
above. As shown in Table 1, the sensors Tl-5, Tl-6, 

(a) 
60 

40 

20 
c 
1       0 

c 
'2   -20 
CO 

-40 
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-80 

Sagging ü 
Raw data 

Low freq. filt. V 
i   Hogging peak 

12 16 20 

Time (S) 

Figure 3. Sketch of the top view of HSV-2 with the positions of 

the sensors Tl-5 to TI -10 relative to the frames. 

Figure 4.  Peak extraction from SHM signal for: (a) low- and 

(b) high-frequency filtered signals. 
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Figure S.  Histograms and PDF of: (a) low-frequency peaks in sagging; (b) low-frequency peaks in hogging; (c) high-frequency peaks in 
sagging; and (d) high-frequency peaks in hogging. 

and Tl-7 monitor the strain at frames 24, 46, and 61, 
respectively, which lie between the aft and forward per- 
pendiculars defined as frames 0 and 77, respectively. 

As previously explained, the first step in the process 
is to filter the signal for the separation of low-frequency 
waves from the higher ones. For each of these filtered 
signals, the peak extraction algorithm is used to collect 
the datasets of the peaks in sagging and hogging. The 
results of one example signal are shown in Figure 4. In 
this figure, the signal was collected at sea state 4, head- 
ing angle 0n, and speed 20 knots. The signal is filtered 
and the peaks are extracted for both low- and high- 
frequency signal components. 

The histograms of the obtained low- and high-fre- 
quency peaks in sagging and hogging are shown in 
Figure 5. It is clear from the figure and the results of 
the   Kolmogorov-Smirnov   test13   that   the   Rayleigh 

distribution fits the low-frequency peaks very well, 
while the exponential distribution fits the high-fre- 
quency peaks. Using the parameters of the obtained 
distributions, extreme value statistics are used to find 
the parameters of the corresponding extreme value 
Type I distributions. 

In the DLA, the maximum values of strain are deter- 
ministically checked against the allowable design limits. 
In the design of ship structures, material properties of 
the weld metal are used to derive allowable stresses for 
welded joint details using knockdown factors, which is 
complicated by the fact that the allowable limit may 
also be related to a specific load case and the failure 
mechanism associated with a particular portion of 
the structure.12 It is evident that research geared 
toward establishing the probabilistic resistance of alu- 
minum HSNC structures is crucial for the accurate 
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Figure 6. Variation of the reliability index and maximum strain of the HSV-2 with respect to speed for sea state 4, heading angle of 0 
at: (a) frame 24 in sagging; (b) frame 24 in hogging; (c) frame 61 in sagging; and (d) frame 61 in hogging. 

analysis of their reliability. Such research is well estab- 
lished for conventional steel ship structures,27~29 but 
lacking for aluminum HSNC. In Brady,12 deterministic 
allowable limits set forth by the ABS and Revolution 
Design are used for conducting the safety check. The 
allowable strain limit for sensors Tl-5, Tl-6, and Tl-7 
is 870u.in/in. In this article, this limit is used as the 
mean of the resisting strain e,R, and the COV is assumed 
as 10%. Also, the resisting strain is assumed to follow 
the lognormal distribution. It is emphasized that these 
assumptions can be discarded, without affecting the 
validity of the current approach, once a comprehensive 
probabilistic approach for establishing the resisting 
strain is available. 

Selected samples of a large database, obtained from 
many seakeeping trials of different operational loading 

conditions, are used to illustrate the reliability analysis 
and identify existing patterns. The reliability computa- 
tions are conducted with the software CALREL30 using 
the second order reliability method (SORM).31 

Figure 6 displays the effect of speed on the reliability 
index of the HSV-2 at frames 24 (Figure 6(a) and (b)) 
and 61 (Figure 6(c) and (d)) in sea state 4 and heading 
0°. As expected, the reliability index decreases as the 
speed increases. In fact, the relationship between 
speed and reliability seems to be almost linear. Also 
shown in the figure are the absolute maximum strains 
recorded by these sensors corresponding to each speed. 
It is immediately evident that these absolute maxima do 
not follow the expected pattern that the reliability indi- 
ces do. Clearly, deterministic analyses that are based on 
one recorded value, ignoring the entire record, can be 
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Figure 7. Variation of the reliability index of the HSV-2 with respect to speed and sea state with heading angle of 0 ' at: (a) frame 24 
in sagging; (b) frame 24 in hogging; (c) frame 61 in sagging; and (d) frame 61 in hogging. 

misleading and incorrect. On the other hand, taking into 
account the entire record of monitoring data and prop- 
erly treating the inherent uncertainty in this record in a 
reliability analysis is far more superior. It is clear from 
the figure that the reliability levels computed at frame 24 
are lower than those at frame 61. The longitudinal bend- 
ing moment induced by low-frequency wave loads 
should be the highest at mid-ship which results in the 
lowest reliability index values. Frame 24 is located closer 
to mid-ship than frame 61 and therefore, has a lower 
reliability index. Furthermore, it is clear that the reli- 
ability indices in sagging are close to their respective 
ones in hogging. Figure 7 shows the effect of speed 
on the reliability index of the HSV-2 at frames 24 
(Figure 7(a) and (b)) and 61 (Figure 7(c) and (d)) in 

both sea states 4 and 5 and heading 0°. It is observed, 
as expected, that the reliability indices in sea state 5 are 
lower than in sea state 4. The difference is also seen to 
increase as the speed increases. 

Figure 8 shows the effect of head angle on the reliabil- 
ity index of the HSV-2 at frames 24 (Figure 8(a) and (b)) 
and 61 (Figure 8(c) and (d)) in sea state 5 and a speed of 
20 knots. It is seen that the reliability index at angle 0° is 
the lowest in all cases. At frame 61, the reliability index 
almost linearly increases with the heading angle from 
0° to 180°. However, at frame 24, the highest reliability 
index is at angle 90°. This is expected because the sensors 
are on the port side of the ship and a 90° angle produces 
the lowest longitudinal bending moment from the wave 
load. Also shown in the figure are the absolute maximum 
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Figure 8. Variation of the reliability index and maximum strain of the HSV-2 with respect to heading angle for sea state 5, speed of 
20 knots at: (a) frame 24 in sagging; (b) frame 24 in hogging; (c) frame 61 in sagging; and (d) frame 61 in hogging. 

strains corresponding to each heading angle. Clearly, 
these absolute maxima do not always provide a mean- 
ingful conclusion for safety assessment. In Figure 9, the 
effect of heading angle on the reliability index of the 
HSV-2 at frames 24 (Figure 9(a) and (b)) and 61 
(Figure 9(c) and (d)) in both sea states 4 and 5 and a 
speed of 20 knots is shown. The reliability indices in sea 
state 4 follow nearly the same pattern of those in sea 
state 5 and have been discussed above. 

Figure 10 presents the variation of the reliability 
index over the longitudinal span. It shows the reliability 
indices at frames 24, 46, and 61 in sea state 5, heading 
angle 0°, and speeds 2 knots (Figure 10(a) and (b)) and 
20knots   (Figure   10(c)   and   (d)).   In   addition,   the 

absolute maximum strains at these frames are shown 
in the figure. It is clear that the reliability indices at 
frames 24 and 46 are similar, while at frame 61 they 
are relatively much higher. However, according to the 
maximum strains, frame 46 exhibits the largest strains. 
Basing a decision solely on the maximum strains clearly 
could lead to an unsafe assessment of the craft at frame 
24. In Figure 11, the effects of the three operational 
variables: speed (Figure 11(a) and (b)), heading angle 
(Figure 11(c) and (d)), and sea state (Figure 11(e) and 
(f)) on the reliability of HSV-2 at the three frames are 
displayed. In all cases, the reliability indices at frames 
24 and 46 are similar, while at frame 61 they are rela- 
tively higher. Since the reliability is a function of speed, 
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heading angle, and sea state, it is apparent that holding 
the other two variables constant, the reliability is 
consistently lower for higher speeds, smaller heading 
angles, and higher sea states. 

Damage detection 

To address the need for structural state awareness and 
SHM of ships, the ARV method described above is 
applied to Tl global response sensor data for detecting 
and localizing damage. The six Tl bending moment 
sensors are selected for their spatial locations over the 

ship structure. Run 117 conducted on May 14, 2004, 
was arbitrarily selected as the reference dataset for 
training and construction of the ARV(/>) model. 
During this run, the ship was operated at a 2-knot 
speed and 0" heading in sea state 4. 

The MATLAB System Identification Toolbox32 was 
used to obtain the coefficients of the ARV(/>) model. 
Using the fitness test in Equation (14), a model with 
order p = 5, having 180 ARV coefficients provided a 
fitness of 98.63%. On the other hand, a model with 
order p= 10, having 360 ARV coefficients provided a 
fitness of 98.71%. Accordingly, the ARV (5) model was 
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Figure   10. Variation of the reliability index and maximum strain of the HSV-2 with respect to frame position for sea state 5, heading 

angle of 0' and (a) speed of 2 knots in sagging; (b) speed of 2 knots in hogging; (c) speed of 20 knots in sagging; and (d) speed of 
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selected since the insignificant increase in fitness does 
not justify the added computational cost associated 
with the ARV(IO) model. 

The constructed model (with Run 117) was used to 
predict the signal from Run 150, recorded on May 15, 
2004, and Run 211, recorded on May 17, 2004. The 
ship was operated at 2-knot speed and 0° heading in 
sea state 4 for both Runs 150 and 211. The prediction 
of sensor T1-5 in Run 150 using the generated ARV (5) 
model is shown in Figure 12. Clearly, the model is able 
to predict the new signal with high accuracy. 

Now, the series of residuals obtained from predicting 
the reference signal (Run 117) forms a baseline for com- 
paring against residuals obtained from predicting sig- 
nals from the Runs 150 and 211, respectively, to test the 

hypothesis of damage presence in the structure. The 
testing was conducted using the MATLAB statistics 
toolbox-6 and the results are shown in Table 2. As 
shown in the table, none of the sensors indicated 
damage in Run 150. Given that this run was conducted 
soon after the reference Run 117 (the next day), the 
results of the hypothesis testing reveals that damage 
has not occurred. However, Run 211 was conducted 
after a few more dates of rough water, and the ship 
had experienced severe sea conditions that may have 
inflicted damage in areas around sensors Tl-5, Tl-6, 
and Tl-8 as shown in Figure 13. Table 2 shows the 
sensitivity factors found for both runs, which are also 
shown in Figure 14. The highest concentration of 
damage seems to be located near Tl-6. It is important 
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Figure 12. Measured and predicted signal from Sensor TI-5 in 
Run 150 with: (a) a view of 10000 samples and (b) an expanded 

view with 500 samples. 

Table 2. Damage detection results for sensors TI-5, TI-6,.. 

TI-10 

Run 150 (intact case) Run 211 (damaged case) 

Damage Damage 

Sensor 
Damage 
decision 

sensitivity 
factor 

Damage 
decision 

sensitivity 
factor 

TI-5 Ho 0.9852 H, 1.1246 

TI-6 Ho 0.7889 H, 2.9819 

TI-7 Ho 0.9399 Ho 0.8801 

TI-8 Ho 0.9506 H, 1.2292 

TI-9 Ho 0.9541 Ho 0.9666 

TI-10 Ho 0.9728 Ho 0.9497 

T1-7 P    T1-10 

T1-6 T1-9 

T1-5 

O   Damage not detected 

#   Damage detected 

Figure   13. Sketch of the top view of the HSV-2 showing the 

potentially damaged locations found by damage detection. 

to emphasize that whether the structure is intact or 
damaged entails a decision that is entirely based 
upon hypothesis testing of the data. These types of 
methods for structural damage diagnosis have been 
successfully applied for simulated data and well-con- 
trolled laboratory experimental data. However, the 
method has not been applied on data recorded from 
full-ship sea trials. Many factors, such as data require- 
ment, lack of data from known damage conditions, 
and sensors that were not designed specifically for 
SHM, in addition to the validity of this application, 
are largely unknown. 

In light of Figure 14, a follow-up investigation may 
be undertaken in which the potentially damaged loca- 
tions are visually inspected for further confirmation of 
damage presence and condition assessment may be 
made rigorously. Thus, the damage detection process 
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provides motivation for initiating a necessary visual 
inspection over a limited area of the ship when it 
might not have been scheduled, and saves the time 
and effort by not inspecting the areas that have not 
shown any sign of anomaly. Based on the findings of 
the visual inspection, it may be suggested to repair cer- 
tain components of the ship or perform additional 
nondestructive testing to further incur information 
about the health of the structure. Clearly, damage 
detection using SHM can be a powerful and important 
tool in an integrated framework for assessment and 
management of ship structures. In addition, similar to 
most large and complex civil and aerospace structures, 
ships can only be sparsely instrumented relative to their 
size. Therefore, it is critical to develop an optimal strat- 
egy and to implement an effective data processing plan 
for SHM. On the global level, strain measurement such 
as Tl sensors combined with reliability methods and 
statistical-based damage detection algorithms can pin- 
point possible problems and identify their approximate 
locations in a timely fashion. Then, further evaluations 
are justified using more localized techniques as well as 
incorporate sensor and inspection information into 
fracture-based fatigue models to evaluate details of 
known or suspected flaws. 

Conclusions 

In this article, an approach for using the data obtained 
from SHM in the reliability analysis and damage 
detection in HSNC under uncertainty was presented. 
A statistical damage detection technique that makes 
use of ARV modeling was implemented for detection 
and localization of damage in HSNC structures. The 
methodology was illustrated on a naval HSV-2. 
Strain data obtained from seakeeping trials of the 
HSV-2 were used as SHM data to demonstrate the 
methodology. 

The patterns observed in the HSV-2 example fall in 
line with the expected behavior of the craft in the dif- 
ferent operational loading cases considered and at the 
different locations investigated. For example, it was evi- 
dent that speed is inversely related to the reliability of 
the craft structure. 

As expected, the results of the illustrative example 
reinforce the preexisting belief that the probabilistic 
approach for analysis of structural safety is far superior 
to that of deterministic approaches. This is indeed the 
case, since as shown by the results of the example 
HSV-2, neglecting uncertainties could lead to inconsis- 
tent and misleading results. 
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The potential for using SHM data for detecting 

damage in HSNC structures has been highlighted by 

the use of a ARV modeling technique. The damage 

that may be inflicted by high speed and/or combat is 

a source of concern that can be effectively addressed by 

exploiting the capabilities of SHM. 
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This article focuses on estimating probabilistic lifetime sea loads for high-speed ship structures with the aim of 
assessing fatigue performance and predicting service life from available data. Performance assessment and service 
life prediction for naval ship structures are extremely important issues. In particular, understanding the effect of sea 
loading on naval high-speed vessels is still a challenge. Potential lifetime load effects including low frequency wave- 
induced and high frequency slam-induced whipping loadings are investigated in this article by using a probabilistic 
approach. Clearly, integration of probabilistic sea loads into structural reliability assessment and service life 
prediction will provide a more reliable estimation of the long-term structural performance. Accordingly, this article 
presents an approach for fatigue reliability evaluation of ship structures based on the estimated lifetime sea loads. 
Loading information associated with sea states, ship speeds and relative wave headings is obtained from a joint high- 
speed sealift ship monohull structural seakeeping trials, while the S-N curves are established based on the British 
Standards. 
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1.    Introduction 

Ship structures subjected to various sea loads during 
operations experience strength degradation due to 
fatigue over their service life. For this reason, service 
life prediction for fatigue has to be carried out in 
design and assessment phases. In general, fatigue life 
can be assessed based on the stress-life (S-N) relation- 
ship (as a model of fatigue resistance) and the action of 
sea waves and the sea environment (as a model of 
fatigue loading), as suggested by Ayyub et cd. (2002a). 
If the S-N category of the structural detail is correctly 
classified, the necessary information regarding fatigue 
resistance can be easily obtained. However, the 
accurate estimation of fatigue lifetime sea loads may 
be more challenging in time-dependent fatigue dete- 
rioration processes due to various uncertainties. These 
uncertainties include still water loading, wave-induced 
loading and transient impact-slamming, among others. 
Clearly, in fatigue design, experiments or simulations 
for predicting the potential lifetime sea loads are 
useful. Similarly, in fatigue assessment, structural 
health monitoring (SHM) during voyages provides 
real-time fatigue loadings that can be integrated into a 
time-dependent structural performance assessment. 
However, continuous monitoring up to the anticipated 
service life may not be feasible. This is because there 

can be many restrictions due to budgetary, environ- 
mental and operational constraints. Alternatively, a 
probabilistic approach for fatigue life evaluation can 
be used to effectively estimate lifetime sea loads based 
on given information obtained from model tests, 
simulations or monitoring. 

To date, the use of simulations, model tests and 
monitoring programs has been widely accepted for the 
estimation of lifetime sea loads. Kaplan et cd. (1974) 
conducted a study with the computer program 
SCORES in order to estimate wave loads on the SL-7 
container ship. The key factors of their study were ship 
speeds, wave lengths, headings and sea states. Similarly, 
Sikora et cd. (1983) used the computer program 
SPECTRA for predicting primary load fatigue spectra 
for small waterplane area twin hull (SWATH) ships. 
Response amplitude operators for desired operating 
speeds and headings were used as input parameters as 
well as occurrence probabilities of sea state, heading 
and speed. As a result of these computer simulations, it 
was concluded that ship operational and wave condi- 
tions are important factors for the estimation of 
lifetime wave loads. 

Ship model tests can be performed to provide vari- 
ous ship structural responses considering wave 
conditions, ship speeds and relative wave headings. 
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In general, performance measures obtained from 
model tests as well as monitoring can be used to 
provide more reliable structural responses, and to 
improve the decision-making process for ship main- 
tenance management. The measured data from mon- 
itoring or model tests have been successfully used for 
structural performance assessment (Chiou and Chen 
1990, Frangopol et al. 2008, Okasha et al. 2010a,b). 
Available sea loading information from model tests 
may allow not only the assessment of current ship 
structural performance but also the development of 
lifetime sea load prediction models using probabilistic 
methods. 

This article focuses on estimating probabilistic 
lifetime sea loads based on model test and on 
integrating them into fatigue performance assessment 
and service life prediction. As illustrations, potential 
lifetime sea loads including low frequency wave- 
induced loading and high frequency slam-induced 
whipping loading are investigated, and a probabilistic 
approach for fatigue life evaluation is conducted. 
Occurrence probability associated with potential sea 
states is used to estimate probabilistic lifetime sea 
loads. Loading information is provided from the scaled 
test measurements of joint high-speed sealift ship 
(JHSS) monohull structural seaways loads test (Devine 
2009). Based on all necessary information from the S 
N approach for resistance and model test data for load 
effect, a fatigue reliability analysis is conducted by 
using the reliability software RELSYS (Estes and 
Frangopol 1998). 

2.    Fatigue resistance and loads 

In many ship structures, the structural deterioration 
process due to fatigue significantly diminishes their 
service life. Typically, time-dependent fatigue strength 
can be assessed based on the S-N approach. Simulta- 
neously, information on sea loadings, which is 
primarily associated with the action of sea waves and 
the sea environment, can be obtained from simulation 
programs, sea trial tests, segmented structural seakeep- 
ing model tests, and/or real-time SHM. 

2.1.    The S-N approach and Miner's rule 

For fatigue life evaluation of steel structures, the S-N 
curve approach has been widely used and adopted by 
all standards and specifications. Fatigue strength of a 
structural detail is characterised in the relationship 
between stress range (nominal applied stresses) and 
cycles to failure for classified detail categories. The 
characteristic S-N curves are based on fatigue test data 
and correspond to the mean life of a detail which is 
shifted   horizontally   to   the   left   by   two   standard 

deviations (Fisher et al. 1998). The S-N curves are 
represented as sloping straight lines in logarithmic 
scale. The basic equation of fatigue strength is 

Sr = 
\/m 

(1) 

where Sr = nominal fatigue resistance (stress range), 
A = fatigue detail coefficient which can be treated as a 
random variable if uncertainty in fatigue strength is 
considered, N = number of cycles, and m = material 
constant. A typical set of S-N curves, as that shown in 
Figure 1, can be established based on the BS 
5400 (1980). 

Typically, fatigue damage is defined to be cumulative 
and the Palmgren-Miner rule is used to account for this 
damage accumulation. The linear damage rule proposed 
by Palmgren in 1924 was further investigated by Miner in 
1945 (Fisher et al. 1998). It simply assumes that damage 
fraction at any particular stress range level is a linear 
function of the corresponding number of cycles. For a 
structural detail, the total damage can be expressed as the 
sum of damage occurrences that have taken place at 
individual stress range levels (i.e. Miner's rule) 

D 
2-y N N, 

(2) 

where n, = number of cycles at stress range level ;' and 
TV,- = number of cycles to failure at stress range level i. 
Theoretically, the fatigue damage ratio, D, is equal to 
1.0 at failure, while practically it may be less than 1.0 
due to various uncertainties (Fisher et al. 1998, Ayyub 
et al. 2002a). 

2.2.    Estimation of sea loads based on simulation and 
monitoring 

In the design phase, accurate estimates of potential sea 
loadings are important to ensure the desired structural 
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Figure 1.    The S-N curves based on the BS 5400 (1980). 
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performance during the entire service life of ship 
structures, especially for high speed vessels. Primary 
structural loads on a ship result from its own weight, 
cargo, buoyancy and operation (Ayyub et al. 2002b). 
In assessing the reliability of ship structures, load 
effects may be estimated by finite element analysis, 
simulation and/or monitoring. 

According to Paik and Frieze (2001), ship hull 
girder loads can be classified into three types: still 
water loads, low and high frequency wave-induced 
loads, and thermal loads. Still water loads are due to 
the difference between the weight and buoyancy 
distributions along the length of the ship. The low 
frequency wave-induced loads consist of vertical, 
horizontal and torsional wave loads, whereas the 
high frequency dynamic loads are due to slamming 
or whipping and springing (Devine 2009). Wave and 
dynamic loads are affected by many factors such as 
ship characteristics, ship speed, relative wave heading 
and sea states associated with significant wave heights 
(Ayyub et al. 2002b). Significant wave height is usually 
treated as a random variable that requires statistical 
analyses of ship response data collected from simula- 
tion, experiment or monitoring. For various sea states, 
efforts to estimate wave-induced load effects more 
accurately have been made (Glen et al. 1999, Wu and 
Moan 2006, Pedersen and Jensen 2009). For various 
ship speeds, Aalberts and Nieuwenhuijs (2006) ana- 
lysed 1-year full scale measurements from a general 
cargo/container vessel in order to determine the effect 
of whipping (high frequency) and wave-induced (low 
frequency) loads on fatigue. Maximum wave-induced 
and dynamic bending moments that the ship may 
encounter during its service life should be taken into 
account in performance assessment and life prediction. 

In recent years, the development of effective SHM 
systems for naval ships, especially for lightweight high 
speed ships, has been an important issue (Hess 2007, 
Salvino and Brady 2008). The SHM systems can be 
used to obtain prompt responses in terms of structural 
diagnosis and prognosis, and to offer possibilities for 
supporting operational and maintenance decisions. 
The use of available information from SHM is the 
most effective tool for the decision-making process. 
However, there are many restrictions to the adoption 
of this kind of SHM systems to high speed and high 
performance ships. In fact, these systems arc still in an 
early stage of their development (Salvino and Brady 
2008). Alternatively, ship model tests (e.g. segmented 
scaled model) or simulation analyses by using SPEC- 
TRA (Sikora et al. 1983) or LAMP (Lin and Yue 1990) 
can be employed to estimate lifetime sea loads 
considering various wave conditions. The simulation 
program SPECTRA developed by Sikora et al. (1983), 
is useful for computing vertical, lateral and torsional 

moments applied to the hull girder of a monohull ship, 
and for creating a stress range bin histogram to 
evaluate fatigue life considering ship characteristics 
and wave conditions associated with specific sea routes 
(Michaelson 2000). In addition, ship model tests are 
useful for estimating various ship responses (e.g. stress, 
strain) in given sea states (e.g. moderate, high, 
hurricane), ship speeds and relative wave headings. 
Sea loads obtained from these model tests may be 
integrated into probabilistic lifetime sea loads predic- 
tion models. Consequently, probabilistic lifetime sea 
loads estimated from model tests can be used 
effectively for fatigue reliability evaluation. 

2.3. Stress range bin histogram and probability density 
functions (PDFs) 

As described previously, in terms of fatigue resistance, 
the S-N approach may be useful for estimating the 
total fatigue life including both crack initiation and 
crack propagation. On the other hand, in terms of 
fatigue load effects, variable amplitude loadings (i.e. 
stress range) must be appropriately taken into account 
for fatigue life evaluation. Cycle counting methods can 
be used to establish a stress range bin histogram (i.e. 
stress range vs. number of cycles). The ASTM 
Standard E 1049-85 (1997) addresses the following 
cycle counting techniques: level-crossing counting, 
peak counting, rain-flow counting, among others. In 
this article, the bending stress range bin histogram of a 
typical ship structure is computed by means of the 
peak counting technique. To consider the whole stress 
cycle (positive and negative), the values of the absolute 
peak stresses are doubled for the purpose of the 
histogram computation. This results in a conservative 
overestimation of the loads. 

The procedure for creating a stress range bin 
histogram using peak counting is summarised as 
follows: 

(1) determine the mean value of all time records 
(2) filter all peak values (i.e. stresses) above the 

determined mean value 
(3) set the stress range at two times the peak stress 
(4) set the bin size (e.g. 0.5 ksi, 1.0 ksi) and count 

the assigned stress ranges 
(5) establish     a     histogram     of    stress     range 

occurrences. 

Based on the established stress range bin histo- 
gram, effective stress range and number of cycles can 
be computed. Most importantly, an appropriate PDF 
for the prediction of sea loads should be determined. 
The probabilistic approach can be used to predict both 
resistance, R, and stress range, S, during fatigue life 
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and eventually to perform fatigue reliability evalua- 
tion. The applicable PDFs associated with R and S are 
usually assumed to be lognormal and Weibull, 
respectively, for evaluating ship fatigue life. The 
PDFs of these distributions are 

(1) Lognormal distribution 

Mr) ■■ exp 
ln(r) - ;. 

(3) 

where ). = mean of In r (location parameter), 
and   C = standard   deviation   of  In   r   (scale 
parameter). 

(2) Weibull distribution 

S\ß~* 

/*>-*■©«»-© 
(S\$ 

fors>0   (4) 

where a = scale parameter,  ß — shape para- 
meter and a > 0, [1 > 0. 

The parameters of the lognormal distribution can 
be easily obtained from fatigue resistance data, while 
those of the Weibull distribution are derived from the 
stress range bin histogram data. The effective stress 
range, 5re, could be derived as the qih moment of the 
Weibull PDF as follows: 

JO 
■fs(s) ■ ds [E(S>)1 (5) 

This can be also computed directly from the stress 
range bin histogram and Miner's rule (Miner 1945, 
Fisher et al. 1998): 

SK E; »; 
• S'> (6) 

where «, = number of observations in the predefined 
stress range bin, ST1, «total = total number of observa- 
tions during the monitoring period and m = slope of 
the S-N curve (material constant). 

2.4.    Probabilistic lifetime loads prediction for fatigue 

A probabilistic approach to potential sea loads 
prediction for fatigue is herein addressed. This 
approach considers both effective stress range at a 
specified sea wave condition (e.g. sea state 7, ship speed 
of 35 knots, and heading of 0° for following seas) and 
number of cycles in its observed time period. As 
described previously, sea loads are function of ship 

characteristics, ship speed, relative wave heading and 
sea states associated with significant wave heights 
(wave condition). If ship model test data for certain 
wave conditions are provided, probabilistic lifetime sea 
loads can be estimated by considering both effective 
stress range and average daily number of cycles. 

Based on given information (e.g. stress vs. time), 
wave-induced and whipping responses can be separately 
obtained by filtering. Wave-induced loadings are pro- 
duced by the low-pass filtering, whereas wave impacts 
causing global hull girder whipping are collected using 
high-pass filtering (Brady 2004, Hildstrom 2007). Based 
on the filtering processes of raw data, individual stress 
range bin histograms for the given wave conditions are 
established using the peak counting method. Then, the 
effective stress range, Sr0, and average daily number of 
cycles, Navs, for an observed time period are calculated 
from the stress range histogram data. To estimate 
fatigue lifetime sea loads considering all possible wave 
conditions, the predicted effective stress range, S*K, can 
be derived under consideration of probabilistic ship 
operational profiles at a specific seaway. As an 
approximation, in this study it will be assumed that 
sea state, ship speed and relative wave heading are 
independent variables. The various probabilities of 
occurrence are considered to be the continuous repre- 
sentations of the relative frequencies «,/«totaim Equation 
(6). Therefore, the resulting equation is: 

Sl = 
wh 

2__, z2 zJ Pss><' Pspj' PwH>k'5' 
i=l    j=\   k=\ 

rc./y'A- (7) 

where Src = effective stress range; m = material con- 
stant; Pss.i — probability of occurrence of the rth sea 
state (; = 1, 2, ... , ss), PSPJ = probability of occur- 
rence of the jxh ship speed (J = \, 2, ... , sp) and 
PwH,k = probability of occurrence of the &th relative 
wave heading (k = 1, 2, ... , wh) for the applicable sea 
events. The corresponding schematic for estimating S*c 

is shown in Figure 2. As indicated, a new effective 
stress range bin histogram can be established by the 
individual effective stress ranges from each histogram 
and the occurrence probability associated with wave 
conditions. 

Similarly, the predicted average daily number of 
cycles, N*, may be derived using the three occurrence 
probabilities which are associated with all potential sea 
wave conditions 

ss      sp      wh 

J,avg / J  2 ,   / , PsS,i ■ Psp.j ■ P\VHJ ■A', avg,p ■ (8) 
M   j=\   k=\ 

The computed N*    is used to estimate the accumulated 
number   of   stress   cycles   for   future   years,   N(j>), 
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Figure 2.    Schematic for estimation of the predicted effective stress range, 5"*,,. 

considering annual ship operation rate, a, in antici- 
pated seaways. Therefore, A/(j) is estimated from the 
linear relationship to ship service life as 

N(y) = 365 -oc-Nl^-y. (9) 

where y = number of years, and a : 
rate per year (e.g, a = 50% for 
operation, 75% or 90%). 

= ship operation 
six   months   of 

3.    Fatigue reliability analysis 

Performance assessment and service life prediction for 
fatigue are herein addressed. As mentioned previously, 
ship fatigue life can be assessed more reliably based on 
both the S-N curve for ship capacity and the test data 
for load effects under uncertainties. It is noted that the 
predicted effective stress range, S*c, derived from 
Equation (7) is used for the prediction of lifetime 
load effect for fatigue. 

3.1.    Fatigue limit state 

Under the repeated or fluctuating application of 
stresses, ship performance assessment and service life 
prediction for fatigue can be performed by fatigue 
reliability analysis with a well-defined fatigue limit- 
state function consisting of fatigue resistance, R, and 

load effect, S. This is important because mainte- 
nance-management actions including inspection, 
monitoring and repair can be better planned if based 
on the well-quantified ship reliability. For the fatigue 
reliability evaluation, the limit-state functions of 
structural details are established, and PDFs for 
resistance and stress range are assumed. Typically, 
the safety of any structure would be preserved when 
its resistance, R, is larger than the predicted effective 
stress range, S*c. 

The limit-state function used in fatigue reliability 
analysis is defined based on the S-N approach and 
Miner's rule (1945) as follows: 

g(X) =A-Z) = 0for2> = ]£>/#, =WA)' W" 
(10) 

where A is Miner's critical damage accumulation index 
in terms of resistance and is assumed as lognormal 
with mean value of 1.0 and coefficient of variation 
(COV) of 0.3 for metallic materials (Wirsching 1984); 
D is Miner's damage accumulation index, e is a typical 
measurement error factor and m is a constant defined 
in the BS 5400 (1980). The number of cycles, N, which 
is obtained from Equation (9), is treated as random 
with COV of 0.2 and A is also considered random. 
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Complete details 
sented in Table 1. 

for all random variables are pre- 

3.2.    Fatigue reliability evaluation 

Based on the function g(X), the fatigue reliability anal- 
ysis is performed by using the reliability software 
RELSYS (Estes and Frangopol 1998). S'K is treated as 
Weibull PDF with COV of 0.2, while other random 
variables (i.e. A, A, N and e) are Lognormal (see 
Table 1). 

The flowchart for the fatigue reliability evaluation 
is shown in Figure 3, and the corresponding steps are 
summarised as follows: 

3.2.1. Step 1. Details of structural members based on 
the S-N approach 

The S-N approach in terms of fatigue resistance, R, 
provides relevant information including the S-N 
category, material constant, m, constant amplitude 
fatigue limit (CAFL), and fatigue detail coefficient, A. 

Table 1.    Random variables for fatigue reliability evaluation. 

Random variables Notation Distribution Source 

Critical damage accumulation index A 
Fatigue detail coefficient A 

Measurement error factor e 

Predicted effective stress range S*e 

Predicted average daily number of cycles N*mi 

Lognormal, E(A) = 1.0, COV(A) = 0.3 
Lognormal, E(Af = 6.29E + 11 MPa3, 

(1.92E + 09 ksi3), COV(Af = 0.54 
Lognormal, E(<?) = 1.0, COV(e) = 0.1 

Weibull (see Table 2), COV( S%) = 0.2 

Wirsching (1984) 
BS 5400(1980) 

Ayyub et al (2002) and 
Frangopol el al (2008) 

Based on model test data 
Lognormal (see Table 2), COV( N*m ) = 0.2    Based on model test data 

Note: "The values E(A) and COV(A) assigned by the S—N category F. 

c Resistance, R z> Load Effect, S 

Information on ship 
structural details 

S-N Approach 

Model Test: Sea State, 
Ship Speed, and Relative 
Wave Heading 

Obtain time and stress data according 
to the defined ship operational events 
(Unfiltered data) 

UNFILTERED DATA 

Decision of category, 
material constant, m, and 
fatigue detail coefficient, A 

Filter raw (unfiltered) data: 
- Low frequency wave-induced 
- High frequency slam-induced whipping 

Evaluation of the allowed 
fatigue resistance, Sr: 

-or 

FILTERED DATA 

Establish stress range bin histogram 
using counting method (e.g., peak 
counting, rain-flow counting) with 
probability density function (PDF) 

STRESS RANGE 

Compute average daily 
number of cycles, Na^ 

I 
Compute predicted effective 
stress range, Sre , and 
predicted average daily 
number of cycles, Nm„ 

I 

Investigate probabilistic 
ship operational profile 
at a specific seaway: Pss, 
Psr and PWH 

Fatigue Reliability Evaluation with Limit-State Function 

Compute annual 
cumulative number of 
cycles, N(y), with ship 
operation rate per year, 
or. N(y)=365-a■ N^g ■ y 

Figure 3.    Flowchart for the fatigue reliability evaluation. 

104 



Structure and Infrastructure Engineering 

3.2.2. Step 2. Low-pass and high-pass filtering based 
on the collected unfiltered data 

From the unfiltered (raw) data, wave-induced and 
slamming-induced whipping responses are obtained by 
filtering at low and high frequency levels, respectively, 
in order to provide separately useful responses for ship 
fatigue life evaluation. 

3.2.3. Step 3. Stress range bin histogram and PDFs 

The stress range bin histograms are established by 
using peak counting method from the unfiltered or 
filtered data at the selected locations (stations) of 
structural members. Based on the stress range bin 
histogram, effective stress range, Sm (see Equations (5) 
and (6)) and the average daily number of cycles, 7Vavg, 
from a monitoring time period, Tmon, can be com- 
puted. Mean modal wave period, Tw, which is different 
at   each   sea   state,   is   used   to   estimate   7Va, by 

multiplying the ratio (i.e. TmoJTu) by the counted 
number of occurrences during Tmon. An appropriate 
PDF for predicting sea loads is used considering 
uncertainty during fatigue lifetime. In ship fatigue 
reliability evaluation, lognormal and Weibull PDFs 
can be used for resistance and load effects, 
respectively. 

3.2.4. Step 4. Probabilistic lifetime sea loads 
prediction 

The probabilistic approach to potential sea loads predic- 
tion for fatigue evaluation is developed considering ship 
speeds, relative wave headings, and sea states associated 
with wave heights. The calculated Sre and 7Vavg according 
to the sea states (e.g. 0 ~ 9) or applicable sea events are 
used to estimate both the predicted effective stress range, 
5*c, and the predicted average daily number of cycles, 
N*. All possible ship operational conditions through 
anticipated seaways are taken into account. 

SEGMENT 
BREAK 

STATION 16 

STATION 13 STATION 18 
AFT END 

STATION 2 
FWD END 

STRAIN 
GAGES 

Figure 4.    JHSS model (adapted from Devine 2009). 

STA 7 
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3.2.5. Step 5. Cumulative number of cycles, N(y) 

By using Equation (9), N(y) is estimated for time- 
dependent fatigue reliability evaluation. In this study, 
N(y) does not reflect instantaneous but progressive 
time effect for fatigue life of ship, meaning that the 
number of cycles up to a specific year has been 
accumulated since the first ship operation year. 

3.2.6. Step 6. Fatigue reliability analysis 

For a given service year, the fatigue reliability analysis 
is performed with all necessary information from steps 
1-5. For the assumed PDFs (lognormal and Weibull), 
the reliability software RELSYS (Estes and Frangopol 
1998) is used to compute the fatigue reliability index. 
This program uses the first-order reliability method 
(FORM) to compute the reliability index. 

4.    Application 

As an illustration, probabilistic lifetime sea loads of the 
JHSS for fatigue are estimated based on model test 
data and integrated into the fatigue performance 
assessment   and   service   life   prediction.    Potential 

lifetime load effects, which are associated with low 
frequency wave-induced and high frequency slam- 
induced whipping loadings due to vertical bending 
moment, are investigated. For fatigue reliability 
analysis, the collected sea loadings from the 
scaled test measurements of a JHSS monohull struc- 
tural seaways loads test (Devine 2009) are used 
together with the S-N curve provided by the BS 5400 
(1980). 

4.1.    Segmented model 

A full-scaled JHSS monohull length was scaled down 
to reach the value of 6.1 m (20 ft) in the segmented 
model (Devine 2009). It is noted that appropriate scale 
factors for the involved quantities (e.g. length, time, 
moment of inertia, bending moment) were obtained 
based on Froude scaling laws. 

The segmented model approach was used to 
measure detailed hull response using a simple internal 
backspline (see Figure 4). The vertical, lateral and 
torsional stiffness and vibrational characteristics of the 
hull were modelled by using the internal backspline 
(Devine 2009). During each test run, realistic vibra- 
tional response, including hull primary and secondary 

15        20        25        30 

TIME (SECONDS) 

15        20        25        30 

TIME (SECONDS) 

Figure 5. JHSS primary vertical bending moment, (a) unfiltered data at Station 10, 35 knots, SS 7 and heading 
and high frequency filtered data at Station 10, 35 knots, SS 7 and heading of 0 . (c) unfiltered data at Station 10, 
and heading of 0°. (d) low and high frequency filtered data at Station 10, 15 knots, HC and heading of0°. 

of0°. (b)low 
15 knots, HC 
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loads, was collected from the installed strain gages on 
the Froude-scaled structural component at Stations 4, 
7, 10, 13 and 16 (see Figure 4). As shown in Figure 4, 
the shell sections were connected with a continuous 
backspline beam and strain gages were installed at each 
segment cut to measure the vertical, lateral and 
torsional bending moments and vertical/lateral shear 
forces. It is noted that section modulus at the identified 
stations on the backspline varies along the beam 
length. Description of the JHSS segmented model tests 
and further details can be found in Devine (2009). 

4.2.    Fatigue resistance and load effects 

Details of fatigue resistance and the scaled test data, 
which are associated with the strain gages installed on 
the top flanges of the backspline at five stations (i.e. 
Stations 4, 7, 10, 13 and 16 in Figure 4), are used to 
illustrate the fatigue reliability assessment and service 
life prediction based on the estimated probabilistic 
lifetime sea loads. For fatigue resistance, the S-N 
curves based on the BS 5400 (1980) are used and the 

corresponding S-N parameters (i.e. category, CAFL 
and fatigue detail coefficient, A) are investigated at the 
respective structural details. Typically, the rational 
procedure to find the S-N parameters is to identify the 
worst weld detail in the design and assessment phases. 
In this study, for illustrative purposes, the S-N 
category F, which may be the worst case, is assumed 
for all the details, for illustrative purposes. The 
material constant, m, is 3.0, while the mean value of 
A is 6.29E+11 MPa3 (1.92E+09 ksi3) with coefficient 
of variation COV(/H = 0.54. The corresponding con- 
stant amplitude fatigue limit is CAFL = 39.78 MPa 
(5.77 ksi). 

In this study, two sets of test data provided by 
Devine (2009) are used: (i) sea state 7 (SS7); 35 knots 
and heading of 0°; (ii) Hurricane Camille (HC), 15 
knots and heading of 0°. Based on the given model test 
data, primary vertical hull-girder bending moments are 
investigated at the gage stations. At midship (i.e. 
Station 10), vertical bending moments due to SS7 and 
HC are presented in Figure 5. Hogging moment is 
positive and sagging is negative. Ship speeds in SS7 
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and HC were 35 knots and 15 knots, respectively, in 
the same heading of 0° (i.e. following seas). It is noted 
that the Froude scale factor with respect to the bending 
moment is 1.025V where >.F = 47.5255 (Devine 2009). 
In both wave conditions, the filtering procedure has been 
applied to data, using low-pass and high-pass filtering to 
extract separately wave-induced moment and slamming- 
induced whipping moment (see Figure 5b and d). 

For the wave conditions SS7 and HC, stress range 
bin histograms using peak counting are established 
based on unfiltered (wave-induced and slam-induced) 
and filtered (wave-induced) data. To convert bending 
moment, M, to stress, a (i.e. a = M/S,,,), the Froude 
scale factor 0.346/F

4 for section modulus, S„„ was used 
(Devine 2009). Weibull PDF, which is widely accepted 
for lifetime sea loads prediction, is used for the 
probabilistic approach. As shown in Figure 6a-d, 
Weibull PDFs of full scaled stress range are fitted on 
the established stress range bin histograms, for 
illustrative purposes. The parameters a and ß indicate 
scale and shape of the Weibull PDF, respectively, while 
E(SV) and <r(Sr) denote the mean value and standard 
deviation of the stress range, respectively. It is found 
that the E(5,) from the filtered data (i.e. neglecting high 
frequency load effect) is larger than that from the 

unfiltered data (i.e. including high frequency) at both 
loading conditions (see Figure 6). This is because the 
contribution of lower stress ranges to fatigue damage is 
diminished in the filtered data, as shown in Figure 5b 
and d. However, since the number of cycles for high 
frequency can be large, the cumulative effect of these 
numbers can be important. 

For each test run of SS7 and HC at Stations 10 and 
13, effective stress range, 5VC, and average daily number 
of cycles, Navg> in the observed time period are computed 
and presented in Figure 7a-d. With the sampling rate for 
this primary hull response data of 200 Hz, full scaled 
observed time periods for the total concatenated runs of 
SS7 and HC are about 42.4 min. and 66.6 min., 
respectively. As shown in Figure 7, Sre and vVavg are 
fluctuating through each test run. For lifetime fatigue 
assessment and prediction, these two parameters are 
herein treated as random variables considering loading 
uncertainty associated with the limited test runs. 

4.3.    Fatigue reliability analysis by using probabilistic 
lifetime sea loads 

As described previously, under uncertainty associated 
with   wave   loading,   a   probabilistic   approach   for 
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Table 2.    Lifetime prediction of sea loads for fatigue at each station. 

S ea state 7 Hurricane Camille Predicted value 

SVe, MP a (ksi) 
N 

(cycles) 

Sm MPa (ksi) 
ATavg 

(cycles) 

S*n, MPa (ksi) 
K,t 

Station Weibull Miner Weibull Miner Weibull Miner (cycles) 

Station 4 
Station 7 
Station 10 
Station 13 
Station 16 

5.83 (0.85) 
12.43 (1.80) 
16.93 (2.45) 
18.77 (2.72) 
13.19(1.91) 

5.93 (0.86) 
12.34(1.79) 
16.82(2.44) 
18.55 (2.69) 
13.10(1.90) 

187 
175 
164 
163 
162 

10.99 (1.59) 
19.88 (2.88) 
23.81 (3.45) 
24.17(3.50) 
15.43(2.23) 

10.70 (1.55) 
19.41 (2.81) 
23.39 (3.39) 
23.85 (3.46) 
15.29(2.22) 

703 
656 
652 
653 
668 

5.43 (0.79) 
11.40(1.65) 
15.40(2.23) 
17.01 (2.47) 
11.91 (1.73) 

5.48 (0.79) 
11.29 (1.64) 
15.27(2.21) 
16.83 (2.44) 
11.86(1.72) 

143 
134 
126 
125 
125 

Note: Equations (5) and (6) arc used in the calculation of SK by Weibull PDF and Miner's rule, respectively. 

potential sea loads prediction is necessary to be 
developed based on given information (e.g. model 
tests, simulations, monitoring). In particular, if model 
test data for each sea state is available, lifetime sea 
loads for fatigue life evaluation can be reliably 
estimated, using occurrence probability of sea states 
in a seaway, and the computed Sre and Navg from 
applicable operational conditions. As a result, prob- 
abilistic lifetime sea loads of JHSS monohull from 
model test data can be computed by using the 
proposed approach. 

The established stress range bin histograms from 
low frequency wave-induced data of SS7 and HC, 
which are filtered from total concatenated runs, are 
used to estimate Sre and Navg at the five stations. In the 
calculation of Sre, Equations (5) and (6) are employed 
considering Weibull PDF and Miner's rule, respec- 
tively. The calculated SVe and 7Vavg at the five stations 
are presented in Table 2. The maximum value of 
effective stress range was observed at Station 13, not at 
midship (i.e. Station 10) for both SS7 and HC, whereas 
the maximum bending moment was recorded at 
Station 10 (see Figure 8). This is because the section 
modulus on the backspline varies along the length of 
JHSS monohull. By using Equations (7) and (8), the 
predicted effective stress range, S*e, and predicted 
average daily number of cycles, N* , considering 
potential sea states at the worst area (i.e. North 
Atlantic Ocean) as presented in Table 3 (Brady et al. 
2004), arc estimated to perform the fatigue reliability 
assessment. Due to the lack of information, occurrence 
probability of sea state is only considered in order to 
estimate probabilistic lifetime sea loads. Occurrence 
probabilities of ship speed and relative wave heading 
are ignored in this application. 

All necessary information for the probabilistic 
fatigue reliability analysis is obtained from steps 1 to 
5 (see also Figure 3), and fatigue reliability analyses are 
conducted using reliability software RELSYS (Estes 
and Frangopol 1998). The established S-N curve based 
on the BS 5400 (1980) is herein used. Predicted lifetime 
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Figure 8.    Predicted effective stress range, 5*,,, at the five 
stations of the JHSS. 

Table 3. Modal wave period and probability of occurrence 
according to sea states of North Atlantic Ocean (Brady et al. 
2004). 

Mean value of 

Sea 

significant wave 
height Mean 

modal wave 
period (s) 

Probability 
of occurrence'1 

state (ft)             (m) (%) 

0- 1 0.16          0.05 — 1.0 
2 0.98           0.30 6.9 6.6 
3 2.87          0.87 7.5 19.6 
4 6.15            1.87 8.8 29.7 
5 10.66           3.25 9.7 20.8 
6 16.40           5.00 12.4 14.1 
7 24.61            7.50 15.0 6.8 
8 37.73         11.50 16.4 1.3 
>8 > 45.90      > 13.99 20.0 0.1 

Note: ''Probabilities reported for the North Atlantic annual. 

loads are estimated based on the low frequency wave- 
induced data filtered. Fatigue reliability evaluation at 
the identified critical location is performed considering 
(i) annual ship operation rate, a, of 50, 75 and 90% 
and (ii) low frequency wave-induced moment and com- 
plete history including high frequency slam-induced 
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Figure 9. Fatigue performance assessment and service life prediction of the JHSS based on the predicted lifetime sea loads, (a) 
at the five stations with ship annual operation rate, a = 50%. (b) at Station 13 according tos = 50%, 75% and 90%. (c) using 
low frequency wave-induced filtered data and unfiltered data at Station 13. 

whipping moment. Target reliability, /?target> 's assumed 
to be 3.0. This target is in the range of target reliability 
indices for fatigue (i.e. 2.0 < target ^ 4.0) recom- 
mended in Mansour et al. (1996). 

The critical location of JHSS monohull is first 
identified. As shown in Figure 9a, at Station 13 fatigue 
reliability attains its lower bound, whereas the upper 
bound is at Station 4. Fatigue reliability analyses at the 
critical Station 13 are performed for both cases (i) and 
(ii). The result for case (i) is shown in Figure 9b. As 
expected, fatigue life of JHSS decreases significantly 
when the ship operation rate increases. For the 
predefined ßVdrget of 3.0, the predicted fatigue life was 
only about 9 years in the case of a of 90%, whereas it 
was 16 years in the case of a = 50%. The result of the 
fatigue reliability analysis for case (ii) is presented in 
Figure 9c. It is found that the effect of high frequency 
slam-induced whipping moment on fatigue life could 
not be neglected when considering operations in the 
worst areas. 

5.    Conclusions 

This article presents an approach for fatigue reliability 
assessment and service life prediction of high-speed 
ship structures based on the probabilistic lifetime sea 
loads estimated from model test data. The S-N 
approach applied to the identified structural details 
was used to estimate structural capacity in the fatigue 
reliability evaluation, whereas model test data were 
used to estimate probabilistic lifetime sea loads in terms 
of load effects. Under uncertainties associated with 
fatigue resistance and loading history, two PDFs (i.e. 
Lognormal, Weibull) were used. The unfiltered (raw) 
data collected on a scaled JHSS monohull was used to 
establish stress range bin histogram using peak count- 
ing method and to illustrate the proposed approach. 

The following conclusions are drawn: 

(1) The model test data can be used for estimating 
probabilistic lifetime sea loads associated with 
effective stress range and number of cycles. 
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(2) Using filtering process, low frequency wave- 
induced and high frequency slam-induced 
whipping moments can be extracted from 
unfiltered test data in order to identify struc- 
tural responses separately. 

(3) Based on the established stress range bin 
histogram, individual effective stress ranges 
for given wave conditions (which are related 
to ship characteristics, ship speeds, relative 
wave headings and sea states) can be computed 
and used to estimate the predicted effective 
stress range, S*Q, considering all possible ship 
operational conditions. 

(4) Based on the estimated probabilistic lifetime 
sea loads and the S-N approach, fatigue 
performance assessment and service life predic- 
tion of ship structures can be performed. 
Therefore, the remaining fatigue life can be 
rationally estimated by using the proposed 
probabilistic approach. 
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ABSTRACT 

Fatigue is one of the main factors which can produce cracks, and lead to failure of ships. For these struc- 
tures, damage occurrence and propagation due to fatigue are affected by the action of sea water waves 
and the sea environment as well as operation, fabrication, and modeling of ship structures under uncer- 
tainties. In order to efficiently maintain the safety of ship structures, an optimum inspection plan should 
be made by considering these uncertainties using a probabilistic approach. In this paper, such an 
approach is presented and applied to ship hull structures subjected to fatigue. The resulting inspection 
plan is the solution of an optimization problem based on the minimization of expected fatigue damage 
detection delay. Damage detection delay will produce the maintenance delay which, in turn, is likely 
to endanger the serviceability and even the survival of the structure. The formulation of the expected 
damage detection delay includes uncertainties associated with damage occurrence, propagation, and 
detection. The effects of the quality and number of inspections on the optimum inspection planning 
are investigated. A well-balanced inspection planning is considered as a solution of an optimization prob- 
lem with two conflicting criteria. This well-balanced inspection planning provides optimum inspection 
types and times. Furthermore, the cost-effective inspection plans are designed to provide the optimum 
strategy either by considering a single type or multiple types of inspections. 

© 2010 Elsevier Ltd. All rights reserved. 

1. Introduction 

The deterioration of a ship structure over its service life can be 
the result of fatigue induced by various loadings. The fatigue can 
develop into crack, and lead to unexpected failure or out-of-service 
of the ship structure. This problem is one of the major threats to 
the structural integrity of deteriorating ship structures [1]. Due 
to both aleatory and epistemic uncertainties associated with the 
action of sea water waves and the sea environment as well as oper- 
ation, fabrication, and modeling of ship structures, a probabilistic 
approach has to be applied to assess and predict their fatigue per- 
formance [18,19,27,28,3]- Such an approach can provide cost- 
effective inspection maintenance strategies for structure managers 
to maintain or extend the service life of ship structures. Ap- 
proaches for reliability-based optimum inspection and mainte- 
nance planning of ship structures were proposed by Madsen and 
Serensen [18], Madsen et al. [19], and Garbatov and Soares [12], 
among others. 

Maintenance actions generally depend on the inspection quality 
[23,10,11,21]. Ship inspections can lead to effective and timely 
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maintenance actions. If the inspection reveals that cracking due 
to fatigue is present, an appropriate repair should be applied [9]. 
However, if damage is not detected, repair will not be applied on 
time. Damage detection delay will produce maintenance delay 
which, in turn, is likely to endanger the serviceability and even 
the survival of the structure. The damage detection delay is caused 
by the uncertainties related to an inspection method and time of 
damage occurrence. Therefore, a probabilistic approach consid- 
ering these uncertainties in a rational way should be used to 
establish a cost-effective inspection planning associated with min- 
imum damage detection delay. Probabilistic inspection and moni- 
toring planning for reinforced concrete structures based on 
corrosion damage detection delay was studied in Kim and Frango- 
pol [16]. 

In this study, a probabilistic approach to establish the cost- 
effective inspection planning is presented and applied to ship hull 
structures subjected to fatigue. The optimum inspection plan is 
based on the minimization of expected fatigue damage detection 
delay. The formulation of the expected fatigue damage detection 
delay includes uncertainties associated with damage occurrence 
time and probability of damage detection. The probability of detec- 
tion is expressed by the damage intensity in terms of time-depen- 
dent crack size under uncertainty. The effects of probability of 
detection   and   number  of inspections   on  expected   damage 
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detection delay are investigated. Increasing the number of inspec- 
tions and/or probability of detection require additional cost, while 
the expected damage detection delay is reduced. A well-balanced 
inspection planning is considered as a solution of a bi-objective 
optimization problem with two conflicting criteria associated with 
the minimization of both expected damage detection delay and to- 
tal inspection cost. The inspection cost is estimated considering 
quality of an inspection method. This well-balanced inspection 
planning provides optimum inspection types and times. Further- 
more, the cost-effective inspection plans are provided considering 
same type or different types of inspections. 

2. Prediction of crack length 

Fatigue is the process of initiation and growth of cracks under 
repetitive loads; the crack may be pre-existing from fabrication, 
and be initiated by fatigue and/or corrosion [9]. The crack growth 
can be affected by the location and length of initial crack, stress 
range near the initial crack, number of cycles associated with the 
stress range, material and geometric properties of a structure with 
crack damage [9]. All these factors have complex relation to each 
other. Due to this complexity of the fatigue fracture process, it is 
difficult to predict crack length accurately. So far several empirical 
and phenomenological-based crack propagation models have been 
proposed to predict fatigue life [8,26,22]. In order to predict crack 
length, Paris' equation based on linear elastic fracture mechanics 
has been generally used. The ratio of the crack length increment 
to stress cycle increment is described by the following equation 
[25] 

da 
dN 

: C(AK)"'   for AK > AKt, (1) 

where a is the crack length; N is the number of cycles; AK is the 
stress intensity factor; and AKlh, is the threshold of stress intensity 
factor. C and m are material parameters. The stress intensity factor 
A/(is[15] 

AK = SY(a)^/nä (2) 

where S is the stress range, and Y(a) is the geometry function. If the 
geometry function is constant (i.e., Y(a) = Y) and the stress intensity 
factor AK is larger than AKthr, the crack length after N cycles a(N) 
can be obtained by integrating Eq. (1) [17] 

fl(N) 

a(N) 

(2-m)/2 

for ITI^2 

a0 ■ exp[C ■ Sm 

■ c-sr x">/2 . N 
(A) 

Ym-n- N]   for m = 2 

(3a) 

(3b) 

where a0 is the initial crack length when N = 0. When the annual 
number of cycles Nan is constant over time t (years), the total num- 
ber of cycles N after t years is t x Nan. The time t to crack propaga- 
tion from the initial crack length a0 to the crack length at can be 
obtained as [27,28] 

t: a 
(2-ra)/2 „(2-110/2 

Pf!).CS'"y'".7l'"/2..N, 

ln(at) - ln(a0) 

for m^2 

C ■ ST ■K-N„: 
for in = 2 

(4a) 

(4b) 

3. Probability of damage detection 

Inspection methods to detect and measure cracks in steel 
member include ultrasonic inspection, magnetic particle inspec- 
tion, penetrant inspection, radiographic inspection, acoustic emis- 
sion inspection, and visual inspection [9,5]. Results from these 

inspection methods include significant uncertainties [23,10] re- 
lated to damage occurrence and the imperfection of an inspection 
method, among others. In order to detect damage on time, the 
uncertainties associated with both prediction of damage occur- 
rence/propagation and quality of inspection should be treated in 
a rational way. 

The inspection quality is related to the probability that a given 
degree of damage is detected [19]. The probability of damage 
detection depends on the degree of damage intensity (i.e., crack 
length or defect size) and quality of inspection. Packman et al. 
[24], Berens and Hovey [4], Madsen et al. [19], Mori and Elling- 
wood [23], and Chung et al. [5] investigated the relation between 
probability of detection and crack length or defect size. The repre- 
sentative forms of this relation include a shifted exponential form, 
logistic curve form, and normal cumulative distribution function 
(CDF) form. In this study, the normal CDF form based on damage 
intensity is used. The value of damage intensity ranges from zero 
(i.e., no damage) to one (i.e., full damage) [10]. The damage inten- 
sity function <5(t) at time t in terms of crack length a, can be ex- 
pressed as 

S(t) = 0   for a, < amin 

at - Qmi 8(t)=- for amin ^at<a„ 

S(t) = 1   for Oma < a, 

(5a) 

(5b) 

(5c) 

where a, is the crack length at time t. Q1T 

mum and maximum crack length for damage intensity S(t), respec- 
tively. When the crack length at is less than amin, the damage 
intensity S(t) is zero. Conversely, if the crack length a, is equal to 
or larger than amax, the damage intensity is one; in this case the 
cracked component will lose its structural capacity. 

The probability of detection Pd for given damage intensity <>(r) is 
estimated as [10] 

Prf = <Z> 
S(t) - So; 

(6) 

where <i>() is the standard normal CDF; S05 is the damage intensity at 
which the inspection method has a probability of detection of 0.5; and 
as is the standard deviation of the damage intensity. In this study, aä is 
assumed 0.1 r50.5. In Eq. (6), the quality of inspection is characterized by 
S05. An inspection method with a larger value of i505 has a lower 
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probability of detection (i.e., lower quality of inspection). For example, 
in case the minimum and maximum crack lengths for damage inten- 
sity are 1 mm and 50 mm, respectively (i.e., amin = 1 mm, and 
Qmax ■ 50 mm), the relations between the crack length a, and probabil- 
ity of detection Pd for three inspections with S05 = 0.01,0.03, and 0.05 
are shown in Fig. 1. For the inspection method with S05 = 0.05, the 
probability of detection is 0.5 when the damage intensity <5(r) is 
0.05, and the associated crack length can be obtained as 3.45 mm, 
using Eq. (5); the crack length associated with probability of detection 
0.999 is 4.21 mm as shown in Fig. 1. If the inspection method with 
<^o.5 = 0.01 is used to detect the damage, the probability of damage 
detection will be 0.999, when the crack length is 1.64 mm. 

4. Damage detection delay 

Damage detection delay can be defined as the time-lapse from 
the damage occurrence to the time for the damage to be detected 
by inspection [14]. If the damage has occurred at time t, and is de- 
tected at time td, then the damage detection delay tda is expressed 
by 

tdd = td-t   for td>t (7) 

td depends on the probability of damage detection and number of 
inspections. In order to formulate the damage detection delay con- 
sidering probability of damage detection and number of inspec- 
tions, an event tree model can be used. This model represents all 
the possible events having a particular consequence. There is a 
chance node associated with detection and no detection at every 
inspection. For instance, assuming that damage occurs in the time 
interval ts-te and three inspections to detect damage are used, for- 
mulation of damage detection delay is based on the four cases 
according to damage occurrence time t as follows (see Fig. 2a): (a) 
case 1: ts < f < tdy, (b) case 2: rdi, ^ r< td,2; (c) case 3: td2 < t< tdy, 
and (d) case 4: td3 < t ^ tc, where fs and te are the times represent- 
ing the lower and upper bounds of damage occurrence, respectively, 
and tdi is Ith inspection time. Fig. 2b and c illustrate event tree and 
damage detection delay associated with case 2. The gray rectangu- 
lar node in Fig. 2b indicates a chance node at every inspection 
where there are two events (i.e., detection and no detection). For 
case 2 (see Fig. 2b), there are three branches. Branch 1 represents 
the event of damage detection at the second inspection. The associ- 
ated probability and damage detection delay are Pd2 and rdi2 -1, 
respectively, as shown in Fig. 2b and c. If the damage is not detected 
until the third inspection, and is detected at time tdiC, the associated 
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probability and damage detection delay will be (1-Pd.2)>< 
(1 - Pd.3) and fd.c - f. respectively (see branch 3 in Fig. 2b and c). 
Therefore, considering the damage detection delays and their prob- 
abilities associated with all possible branches, the expected damage 
detection delays for cases 1, 2, 3, and 4 are 

£(t<felW,l = (kl " 0 ■ PäA + (ti.2 ~ t)[(1 " Pd,l) • Pal] + (trf.3 

- t)[(1 - Pd., )(1 - Pd.2) ■ P43] + (fde - t)[(l 

-Pd,i)(1-P«)(l-P^)]   forts 
«; t < td., 

£(t<feiW2 = («V? - 0 ■ p"2 + (td.i - t)[(i - P<u) ■ Pd.3] + (td,e 
-t)[(l-Pd2)(l-Pd3)]   fortd., 

< t < td.2 

£(tw)owJ = (fd3 - 0 • P<i,3 + (tde - t)(l - Pd3)     for td.2 £S t 

< td,3 

£(tdel) (td.e - t)   for rd3 ^ t < re 

(8a) 

(8b) 

(8c) 

(8d) 

In Eq. (8), the expected damage detection delay for case i is denoted 
as k{tdei)casej. 

When the time t for damage to occur is a continuous random 
variable described by the probability density function (PDF) f^t) 
as shown in Fig. 2d, the expected damage detection delay E{tdel) 
of Eq. (8) for n inspections is 

1=1  lAli-l 
(t))dt (9) 

where E{tde,)casl,j is the expected damage detection delay when 
fd.i-i < t < td.i- The time td0 for i = 1 and tdn+i for I - n +1 in Eq. (9) 
are fs and te respectively. Based on the PDF of damage occurrence 
time fj(t), ts and te, are defined as [16] 

= FT (*(")) 

(10a) 

(10b) 

where F,1 (■) is the inverse CDF of the damage occurrence time f, and 
u > 0. If, for example, the time t for damage to occur is assumed log- 
normally distributed with the mean of 10 years and the standard 
deviation of 2 years, and u is assumed to be 3.0, ts and te are 5.41 
and 17.76 years, respectively, using Eq. (10). The probability that 
the damage will occur before 5.41 and 17.76 years is 0.0013 and 
0.9987, respectively. The value of u is fixed at 3.0 herein. 
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5. Application to ship hull structures subjected to fatigue 

The proposed approach is applied to ship hull as shown in Fig. 3. 
In this study, the joint between bottom plate and longitudinal plate 
is considered as a critical location subjected to fatigue. Under lon- 
gitudinal loading and unloading, the crack in the plate can initiate 
on the edge connected to the stiffener and propagate away from 
the stiffener in the transverse direction as shown in Fig. 3. 

5.7. Time-dependent crack growth 

shows the mean and standard deviation of time f associated with 
crack length at, and PDFs of time for a, = 10, 20, 30, and 40 mm. 
From this figure, it can be seen that the crack length increases at 
a very high rate after reaching 1.0 mm. In this study, the crack 
length of 1.0 mm serves as the crack damage criterion. Therefore, 
anlin in Eq. (5) is 1.0 mm. The maximum crack length amjx in Eq. 
(5) is assumed to be 50 mm. Fig. 4b shows the PDF of fatigue 
damage occurrence time (i.e., time for crack length to reach 
1.0 mm) obtained from Monte Carlo simulation and the best fit- 
ted PDF (i.e., Generalized Extreme Value (GEV) PDF). The GEV 
PDF is 

Crack length over time and time to reach a given crack length 
are calculated using Eqs. (3) and (4), respectively. Initial crack 
length a0, annual stress cycles Nan, and material crack growth 
parameter C are assumed Iognormally distributed random vari- 
ables. The stress range S is treated as a random variable with a 
Weibull PDF [19]. The mean value of material parameter C is as- 
sumed to be 3.54 x 10"11, and m is assumed 2.54 for high yield 
steel (HY80) [7]. Descriptors of variables in Eqs. (3) and (4) are 
given in Table 1. In this study, the geometry function V is as- 
sumed to be one [1,19]. Monte Carlo simulation with sample size 
of 100,000 is used to predict the crack length over time. Fig. 4a 

«t)-i(.+«vr"-«' 
1 + oc(x - Q/JS > 0 

1+^
N" 

(11) 

where y. is the shape parameter; fi is the scale parameter; and J is 
the location parameter. The values of parameters a, ß and £ are 
0.15, 1.65 and 3.21, respectively, as shown in Fig. 4b. This GEV 
PDF is used to formulate the expected damage detection delay in 
Eq. (9). Based on this PDF, ts and te are obtained as 0.51 and 
21.95 years, respectively (see Eq. (10)). 

(J of mid section 

JJJJJJJJJ   IJJJJJJJJJ   I   J   J   J   J   J 

Loading and unloading 
in a longitudinal direction 

11 ifrn lmhinnniliii      J 
Fig. 3. Schematic representation of the mid-ship section of a ship and the assumed location of cracks. 

Table 1 
Variables for crack growth model. 

Random variables Notation Units Mean aCOV Type of distribution 

Initial crack size a« mm (in) 0.5 (0.02) 0.2 Lognormal 
Annual number of cycles N0„ Cycles/year 0.8 x 10G 0.2 Lognormal 
Stress range S MPa (ksi) 40(5.81) 0.1 Weibull 
Material crack growth parameter C 3.54 x 10-" (1.77 x 10-9)b 0.3 Lognormal 

COV: coefficient of variation. 
1.77 x 10 9: material parameter for da/dN and AK in units of in (cycles and ksi y/fn, respectively (see Eqs. (1) and (2)). 
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5.2. Optimum inspection plans to minimize the expected damage 
detection delay 

The type of maintenance/repair generally depends on the out- 
come of inspection [23,10,11,21], The type of fatigue repair can 
be determined according to the results of inspection such as degree 
of crack damage and estimated cause of crack [9]. Therefore, in or- 
der to apply a timely and appropriate maintenance/repair action to 
a deteriorating structure, the damage should be detected with 
minimum delay [16]. 

After fatigue damage has occurred, the crack length grows so 
that the probability of detection will increase. Therefore, as the 
damage detection delay increases, the probability of detection in- 
creases. Since the variables associated with the crack growth mod- 
el are not deterministic, the probability of detection in terms of 
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crack length a, at time f is random. In order to formulate the ex- 
pected damage detection delay E{tdc]] in Eq. (9), the expected prob- 
ability of detection using Eq. (6) is applied herein. Fig. 5 shows the 
expected probability of detection over time after crack damage 
occurrence (i.e., time for crack length at to reach amm) for three 
inspections with <50.5 = 0.01, 0.03, and 0.05. As indicated in Eq. (8) 
and Fig. 2, tdc is associated with the time when the damage can 
be detected with perfect detectability. In this study, tde is defined 
as 

td.e — te + t„ (12) 

where te is the upper-bound of damage occurrence time as indi- 
cated in Eq. 10(b), and tp is the time interval during which the ex- 
pected probability of damage detection is at least 0.999. When 
the inspection method with S05 = 0.01 is used, tp will be 9.74 years 
when the damage is detected with the expected probability of 
detection of 0.999 as shown in Fig. 5. Therefore, tde for S05 = 0.01 
is 31.69 years, since the upper-bound of damage occurrence time 
te is 21.95 years as mentioned previously. 

In this study, inspection planning is formulated as an optimiza- 
tion problem by minimizing the expected damage detection delay 
E(tdcl) in Eq. (9) with given number n of inspections as follows: 

Find       td   =  {tdA,td2,...,tdj,...Ad.„} 

to minimize   E(tdet) 

such that   tdi - tdj_, > 1 year 

given   n,6osM*) 

(13) 

(14) 

(15) 

(16) 

Fig. 5. Expected probability of detection versus time after crack damage occurrence 
for ^0.5 = 0.01. <S0.5 - 0.03, and <50.5 - 0.05. 

where td is the vector consisting of n design variables of inspection 
times td1l..., td„; fdpi is the ith inspection time (years); and <505 is the 
damage intensity at which the given inspection method has 50% 
probability of detection. The objective is to minimize the expected 
time delay E{tdel) from the crack damage initiation to time for the 
crack to be detected by inspections. The time interval between 
inspections is assumed to be at least one year (see Eq. (15)). The 
times td0 (for i = 1) and tdn+] (for i = n + 1) are rs and te respectively, 
as indicated in Eq. (9). The number of inspections, i505 representing 
the quality of inspection, and PDF of the damage occurrence time 
/j{t) in Fig. 4b are given (see Eq. (16)). The optimization toolbox 
(i.e., constrained nonlinear minimization) provided in MATLAB® 
version R2009a [20] was used to solve this problem. 
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Fig. 6 shows the effects of (a) number of inspections and(b) to- 
tal inspection costs on minimum expected damage detection delay 
E{tdel) for <50.5 = 0.01, ^0.5 = 0.03, and S0.5 = 0.05. The total inspection 
cost Cj/nsp is computed as 

CTil Tinsp '■ 

"       r 

h^ +r)'" 
(17) 

where r is the discount rate of money, and Cinsp is the cost of an 
inspection. Considering quality of an inspection method, the cost 
of an inspection is estimated as [23] 

C insp — ^insp (1 0.7^0.5)2 (18) 

where a.insp is 5. It should be noted that the inspection associated 
with time tAe. when the damage can be detected with perfect 
detectability, is not accounted in the number of inspections. 

The optimal inspection plans associated with the number of 
inspections n-1,3, and 5 are shown in Fig. 7. If a single inspection 
with SQJS = 0.03 is used to detect fatigue crack damage, the inspec- 
tion has to be performed at 11.90 years as shown in Fig. 7a. The 
associated £(tdc/) and CTinsp are 9.74 years and 3.27, respectively 
(see Fig. 6). If the number of inspection increases three times 
(i.e., the number of inspection n = 3), the inspections should be ap- 
plied at 7.66,10.62, and 16.67 years (see Fig. 7b), and £(rdei) will be 
5.66 years (see Fig. 6a). Furthermore, if three inspections with 
(505 " 0.01 instead of rS0.5 = 0.03 are used, E{tdci) will be reduced by 
36% (i.e., from 5.66 to 3.62 years), but the total inspection cost CTmsp 

will increase by 33% (i.e., from 9.81 to 13.03), as shown in Fig. 6. 
The associated optimum inspection times will be 5.64, 8.35, and 
13.51 years (see Fig. 7b). From these results, it can be seen that 
reduction of the minimum E(td(,j) results from increase in the 
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number and/or the quality of inspections. Through comparison 
among the optimum inspection times associated with 50.5 = 0.01, 
0.03 and 0.05, it can also be seen that the inspection with higher 
quality (i.e., smaller value of S0,s) has to be applied earlier than 
the inspection with lower quality (i.e., larger value of ^0.5), in order 
to minimize E(tdel). 

5.3. Optimum balance of cost and expected damage detection delay 

In order to reduce the expected damage detection delay, it is 
necessary to increase the number of inspections and/or quality of 
inspection method. This leads to additional financial resources. 
Therefore, well-balanced inspection planning should be considered 
as a solution of a two conflicting criteria optimization problem by 
simultaneously minimizing both the expected damage detection 
delay and the total inspection cost. In this paper, optimum bal- 
anced inspection planning is obtained, when (a) same type and 
(b) different types of inspections are used. Non-Dominated Sorting 
in Genetic Algorithms (NSGA-II) program developed by Deb et al. 
[6] is used, in order to find the Pareto optimal solution set of this 
bi-objective optimization problem. 

5.3.1. Optimum balance when same type of inspection is applied 
When same type of inspection (i.e., constant <505) is applied 

n-times, the bi-objective optimization problem for inspection plan- 
ning is formulated as 

Find   td = {tdA,td2.....rd.i,...,tdM}, and <505 

to minimize both   E(tdei) and CT,i,sP 

tu - td.i_i > 1 year 
td 1 < 20 years 
0.01 < <5o.5 s; 0.1 

TOTAL INSPECTION COST, C Tinsp 

(19) 

(20) 

such that   tdi - td,_i > 1 year (21a) 
(21b) 
(21c) 

given   n,/7(r) (22) 

In this bi-objective optimization problem, the objectives are mini- 
mization of both the expected damage detection delay £(tde/) (see 
Eq. (9)) and the total inspection cost CTinsp (see Eq. (17)). The design 
variables are the vector of inspection times td, and <50.5 representing 
the quality of inspection in Eq. (6). As indicated in Eq. (21), time 
interval between inspections should be at least one year, and appli- 
cation of the first inspection is required within 20 years. The value 
of i50.5 has to be in the interval 0.01-0.1./7(f) in Fig. 4b and number 
of inspections n are given as indicated in Eq. (22). 

Through the genetic algorithm (GA) process with 200 genera- 
tions, a Pareto set of 100 solutions for n = 1 is obtained as shown 
in Fig. 8a. The relations between design variables (i.e., first inspec- 
tion time td/l and <50.s) for solutions A!-A5 are also illustrated in 
Fig. 8a. The expected damage detection delay £(tde/) of solutions 
A!-A5 decreases from 13.21 to 7.09 years with decrease of both 
<50.5 (from 0.1 to 0.01) and tdA (from 15.27 to 9.35), respectively. 
Accordingly, the associated total inspection cost CTinsp increases 
from 1.17 to 4.35. Fig. 8b shows Pareto optimum solution sets for 
I! = 1-5. 

In order to find the final Pareto front considering the number of 
inspections 11 as a design variable, «-constraint approach, based on 
the Pareto solution sets for n = 1-5 in Fig. 8b, can be used. In this 
approach, multi-criteria optimization problem is transformed into 
a single objective optimization problem by selecting one of the 
objectives to be minimized and treating other objective functions 
as constraints [13]. The general formulation of e-constraint ap- 
proach is [2] 

Fig. 6. Effects of (a) number of inspections and (b) total inspection costs on 
minimum expected damage detection delay for (505 = 0.01, <50,5 = 0.03. and 
<50.5 = 0.05. 

Minimize  /, 
subject to  fj ^Ej for all j = 1,2,..., k-.j^i 

(23) 

(24) 
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Fig. 7. Optimum inspection plans for number of inspections (aj n = 1; (b) n = 3; (c) n = 5. 

where i e {1, 2,..., fe). The number of objective functions k is equal 
to 2;fi=fx is the expected damage detection delay £(tde/); andJj=/2 

is the total inspection cost Crms,,- By changing the value of 6/ from 
the minimum value of f2 (i.e., 1.17) to the maximum value of/2 

(i.e., 21.72), the final Pareto front of the Pareto solution sets for 
n = 1-5 in Fig. 8b is obtained as shown in Fig. 8c. The optimum 
inspection times for solution B^ B2, B4, and Bs in Fig. 8c are provided 

in Table 2 and Fig. 8d. For Pareto point B4 in Fig. 8c, the associated 
E(tdei) and cTimP are 4.55 years and 8.69, respectively (see Table 2). 
The inspection plan for solution B4 requires two inspections with 
<50 5 = 0.01 as shown in Fig. 8d. If Pareto solution Bs instead of solu- 
tion B4 is selected as an inspection plan, the number of inspections 
has to increase twice (i.e., from 2 to 4), CTinsp should also increase 
twice, but E(tde,) will be reduced from 4.55 to 3.15 years (see 
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Fig. 8. (a) Pareto solution set and design space of (41 and Sos, forgiven n-1; (b) Pareto solution sets for design variables td and Sa5, and given n = 1-5; (c) final Pareto solution 
set; and (d) optimum inspection plans for solutions B,, B2, B4, and B6 In (c). 

Table 2). It should be noted that solutions B3, B5 and B7 in Fig. 8c are 
the same as the solutions associated with n-1; 0*0.5 = u-°l i'1 Fig- 7a, 

n = 3;   3os»0.01   in  Fig.  7b,  and   n = 5;   <505 = 0.01   in  Fig.  7c, 
respectively. 
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Table 2 
Design variable and objective function values associated with Pareto optimum solutions in Fig. 8c. 

Pareto optimum 
solution 

Objective function values Design variables 

Expected damage detection delay, E(Uci) 
(years) 

Total inspection cost. Number of 
inspections, n 

Optimum inspection times (years) 

t*i td.2 t*3 t<J.4 td.5 

B, 
B2 

B3 

B4 
B5 

B6 
B, 

13.21 
9.66 
7.09 
4.55 
3.62 
3.15 
2.86 

1.17 
2.34 
4.35 
8.69 

13.03 
17.38 
21.72 

15.27 - - - 
11.73 18.50 - - 
9.35 - - - 
6.67 11.85 - - 
5.64 8.35 13.51 - 
5.07 6.94 9.60 14.76 
4.71 6.15 7.93 10.60 15.75 

0.10 
0.10 
0.01 
0.01 
0.01 
0.01 
0.01 

(a) 
O   15 

CO 
O   12 
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o 
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uu 
0_ 
CO 

< 
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14 
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Case 4 
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Fig. 9. Comparison between Pareto solution sets based on same type and different 
types of inspections for number of inspections (a) n« 2; (b) n = 3. 

5.3.2. Optimum balance when different inspection types are applied 
When different inspection types are applied (i.e., <5o.5 is not the 

same), the formulation of the bi-objective optimization problem is 

td = {td.i,td2,----td.u----,td,„}. and 

<5o.5 = {^0.5,1, ^0.5,2: • • • , <5o.5,i: • • • , <5o.5,n} 
Find 

to minimize both   E(tde,) and CT,„ip (26) 

As indicated, the constraints and given condition of this problem are 
identical with those in Eqs. (21) and (22). A Pareto set of 100 solu- 
tions is obtained after 500 generations. The discount rate of money r 
in Eq. (17) is assumed to be zero. Fig. 9 shows Pareto solution sets 
based on both same type (i.e., case 1 in Fig. 9a and case 3 in Fig. 9b) 
and different types (i.e., case 2 in Fig. 9a and case 4 in Fig. 9b) of 
inspections. Optimum values of design variables and the associated 
E(tdei) and CTmsp for Pareto solutions in Fig. 9 are provided in Table 3. 
Solutions Ci, C4, and D5 in Fig. 9 are the same as B2, B4, and B5 in 
Fig. 8c, respectively. As shown in Table 3 and Fig. 9a associated with 
number of inspections n = 2, solutions C2 of case 1 and C2 of case 2 
have the same E(tdel) (i.e., 7.92 years), but if solution C2 instead of C2 

is selected as an inspection plan, the total inspection cost can be re- 
duced by 16% (i.e., from 4.93 to 4.13). Similarly, in Fig. 9b associated 
with n = 3, solutions D2 (of case 4) and D'2 (of case 3) have the same 
E{tdel), but D2 requires less cost than D2. From these comparisons 
between Pareto solution sets of cases 1 and 2 (or cases 3 and 4), 
it can be seen that the inspection plan based on different inspection 
types will require less cost than the inspection plan based on the 
same type of inspection for given expected damage detection delay. 
As indicated in Table 3, Pareto solutions C] and C3 have ^0.5.i = 0.10 
and 0.01, respectively, while having the same i5O52 = 0.10. The 
values of r50.5,i for solutions C3 and C4 are the same (i.e., 0.01), but 
<5o.5,2 f°r ^3 an£l ^4 are 0.10 and 0.01, respectively. 

Furthermore, the Pareto solution sets of the bi-objective optimi- 
zation problem for n = 1, 4, 5 are obtained. The E-constraint ap- 
proach (see Eqs. (23) and (24)) based on Pareto solution sets for 

Table 3 
Design variable and objective function values associated with Pareto optimum solutions in Fig. 9a and b. 

Pareto optimum Objective function values 

Expected damage detection delay, £(fdd) Total inspection cost. 

Design variables 
solution 

Numbe of Optimum inspection <5o.5 

(years) wViisp inspections, n times (years) 

«41 td.2 td.3 <5o.5.1 <>u.-,..' ^0.5,3 

c, 9.66 2.34 2 11.73 18.50 - 0.10 0.10 - 
C2 7.92 4.13 9.78 18.80 - 0.37 0.10 - 
Q 7.92 4.93 10.00 16.34 - 0.05 0.05 - 
C3 6.07 5.49 8.42 19.74 - 0.01 0.10 - 
c4 4.55 8.69 6.67 11.85 - 0.01 0.01 - 
D, 8.46 3.51 3 10.44 13.68 20.70 0.10 0.10 0.10 
D2 7.17 5.17 9.13 14.21 22.32 0.04 0.10 0.10 

D2 
7.17 6.58 9.18 12.28 18.91 0.06 0.06 0.06 

D3 5.24 6.68 8.15 15.40 18.75 0.01 0.10 0.10 
D4 4.32 9.87 6.59 11.13 21.47 0.01 0.01 0.10 
D5 3.62 13.03 5.64 8.35 13.51 0.01 0.01 0.01 
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Fig. 10. Pareto solution set of bi-objective optimization problem with design 
variables r<{, (^0.5. and n (a) without discount rate of money; (b) with discount rate of 
money r = 3%/year. 

n = 1-5 provides the final Pareto front as shown Fig. 10a. Values of 
objective functions and design variables for solutions E,-E7 are 
provided in Table 4. As indicated in this Table, values of objective 
functions and design variables for solutions Elf E3 and E5 in 
Fig. 10a are identical to those of solutions B,, B2 and B4 in Fig. 8c, 
respectively. In the final Pareto front, solution E, needs the lowest 
total inspection cost CTimp of 1.17, but leads to the largest expected 
damage detection delay £(t,jt,;) of 13.21 years. In contrast, solution 

E7 requires the highest inspection cost CTimp of 17.38, while results 
in the least expected damage detection delay E(tdel) of 3.15 years. It 
should be noted that there is no solution associated with n = 5. 
When the discount rate of money r = 3%/year for the total inspec- 
tion cost in Eq. (17) is applied, the final Pareto front is presented 
in Fig. 10b. Table 4 provides values of objective functions and de- 
sign variables for solutions F^Fs. Solution F4 in Fig. 10b has the 
same expected damage detection delay (i.e., E(tdei) = 4.55 years) 
as that of solution E5 in Fig. 10a. However, the total inspection cost 
Crimp associated with solution F4 is less than that of solution E5 as 
indicated in Table 4 and Fig. 10. It can be seen that for given ex- 
pected damage detection delay, the inspection plan considering 
discount rate of money requires less cost than that without consid- 
ering it. Among the final Pareto solution set with r= 3%/year, solu- 
tion F5 requires the highest inspection cost CTinsp of 11.53, leading 
to the least expected damage detection delay £(rdei) of 3.63 years. 

6. Conclusions 

This paper presented an approach for optimum inspection plan- 
ning of ship hull structures subjected to fatigue. The optimization 
problem was based on the minimization of expected fatigue dam- 
age detection delay. In order to formulate this delay, uncertainties 
related to inspection method and damage occurrence/propagation 
were considered. The relation between the inspection cost and the 
expected damage detection delay was investigated. A well- 
balanced inspection plan was considered as the solution of a 
bi-objective optimization problem by simultaneously minimizing 
both the expected damage detection delay and the total inspection 
cost. A comparison of the cost-effective inspection plans based on 
same type and different types of inspections was carried out. The 
effect of the discount rate of money on the inspection plans was 
also studied. 

The following conclusions can be drawn: 

1. Increase in the number of inspections and/or inspection quality 
can lead to reduction of the expected damage detection delay. 
However, this increase requires additional financial resources. 
Therefore, in order to establish cost-effective inspection plan- 
ning, an optimization problem based on minimization of both 
expected damage detection delay and inspection cost has to 
be solved. The result of this optimization provides the Pareto 
solution set. Based on this set, structure managers can select 
the appropriate inspection planning considering also the impor- 
tance of the structural component or system inspected. 

Table 4 
Design variable and objective function values associated with Pareto optimum solutions in Fig. 10. 

Pareto optimum Objective function values 

Expected damage detection delay. Total in spection 

Design variables 
solution 

Numbe rof Optimum inspection times <5o.s 
£(tdei) (years) cost, CT up inspect ons n (years) 

td.2 t<t3 td.4 ^0.5.1 <>0.5.2 <V.i,3 ^0.5.4 

E, 13.21 1.17 1 15.27 - - - 0.10 - - - 
E2 11.22 2.34 1 13.33 - - - 0.05 - - - 
E3 9.66 2.34 2 11.73 18.50 - - 0.10 0.10 - - 
E4 7.09 4.35 1 9.35 - - - 0.01 - - - 
E5 4.55 8.69 2 6.67 11.85 - - 0.01 0.01 - - 
E6 3.62 13.03 3 5.64 8.35 13.51 - 0.01 0.01 0.01 - 
E, 3.15 17.38 4 5.07 6.94 9.60 14.76 0.01 0.01 0.01 0.01 

F, 13.88 0.70 1 17.28 - - - 0.10 - - - 
F2 11.77 1.18 2 14.96 34.78 - - 0.10 0.10 - - 
F3 6.08 4.05 2 8.05 20.27 - - 0.01 0.10 - - 
F4 4.55 6.63 2 6.67 11.85 - - 0.01 0.01 - - 
F5 3.63 11.53 4 5.64 7.24 8.36 13.51 0.01 0.07 0.01 0.01 
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2. For a predefined expected damage detection delay, an optimum 
inspection plan based on different inspection types is more eco- 
nomical than that based on the same type of inspection. 

3. The probabilistic approach presented in this study was applied 
to a ship hull structure subjected to fatigue. If the relation 
between the damage intensity and probability of damage detec- 
tion of an inspection method can be appropriately quantified, 
this approach could be extended to include a wide range of 
structures under different deteriorating processes such as cor- 
rosion and cracking in steel and concrete structures. 

4. The optimum inspection planning presented in this paper is 
affected by the accuracy of assumed variables and the models 
related to the probability of damage detection and time- 
dependent crack growth. For instance, the geometry function 
to predict the crack propagation (see Eq. (2)) is assumed 1.0; 
this limits the application of the method. Also, for ship struc- 
tures, the load spectrum could be highly variable and, conse- 
quently, load sequencing effects have to be considered in 
crack growth. Therefore, further studies considering the vari- 
ability of load spectrum in fatigue damage detection delay of 
ship structure are necessary. 

5. Inspection results can be used to update the existing inspection 
schedule. The updating process after each inspection will lead 
to a more reliable inspection schedule. Therefore, further stud- 
ies are necessary to establish the inspection planning consider- 
ing updating. 

6. Finally, it is emphasized that the proposed approach should be 
extended to cost-effective lifetime management strategies by 
considering the effects of maintenance and repair [29]. 
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Initiation and propagation of fatigue cracks in steel structures induced by repetitive actions are highly random 
due to both aleatory and epistemic uncertainties related to material properties, loads, damage, modelling and 
other factors. For this reason, a probabilistic approach is necessary to predict the fatigue crack growth damage. 
This study presents a probabilistic approach for combined inspection/monitoring planning for fatigue-sensitive 
structures considering uncertainties associated with fatigue crack initiation, propagation and damage detection. 
This combined inspection/monitoring planning is the solution of an optimisation formulation, where the 
objective is minimising the expected damage detection delay. Furthermore, this formulation is extended to a 
bicriterion optimisation considering the conflicting relation between expected damage detection delay and cost. 
A set of Pareto solutions is obtained by solving this bicriterion optimisation problem. From this set, a solution 
can be selected balancing in an optimum manner inspection and monitoring times, quality of inspections, 
monitoring duration, and number of inspections and monitorings. The proposed approach is applied to a naval 
ship and a bridge subjected to fatigue. 

Keywords: fatigue; damage; uncertainty; inspection; monitoring: damage detection delay; cost; optimisation; naval 
ships; bridges 

Introduction 

One of main deterioration processes of steel structures 
is fatigue, denned as the process of initiation and 
growth of cracks under repetitive loads. In general, the 
fatigue evolution is affected by uncertainties associated 
with the location and size of initial crack, stress range 
near the initial crack, number of cycles, and material 
and geometric properties (Fisher et al. 1998). For this 
reason, a probabilistic approach is necessary to predict 
the fatigue crack growth damage for inspection and 
monitoring planning. During the last decades, several 
probabilistic approaches have been developed and 
applied to steel structures including ships and bridges 
subjected to fatigue (Madsen and Sorensen 1990, 
Madsen et al. 1991, Ayyub et al. 2002, Moan 2005, 
Kwon and Frangopol 2010). These studies were 
extended into cost-effective inspection and mainte- 
nance planning considering probability of fatigue 
damage detection (Garbatov and Soares 2001, Chung 
et al. 2006, Moan 2011). 

The probability of fatigue damage detection has 
been generally formulated by including the uncertain- 
ties in crack size and inspection quality. In order to 
increase the probability of fatigue damage detection, 

advanced damage detection techniques, including 
structural health monitoring (SHM), have been devel- 
oped and applied. The objectives of these develop- 
ments include effective and timely repair actions. The 
probability of crack detection was defined as the 
conditional probability that the crack is detected when 
it has a specific size (Chung et al. 2006). Ideally, the 
probability of damage detection has to be 1.0. 
However, even in this case, there will be still time 
lapse from the damage occurrence to the time when the 
damage is detected (Kim and Frangopol 2011a). 
Therefore, in order to reduce this time lapse and repair 
delay, inspection planning should consider, in a 
rational way, the uncertainties associated with both 
inspection quality and prediction of damage occur- 
rence. Kim and Frangopol (2011b) proposed a 
probabilistic approach to establish the optimum 
inspection planning of ship structures based on 
minimisation of the expected damage detection delay. 
However, the effect of SHM on the expected damage 
detection delay was not investigated. 

In this study, a probabilistic approach to establish 
optimum combined inspection/monitoring planning 
for fatigue-sensitive structures is presented. In order 
to compute the expected damage detection delay, the 
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probabilistic approach considers uncertainties asso- 
ciated with fatigue crack initiation, propagation and 
damage detection. The combined inspection/monitor- 
ing planning is the solution of an optimisation 
formulation, where the objective is minimising the 
expected damage detection delay. Furthermore, this 
formulation is extended to a bicriterion optimisation 
consisting of minimisation of both (a) expected 
damage detection delay and (b) expected total inspec- 
tion and monitoring costs. The cost estimation 
includes costs associated with the type of inspection 
(i.e. inspection quality), monitoring duration, number 
of inspections and monitorings, and discount rate of 
money. For a given number of inspections and 
monitorings, all the possible combinations of inspec- 
tion and monitoring are considered, and the associated 
bicriterion optimisation problems are formulated 
and solved. Each bicriterion problem has its own 
Pareto solution set. Based on these Pareto sets, the 
final Pareto set is obtained. This procedure is extended 
to determine the optimum-balanced number of inspec- 
tions and monitorings. The proposed approach is 
applied to a naval ship and a bridge subjected to 
fatigue. 

where G(a) = geometry function. Based on Equations 
(1) and (2), the cumulative number of cycles N 
associated with crack size aN can be predicted as 
(Fisher 1984) 

N-- 
C 

1 t-> 

sz L (G(ah 
Tda (3) 

where «0 = initial crack size. Furthermore, the time t 
(years) associated with the occurrence of the crack size 
ON is predicted by considering the annual number of 
cycles A'an and the annual increase rate of number of 
cycles rc as (Madsen et al. 1987) 

In 
t = - 

1 + 
1 

N^-C-S»' ln(l+/-c 

f"x 1 

./„    (G(a)yJnT7i) 
rdfl 

In(l+ic) 

for r- > 0 (4a) 

i r 
Nan ■ C ■ 8»' Jao 

rdfl    for rc = 0 

(4b) 

Prediction of crack growth 

Various types of steel structures including bridges, 
offshore structures and naval structures are sensitive to 
fatigue cracking induced by repetitive loads (Fisher 
et al. 1998). It may not be possible to avoid initial 
fatigue cracks because the cracks may be pre-existing 
from fabrication. These initial cracks may be propa- 
gated into macro-cracks resulting in structural failure. 
The rate of crack growth depends on the size of initial 
crack, stress range near the initial crack, number of 
cycles associated with the stress range, and material 
and geometry properties of the steel detail (Fisher 
1984). Paris' equation (Paris and Erdogan 1963), 
among other empirical- and phenomenological-based 
crack propagation models, has been generally used 
(Fatemi and Yang 1998, Schijve 2003, Mohanty et al. 
2009). The ratio of the crack size increment to cycle 
increment is (Paris and Erdogan 1963) 

da 

d~N 
C(AK)n 

(1) 

where a = crack size, N = number of cycles and AK = 
stress intensity factor. C and m are material crack 
growth parameters. The stress intensity factor AK is 
expressed in terms of crack size a and stress range Sn 

as (Irwin 1958) 

AK = SVe ■ G(a) ■ (2) 

Probability of fatigue damage detection 

Probability of fatigue damage detection is defined as 
the conditional probability that the crack is detected by 
an inspection method, when the crack exists with a 
specific size (Chung et al. 2006). Probability of damage 
detection associated with an inspection method has 
been quantified in terms of crack size (or defect size) 
and inspection quality (Packman et al. 1969, Berens 
and Hovey 1981, Madsen et al. 1991, Mori and 
Ellingwood 1994a, Frangopol et al. 1997, Chung 
et al. 2006). The representative relations between 
probability of detection Pins and crack size a (or defect 
size) are: 

(a) Shifted exponential form (Packman et al. 1969): 

/   a-amm\ 
-Pins = 1 - exp ( j 1    for a > an (5) 

where amin = smallest detectable crack size and  "/.= 
characteristic parameter for inspection quality. The 
value of this parameter ranges from 0 to GO, and / 
decreases with increasing the quality of inspection, 

(b) Log-logistic form (Berens and Hovey 1981): 

* ins — 
exp[z + K m(rt)] 

1 +exp[x + Kln(a)] 
(6) 

where   %   and   K   are   statistical   parameters.   These 
parameters  can   be  estimated  using  the  maximum 

128 



914 S. Kim and D.M. Frangopol 

likelihood method for a specific inspection method 
(Chung et al. 2006). 

(c) Normal cumulative distribution function (CDF) 
form (Frangopol et al. 1997): 

Pins = $ 
i - <5Q. 

(7) 

where <t>() = standard normal CDF; <5 = damage in- 
tensity; <50.5 = damage intensity at which the inspection 
method has a probability of detection of 0.5 and 
as = standard deviation of S05. The value of ö0.s 
represents the quality of inspection. A higher quality 
of inspection is associated with a smaller value of <50.5- 
In this article, the normal CDF form in Equation (7) is 
used, and the coefficient of variation of 605 is assumed 
as 0.1 (i.e. cr<5 = 0.1 -S05). The damage intensity 5 is 
defined as (Kim and Frangopol 201 lb) 

Ö — 0    for a < a„ 

for ömin < a < a„ 

1    for a > a„ 

(8a) 

(8b) 

(8c) 

where amm and «max are the minimum and maximum 
detectable crack sizes when the result of the detection is 

uncertain (i.e. if a < amin and a > amax the probability 
of detection is 0 and 1, respectively). 

Expected damage detection delay 
Expected damage detection delay when inspection is 
used 
The time lapse from the damage occurrence to the time 
for the damage to be detected by an inspection method 
is referred as damage detection delay (Huang and Chiu 
1995). When the damage occurs at time t and is 
detected at time /ins by an inspection after time /, the 
damage detection delay /dei is /;ns — /. The formulation 
of/dei considering probability of detection and number 
of inspections is based on an event tree model (Kim 
and Frangopol 2011a, 2011b). For example, if inspec- 
tions are used at time fc^i and /illS2, and the damage 
occurs in the time interval /s to te, there will be three 
possible cases according to damage occurrence time as 
follows: (a) case 1: /s < / < tinsy, (b) case 2: /illsl < / < 
?ins,2; and (c) case 3: ?inS2<t < tc. For case 1 (i.e. 
's <' < 'ins,iX there are three branches as shown in 
Figure 1. The gray circle node in Figure 1 is a chance 
node at every inspection where there are two mutually 
exclusive events (i.e. detection and no detection). 
The probabilities associated with these two events are 
Pms (i.e. detection) and 1 — Pms (i.e. no detection), 
respectively. Branch 1 in Figure 1 represents the event 
of damage  detection  at  the  first  inspection.   The 

DAMAGE 
OCCURRENCE 

I 1" INSPECTION 2"> INSPECTION 

•TIME 

'ins.2 f„ tn 

EVENT TREE 

Q No detection 

© Detection 

Branch 1: P„,, 

®\ 

0 
r Chance node Branch 2: <' - P,„s,) * Pte j 

© 

01 Branch3:(7-PTO,)«(J-P„sZ) 

Branch 1: (^.,-f 

DAMAGE 
DETECTION 
DELAY, tj., 

Branch 2; tml-t 

Branch 3: r„„-f 

Figure 1.    Damage detection delay when damage occurs in the time interval between /s and /inSjl (i.e. t,<t < /j„s,i)- 
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corresponding expected damage detection delay is 
•Pins, i x (*ins,i — ')• The expected /dd for branch 2 is 
(1 — Pins.i) x Pins,2 x ('ins,2 - 0- ^n tn's manner, the 
expected damage detection delay for each case can be 
formulated. Furthermore, considering the time / for 
damage to occur as a continuous random variable, the 
expected damage detection delay E(tjc\) for N-, inspec- 
tions is formulated as (Kim and Frangopol 2011b) 

£('de.) = £' I f~* [^U-j M*)\ dt\     (9) 

where fj(t) = probability density function (PDF) of 
damage occurrence time and J?(/cicl)case,/ = exPected 
damage  detection  delay  for case j (i.e.   tmsJ_, < 
I < 'ins,.,)- 

hm* forj" 1 and /ins,A-1+1 forj = Nl + 1 are t, and te, 
respectively. tpe in Figure 1 is associated with the time 
when the damage can be detected with perfect detect- 
ability (i.e. probability of damage detection is 1.0). In 
this study, tpe is defined as tpe = te + tp, where /e = 
upper bound of the damage occurrence time, and 
/p = time interval during which the expected probability 
of damage detection is at least 99.9%. The lower and 
upper bounds of damage occurrence time (i.e. fs and ?e) 
are defined as (Kim and Frangopol 201 lb) 

t^F^M-q)} (10a) 

(10b) 

where   FT (■)= the   inverse   CDF   of  the   damage 
occurrence time /. The value of«/ is assumed 3.0 herein. 

Expected damage detection delay when monitoring 
is used 

SHM data allow updating the information on the 
structural performance. The quality of the information 
is related to the monitoring duration, the location of 
sensors and the number of sensors installed. If there is 
no damage detection delay during monitoring duration 
/md, and monitoring is applied Nm times with the same 
duration /md, the expected damage detection delay 
-E^dei) based on Equation (9) becomes 

Hm+\ 

£('del) =   Y, I ('mem,/ - ') -Mt)Al 
" »monj— 1 "r'md 

(11) 

where tmonJ =jth monitoring starting time. tmon0+ tmd 

for y'=l and /monjvm+i for 7 = ./V"™ + 1 are t, and t„ 
respectively. 

Expected damage detection delay when combined 
inspection I monitoring is used 

When combined inspection/monitoring is used to 
detect damage, the expected damage detection delay 
£(/dci) can be formulated using Equations (9) and (11). 

For instance, if one inspection and one monitoring 
are used, and the inspection is applied before monitor- 
ing (i.e. /,non,i > /ins,i) as shown in Figure 2, there will 
be four possible cases according to damage occurrence 
time: (a) case 1: ts<t < tinsy, (b) case 2: /ins,i<'< 
'mon.i; (c) case 3: tmonJ<t < rmon,i + /md; (d) case 4: 
Wi + W<'<'e- The associated expected damage 
detection delay is formulated as 

£('del) =   / [Pins,l • ('ins,. - ?) + (l - P,ns,l) 

/*'mou,l 

• (>mon,l - ')] -Mt)At +   / (/mon,| - /) 

■fT(t)dt+ j (tp,e-t)-fT(t)dt      (12) 
•"mon.l "Wind 

It should be noted that case 3 is not considered in 
Equation (12) because it is assumed that there is no 
detection delay during monitoring duration tmd (i.e. 
probability of damage detection is 1.0). 

On the contrary, when the inspection is used to 
detect damage after monitoring (i.e. /m0n,i + 'md< 
'ins.i), the expected damage detection delay is 

/' 'inon, 1 

E(tdc\) = /     (u,i - 0 -./H0d? 

/•'inU 

+   / [Pins,I -('ins,l -0 + 0 -Pins.l) 
•''mon,I+'ind 

• ('p,c - 0] -Mi)<it + I     (V - 0 -M')dt 
■^'ins.L 

(13) 

Inspection and monitoring cost 

The inspection cost is related to the quality of an 
inspection method. In general, inspection methods 
associated with a higher quality (i.e. higher probability 
of damage detection) are more expensive (Frangopol 
et al. 1997). In this study, the cost Cjns associated with 
an inspection method is expressed using <50.5 in 
Equation (7) (i.e. damage intensity at which the 
inspection method has a probability of detection of 
0.5) as (Mori and Ellingwood 1994b) 

Cins = ains(l -0.7<50.5)
2 (14) 
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DETECTION DELAY 

Figure 2.    Damage detection delay when inspection and monitoring are used,  (a) Case  I:  ts<t < tinsy,  (b) Case 2: 
'inS,i < t < tmo„x, (c) Case 3: /„,„„,, < / < jmonJ + tmd and (d) Case 4: rmoni, + rmd < t < te. 
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where  ains  is   a  constant   (i.e.   a;ns = 5).   The   total 
inspection cost CTins for N\ inspections is computed as 

system (Frangopol and Messervey 2009). The mon- 
itoring cost Cmon can be estimated as 

CTins = j 
Qr 

ftf(i+rrmJ (15) 

where ;• = discount rate of money, t-msj =./th inspection 
time. 

The monitoring cost includes initial design, instal- 
lation, operation and repair cost of the monitoring 

{-mon — Vil ~r <md X ^~rr (16) 

where tmli = monitoring duration (years), Cmon;nj = 
initial cost of monitoring system consisting of design 
and installation cost of the monitoring system and 
C„ - annual cost related to operation and repair 
of the  monitoring  system.   In  this  article,   Cmon>jn; 
and Cmonann are assumed   10 and 20,  respectively. 

(a) 
INS 

INS MON 

MON 
INS 

INS: INSPECTION 
MON: MONITORING 

MON 

,CASE I 
INS -» INS 

CASE II 
' INS -> MON 

CASE III 
MON -» INS 

CASE IV 

MON -» MON 

(b) 

(IS 
O 
O 
_J < 
5 

PARETO OPTIMAL SOLUTION SETS 
OF FOUR CASES 

CASE IV \CASI 

„CASE 

CASE II   -^<i^  CASE I 

EXPECTED DAMAGE 
DETECTION DELAY 

O o 

I o 

FINAL PARETO OPTIMAL 
SOLUTION SET 

EXPECTED DAMAGE 
DETECTION DELAY 

Figure 3.    (a) Four possible cases for number of inspections and/or monitorings N=2; (b) Pareto optimal solution sets 
associated with four possible cases, and final Pareto solution set for N=2. 

Table 1.    Design variables associated with each case in Figure 3(a); N{ + N„ 

Case 
Number of Number of 

inspections Arj      monitorings Ar
n, Objective functions Design variables 

I INS -♦ INS 
II INS -» MON 

III MON -> INS 

IV MON -» MON 

0 E(tdcl) (see Equation (9)); CTins       'ins,, 
1 £('dei) (see Equation (12)); /insJ 

^Tins   i    '-'Tmon 
1 E(tM) (see Equation (13)); tmsA 

^Tmon T" *-Tins 
2 E(tdet) (see Equation (11)); /„,„„,,      /mon,2 

Ctmon 

'ins,2 

'mon. I 

'mon,I 

^0.5 

<5().5 

'md 

Note: INS, inspection; MON, monitoring. 
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• Qualities and times of inspections 

• Monitoring durations; and time of monitoring* 

® 
Figure 4.    Flow chart to find the final Pareto optimal 
solution set S. 

Furthermore, when a structure is monitored Nm times 
with the same monitoring duration fm<j, the total 
monitoring cost is 

•* m    * {* 
C f -U \~~*      d '     mon'ann /1 n\ 
t Tmon — t mon.ini + 2_^    (1 _|_ r\'o»»j " ') 

where tmonj=jth monitoring starting time. 

Bicriterion optimisation 

Damage detection with less delay can lead to timely 
repair actions. In order to reduce damage detection 
delay, the quality and/or the number of inspections 
should increase. Furthermore, when monitoring is 
used to detect damage, damage detection delay 
depends on monitoring duration and/or number of 
monitorings. Increasing the monitoring duration and/ 
or number of monitorings can lead to reduction of the 
damage detection delay (Kim and Frangopol 2011a). 
However, in general, the limited financial resources 
constrain the selection of the quality and/or number of 
inspections and monitorings. Therefore, well-balanced 
inspection and monitoring planning should be for- 
mulated as a bicriterion optimisation with two 
conflicting objectives by minimising both (a) the 
expected damage detection delay and (b) the inspection 
and/or monitoring cost. 

If both inspection and monitoring are used to 
detect damage, and the available number N of 
inspection TV; and/or monitorings Nm is equal to 2 
(i.e. N—Ni + Nm = 2), then there will be four possible 
cases (inspection followed by inspection (case I), 
inspection followed by monitoring (case II), monitor- 
ing followed by inspection (case III) and monitoring 
followed by monitoring (case IV)) as shown in 
Figure 3a. The event tree in Figure 3a is used to 
consider all possible cases (I, II, III and IV). Every case 
is associated with its own bicriterion optimisation. 
Each bicriterion optimisation has its own design 
variables (see Table 1) and produces a Pareto solution 
set. For example, the design variables of case I in 
Figure 3a are inspection times (i.e. ?ins>i and /;nSi2) and 
inspection quality represented by <505 as indicated in 
Table 1. The objective functions associated with this 

Table 2.    Random variables used for crack growth model of a joint between bottom plate and longitudinal plate. 

Notation (units) Mean COV Type of distribution 

Initial crack size 
Annual number of cycles 
Stress range 
Material crack growth parameter 

«o (mm) 
•tym (cycles/year) 

5re (MPa) 
C 

0.5 
1.0 x 106 

40 
3.54 x 10~u 

0.2 
0.2 
0.1 
0.3 

Lognormal 
Lognormal 
Weibull 
Lognormal 

Note: COV, coefficient of variation. 
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case are the expected damage detection delay E(tde{) of 
Equation (9) and the total inspection cost CTins of 
Equation (15), when the number of inspections TV; = 2. 
For this case, the total cost Clola) (i.e. CVins + CTmon) is 
equal to Cjimt, since there is no monitoring (i.e. 
CTmon = 0)- F°r case IV in Figure 3a, the bicriterion 
optimisation problem is formulated by selecting the 
design variables as monitoring times (i.e. /mon>i and 
'mon.i) and monitoring duration /md (see Table 1). 
The associated objective functions are indicated in 
Equations (11) and (17) for Nm = 2. Pareto fronts 
corresponding to the four cases can be obtained after 
solving bicriterion optimisation problems as shown in 
Figure 3b. Based on these four Pareto solution sets, the 
final Pareto solution set can be determined. This 
Pareto solution set SN for JV=2 will provide the 
sequence of inspections and monitorings (i.e. inspec- 
tion followed by inspection, inspection followed by 
monitoring, monitoring followed by inspection or 
monitoring followed by monitoring) as well as inspec- 
tion and/or monitoring times, inspection quality and 
monitoring durations. This procedure to determine the 
Pareto solution set 5V for given number of inspections 
and/or monitorings TV can be extended to find the final 
Pareto solution set S when the available number of 
inspections and/or monitorings N ranges from 1 to 
Nmax. Figure 4 provides a flow chart to find the final 
Pareto solution set S. The final Pareto solution set S 
will provide the number of inspections and/or mon- 
itorings, the sequence of inspections and monitorings, 
the inspection and/or monitoring times, inspection 
quality and monitoring duration. 

is no annual increase rate of the number of cycles rc 

(i.e. /c = 0). 
In this study, the crack size of 1.0 mm is referred to 

the fatigue crack damage criterion. In other words, the 
minimum crack size rtm;n for damage intensity <5 in 
Equation (8) is 1.0 mm. The maximum crack size amax 

in Equation (8) is assumed to be 50 mm. Figure 5 
shows the PDF of fatigue damage occurrence (i.e. 
«min =1.0 mm) time obtained from Monte Carlo 
simulation with 100,000 samples and its best fitted 
PDF (i.e. generalised extreme value (GEV) PDF). The 
GEV PDF is defined as indicated in a study by Kim 
and Frangopol (2011b). The lower and upper bounds 
of damage occurrence time (i.e. /s and te in Equation 
(10)) are 0.41 and 17.56 years, respectively. 

Optimum balance of cost and expected damage detection 
delay 

When the available number of inspections and/or 
monitorings is N = 2, there will be four cases. Each 
case will have its own bicriterion optimisation for- 
mulation as mentioned previously (see Figure 3 and 
Table 1). The bicriterion optimisation formulations of 
these four cases are formulated as 

Find    /ins.i,'ins.2 and <5o.5    for case I (18a) 

'ins,i, feoa.li <5o.5 and /md    for cases II and III   (18b) 

'mon,i, ?mon,2 and rmd    for case IV (18c) 

Application to a naval ship 

Description of ship hull structure subjected to fatigue 

The proposed approach is applied to a naval ship hull 
structure. A critical location subjected to fatigue is 
assumed to be the joint between longitudinal plate 
and bottom plate. The fatigue crack in the bottom 
plate can initiate on the edge connected to the stiffener 
in the transverse direction under repeated loading due 
to the action of sea water waves. In order to predict 
the crack length size, Equation (4) is used assuming 
TO = 2.54 and using the random variables defined in 
Table 2. The stress range SK is assumed to be a 
random variable with a Weibull PDF (Madsen et al. 
1991). Initial crack length aa, annual number of cycles 
Ar

an and material crack growth parameter C are 
treated as log-normally distributed random variables. 
The mean value of material crack growth parameter 
C is assumed as 3.54 x 10~" for high-yield steel 
(HY80) (Dobson et al. 1983). It should be noted that 
the geometry function G(a) is assumed to be 1.0 
(Madsen et al. 1991, Akpan et al. 2002), and there 
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to minimise both   E(tde\) and Ctotai        (19) 

such that    /inSi2 - /ins.i > 1 0 year, and 

0.01 < <50.5 < 0.1 for case I     (20a) 

<mon,i - «Wi > IJ8 year, 0.01 < <50.5 < 0.1 and 

0.3 year < tmd < 1.0 year   for case II      (20b) 

'ins.i - 'mon.i > 10 year, 0.01 < S0.s < 0.1 and 

0.3 year < tmd < 1.0 year for case HI  (20c) 

(a) 60 

50 

J 40 
V> 

8 30 

S 20 
t- 

10 

0 

SK n = Pareto solution set of nth case when number 
of inspections and/or monitorings is W 

Number of inspections 
and/or monitorings N = 2 

Discount rate r ■ 0 (%/year) 

S21v(CASEiV) 

Objectives 
minimize Eft^) and Cte 

S2J, (CASE III) 

»468 

EXPECTED DAMAGE 
DETECTION DELAY. E{lM) (YEARS) 

10 

(b) 60 

50 

s 
0 40 
K (/> 
O 
O 30 
_I < 
t- 
O 20 
t- 

10 

0 

CASE IV 

CASE 111 

PARETO SOLUTION SET SN 

• Number of inspections 
and/or monitorings N = 2 

• Discount rate r = 0 (%/year) 

• Objectives 
minimize E(tM) and CM 

CASE I 

»468 

EXPECTED DAMAGE 
DETECTION DELAY. E(tjJ (YEARS) 

10 

UJ 

< 
0. 

*mv\i      'mani      *i 

/'»«i = 4.07    L, ,= 10.02 

U. = 5.34     »„,.,= 9.48 

(, = 0.41 year 

i% 1 ■ Damage intensity al wtiich the inspection 
method has 50% probability of detection 

t.j = Monitoring duration (years) 
ecu  c, tw'       ^totai 

CASE IV: MON -> MON      , 48      5Q0Q 

U=1-0 

CASE III: MON ~> INS 
4s = 001; ^=0.3 

CASE I INS -> INS 
■ <■>;,. = 0.01 

f0= 17.56 years 
INS: INSPECTION 
MON: MONITORING 

10 
TIME (YEARS) 

15 20 

2.42      21.35 

3.64      8.69 

Figure 6.   Number of inspections and/or monitorings N= 2. (a) Pareto solution sets SK„ for cases I, II, III and IV; (b) Pareto 
solution set Sv: (c) combined inspection/monitoring plans for solutions A|, A2 and A3 in (b). 

135 



Structure and Infrastructure Engineering 921 

*mon,2 — fmon.i > 1.0 year and 0.3 year < ?1IKj < 1.0 year 

for case IV (20d) 

given   N = Ni + Nm = 2,$m&Mt)        (21) 

The   design   variables   and   constraints   of   the 
bicriterion optimisation formulations for cases I, II, 

III and IV are indicated in Equations (18) and (20), 
respectively. The objectives are to minimise both 
expected damage detection delay E(tde]) and total 
cost Clolai. The time interval between inspections 
and/or monitorings has to be at least 1 year, and ö05 

representing the quality of inspection should be in the 
interval 0.01-0.1. Monitoring duration /mcj has to be 
in the time interval 0.3-1.0 year. The GEV PDF/JO) 
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in Figure 5 indicated in Equation (21) is used to 
formulate E(tdQ\). Non-dominated sorting in genetic 
algorithms (NSGA-II) programme developed by 
Deb et al. (2002) is used to find the Pareto solution 
set of the bicriterion optimisation formulations in 
Equations (19)-(21). 

The genetic algorithm process with 500 generations 
provides the Pareto sets for cases I, II, III and IV 
shown in Figure 6a. SN,„ denotes a Pareto set of nth 
case when available number of inspections and/or 
monitorings is N. For example, S2,\ in Figure 6a is 
the Pareto solution set of case I (INS —♦ INS case in 

Table 3.    Pareto optimum solutions in Figure 7: values of objectives and design variables. 

Objectives Design variables 

Pareto optimum E(tdcl) Opt mum i nspection or monitorin Monitoring 
solution (years)       Ctola, Ar times (yea rs) <5().5 duration fmd (years) 

B, 5.67           4.35 1 MI1S.1 

7.47 
0.01 - 

B2 3.64           8.69 2 'ins.l 
5.34 

'ins,2 
9.48 

0.01 - 

■3 2.90         13.03 3 •ins, 1 
4.51 

'ins,2 
6.82 

MI1S.3 

10.82 
0.01 - 

B4 2.49         17.38 4 
4.11 

'ins.2 
5.61 

*ins,3 
7.73 

*ins,4 
11.81 

0.01 — 

B5 1.45         27.69 3 'mon.l 
3.03 

'mon,2 
5.68 

Mns,l 
11.49 

0.01 0.33 

B6 0.99         33.90 4 'mon. 1 
2.58 

'mon,2 
4.21 

'moii.3 
6.68 

'ins,l 
12.59 

0.01 0.33 

B7 0.74          39.44 5 'mon, 1 * mon,2 'nion,3 *mon,4 'ins.l 0.01 0.31 
2.19 3.50 5.10 7.79 13.46 

Note: A', total number of inspections and/or monitorings. 
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Table 4.    Random variables used for crack growth model of a cover plate. 

Note: COV, coefficient of variation. 

923 

Random variables Notation (units) Mean COV Type of distribution 

Initial crack size a0 (mm) 0.5 0.2 Lognormal 
Annual number of cycles /Van (cycles/year) 1.62 x 106 0.2 Lognormal 
Annual increase rate of number of cycles r« (%) 2 0.1 Lognormal 
Stress range Sre (Mpa) 13.78 0.1 Weibull 
Material crack growth parameter C 2.024 x 10"13 0.25 Lognormal 
Weld size Z (mm) 16 0.1 Lognormal 

Figure 3 and Table 1). A Pareto set Sj/* consists of 100 
populations. The final Pareto solution set SS, based on 
the Pareto solution sets for « = I-IV in Figure 6a, is 
obtained using the c-constraint approach by minimis- 
ing the selected single objective function, while other 
objective functions are treated as constraints (Haimes 
et al. 1971) as follows 

Minimise   j\ (22) 

subject to   fj < tj for all j = 1,2,..., q;j ^ ;'     (23) 

where i€{l,2,...,q) and q = number of objective 
functions. The final Pareto solution set S2 is shown 
in Figure 6b. Combined inspection/monitoring plans 
of the three representative solutions A|, A2 and A 3 in 
Figure 6b are illustrated in Figure 6c. The inspection 
and monitoring plan for solution A| requires two 
inspections (case I) applied at time /;nSii = 5.34 years 
and 'ins,2 = 9.48 years with (505 = 0.01 (see Figure 6c), 
and the associated £(/dei) and Ctota) are 3.64 years and 
8.69, respectively (see Figure 6b). If Pareto solution A2 

is selected instead of A1; the expected damage 
detection delay £(/dei) will be reduced from 3.64 years 
to 2.42 years, but an additional cost of 12.66 (i.e. 
21.35-8.69) is needed as shown in Figure 6b. The 
inspection and monitoring plan associated with A2 

(case III) consists of the monitoring starting time 
fmoru =4.07 years with monitoring duration /md = 0.3 
year and the inspection at time /inSi, = 10.02 years 
with <50.5 = 0.01 (see Figure 6c). It should be noted 
that the discount rate of money was not considered 
(i.e. /=0); the value of <50.5 is assumed to be the same 
for the first and second inspections associated with 
case I, and the same monitoring duration /md is used 
for the first and second monitorings associated with 
case IV. 

In a similar way, the Pareto sets S.\- for N = 1-5 are 
obtained as shown in Figure 7a-e. The final Pareto set 
S considering N as a design variable is also found by 
using the e-constraint approach based on the Pareto 
solution sets SN. The detailed procedure to find the 
final Pareto set S is provided in Figure 4. Figure 7f 
shows the Pareto set S. The optimum values of design 

Fatigue damage occurrence time = 
time for crack length to reach «„„, = 1 mm 

GEV PDF 

a = 0.14; ß = 1.33;? = 2.69 
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Figure 9. PDF: (a) time for crack length to reach ami„; (b) 
time for crack length to reach amax and time interval between 
reaching amax and omin. 

variables and objective functions of the seven repre- 
sentative solutions B,-B7 in Figure 7 are provided in 
Table 3. Combined inspection/monitoring plans for 
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Figure 10.    (a) Final Pareto solution set 5 and (b) combined inspection/monitoring plans for solutions Ci~C6 in (a). 

solutions B|-B7 are illustrated in Figure 8. Solutions 
B3 and B5 in Figure 7f are found in the Pareto solution 
set S3 in Figure 7c. Solutions B4 and B6 in Figure 7f 
are associated with the Pareto set S4 in Figure 7d. 
Solution B6 requires three monitorings with the same 
duration /md = 0.33 year and one inspection with 
<50.5 = 0.01, and the corresponding E(tdt.\) and Ctotai 
are 0.99 year and 33.90, respectively (see Table 3). 
Monitoring times /mon>1, /mon>2, fmon.3 are 2.58, 4.21, 
6.68 years, and inspection time /insPii is 12.59 years as 
shown in Figure 8. In order to reduce the total cost 
Ctotai, solution B4 consisting of four inspections with 

<5o.5 = 0.01 can be selected. As a result, Clotai can be 
reduced from 33.90 to 17.38, but E(tde\) will increase 
from 0.99 to 2.49 years. 

Application to an existing bridge 

Description of an existing highway bridge subjected 
to fatigue 

The proposed approach is applied to an existing 
highway bridge, the Yellow Mill Pond Bridge located 
in Bridgeport, Connecticut, USA. In this application, 
critical location is assumed to be the end of the cover 
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plate weld. Detailed information is available in a study 
by Fisher (1984). In order to predict the time for the 
occurrence of a given crack size at this critical location, 
Equation (4) is used. The geometry function G(a) in 
Equation (4) is defined as (Fisher 1984) 

G{a) = Gc(«) • G,(a) • G.(«) ■ G,(a) (24) 

where Ge(a) = crack shape factor = 0.952; Gs(a) = front 
face factor = 1.211 - 0.186 • -Jäfc; Gw(a) = finite width 
factor = 1.0 and Gs(a) — stress gradient factor = Klm ■ 
[l+6.79-(a//f)°-435]-1, where a = depth crack size; 
c —width crack size; t(= flange thickness; Kun = 
stress concentration factor = —3.54 • ln(Z//f) + 1.98 • 
ln(/cp//f) + 5.80; Z = weld size; tQp = cover plate thickness. 
The relation between depth crack size a and width 
crack size c is assumed as c — 5.462 x «* . The 
deterministic parameters used are the flange thickness 
/i== 32.0 mm, the cover plate thickness /cp = 31.8 mm 
and the material parameter m = 3.0 (Shetty and Baker 
1990). All random variables necessary to predict crack 
growth of this critical location are provided in Table 4. 

Figure 9a shows the PDF of time for the crack size 
to reach amjn= 1.0 mm assumed as the fatigue crack 
damage criterion. Through comparison with Monte 
Carlo simulation with 100,000 samples, best fitting 
PDF (i.e. GEV PDF) with a = 0.14, /i = 1.33 and 
( = 2.69 is obtained as shown in Figure 9a. If the 
maximum crack size amux for damage intensity defined 
in Equation (8) is assumed to be 25 mm, the time for 
damage intensity to reach 1.0 will have the mean value 
of 30.29 years and the standard deviation of 11.00 
years as shown in Figure 9b. Furthermore, the PDF 
associated with the time interval between damage 
occurrence (i.e. crack size a = amin) and full damage 
(i.e. crack size a = amax) is shown in Figure 9b. In 

general, damage should be detected and repaired before 
the time when the crack size reaches «max. Since crack 
size will increase from amin to a (see Equation (8b)) 
during the damage detection delay, the damage detection 
delay has to be less than the time associated with 
flmax — rtmin. Therefore, the time interval between damage 
occurrence and full damage in Figure 9b can provide an 
upper bound of the damage detection delay. 

Optimum balance of cost artel expected damage detection 
delay 

The general formulation of the bicriterion optimisation 
problem for a given number of inspections and/or 
monitorings A' is 

Find      fjns = {?ins,l, 'ins,2, ■ • • , 'ins.A'i}; 

'moil — \'mon,l )'mon,2i • • • j 'mon..\'m/i 

fmd = {'md,l i 'md,2> • • • , 'md,.V„,} and 

So 5 = {«0.5,1, <5o.5,2, • - . , <5o.5.A'i } (25) 

to minimise both    E(t^i) and C, lolal (26) 

such that tinSj - /, 

0.01 <<50..v<0.1; (. 

> 1.0 year; 

monj      *mon,y— 1 

> 1.0 year; 0.3 year < tmdj < 1.0 year and 

|fmon-/ins|> 1-0 year (27) 

given    N= Ni+Nm; and fT(t) (28) 

The design variables are the vectors of inspection 
times f!ns, monitoring times rmon, monitoring durations 
fmd and quality of inspections 805. The time intervals 
between inspections and/or monitorings have to be at 

Table 5.    Pareto optimum solutions in Figure 10(a): values of objectives and design variables. 

Objectives Design variables 

Pareto optimum      E(tM) Optimum inspection and/or 
solution (years)      C(otai      ./V monitoring times (years) 

<50 5 and/or monitoring duration /md 

(years) 

C, 

c2 

c3 

c4 

c5 

c6 

2.40 

2.00 

1.64 

1.22 

0.60 

0.40 

10.41 

17.95 

21.61 

26.02 

17.95 

68.70 

'ins. 1 
4.42 
'ins.l 
3.73 

* mon,1 
3.45 

'inon.l 
3.03 

*mon,l 
2.14 

'mon.l 
1.93 

MHS,2 

7.01 
'ins.2 
5.17 

*mon.2 
6.56 

»mon,2 
5.23 

*mon,2 
3.65 

*mon,2 
3.93 

'ins.3 ^0.5,1 "0.5.2 «0.5,3 
0.01 0.01 0.01 

'ins,4           'ins,5          ^0.5.1 ^0.5,2 ^0.5,3 
11.40      16.81       0.01 0.01 0.01 

'md.l 'md.2 <>0.5.1 
0.32 0.30 0.08 

'ins.2                               'md.l 'md.2 «0.5,1 
16.09                    0.36 0.30 0.01 

'mon,3         'mon,4         'mon,5          'md.l *md,2 *md,3 
4.99        6.90       10.78      0.51 0.30 0.30 

'mon,3        *mon,4        *mon,5         nnd.l *md,2 *md,3 
6.02        7.98       11.60       1.00 0.98 0.34 

'i. 

10.97 
'ins.3 
7.31 
'ins.l 
14.83 
'ins.l 
9.31 

«0.5,4        "0.5.5 
0.02       0.10 

«0.5,2 
0.07 
'md.4 *md.5 
0.30 0.30 
'md.4 *md,5 
0.30 0.31 

Note: A', total number of inspections and/or monitorings. 
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least 1 year. Constraints for fmd and S05 are indicated 
in Equation (27). The GEV PDF Mt) in Figure 9a is 
used to formulate E(täe\). For given N, the total 
number 2A of Pareto sets SN„ can be obtained by 
solving the bicriterion optimisation problems in 
Equations (25)-(28). Finally, the Pareto solution set 
S can be obtained through the procedure given in 
Figure 4. Figure 10a shows this final Pareto set S and 
six representative solutions Ci-C6. Values of design 
variables (i.e. TV, fins, tmon, fmd and S0_s) and objective 
functions (i.e. E(tdf.\) and Ctota|) are given in Table 5. It 
should be noted that the annual discount rate r is 
assumed 3%. The combined inspection/monitoring 
plans corresponding to solutions Q-Cg are illustrated 
in Figure 10b. 

Conclusions 

This article presented a probabilistic approach to 
establish an optimum combined inspection/monitoring 
planning for ship and bridge structures subjected to 
fatigue based on bicriterion approach. For given 
number of inspections and monitorings, all possible 
combinations of inspection and monitoring were 
considered. Each combination was associated with a 
bicriterion optimisation formulation consisting of two 
conflicting objectives by simultaneously minimising 
both the expected damage detection delay and the total 
inspection and monitoring cost. Based on the Pareto 
solution sets of all combinations of inspection and 
monitoring for the given number of inspections and 
monitorings, the final Pareto set was obtained. Finally, 
this procedure was extended to determine the optimum 
number of inspections and monitorings. The following 
conclusions can be drawn from this study: 

(1) Due to the scarcity of financial resources 
allocated for maintaining and/or improving 
the reliability of the deteriorating civil and 
marine infrastructure systems, an optimisation 
considering damage detection delay and in- 
spection/monitoring is crucial. Along these 
lines, the proposed bicriterion approach pro- 
vides powerful means to optimise inspection/ 
monitoring planning for fatigue-sensitive struc- 
tures under uncertainty. 

(2) In addition, performance measures such as 
system reliability, robustness and redundancy 
may be integrated in the proposed approach, by 
extending it to a multicriterion optimisation 
formulation under uncertainty (Frangopol and 
Liu 2007, Frangopol 2011). Moreover, the 
optimum combined inspection/monitoring 
planning approach proposed in this article can 
be extended to life-cycle cost design of fatigue- 

sensitive structures including bridges and naval 
ships by considering initial, inspection, mon- 
itoring, maintenance, repair and failure costs. 

(3) In general, fatigue damage can be detected with 
less delay by using monitoring than inspection. 
However, monitoring is usually more expensive 
than inspection. Therefore, combined inspec- 
tion/monitoring planning provides an optimal- 
balanced solution. Damage detection delay 
leads to repair delay. This delay increases the 
probability of failure. 

(4) The fatigue damage occurrence and propaga- 
tion are random processes involving intermit- 
tent growths and dormant periods. In order to 
consider these evolutionary features, Markov 
chains, jump process models and stochastic 
differential equations have been developed 
(Sobczyk 1987). The scheduling of inspection 
and monitoring can be affected by the time 
evolution model of fatigue cracks. Therefore, 
further studies are needed to incorporate such 
advanced stochastic modellings into the ap- 
proach proposed in this article. 
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Monitoring, and Reliability of Naval Ship Structures 

Introduction 

The modeling, assessment, and performance prediction of ship structures over time 

is, by its very nature, complex and uncertain. Uncertainty in modeling of structures 

and randomness in loading phenomena dictate the use of probabilistic methods in 

life-cycle analysis. Since models that treat this issue are very sensitive to changes in 

their input parameters, structural health monitoring (SHM) provides a powerful and 

necessary mechanism to reduce uncertainty, calibrate, and improve structural assess- 

ment and performance prediction models. Ultimately, optimal decisions are to be 

made that ensure the continuous safety during lifetime of naval ships with minimum 

associated expected life-cycle cost. Only a properly integrated probabilistic frame- 

work can yield such optimum decisions. 

Figure 1 shows the typical time-dependent profile of a structural performance 

index of a ship (or any other structure) along the life-cycle. After an initial period 

during which the performance index (e.g., the reliability index) is approximately 

constant, the effects of material aging, deterioration, corrosion, fatigue, and other 

Stressors begin to negatively affect the performance. If no actions are taken, this trend 

eventually brings the performance index below a minimum acceptable threshold. 

To avoid this event, preventive (i.e., before reaching the threshold) or essential (i.e., 

when reaching the threshold) maintenance actions should be applied. Unfortunately, 

the parameters of the performance model (e.g., initial value), of the deterioration 

model (e.g., time of initiation and deterioration rate), and of the maintenance effects 

(e.g., improvement in the performance, temporary reduction of the deterioration 

rate) are uncertain. These uncertainties propagate during the service life of the inves- 

tigated ship. Therefore, the service life itself is uncertain. 

Along this line, the U.S. Office of Naval Research supports a project at Lehigh 

University focused on the development of an integrated life-cycle framework for 

maintenance, monitoring, and reliability of naval ship structures. Several results have 

been obtained and published in international peer-reviewed journals [i-ö]. Even 

though each paper can be seen as an individual contribution to the advancement of 

the research, they collectively belong to the same framework. Frangopol et al. [7] pre- 

sented a qualitative overview of the proposed approach where each of the individual 

contributions is contextualized. The matrix represented in Figure 2 is meant to fulfill 

the same task. 

ABSTRACT 
1 In the field of Naval Engineering, the use 
of life-cycle analyses associated with the 

concept of aging and time-dependent 
reliability has recently gained momentum. 
In this regard, the U.S. Office of Naval 
Research supports a project at Lehigh 
University focused on the development of 
an integrated life-cycle framework for ship 
reliability assessment, redundancy estima- 
tion, damage detection, and optimum 
inspection planning. 

This paper presents some of the results 
obtained at Lehigh University within this 
project, with emphasis on structural health 
monitoring and life-cycle analysis under 
uncertainty. 
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FIGURE i Time- 
dependent profile of 
a performance index 
(e.g., reliability index) 
along the life-cycle. 
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- DETERIORATION INITIATION 
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MINIMUM 
ACCEPTABLE 
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FIGURE 2 
Matrix of paper topics 
and applications. 

The papers indicated in Figure 2 collectively 

deal with four applications. The first one is the 

HSV-a high speed naval craft, wave piercing 

catamaran [I, 8j. 'Ihe second application is a 

joint high-speed sealift ship (JHSS) [4,5]. Data 

for this application were collected on a scaled 

down model [9]. The third application is a typi- 

cal mono-hull tanker section [3, 6,10]. Finally, a 

sample hull was used to demonstrate the method- 

ology presented in paper [2]. The main research 

topics that have been addressed are reliability, 

redundancy, structural health monitoring, fatigue, 

damage detection, and optimization. 

The matrix in Figure 2 provides a graphical 

representation of the topics covered and 

applications presented by each article developed 

within the previously mentioned research proj- 

ect. In the reminder of this paper, some of the 

results that have been obtained are summarized 

not only from a qualitative point of view, but 

also with the numerical results obtained for 

each application. 

SHM DATA PROCESSING  

Reliability of naval structures can be assessed at key 

locations using monitoring data. These locations 

-<*+,"'V!,:* [1] [4,5] [31 [21 

•' '.:;r;'";.:V'; 
[4] [3] 

Q/~:l-/' [1] [■», 5] [6] 

KI1I1 [5] [6] 

■ -,. .. 1, .1   ) 

.Lk'.:''u'.ti [1] [6] 

L -.' *KS$-A [6] [21 

should be identified based on finite element analy- 

sis and engineering judgment. A high speed naval 

craft, HSV-2, was instrumented with various types 

of sensors, placed throughout the ship, to monitor 

and evaluate its response and performance [8], 

The HSV-2 is a high speed, wave-piercing catama- 

ran. During sea trials, the ship was operated in a 

manner such that data were collected at specific 

speed, heading, and sea state combinations. A 

total of 16 strain gages were dedicated to measure 

responses due to primary (global) wave loads. 

Okasha et al. [1] performed reliability analysis and 

damage detection of HSV-2 using the monitoring 

data collected by six of these sensors (T1-5 and T1-8 

on Frame 24; T1-6 and T1-9 on Frame 46; T1-7 and 

T1-10 on Frame 61). 

The reliability of HSV-2 was quantified in 

terms of the strains induced by the global longi- 

tudinal bending moments recorded during the 

rough sea trials. Due to the speed of the ship, 

whipping strains caused by slamming impacts 

were also considered. The limit state equation at 

a predetermined key location in terms of the 

strain can be expressed as 

-*„(ew+MJ = 0 
(1) 

where g is the performance function; zR is the 

resisting strain; £„ and e,( are the strains produced 

by the wave-induced bending moment and the 

dynamic load effects, respectively; xR is the model 

uncertainty associated with the resisting strain; 

x„, is the model uncertainty associated with the 

wave-induced load effect prediction; and fcjis the 

correlation coefficient between wave-induced 

moment and dynamic load effects. 

The recorded monitoring signals include the 

combined effects of the high-frequency waves 

due to slamming and the low-frequency waves. In 

order to perform the reliability analysis using the 

limit state in Eq. (1), the low-frequency and high- 

frequency strains need to be filtered. Figure 3(a) 

and (b) illustrate the hypothetical time history of 

the combined strains and filtered low-frequency 

and high-frequency strains, respectively. 

The peak strains from filtered low-frequency 

and high-frequency signals in both sagging and 

hogging were extracted using a peak extraction 

algorithm. Kolmogorov- Smirnov tests were 

performed in order to find the best statistical 

distributions that fit these peak strain values. It 
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was concluded that the Rayleigh distribution 

and the exponential distribution provide a good 

fit for the low-frequency and high-frequency 

peaks, respectively. 

For the reliability analysis, the maxima among 

the peak values — in other words, the upper tail 

behavior of these distributions — is of interest. 

'Therefore, the obtained results were extrapolated 

using extreme value statistics. The largest values 

of both the Rayleigh and exponential distribu- 

tions asymptotically converge to the Type I 

extreme value distribution 

fhn (l)=aiie-a-(,-->exp[-e-a'(,-u->] 00 

where un is the characteristic largest value 

of the initial variate L, and a„ is an inverse mea- 

sure of the dispersion of L„. The parameters of 

the Type I extreme value for the Rayleigh distri- 

bution (low-frequency peak strains in sagging 

and hogging) and exponential distribution 

(high-frequency peak strains in sagging and hog- 

ging) were obtained. The resisting strain, ER, was 

assumed to follow a lognormal distribution with 

a mean value of 870 u in/in [8] and coefficient of 

variation of 0.10. 

The reliability analyses of the ship structure 

at various speeds, heading angles, sea states, 

and locations were carried out using the second 

order reliability method. Figure 4(a) presents 

the variation of the probability of failure with 

respect to speed and sea state with heading angle 

of 0° at frame 24 in sagging. The margin between 

the probabilities of failure in different sea states 

tends to increase with the higher vessel speed. 

Figure 4(b) illustrates the variation of probabil- 

ity of failure with respect to heading angle and 

sea state with speed of 20 knots at frame 

24 in sagging. The lowest probability of failure 

is obtained for a heading angle of 900, where 

the vessel is parallel to the waves, since the 

effects of longitudinal bending moments are less 

significant in this case. Figure 4(c) shows the 

variation of probability of failure with respect to 

frame position for speed of 20 knots, sea state 5, 

and heading angle 0° in sagging. Probability of 

failure increases when the key location is closer 

to the mid-hull region (around frames 25-45). 

This is expected since the limit state consid- 

ered is in terms of strains due to longitudinal 

bending moments. 
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FIGURE 3 
(a) Hypothetical time 
history of the combined 
strains, and (b) filtered 
low-frequency and 
high-frequency signals, 
adapted from [1]. 

PROBABILISTIC HULL STRENGTH 

Classical incremental-curvature method based 

on the International Association of Classification 

Societies (IACS) guidelines or simple progres- 

sive collapse method developed by Hughes [11] 

(in which failed stiffened panels do not carry 

any loads and are progressively removed), can 

be adopted for the probabilistic assessment of 

the hull strength. However, these techniques 

are computationally demanding. Indeed, these 

approaches lead to a high computational time, 

especially when dealing with a large number 

of generated samples associated with the basic 

random variables. For this reason, Okasha and 

Frangopol [2] proposed a new optimization- 

based technique able to significantly reduce the 

computational time and to provide results that 
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FIGURE 4 
Variation of probability 
of failure with respect 
to (a) speed and sea 
state with heading 
angle of o° at frame 24 
in sagging, (b) heading 
angle and sea state 
with speed of 20 knots 
at frame 24 in sagging, 
and (c) frame position 
for speed of 20 knots, 
seastate 5 and heading 
angle 0° in sagging. 
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are as accurate as the ones of the incremental- 

curvature method. 

In summary, the proposed approach treats the 

moment-curvature relationship as a non-linear 

implicit function to be optimized. Any given 

curvature K is associated with a corresponding 

flexural capacity M(K) that is evaluated by apply- 

ing the method recommended by IACS. Hence, 

the value of the curvature, that maximizes its 

associated bending moment, is found by applying 

an optimization search algorithm. Indeed, among 

a large number of discrete values of curvature, in 

few steps, M(K) is evaluated in order to deter- 

mine which of such discrete values provides the 

maximum bending moment. The clear difference 

is that instead of obtaining a complete moment- 

curvature curve, only few values are evaluated and 

the procedure ends when the maximum moment 

is found. 

The method proposed by Okasha and Fran- 

gopol [2] has been validated by investigating the 

ultimate flexural capacity of a box girder analyzed 

by considering both the incremental-curvature 

method and the optimization approach. Figure 5 

shows the complete moment-curvature relation- 

ship for the box girder and the steps required to 

find the ultimate flexural capacity by the opti- 

mization technique. It was demonstrated that 

the great reduction in time fully justified the use 

of this advanced technique for the probabilistic 

strength assessment. More detailed explanations 

about this topic can be found in [2]. Subsequent 

studies successfully applied such technique to 

existing ship cross-sections [3,4]. 

LIFE-CYCLE RELIABILITY 
AND REDUNDANCY  

Safety of ship structures must be ensured over their 

entire life. In this context, life-cycle analyses must 

account for the evaluation of ship performance 

over time. Maintaining an adequate level of ship 

reliability and structural redundancy becomes 

the main issue in order to ensure satisfactory ship 

performance over its operational lifetime. 

Reliability of ship structures is a topic that 

has been extensively investigated over the last 

decades. Generally, reliability is investigated with 

regard to ultimate flexural failure of the midship 

section [12,13]. 
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The ultimate collapse of a ship hull occurs 

only when its ultimate flexural capacity has 

been reached. This usually involves the failure 

of multiple components. However, collapse of 

redundant ship structures is preceded by the failure 

of a sequence of stiffened panels. In this context, 

the evaluation of the reliability associated with the 

occurrence of the first failure within the box girder 

becomes of critical importance in order to evaluate 

redundancy [3]. Indeed, the range between the 

capacity at which the first failure occurs and the 

ultimate capacity can be used to quantify structural 

redundancy [14], which provides warnings before 

failure. Moreover, a high level of redundancy can 

prevent sudden failure and mitigate the effects 

generated by unpredictable events. 

Performance prediction requires the time- 

dependent assessment of reliability and redun- 

dancy [3]. Over time, the hull flexural capacity 

decay is mainly due to corrosion effects that 

reduce the thickness of plates throughout the hull 

girder. The corrosion model used is [12] 

r(t)=C(t-t)c> (3) 

where r(t) is the thickness loss (mm); t0 is the 

initiation time depending on coating life (years); 

C, is the annual corrosion rate (mm/years); C, is a 

constant; and t is the time expressed in years. 

Time-variant reliabilities with respect to the 

first and ultimate failures have been assessed. Hie 

limit state function associated with the flexural 

failure mode is [15] 

e(t)=xnM(t)-x  M   -x M =0 (4) 

where g(t) is the time-variant performance 

function; M(f) is the time-variant resisting bend- 

ing moment (associated with first or ultimate 

failure for sagging or hogging); Ms„ is the still 

water bending moment; M„ is the wave-induced 

bending moment; xR is the model uncertainty 

associated with the resistance determination; xsw 

is the model uncertainty related to the still water 

bending moment prediction; and xw is the model 

uncertainty associated with the wave-induced 

bending moment prediction. 

Time-variant redundancy index Rl(t) was 

previously investigated for civil structures [id], 

and its definition has been extended to the case of 

ship structures [3] 

Rl(t)=- (s) 

where Pßmi(t) is the probability of the ultimate 

failure moment of the whole hull and P;;FFA[(£) is 

the probability associated with the occurrence of 

first failure in the hull. 

The time-variant reliability and redundancy 

have been assessed for an existing ship structure 

[3]. The results obtained are summarized in 

Figure 6. Time-variant failure probabilities with 

respect to first and ultimate failure for sagging 

are shown in Figures 6(a), while Figure 6(b) 

shows the profile of the redundancy index for 

both sagging and hogging bending moments. 

SHM FOR RELIABILITY AND 

REDUNDANCY UPDATING  

During its lifetime, a ship structure experiences 

loads of different magnitudes depending on 

the incurred sea state, ship speed, and heading 

angle. In order to provide an accurate assessment 

of the ship structural performance, SHM plays 

a role of crucial relevance. SHM provides an 

efficient tool for the collection of accurate field 

information regarding the operational loads and 

detects potential structural damage once 

it occurs. 

In general, useful information, such as mea- 

sured strains, maybe converted to global ship 

responses. In this way, time-variant structural per- 

formance indicators, such as reliability and redun- 

dancy, can be updated by using the collected new 

information provided by the installed sensors [4]. 
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Ultimate flexural 
capacity evaluated 
with both incremental- 
curvature method and 
optimization approach, 
adapted from [2]. 
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FIGURE 6 
Time-variant (a) first 
failure and ultimate 
failure probability 
for sagging; (b) 
redundancy index for 
sagging and hogging, 
adapted from [3]. 
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If monitoring information is not available, design 

code equations provide conservative estimations 

of the wave-induced load effects. This analysis 

leads to the evaluation of code-based reliability 

and redundancy forming the so-called "prior 

information". Following the collection of new 

data, prior information is updated by using Bayes- 

ian inference [4]. 

This specific implementation of the Bayes- 

ian updating procedure is presented in [4], 

where the performance of the JHSS has been 

investigated. The model consists of a continu- 

ous aluminum backspline beam connected with 

shell sections in order to guarantee realistic 

vibrational responses including primary and 

secondary load effects (such as slam-induced 

whipping). The obtained signal has been filtered 

in order to evaluate the separate effects of low 

and high frequency waves. The collected data, 

used for the updating of the low frequency wave- 

induced loads, refer to sea state 7, 35 knot speed, 

and head seas, which correspond to the worst 

operational conditions that the ship is expected 

to encounter. With the use of SHM data, the 

limit state equation associated with the flexural 

failure mode becomes 

(a) 
10 

FIGURE 7 
(a) Time-variant ultimate 
failure probability for 
sagging and hogging 
with and without 
SHM; (b) time-variant 
redundancy index 
for sagging with 
and without SHM, 
adapted from [4]. 
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g(t)=x,M(t)-x,„Ms„-xjM„+kdMd) = 0    (ö) 

where M is the dynamic bending moment and 

kd is the correlation coefficient between wave- 

induced and dynamic bending moments. 

The results obtained by the prior analysis and 

the mentioned updating process are expressed 

in terms of time-variant failure probability and 

redundancy index. Figure 7(a) shows the time- 

variant profiles of the probability of ultimate fail- 

ure associated with sagging and hogging with and 

without SHM. Figure 7(b) shows the time-variant 

profiles of the redundancy index. 

A detailed explanation of the updating proce- 

dure and further explanation about the obtained 

results can be found in [4,17]. 

FATIGUE RELIABILITY ASSESSMENT 

The structural deterioration process due to 

fatigue significantly diminishes the service life 

of ship structures. Assessment and prediction 

of the structural performance of ships subjected 
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to fatigue generally include high uncertainties 

associated with sea loadings and fatigue. Hence, 

a probabilistic approach is well suited for fatigue 

reliability assessment and performance prediction 

of ship structures. 

The steps for the fatigue reliability evalua- 

tion are: (a) classify the details of structural 

members for the S-N approach; (b) estimate the 

wave-induced and slamming-induced whipping 

responses by filtering at low and high frequency 

levels; (c) establish stress range histograms and 

probability density functions (PDF) by using 

a peak counting method from the unfiltered or 

filtered data at selected locations; (d) predict the 

probabilistic lifetime sea loads and estimate the 

cumulative number of cycles; and (e) perform a 

fatigue reliability analysis [5]. 

The histogram and the best-fitted PDF of 

stress range for a ship structural member under 

the hurricane loading state are shown in Figure 

8. Based on this histogram, individual effective 

stress ranges according to given wave conditions 

(which are related to ship characteristics, ship 

speeds, relative wave headings, and sea states) can 

be computed and used to estimate the predicted 

effective stress range, considering all possible 

ship operational conditions. Figure 9 shows the 

number of cycles averaged daily for each test run 

under the hurricane loading state. The results 

from Figures 8 and 9 are used to estimate the 

effective stress range and the cumulative number 

of cycles for fatigue analysis. 

The fatigue reliability index is shown in 

Figure 10. From this figure, it can be seen that 

the fatigue life of the ship decreases significantly 

when the ship operation rate a increases. Fur- 

thermore, the effect of low and high frequency 

loadings on lifetime fatigue reliability can be 

found [5]. 

Based on the probabilistic approach proposed 

in [5,18], fatigue performance assessment and 

service life prediction of ship structures can be 

rationally estimated using monitoring data. 

OPTIMAL INSPECTION PLANNING 

Repair actions are affected by inspection results. 

In order to apply timely and effective repair 

actions, the expected damage detection delay 

should be minimized. A rational probabilistic 

FULL SCALED STRESS RANGE, S, (MPa) 
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FIGURE 8 

Histogram and Weibull 
PDF of stress range, 
adapted from [5]. 
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FIGURE 9 
Number of cycles 
associated with 
hurricane loading, 
adapted from [5]. 

approach for optimum inspection planning was 

presented in [ö]. This planning is a solution of 

an optimization problem with the objective 

of minimizing the expected damage detection 

delay. Formulation of the expected damage 

detection delay includes uncertainties associ- 

ated with damage initiation and propagation, and 

inspection method. 

As previously mentioned, fatigue is one of 

the main deterioration mechanisms for ship 

structures. The fatigue crack can be affected by 

several factors such as location and length of 

12 16 
TIME (YEARS) 

20 

FIGURE 10 
Time-dependent 
reliability index 
when operation rate 
a = 50% and 90%, 
adapted from [5]. 
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1 INSPECTION 2nd INSPECTION     3rd INSPECTION 

FIGURE 11 Event tree 
model for the expected 
damage detection delay, 
adapted from [6]. 

JL JL 

No d election 

FIGURE 12 Relation 
between expected 
damage detection delay 
and total inspection 
cost, adapted from [6]. 

initial crack, stress range near the initial crack, 

number of cycles associated with the stress 

range, and material and geometrical properties. 

Among these factors, the selection of mate- 

rial types (e.g., aluminum, high strength, or 

mild steels) and frame spacing can be consid- 

ered as the two primary decisions associated 

with fatigue life expectancy of the hull. This is 

because aluminum, used to improve the ship 

operational capabilities, can be more susceptible 

to fatigue cracking than steel [19], and fatigue 

cracking is very common in the connections 

between the transverse web frames and the lon- 

gitudinal stiffeners [20]. Due to the mentioned 

sources of uncertainty, a probabilistic approach 

should be used to predict fatigue crack damage. 

The probability of detection is determined by 

the quality of the inspection method. The relation 

between probability of detection and fatigue crack 

size can be expressed by a detectability function. 

This function has several representative forms, such 

as shifted exponential distribution, logistic curve, 

and normal cumulative distribution. 

Figure 11 shows the event tree model when the 

damage occurs before the first inspection. This 

event tree includes the probability of damage 

detection. Furthermore, damage occurrence time 

can be treated as a continuous random vari- 

able described by its PDF. Finally, the expected 

10 15 

TOTAt INSPECTION COST 

damage detection delay can be formulated as indi- 

cated in [<Sj. The inspection planning is obtained 

from an optimization problem by minimizing the 

expected damage detection delay. 

The relation between expected damage detec- 

tion delay and total inspection cost is presented in 

Figure 12. In order to find a well-balanced solution 

associated with the conflicting objectives of mini- 

mizing both expected damage detection delay and 

inspection cost, a bi-objective optimization can 

be performed. Decision makers have much flex- 

ibility to select the best compromise among the 

solutions provided by the Pareto set. Such a set is 

presented in Figure 13. 

The approach provided in [6, 21] can be 

extended to optimum monitoring planning and 

combined inspection / monitoring planning for 

ship structures. 

Conclusions  

This paper has collected and summarized a 

set of recent research results and applications. 

Their individual use leads to enhancements in 

the assessment of the conditions and planning 

of maintenance for naval ship structures. More 

importantly, their combination provides most of 

the necessary components of a comprehensive 

probabilistic life-cycle framework for mainte- 

nance, monitoring, and reliability assessment. 

The first contribution consists of a technique 

for the effective post-processing of structural 

health monitoring data to be used in reliability 

analysis and damage detection of ship structures. 

The second contribution is a computationally 

efficient technique for the assessment of the 

hull strength probability distribution. The third 

original result is a methodology able to perform 

the ship reliability and redundancy assessment. 

Similarly, the fourth contribution exploits SHM 

to update the life-cycle structural reliability and 

redundancy prediction for the ship. The fifth 

contribution focuses on fatigue reliability assess- 

ment and residual fatigue life prediction. Finally, a 

technique for the optimal planning of inspections 

and monitoring has been described. 

Among the further possible developments of 

these methodologies and their combination is a 

tool for the near real-time reliability assessment 

of ship structures as a function of the current 
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operating conditions (i.e., ship speed, sea state, 
relative heading angle). Such a tool can continu- 
ously collect information from sensors located 
on the ship and associate it with the ship operat- 
ing conditions. By combining this information 
with the methodologies previously presented, 
it is possible to constantly update the reliability 
estimation, and to provide the crew with plots 
of the reliability as a function of the operating 
conditions. Moreover, such a system can alert 
the crew if the reliability index down-crosses 
a minimum acceptable threshold for a certain 
cross-section of the hull and set of operating 
conditions. Depending on the reliability level, 
the crew members can decide to avoid some 
particularly dangerous operating conditions 
indicated by the tool (e.g., reducing the speed or 
avoiding a range of heading angles) and either 
continue the mission or abort it. 

Besides the future plans of the life-cycle 
reliability and optimization research group at 
Lehigh University that developed all the pre- 
sented tools, further integrated use is likely to lead 
to other scientific advancements and practical 
applications that are not possible to foresee. 

<3 10 
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«^ 

Obiectives 
minimize both 
• expected damage detection delay 
• total inspection cost 

Pareto solution set 

4 6 8 10 12 

EXPECTED DAMAGE DETECTION DELAY(YEARS) 

FIGURE 13 
Pareto solution set for 
optimum inspection 
plan, adapted from [6]. 
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ABSTRACT 

The present paper collects a body of scientific results 
obtained at Lehigh University, under the sponsorship of the 
U.S. Office of Naval Research. The aim of the entire 
research project was to build a general framework for the 
probabilistic analysis of ship structures in terms of 
reliability, redundancy, fatigue, material deterioration, 
damage detection, monitoring, and inspection optimization. 
Several articles published in international peer-reviewed 
journals by the first author and his co-workers address the 
previously mentioned sub-topics. This paper provides an 
overview of the results, presents the integrated approach that 
is being developed, and suggests future lines of research. 

KEY WORDS 

Life-cycle, reliability, monitoring, fatigue, damage 
detection, optimization. 

1.0     INTRODUCTION 

In 2008, a research team led by Dan M. Frangopol at Lehigh 
University started a research project aimed at developing an 
integrated life-cycle framework (ILF) for maintenance- 
monitoring-management of naval ship structures under 
uncertainty considering multiple and conflicting objectives. 
After a couple of years, several modules of the ILF have 

been completed and the most interesting results have been 
published in international journals. 

The first part of this paper summarizes the general 
framework and the approach that all the proposed 
techniques share. Next, some results on fatigue reliability 
assessment and residual life estimation are presented. Then, 
a novel approach for the integration of structural health 
monitoring in reliability and redundancy assessment is 
described. Using monitoring data on strains under operation 
at selected locations, it is possible to assess the reliability of 
the ship for different speeds, sea states, and heading angles, 
for both sagging and hogging. Finally, a technique for the 
optimal planning of inspections is described. 

Numerical applications on three existing ships are used to 
present and validate the proposed techniques. 

In the concluding section, some future lines of research are 
also suggested. 

2.0     INTEGRATED LIFE-CYCLE FRAMEWORK 

The ILF for ships is represented in Fig. 1. The starting point 
is always a real application, such as a ship component or an 
entire ship structure. By means of appropriate analyses, it is 
possible to estimate the current reliability levels and predict 
the residual life of the investigated ship or component. 

APPLICATIONS 

Reliability 
assessment and 

prediction 

The application 
goes through the 

integrated life-cycle 
framework for 
maintenance, 

monitoring, and 
reliability. 

Monitoring and 
prediction 
updating 

r Maintenance and 
management 
optimization 

jgii. 

Fig. 1. General scheme of the integrated life-cycle framework for ships. 
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Then, the results based only on the ship design and the 
deterioration models (that include aging, corrosion, and 
fatigue) are combined with the information provided by 
structural monitoring, whenever available. This allows 
updating the initial assessment of the residual life and 
obtaining a more accurate prediction. In fact, generic 
deterioration models have proved to be adequate for 
structures and components that do not differ too much from 
those that have been used for the calibration of the model. A 
much more accurate assessment can be obtained by 
recalibrating the parameters of the model using data 
obtained directly from the investigated structure or 
component. 

Next, optimization techniques can be applied to maximize 
the life-cycle performance and minimize the life-cycle cost. 
Decision makers can take advantage of their experience to 
select maintenance and management strategies, but when 
the analyzed application is very complex (such as the life- 
time analysis of a ship) and multiple objectives are involved 
(e.g. maximization of reliability, maximization of 
redundancy, minimization of the damage detection delay, 
minimization of the maintenance, inspection, and 
monitoring costs), an automatic tool is necessary to have an 
overall view and accurate comparison of the alternatives. In 
the proposed ILF, the multi-objective optimization provides 
a Pareto front (Deb 2001) of optimal solutions. Each 
solution belonging to the front represents a maintenance- 
monitoring-management strategy that satisfies all the 
constraints of the analysis (e.g. total cost lower than the 
available budget) and for which it is not possible to find a 
solution that improves one of the objectives without 
worsening at least another. Based on their expertise and 
engineering judgement, decision makers will choose the 
solution that best fits the specific application, among the 
various optimal ones. 

Finally, the optimal decisions are applied to the investigated 
ship or component, so that the ILF can actually be effective 
and improve the quality of management and the 
performance of the fleet substantially. Fig. 1 represents the 
framework as a loop that starts and ends with a realistic 
application. The loop can be repeated multiple times across 
the life-cycle of a ship, updating the previous decisions 
based on the new information obtained through subsequent 
monitoring sessions. 

The following sections present some of the results that have 
been obtained for individual modules of the described ILF. 

3.0     RELIABILITY AND REDUNDANCY 
ASSESSMENT AND PREDICTION UPDATING 
BY MEANS OF STRUCTURAL HEALTH 
MONITORING 

Okasha & Frangopol (2010) proposed a technique for the 
assessment of the ultimate capacity of a ship hull section 
subject to sagging and hogging moments. With respect to 
previous approaches based on the incremental curvature 
method (IACS 2008), the proposed technique produces a 
significant improvement of the computational efficiency. In 
fact, the incremental curvature method is based on repeated 

structural analyses for many values of the curvature to find 
the one that yields the highest bending moment. This is 
intrinsically an optimization problem and can be solved 
proficiently using techniques from operational research. In 
this way, rather than evaluating the bending moment of the 
cross-section for all the curvatures, it is evaluated at a very 
limited subset of values. In the case of complex ship hulls 
with many stiffeners and for analyses that include also the 
instability of the individual stiffeners, each moment- 
curvature computation is a demanding task. Therefore, the 
reduction of the number of moment computations from 
several hundreds to a few units results in a dramatic 
reduction of the CPU time. 

This increase in the computational efficiency has enabled 
the use of simulation-based techniques for probabilistic 
analysis and reliability assessment. Otherwise, these 
techniques would have been computationally too demanding 
and impractical for real applications. 

In particular, this technique was used by Okasha et al. 
(2010) and Deco et al. (2011) for the probabilistic 
characterization of the ultimate failure moment. In Okasha 
et al. (2010), a technique used Bayesian updating to 
combine the prior information on lifetime loading effects 
provided by IACS (2008) with structural health monitoring 
(SFTM) data. Raw strain data measured in sea state 7 
conditions by several sensors on the ship were processed to 
extract the information. First of all, the strain signal is 
decomposed into a high frequency component (that is 
associated with the slam impacts) and a low frequency 
component (associated with the wave induced moment). 
Then a peak extraction algorithm determines the number of 
cycles and the maximum values of the moments due to 
sagging and hogging, for both the low frequency and high 
frequency components. With these data, the probability 
density function (PDF) of the bending moments can be used 
to update the prior information. Once the PDFs of the 
external loads and of the capacity (e.g. ultimate moment, 
first yielding moment) are available, it is possible to 
perform a reliability analysis. Okasha et al. (2010) 
computed the reliability indices associated with first 
yielding and ultimate failure for a Joint High-Speed Sealift 
Ship (JHSS), based on SHM data collected on a scaled 
down model (Devine 2009) and using the second order 
reliability method (Liu et al. 1983) combined with Latin 
hypercube sampling (McKay et al. 1979). 

In addition, by computing the probability of first yielding Pfy 

and ultimate failure P,,/ along the life-cycle of the ship, it is 
possible to compute also the time-dependent redundancy 
index Rl, defined as 

my- 
pß.(t)-p„f(t) 

p«f{t) 
(i) 

where parameter / indicates time. 

Plots over time of the reliability index and redundancy index 
of the ship structure are very useful to plan inspections, 
maintenance, SHM sessions, and, in general for the 
allocation   of   the   available   management   budget.   For 
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instance, Fig. 2 shows how redundancy varies over time 
differently for sagging and hogging bending moments. It 
was found that, depending on the ship geometry and 
accounting for the effects due to corrosion, redundancy may 
degrade, remain the same or even increase over time (Deco 
et al. 2011). The use of periodic prediction updating based 
on SHM data ensures that the deterioration models are 
constantly recalibrated to accurately represent the actual 
condition of the ship. 
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Fig. 2. Time-dependent redundancy index. 

4.0     RESIDUAL-LIFE PREDICTION BASED ON 
FATIGUE AND RELIABILITY 

The studies presented in the previous section dealt with the 
first two modules of the framework shown in Fig. 1 (i.e. 
reliability assessment and prediction; monitoring and 
prediction updating). Similarly, Kwon et al. (2011) provided 
a technique that covers the same two modules, but with a 
deeper insight on the effect of fatigue. In particular, a 
methodology for fatigue reliability assessment and service 
life prediction of high-speed ship structures based on the 
probabilistic lifetime sea loads estimated from model test 
data has been developed. 

The classic S-N approach applied to selected structural 
details is used to estimate the structural capacity of the ship 
in terms of fatigue. 

Then, model test SHM data are used to determine the stress 
range bin histogram by means of a peak counting method. A 
theoretical PDF is fitted to the stress range bin histogram by 
using the maximum likelihood method (the PDF family is 
selected by using the Kolmogorov-Smirnov goodness of fit 
test). Also in this case, the effects of low frequency wave- 
induced and high frequency slam-induced whipping 
loadings are investigated separately by using a signal 
filtering technique applied to the raw data. Ultimately, SHM 
data provide a probabilistic estimate of the lifetime sea loads 
in terms of load effects. 

The approach is illustrated using data collected on the scaled 
JHSS monohull that was mentioned previously (Devine 
2009). Several numerical results and sensitivity analyses 
have been performed and are presented in Kwon et al. 

(2011). For instance, Fig. 3 shows the evolution over a 20 
year long life-cycle of the fatigue reliability index. As 
expected, if the annual operation rate a increases, the 
reliability index decreases. In any case, after a certain 
amount of years, that is accurately assessed by the proposed 
methodology, the reliability index down crosses a threshold 
that represents the minimum acceptable level. Before the 
occurrence of this event, maintenance actions should be 
applied to avoid failures. Fig. 4 shows the importance of 
combining low frequency wave-induced and high frequency 
slam-induced whipping loadings. In fact, if only one of the 
two load components is considered, the reliability index can 
be overestimated, thus being on the unconservative side. 

CONSIDERING ONLY LOW FREQUENCY 
WAVE-INDUCED STRESS 

v\ 
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\ 
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Fig. 3. Fatigue reliability index evolution along the life- 
cycle of the ship. For different annual operation rates a, the 
value of the reliability index and the time when the 
minimum acceptable reliability ßtarge, is down crossed are 
different. 
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Fig. 4. Fatigue reliability index evolution along the life- 
cycle of the ship. Different effects induced by the low 
frequency waves alone and the combined low and high 
frequency Stressors, for a fixed annual operation rate 
a = 50%. 
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SPEED 

Fig. 5. Variation of reliability index at a point with respect 
to ship speed at different sea states at constant heading 
angle. 
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Fig. 7. Variation of reliability index with respect to the 
distance from mid-section of the ship at constant heading 
angle and sea state. 
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Fig. 6. Variation of reliability index at a point around mid- 
section with respect to heading at constant speed. 

This detailed analysis on fatigue reliability can be repeated 
along the life-cycle of the ship to recalibrate the model 
using new SHM data. Moreover, it can be combined with 
the more general reliability study presented in the previous 
section to plan maintenance and inspection. 

5.0     DATA PROCESSING AND DAMAGE 
DETECTION 

The raw data processing and filtering technique that has 
been mentioned previously, is described in more detail in 
Okasha et al. (2011). In that paper, SHM data collected on 
the high speed naval craft HSV-2 during rough water trials 
(Brady 2004) has been used to assess the reliability of the 
ship structure and present a damage detection technique. 

The results of the application on the HSV-2 reinforce the 
pre-existing belief that the probabilistic approach for 
analysis of structural safety is far superior to any determinis- 

tic approach. In fact, neglecting uncertainties could lead to 
inconsistent and misleading results. 

Sensitivity analyses to several operational condition 
parameters (e.g. sea state, ship speed, heading angle) have 
provided quantitative validations of what was qualitatively 
expected. Fig. 5 shows the variation of reliability index at a 
point with respect to ship speed at different sea states while 
the heading angle is kept constant. For instance, for a given 
sea state (i.e. 4) and a heading angle (i.e. 0°) the reliability is 
strongly affected by the ship speed, with the reliability index 
that drops from 9.2 for a speed of 15 knots to 8.4 for a speed 
of 30 knots. Fig. 6 illustrates the variation of reliability 
index at a point around mid-section with respect to heading 
angle, while the speed is kept constant. For heading angle 
equal to 90° (waves orthogonal to the ship) the ship 
operating speed does not affect the relative velocity of ship 
and waves. Therefore, in this case the reliabilities associated 
with different sea states are very close to each other. Fig. 7 
represents the variation of reliability index with respect to 
the distance from mid-section of the ship while the heading 
angle and sea state are kept constant. It is verified, by means 
of a probabilistic approach, that mid-section is the most 
critical cross-section along the ship. 

In addition, a damage detection technique based on a vector 
autoregressive model has been proposed. The same strain 
measurements have been used to assess the probability of 
having structural damage in the ship structures. Moreover, 
knowing the locations of the strain gauges, it is possible to 
locate the area of the ship that is most likely to be damaged. 
To this purpose, a damage sensitivity factor was introduced, 
that provides an easy to use and interpret metric to the 
analysts and the crew. 

6.0     OPTIMIZATION OF INSPECTION AND 
MONITORING STRATEGIES 

Kim & Frangopol (2011) provided an automated 
methodology for the assisted decision making process in 
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terms of inspection and monitoring. This module covers the 
last step of the framework in Fig. 1. 

Kim & Frangopol (2011) proposed a multi-criteria 
optimization technique based on the concept of damage 
detection delay, which can be defined as the time-lapse from 
the damage occurrence to the time for the damage to be 
detected by inspection. The value of the time laps is a 
random variable affected by uncertainties associated with 
the damage occurrence and propagation and uncertainties 
associated with the quality of the inspection that may or 
may not detect an existing damage (see Fig. 8). 

Uncertainties associated 
with damage occurrence 

and propagation 

' Uncertainties associated 
with quality of the 
inspection method 

Fig. 8. Flowchart of the proposed approach for damage 
detection delay minimization. 

A fully probabilistic methodology has been developed to 
address this issue. Uncertainties associated with damage 
occurrence and propagation are modelled using the classic 
fatigue crack growth approach, but with initial crack size, 
annual number of cycle, stress range, and material crack 
growth parameter described by probability distributions, 
rather than deterministic values. 

Combining all the uncertainties with a comprehensive event 
tree Monte Carlo simulation, Kim & Frangopol (2011) 
assessed in a probabilistic sense, the damage detection delay 
associated with a given inspection strategy (i.e. schedule 
and type of inspections along the life-cycle of the ship). As 
expected, more frequent and accurate inspections provide 
lower damage detection delays. However, these inspections 
are also associated with higher costs. To assist the decision 
making process, a bi-objective optimization can be 
performed, aimed at minimizing the inspection cost and the 
expected damage detection delay. In this way, it is possible 
to determine the Pareto fronts of optimal schedules and 
accuracies for given numbers of inspections. Then, 
combining the front for several numbers of inspections, a 
general front of Pareto optimal inspection strategies is 
generated as shown in Fig. 9. Decision makers will select 
the strategy to be implemented based on the available 
budget and the desired level of expected damage detection 
delay. 

Further studies are being performed to include also 
monitoring sessions in the framework proposed for 
inspection planning. 

1 

1- 

O u 

O 
- u 
LU 

Obiectives 
<h                                                Minimize the inspection cost, 

and the expected damage 
Qib                                            detection 

Desian Variables 
CCQJ^        Pareto Front       Inspection times, number of 

/                   | inspections and quality of 
oxxt/'                       1 inspection 

2 

h- 

cmxroc^ 

EXPECTED DAMAGE DETECTION DELAY 

Fig. 9. General front of Pareto optimal inspection strategies. 

7.0     CONCLUSIONS AND FUTURE WORK 

Several modules belonging to an overall framework for the 
integrated life-cycle maintenance-monitoring-management 
of naval ship structures under uncertainty considering 
multiple and conflicting objectives have been presented. 
Even though each module can be considered as a separate 
methodology that can be employed as standalone technique, 
these modules have been developed to eventually converge 
into the described ILF. One of the most important future 
steps for the research along this line will be to make the 
integrated use of these modules automatic. In this way, a 
self-contained software package will be made available to 
analysts and crews for the assessment of the fleet condition 
and the optimal decision making. 

Simultaneously, further enhancements of the individual 
modules are investigated. For instance, as previously 
mentioned, the technique for optimal inspection planning is 
being extended to account also for SHM sessions. 

Finally, based on the results obtained, a tool for the near- 
real time reliability assessment of a ship based on the 
operating conditions can be developed. This tool will be 
able to collect monitoring data from strain sensors on the 
ship, combine these data with the information on the 
operating condition of the ship provided by the navigation 
system (e.g. speed) and constantly update the reliability 
assessment for the ship. Moreover, it will be able to alert the 
crew in near real-time whenever the reliability index 
associated with any operating condition down crosses an 
acceptable threshold. Therefore, the crew will be able to 
safely take the ship to a harbour using the operating 
conditions (e.g. speed and heading angle) that are still 
reliable and have the ship repaired. 
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