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EXECUTIVE SUMMARY 

 
This report describes the results of experimental and numerical investigations on the 
development of extreme-light diagnostics. The purpose of this effort was to develop 
extreme-light diagnostic tools that employ radiation and particles generated by extreme-
light/target interactions for studying, characterizing, analyzing, and evaluating matter and 
processes. Realization of these applications could provide a revolutionary capability that 
would significantly impact Department of Defense (DoD) research, development, and 
sustainment programs. Such an extreme-light system could be used in a laboratory 
environment for weapons-systems development, materials development, chemical 
analysis, and model development/evaluation. It could also be employed for real-time 
inspection and evaluation of newly fabricated gas-turbine or aircraft components as well 
as in-place inspections of weapons systems. 
 
The objective of this research program was realized through an extensive experimental 
campaign that utilized ultrafast and ultraintense laser systems for the development of 
advanced sources of secondary emission for nondestructive evaluation. The secondary 
sources were to include X-rays, energetic electrons, neutrons, and protons. The main goal 
of this research was to gain an understanding of the fundamental interaction between an 
incident, ultrafast, ultraintense laser pulse and a material target. 
 
This program began with an empty laboratory, no equipment, and no capability to 
conduct femtosecond/laser interaction studies as related to x-ray emissions. During the 
course of the program, the capabilities of this laboratory have expanded to the point that 
it has become a world-class facility for conducting this type of research. To extend the 
range of our experiments and to provide greater experimental flexibility, a unique 
coupled laser system has been developed. This system electronically and optically 
couples three lasers so that the main and prepulse parameters can be independently 
varied. The coupled laser system can also be used to visualize the pre-/main-pulse 
interactions during the time when X-ray measurements are made. 
 
Much of the research effort was concentrated on the production of hard X-rays from 
metal and water targets. In particular, the presence of a laser prepulse in addition to the 
main laser pulse, the temporal location of the prepulse, and the chirp of the laser where 
discovered to be important factors for increasing the amplitude of the generated X-rays. 
Modeling efforts are currently underway in an effort to understand and explain the 
experimental X-ray yields. 
 
This research on this program could not have been accomplished without the help of 
many talented scientists and technicians, including Dr. M. Brown, Dr. C. Rettig, Dr. T. 
Erickson, Mr. K. Frische, Dr. P. Zhang, Dr. V. Ovchinnikov, Dr. J. Morrison, Dr. E. 
Chowdhury, Dr. J. Nees, Dr. B. Torralva, Dr. D. Hahn, Dr. L. Dosser, Dr. C. Druffner, 
and Dr. S. Gogineni.  Also the guidance and support of Dr. Melvyn Roquemore are 
gratefully acknowledged. 
.
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1.0  INTRODUCTION 
 
This report describes the results of experimental and numerical investigations on the 
development of extreme-light diagnostics.  The purpose of this program was to develop 
extreme-light diagnostic tools that could be utilized in the future for exploring new 
frontiers of aerospace science and performing in-place nondestructive evaluation (NDE) 
and inspections of newly manufactured and fielded weapons-systems components. 
 
The objectives of this research program were realized through an extensive experimental 
campaign that utilized ultrafast and ultraintense laser systems for the development of 
advanced sources of secondary emission for NDE. The secondary sources were to include 
X-rays, energetic electrons, neutrons, and protons. At the crux of the work was the 
fundamental interaction between an incident ultrafast, ultraintense laser pulse and a 
material target. A variety of target materials was explored in this work, and much of the 
effort was expended on fundamental studies. The results of these studies will serve to 
guide engineering efforts in establishing these sources for future Air Force applications. 
The work was directed mainly toward the development of hard X-ray sources using both 
metal and liquid targets. 
 
The research conducted during the program resulted in eleven publications and 
presentations, a list of which can be found in Section 5. Complete copies of five of the 
publications are included in the Appendix. In this report the motivation for the Air Force 
to conduct this research is discussed in Section 2. The research efforts are summarized in 
Section 3, while the publications and presentations are summarized in Section 4. 
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2.0 MOTIVATION AND LONG-TERM VISION OF THE PROGRAM 
 
Maiman demonstrated the first laser in 1960, which started a technology revolution that 
has resulted in the pervasive application of lasers in such areas as research, electronics, 
manufacturing, medicine, and warfare. However, very few of these applications were 
foreseen in the early years of the development of the laser. Charles Townes, in the 
excellent book entitled, How the Laser Happened, points out that when the laser was 
invented people said, “That’s a great idea, but it’s a solution looking for a problem.”  His 
answer was, “The truth is, none of us who worked on the first lasers imagined how many 
uses there might eventually be.”  He attributed the lack of a clear vision for the laser’s 
future to the fact that the laser was really new and people could not use their experience 
to grasp its importance. By 1975 the vision of the future of the laser had become clear. 
Major Walter Breen wrote an excellent article describing his vision for the laser as a 
military and commercial tool. Most of the military applications he foretold have come to 
pass (http://www.airpower.maxwell.af.mil/airchronicles/aureview/1975/may-jun/ 
breen.html).  It has now been 28 years since Strickland and Mourou [1985] broke an 
intensity barrier that had existed for almost 40 years.  Their demonstration of chirped-
pulse amplification (CPA) initiated a laser-technology revolution that has the potential to 
become more important than that originated by Maiman.   

Almost every science and engineering field has benefited from the use of radiation and 
particles to probe, analyze, inspect, and study atoms, molecules, materials, components, 
and systems. New sources of high-brightness, ultrashort-pulse sources of radiation and 
particles have resulted because of the invention of CPA and the subsequent development 
of extremely intense and extremely short laser pulses [Strickland and Mourou, 1985]. 
Because of the extreme characteristics of these lasers, they are often referred to as 
extreme light [Mourou and Umsteader, 2002]. The technical publication Science has 
referred to extreme-light research as the “The Next Frontier” [Yamanouchi, 2002].  
Extreme light can interact with matter to produce conditions never before realized: peak 
powers of 1015 W, focused intensities of 1022 W/cm2, electric fields greater than 1011 
V/cm, magnetic fields of 109 G, temperatures and pressure greater than 1010 K and 109 
bar, respectively, and particle accelerations 1023 times that of the earth’s gravity [Mourou 
and Umsteader,  2002]. Studies of extreme light/matter interactions are driving new 
discoveries and insight into fundamental phenomena in physics, chemistry, medicine, and 
materials science.  Some of these discoveries and insight have the potential to stimulate 
new, pervasive, and revolutionary applications. One capability that is of interest to the 
Air Force and the subject of this program involves extreme-light diagnostics.  
 
Extreme-light diagnostics is a tool that employs radiation and particles generated by 
extreme-light/target interactions to study, characterize, analyze, and evaluate matter and 
processes. Specifically, the interaction of extreme light with clusters, gases, liquids, and 
solid targets has been used to produce secondary emissions of radiation and elementary 
particles [Mourou and Umsteader, 2002; Ditmire, 2002]. The secondary radiation ranges 
from soft X-rays to gamma rays. Fundamental particles, including electrons, protons, 
neutrons, and positrons, have also been generated. Typically, the temporal characteristics 
of these secondary emissions mirror those of the lasers that generated them, i.e., they are 
femtosecond-pulsed emissions. Thus, extreme light offers the potential to have an 
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intense, high-brightness, ultrashort-pulse, point source of penetrating radiation [XUV (X-
ray ultraviolet) to gamma rays] and particles (electrons, positrons, protons, neutrons).  
 
Figure 1 illustrates a long-term vision of potential applications that could result from the 
use of radiation and particles generated by extreme-light/matter interactions.  Realization 
of these applications could provide a revolutionary capability that would significantly 
impact DoD (Department of Defense) research, development, and sustainment programs. 
Figure 1(a) illustrates an extreme-light diagnostic system that could be set up in a typical 
laboratory and have the capability to produce a wide range of radiation and particles for 
research and development. Today each different source of radiation and particles would 
require a separate system, and many laboratories would be required to house these 
systems.  It appears to be possible to integrate both radiation and particle sources into one 
system because all of the sources result from the laser interacting with different targets.  
By switching out the targets and sensors, one could possibly achieve a tunable source of 
radiation and particles. Such an extreme-light system could be used in a laboratory 
environment for a wide range of applications, including weapons systems and materials 
development, chemical analysis, and model development and evaluation.  It could also be 
used for real-time inspection and evaluation of newly fabricated gas-turbine or aircraft 
components in a shop environment, as in Figure 1(b), or for in-place inspection of 
weapons systems, as depicted in Figure 1(c).  
 

                            (a)                                    (b)                                      (c) 
 
Figure 1. Potential applications from radiation and particles generated by extreme-

light/matter interaction  
((a) Illustration of an extreme-light diagnostic system that utilizes a wide range of radiation and 
particle sources, (b) integration of extreme-light-machining and diagnostic systems, and (c) in-

place inspection and analysis of a gas turbine using extreme-light diagnostics.) 
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Figure 2: Gas generator positioned near a nuclear reactor  

(where successful neutron-diffraction measurements were made on a rotating disk in the 
generator [Leggett, 1994]) 

 
The depictions in Figure 1 represent a long-term vision of extreme-light diagnostics. This 
vision, however, is a reflection of capabilities that have, to a large extent, been 
demonstrated at the national laboratories; however, one important difference is that 
extreme-light diagnostics can be located in a laboratory of reasonable size or in the field. 
The concept of a common source of radiation and particles Figure 1(a) already exists at 
synchrotron and nuclear-reactor facilities. Indeed, these facilities have been used for 
many military applications that one would prefer to achieve with extreme-light 
diagnostics. For example, in-place inspection, illustrated in Figure 1(c), has been 
accomplished using neutron radiography to detect cracks and corrosion in actual aircraft 
[Froom, 1998]; however, the use of a radioactive source or a nuclear reactor is required. 
Thus, practical field or depot use is limited.  
 
A more direct example of the Figure 1(c) concept is shown in Figure 2.  In 1994 Leggett 
demonstrated on an Air Force program that neutron diffraction could be used to measure 
strain and temperature of a rotating disk in a gas generator. This was accomplished by 
shooting the neutrons from a nuclear reactor through the walls of a gas generator. The 
initial intent was to demonstrate this capability in an operating gas-turbine engine. The 
problem was that the operation of an engine near a nuclear reactor was prohibited 
because of safety concerns. These examples--and there are many more--illustrate that 
many revolutionary diagnostic capabilities already exist that could greatly benefit the 
DoD if they could be routinely used in laboratories of reasonable size.  Unfortunately, the 
requirement for a mega facility means that the capabilities cannot be routinely used.  
However, the characteristics of the radiation and particle sources used by the national 
laboratories in experiments of importance to the DoD can aid in addressing the current 
capabilities of extreme-light diagnostics. To accomplish this, several applications that are 
of interest to the Air Force and that have been demonstrated at the national laboratories 
will be discussed. 
 
Argonne National Laboratory (ANL) made a major advance when it was demonstrated 
that X-rays could be used to study dense sprays in more detail than had been possible 
previously [Poola et al., 2000].  The problem has been that conventional laser diagnostics 
could not penetrate the near-nozzle opaque region of turbulent dense spray flames.  The 
near-nozzle region is where the fuel breaks up into droplets that begin to evaporate, mix, 



5 
Approved for public release; distribution unlimited. 

and burn.  It is also the region where soot inception begins.  Thus, the near-nozzle region 
establishes the initial conditions for the processes that determine the performance and 
emissions of combustors.  Even though this is a critically important region of the 
combustor, it is the least understood.  This lack of understanding is reflected by the 
inaccuracies in the spray models that are used to design combustors for aerospace 
propulsion systems. 
 
ANL demonstrated that X-ray images of fuel density, shock waves, and spray structure 
could be obtained near the dense spray region of a fuel nozzle that is used in diesel 
engines [Powell et al., 2003].  Several years ago we made an unsuccessful attempt to 
investigate a dense-laser-generated spray using extreme-light-generated Kα X-rays.  
Since that time we have increased our X-ray yields by two orders of magnitude. In this 
program we are moving into the relativistic optics regime with laser intensities that are 
two orders of magnitude higher.  We will not be able to match the 5.1-µs time resolution 
of the ANL measurements, but we expect to be able to conduct pump-probe 
measurements by averaging for about x min/per timestep.  This is sufficient to obtain 
useful information concerning dense, sooting spray flames. 
 
The compressor and turbine are the two most expensive components of a gas-turbine 
engine.  Depending on the engine, the cost of a turbine or compressor disk with blades 
can range from ~ $30K to as much as $150K. A large engine may require more than 
twenty of these rotating components.  Shot peening is used to extend the life of these 
rotating components.  Basically, shot peening compresses the surface.  The compression 
creates a large residual stress that extends a fraction of a millimeter into the surface. 
During the cyclic operation of the engine, the residual stress is relieved.  The residual 
stress remaining in a component is an indicator of its remaining life.  Currently, these 
components have a design life.  When its life is reached, the component is replaced. 
Although the design life may be several years, replacement of these rotating components 
in a large fleet of engines is very expensive.    
 
Research indicates that many of the replaced components have considerable remaining 
life.  Models are being developed to predict the remaining life of components, based on 
the remaining residual stress [John et al., 2010]. Ideally, a direct measurement of the 
residual stress coupled with the model predictions would be an ideal way to estimate the 
remaining life.  Unfortunately, the only method of making residual-stress measurements 
is destructive because X-rays from conventional laboratory systems do not have 
sufficient energy and flux to penetrate to the depth needed to make a complete residual-
stress map.  Recently, Brookhaven National Laboratory (BNL) demonstrated that 
nondestructive measurements of residual stress could be made in a turbine-blade material, 
Ti-6Al-4V, using energy-dispersive X-ray diffraction [Croft et al., 2008].  This represents 
a major advance; however, a synchrotron was required to generate the broad continuum 
of X-rays used in the experiment.  The photon flux for the white source is shown in 
Figure 3.  A band of X-rays around 30 keV with a 50 × 700-µm beam was used.  For the 
X-ray flux at 30 keV and the beam size, it is estimated that ~ 1011 photons/s were 
delivered to the sample.  Our research to date has been focused on the 1 - 20 keV X-ray 
region. 
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Figure 3. Photon flux and energy of the white synchrotron source at BNL 

 
Recently, a major advance was made in generating a peak brightness on the order of 1 × 
1019 photons/(s mm2 mrad2) (per 0.1% bandwidth) of 1-MeV X-rays [Chen et al., 2013]. 
The output was a 5-µm beam with a divergence of ~ 10 mrad.  Also, the X-ray energy 
could be scanned over a significant range using a 100-TW, 35-fs-pulse-width, 10-Hz-
repetition-rate laser operating at relativistic optics conditions.  This laser may be capable 
of performing nondestructive inspection on engine and aircraft components. However, it 
is a one-of-a-kind research laser, and considerable laser development will be required 
before it becomes a practical engineering tool. However, the capabilities are very 
encouraging with regard to the long-term vision of extreme-light nondestructive 
inspection (NDI) on weapons systems being realizable.  In the near future Umstadter and 
his team at the University of Nebraska will be attempting to repeat the residual-stress 
measurements employing the same Ti-6Al-4V sample used in the BNL experiments. 
 
Perhaps the most far-reaching idea of the long-term vision is the use of extreme-light 
diagnostics to inspect an engine in place. The Defense Advanced Research Projects 
Agency (DARPA) is expected to launch a new program that could lead to the 
development of a portable laser-driven system of high-flux neutrons.  The neutron-flux 
goal is 1012 neutrons/s/cm2. This flux is sufficient to allow diffraction measurements of 
stress and temperature to be made on the rotating components in an operating gas 
generator [Leggett, 1994].  Even if this program is not successful, it will provide 
important information that will be useful in future programs of this type. 
 
Encouraging results have also been obtained using low-energy, high-repetition-rate 
extreme-light lasers. For example, [Silies et al., 2009] demonstrated that extreme-light 
diagnostics could be used to make time-resolved, pump-probe X-ray-diffraction 
measurements at the surface of a GaAs sample.  The X-rays were generated with a 4-mJ, 
30-fs, 1-kHz laser interacting with a Cu target, and the yield was ~ 2 × 109 X-ray 
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photons/s/sr. This demonstration indicates that extreme-light diagnostics have potential 
for studying lattice dynamics and the impact of defects, strain, and contaminants in 
semiconductors. Such studies can be important in improving the life, quality, and 
manufacture of semiconductors.  
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3.0  EXTREME-LIGHT DIAGOSTICS 
 
Advancements in almost every scientific and engineering field have resulted from the use 
of diagnostics that employ radiation and particles to probe, analyze, inspect, and study 
atoms, molecules, materials, components, and systems. New sources of high-brightness, 
ultrashort-pulse sources of radiation and particles have resulted because of the invention 
of CPA and the subsequent development of extremely intense and extremely short laser 
pulses [Strickland and Mourou, 1985]. Because of their extreme characteristics, these 
lasers are often referred to as extreme light or extreme-light lasers [Mourou and 
Umsteader, 2002]. Extreme light can interact with matter to create conditions that have 
never been observed in laboratories. Many scientists around the world have recognized 
the science and technology advancements that could result from research using extreme 
light. Science referred to extreme light as “The Next Frontier” [Yamanouchi, 2002].  An 
International forum [Organisation for Economic Co-operation and Development 
(OECD), 2002] and a national workshop [The Science and Applications of Ultrafast, 
Ultraintense Lasers (SAUUL), 2002] were convened to encourage international 
collaboration and funding for research and applications using extreme light.  The OECD 
forum helped stimulate European interest in extreme light. Recently, it was announced 
that the European Union is investing more than a billion dollars in extreme-light laser 
facilities and research because it is convinced that significant breakthroughs in science 
and new applications will result from extreme-light research [Frontiers in Extreme 
Relativistic Optics (FIERO), 2013]. Unfortunately, the investments of the United States 
in extreme light have been much less significant. 
 
About ten years ago, the Propulsion Directorate of the Air Force Research Laboratory 
(AFRL) realized that extreme light was capable of producing high-brightness, ultrashort 
pulses of radiation and particles that could result in a new generation of diagnostics with 
potential for exploring new frontiers of science and engineering of interest to the DoD 
and conducting NDE and NDI of materials and weapons-systems components. This 
recognition resulted in the formulation of the long-term vision (presented in Section 2) 
for identifying the type of capabilities that, if realized, would have a revolutionary impact 
on DoD research, development, and sustainment programs as well on a broad range of 
science and engineering fields that employ radiation and particles in their endeavors.  The 
realization of this long-term vision will require major advancements in (1) energy, 
repetition rate, size, operability, and maintainability of extreme-light laser, (2) sensitivity, 
resolution, and extended energy ranges of X-ray and particle detectors, (3) optical 
materials that can sustain long-term operation of optical and laser components at high-
light-intensity and high-temperature conditions, and (4) fundamental understanding 
required to make the science breakthroughs that can drive revolutionary applications. As 
part of the natural evolution of extreme-light research, the scientific community has made 
great progress toward achieving the long-term goal.  Indeed, this community has 
progressed to the point where some of the most far-reaching ideas in the vision, such as 
laser-generated radiation and particle inspection of gas turbines and their components, do 
not seem so far-fetched today.  Our research group at AFRL has also made some 
contributions toward achieving this goal.  
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The Propulsion Directorate (now the Aerospace Systems Directorate) initiated an 
extreme-light diagnostics program with the goal of conducting research that would 
contribute to the long-term vision. The program was initiated without a laboratory, lasers, 
instrumentation, or experience; we had to build a new laboratory and gain the experience 
and capabilities necessary to conduct the research that is important to the development of 
extreme-light sources of radiation and particles. This program has been successful in 
several ways. It has provided us with the experience and opportunities to follow and gain 
a better understanding of the state-of-the-art of extreme-light research and be an advocate 
for the type of research that would support the long-term vision of the Air Force.   
 
We have also made technical contributions to the field of laser/plasma interactions (LPI). 
Much of the literature involving LPI-generated X-rays reported only relative values of X-
ray yields. In our first studies we quantified the bremsstrahlung and Kα yields for twelve 
metals [Rettig et al., 2008], which provided an extensive database for X-ray emissions 
from metals. We changed our studies from metals to liquid targets. Metal targets create 
considerable debris that can damage optical elements near the target.  Because of the 
debris problem, we focused our research mainly on the study of water targets. We 
conducted pump-probe experiments to study the spatial and temporal evolution of plasma 
generated by a prepulse interacting with a water jet [Brown et al., 2011]. These 
measurements indicated rapid ionization in the transverse direction, presumably by hot 
electrons with initial velocities of 0.55 times the speed of light. In many ways this is an 
ideal target because it is readily available, benign, and can be mixed with many materials 
that have Kα emissions. However, a major problem is that its X-ray yield is about three 
orders of magnitude smaller than that for metals. We recently completed a unique study 
in which we were able to obtain a factor of 100× increase in X-ray yield from a water jet 
using a combination of prepulse and chirp at a laser intensity of 1016 W/cm2 [Zhang et al., 
2013]. We obtained a sufficient number of X-ray photons/s to perform various tasks; 
however, these photons were emitted in all directions.  
 
An attractive aspect of bremsstrahlung emissions is the fact that the angular distribution 
becomes very peaked, typically in the forward direction (with respect to the motion of the 
electrons), if the electrons are initially at relativistic energies. Very recently, we 
conducted some preliminary experiments at relativistic conditions (I ≈ 1018 W/cm2) to 
determine whether these conditions would impact the yield and directionality of the X-
rays. We obtained very exciting results, observing an abundance of X-rays with energies 
that ranged from 2 to 800 keV--our maximum detection limit. The X-ray emissions were 
highly directional; but, to our surprise, the X-rays were emitted mainly in the direction 
opposite that of the incident light.  
 
3.1 Extreme-Light Generation of X-rays  
 
X-ray generation can be placed in three broad categories, based on the interaction of 
electron with field: (1) acceleration by fields (Larmor/Thomson-type radiation), (2) 
broadband emission identified as bremsstrahlung radiation, where electrons inelastically 
scatter and decelerate by interacting with nuclear and atomic electric fields, and (3) line 
emission, usually αα or Kß radiation, where the electron knocks off an inner-shell 



10 
Approved for public release; distribution unlimited. 

electron. All of the accelerator and free-electron laser-based sources utilize field-
accelerated electrons for coherent and incoherent X-ray emission, which--depending on 
the setup--can be broad or narrowband.  Depending on the energy of the incident 
electrons into a dense material, bremsstrahlung can cover a range from a few electron-
volts to tens of mega-electron-volts.  Some of the incident electrons undergo elastic 
scattering in which the K-shell electrons are ejected from an atom.  This results in a 
cascade process where L-shell and M-shell electrons transition to fill the vacancies left by 
the ionized K-shell electrons.  The L-to-K and the M-to-K transitions give rise to K-α and 
K-ß lines, respectively.  These lines are unique for each atomic species.  The transition 
probability—and, thus, the intensity--of the K-α line is usually much higher than that of 
the K-ß line.  The percentage of the electron energy converted to X-ray energy is called 
the X-ray conversion efficiency and can be as large as 15% [Petwal et al., 2007] in X-ray 
tubes. 

Extremely intense laser pulses can also be used to produce bremsstrahlung and Kα X-rays 
[Gibbon, 2005]. However, the processes for generating and accelerating free electrons are 
different from those in the X-ray tube but are similar for generating bremsstrahlung and 
K-α emissions. As the laser hits the target, electrons are ionized by multiple processes, 
depending on the laser intensity and target characteristics. The ionized or free electrons 
are accelerated by the electric field of the light pulse by processes such as resonance 
absorption, J × B, inverse bremsstrahlung, Brunel heating, and wake-field acceleration 
and can achieve energies from a few kilo-electron volts to giga-electron volts, depending 
on the acceleration mechanism, intensity, and target density.  The electrons are driven 
into the cold target and produce bremsstrahlung and K-α X-rays as they lose energy to the 
material.  The initiation of the plasma by ionization of the target atoms and the 
subsequent acceleration of the electrons occurs during the laser pulse.  The pulse width of 
the laser plus the stopping time of the electrons in the cold target determines the pulse 
width of the X-rays.  LPI-generated X-ray pulse widths of a few hundred femtoseconds 
have been observed [Reich et al., 2000].   
 
The conversion efficiencies for extreme-light-generated X-rays from solid targets can 
range from 10-3 to 10-7 for UV and XUV emissions and from 10-5 to 10-9 for hard X-rays 
[Hagedorn et al., 2003]. Extreme-light-generated X-rays have been used in different types 
of research, including studies of phase transitions [Siders et al., 1999; Rousse et al., 2001; 
Sokolowski et al.,  2001], lattice dynamics [Silies et al., 2009], acoustic waves [Rose-
Petruck et al., 1999; Bargheer et al., 2004], and optical phonons, [Sokolowski et al., 
2003]. However, their practical and research utility is limited by the small conversion 
efficiencies and the resulting low yields (number of photons/s/sr/keV) that can be 
delivered to a specimen.  It is the low yield that is the crux of the problem that was 
addressed in this program.  Basically, the program goal was to determine the laser, target, 
and target environmental conditions that result in optimum X-ray yields for 
bremsstrahlung and K-α emissions.   
 
The degree of ionization and the acceleration of the electrons are determined by the 
intensity of the laser.  Assuming that the incident light is not tuned to a resonant 
electronic frequency of the target material, ionization can occur by several mechanisms: 
(1) multiphoton ionization (MPI), including above-threshold ionization (ATI), (2) semi-
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classical tunneling ionization, and (3) impact or avalanche ionization.  The particular path 
followed is determined by the cycle-averaged “ponderomotive” energy that is acquired 
by the electrons in the presence of the pulse.  The ponderomotive potential, Φ (or quiver 
energy), of an electron oscillating in the presence of the applied electric field of the light 
is directly proportional to the intensity of the light I and is expressed as 
 
Φ(eV)  =  9.33 × 10-14 × I(W/cm2) × λ2 (µm2) = 1.23 × 10-16 x E2 (V/cm) × λ2 (µm2)      (1) 
 
where λ denotes the central wavelength expressed in micrometers [Perry and Mourou, 
1994].  During MPI, which can occur at intensities as low as 1010 W/cm2, a bound 
electron receives sufficient energy from interactions with multiple photons to be ionized.  
The probability of MPI is highest with ultrashort-pulse lasers because of the very large 
photon density. As the intensity increases, the electric field of the light can modify the 
Coulomb potential of the electron in a way that increases the probability of the electron 
being able to tunnel through the potential barrier.  This process is called tunneling 
ionization [Popov et al., 1968]. How electrons are ionized in a strong light field may be 
determined by the [Keldysh, 1965] parameter ϒ = laser frequency/tunneling frequency, 
where tunneling frequency is denoted by F/sqrt(2Ip), with Ip being the ionization potential 
of the bound electron. A ϒ ≥ 1 points to MPI, whereas, ϒ << 1 corresponds to tunneling 
ionization.  Once ionization occurs, the electrons driven by the oscillating large electric 
field of the light collide with and knock out bound electrons.  This can cause an 
avalanche effect that leads to a rapid increase in free electrons.  Regardless of the nature 
of the ionization event, once the electron is ionized, it remains under the influence of the 
laser pulse and is accelerated by its electric field.  The laser energy is damped since the 
coupled free-electron energy can be converted into thermal energy by colliding with ions 
via inverse bremsstrahlung (collision heating) and other mechanisms [Brunel, 1987].  As 
laser-driven electrons collide with ions, secondary radiation emission--most notably X-
ray emission--is produced from bremsstrahlung and shell transitions. 
 
Kα emission results from a two-step process that begins with a hot free electron colliding 
with an atom and knocking out an inner K-shell electron.  An L-shell electron quickly 
fills the vacancy, emitting the species-characteristic K-α X-ray line. The cross sections 
for K-shell ionization of elemental materials typically peak at an energy which is three 
times that of the minimum ionization energy [Hombourger, 1998].  Hence, maximizing 
the K-α X-ray yield relies, in part, on tailoring the energy of the hot free electrons that are 
produced during plasma initiation.  To date most of the research performed on Kα 
radiation from laser-generated plasmas has employed solid targets--especially metal foils.  
Liquid droplets and streams have also been examined--particularly for soft X-ray and 
EUV (extreme-ultraviolet) energies that are appropriate for biomedical imaging and 
lithography.  Stable elemental materials have characteristic K-α lines ranging from 54.3 
eV for Li to 98.4 keV for U.   
 
X-ray yields depend strongly on the laser, target, environmental characteristics, and 
methodology used to optimize the yield. Important laser parameters are energy, peak 
intensity, pulse width, chirp, angle of incidence, polarization, focus quality, focus 
location, focal-spot size, and prepulse characteristics. The yield also depends on target 
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characteristics such as composition, physical state, size, geometry, and surface structure. 
The environment of the target--vacuum pressure, wall confinement, buffer gas, and 
temperature--is also important.  In [Uryupina et al., 2012] many studies are identified 
where the impact of these parameters on X-ray yield has been investigated. The 
methodology for optimizing the yield is also very important, as demonstrated by Lu, et al. 
[2009]. Thus, many parameters and procedures can impact X-ray yields, which creates 
several experimental and computational challenges. For example, sufficient control of a 
large number of parameters is necessary if repeatable experimental results are to be 
obtained. Also, the optimization process can be complicated because accounting for all of 
the parameters of the large parameter space becomes a near-impossible task.  
 
While all laser-based X-ray generation begins with ionization, the subsequent electron 
dynamics are dictated by the above parameters. The details of these temporally and 
spatially evolving dynamic processes are responsible for the X-ray yield. The technical 
challenge is to address the large parameter space in such a way that critical laser-matter 
interaction processes can be identified and understood in sufficient detail to permit laser 
and target parameters to be optimized for maximum X-ray yield. 
 
3.2 Laser System and Facility Development 
This program began with an empty laboratory, no equipment, and no capability to 
conduct femtosecond/laser interaction studies as related to X-ray emissions.  During the 
course of the program, the capabilities have expanded to the point where the laboratory 
has become a world-class facility for conducting this type of research.  This is illustrated 
by the following comment made by a recent technical reviewer of this program. “Their 
laboratory is one of the few laboratory facilities in existence today in which this type of 
research can be conducted.”  The following is an overview of the laser system and its 
capabilities. 

To extend the range of our experiments and to provide greater experimental flexibility, a 
unique coupled laser system has been developed. This system electronically and optically 
couples three lasers so that the main and prepulse parameters can be independently 
varied. The coupled laser system can also be used to visualize the prepulse/main-pulse 
interactions during the time when x-ray measurements are being made. The main pulse 
and prepulse energies can be increase up to 12 mJ and 1 mJ, respectively. The electronic 
delay times can be continuously varied from 30 fs to 900 fs and with a 30-fs resolution up 
to a 10-ns delay and with a 4-ps resolution up to a 900-µs delay. Also, the pulse widths 
and chirp can be independently controlled from 30 fs to more than 300 fs.  Moreover, we 
can use one laser as a probe in a pump-probe experiment while still utilizing the other 
two as the main pulse and the prepulse lasers.   
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Table 1. Characteristics of the coupled three lasers 
 

 
 
Detailed characteristics of the three coupled lasers used in the laser/target studies are 
given in Table 1. They consist of a kilohertz repetition rate, 12-mJ/pulse, and 30-fs pulse-
width Red Dragon laser system (KM Labs) operating at 800-nm center wavelength. A 
Coherent Legend, operating at 1 kHz with 1-mJ energy/pulse and a pulse width of 40 fs, 
is electronically coupled by a lok-to-clock with the Red Dragon. The timing between the 
pulses of the two lasers can be controlled electronically within ±1 ps from 2 ps to ≈ 1 ms.  
The two lasers can also be coupled by an optical delay line.  In this case the uncertainty 
in timing between the pulses from the two lasers is about 30 fs, covering a range from 30 
fs to about 3 ns.  Thus, this coupled system allows prepulse-main pulse or pump-probe 
measurements with independent control of the energy, intensity, polarization, 
wavelength, chirp/pulse width, and timing of the two lasers. There is also a nanosecond 
Nd:YAG laser synchronized with the two short-pulse laser systems. The schematic of the 
laser system is shown in Figure 4. 
 

 
Figure 4. Schematic of the laser system developed for studies of extreme-

light/target-interaction studies 
 
The laboratory is equipped with three large high-vacuum chambers, two of which are 
spherical/spheroidal in shape. The larger chamber is about 60 cm in diameter, and the 
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smaller chamber is 30 cm in diameter. These two chambers are set up with a state-of-the-
art liquid-target delivery system involving a sophisticated syringe pump that can be 
operated in a constant-pressure or a constant-flow-rate mode. This system allows the use 
of off-the-shelf capillaries to produce stable liquid-jet targets down to about 20 µm in 
diameter. Efforts are underway to reduce the diameter of the target and also change it to a 
sheet-like target for studying the polarization dependence of LPI with a liquid target. This 
capability along with the laser system makes the extreme-light laboratory unique among 
intense-laser laboratories in the U.S.  
 
Figure 5 shows the layout of the coupled laser system along with the three target 
chambers used to study laser/target interactions. The spherical-shaped chamber shown on 
the left in Figure 5 was used to study liquid targets at laser intensities below 1018 W/cm2.  
The large spheroidal vacuum chamber on the right in Figure 5 was used to study 
laser/liquid target interactions at relativistic laser intensities with intensities of 1018 
W/cm2 and higher. Such studies required a large chamber to accommodate a 
sophisticated optical system, as illustrated in Fig. 6.  The optical system installed in this 
chamber permitted focusing of the beam to an ~ 2.6-μm-diameter spot with focal-spot 
diagnostics.  The optical system utilizes the coupled laser system and has an orthogonal 
imaging system during target alignment that allows location of the focus position on the 
target within < 2µm.  The tight focus allowed intensities of 1018 W/cm2 and higher to be 
achieved.   
 

 
 

Figure 5. Layout of developed laser system and test chambers  
 
The cylindrical chamber shown in Figure 5 was used for studying solid targets. The solid 
targets had to be moved so that adjacent laser pulses would hit a new target location 
during each laser shot.  The two different types of devices used to move the solid targets 
are shown in Figure 7.  The first device rotated the target, and the second had a three-axis 
stage for moving precision metal targets rapidly. 
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Figure 6. Target-chamber schematic for studying laser/liquid-target interactions at 
relativistic laser intensities 

 

 
 
 

(a) (b) 
 

Figure 7. Rotational devices (a) and three-axis translator (b) used to move the metal 
targets so that no two laser shots would hit the same spot on the target 

 
Some of the important equations for laser parameters used in this report are given below. 
Table 2 displays a range of calculated laser parameters for the Red Dragon laser using 
Eqs. (1) – (7) for variation in laser energy and focal-spot diameter. 
 
 
 

0
 



16 
Approved for public release; distribution unlimited. 

                  Quantity Symbol  Unit 
 
Pulse energy Epulse    J 
Pulse width τ    s 
Repetition rate f    Hz 
Wavelength λ    cm 
Spot size D    cm 
Planck’s constant (6.626 × 10-34) h    J*s   
Speed of light (3.0 × 1010) c    cm/s  
 

 Ppeak(W) = laser peak power = 
τ
pulseE

            (2) 

 Pavg(W) = laser average power = fE pulse ×            (3) 

 I(W/cm2) = laser intensity ( )22  D
E pulse

πτ
            (4) 

 ε(V/cm) = laser electric field = I 5.27                    (5) 

 Npulse = number of photons per pulse = 

λ
ch

E pulse

  
           (6) 

 N = number of photons per second = Npulse × f           (7) 
 
 

Table 2. Calculated laser parameters for Red Dragon Laser using Eqs. (1) – (7) 
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Note in Table 2 that the Red Dragon with a tight focus can reach relativistic intensities of 
1018 W/cm2 and greater. Most of the experiments conducted during this program were for 
intensities below 1017 W/cm2; but near the end of the program, some experiments were at 
an intensity of about 1018 W/cm2.  The results from all of these experiments are presented 
in this report.  
 
3.3 X-ray Generation from Laser/Metal-Target Interactions 
Metal targets tend to have the highest X-ray yields because of their high density. 
Considerable data have been collected on the relative X-ray emissions observed for 
different laser conditions.  However, when this contract began, very few studies had been 
performed where quantitative data on X-ray yields and efficiencies were obtained. Thus, 
the first study performed on this program involved obtaining quantitative data on X-ray 
emissions.  The study employed the Legend shown in Figure 5, whose characteristics are 
given in Table 1.Thin metal foils were mounted on the rotating device shown in Figure 
7(a). The rotating device was mounted in the metal-target chamber shown in Figure 5.  
The laser was focused to a spot size of 35 µm full width half maximum (FWHM), and the 
calculated laser intensity was 4.2 × 1015 W/cm2. The X-ray emissions were measured 
with an AMP TEK XR100 photon-counting spectrometer. Details of this study can be 
found in Rettig, et al. [2008]; note that the spot width and laser intensity are as given in 
this report.  A copy of this paper is included in the Appendix of this report. The following 
contains background on what occurs when a femtosecond laser interacts with a metal 
target to generate X-rays.  
 
An outline of the method for obtaining quantitative results for the X-ray yield and 
conversion efficiency is given below.  
 
Σ means summation over energy: 
 
E = X-ray energy in keV 
 
N(E) = raw number of X-rays detected at energy E over total temporal integration period 
 
η(E) = detector efficiency at energy E 
 
NC(E) = N(E)/η(E);  corrected number of detected X-rays at energy E 
 
Ahemi = area of hemisphere with radius equal to the target-to-detector distance (cm2) 
 
Adet = collection area of detector defined by aperture (cm2) 
 
T = integration time (s) 
 
Y(E) = X-ray yield at energy E (X-rays/s/4π sr at energy E) 
 
Y(E) = [NC(E)/T] × [Ahemi/Adet] 
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Ytot = total X-ray yield summed over all energies (X-rays/s/4π sr) 
 
Ytot = Σ (Y(E)) 
 
CE = conversion efficiency = total energy of emitted X-rays/total input laser energy 
 
P = input laser power (W) 
 
CE = Σ [Y(E) × E × 1000 (eV/keV) × 1.60 × 10-19 (J/eV)]/[P(W) × T(s)] 
 
The values for Ahemi and Adet were measured for the given experimental setup. The 
detector efficiency at energy E, η(E), was supplied by the manufacturer of the detector. 
N(E) and T were determined from the experiment; and NC(E), Y(E), and Ytot were 
calculated using the formulas above and the measured results.   
 
 When a laser pulse is focused to sufficiently high intensity on a metallic target, X-rays 
are generated through a multi-step process. First, incident radiation ionizes the surface 
into a near-solid-density plasma. The absorption mechanism of the laser energy into the 
plasma varies somewhat with intensity but always proceeds through the electron channel. 
Since typical target surfaces are initially highly conductive, absorption occurs within a 
skin depth, with the skin depth shrinking rapidly within the first several cycles of the 
laser light. The partition of the laser energy into the hot thermal and/or nonthermal 
electrons determines the efficiency with which the laser energy is converted into hot 
electron energy and especially how efficiently the electron energy is subsequently 
converted into X-rays. At a modest laser intensity (< 1015 W/cm2), almost all of the 
absorbed laser energy transfers through collisional processes such as inverse 
bremsstrahlung; at higher intensity absorption occurs through collisionless processes, 
including resonance absorption and the anomalous skin effect [Rozmus and Tikhonchuk, 
1990]. A hot-electron distribution is created with effective temperature in the range 1-5 
keV, possibly including a nonthermal component at higher energy [Rozmus and 
Tikhonchuk, 1996]. Finally, energetic electrons, incident on the metallic target, lose 
energy via collisions within the substrate, slowing down within a mean-free path of the 
surface. High-energy thermal and nonthermal electrons generate both continuum 
(bremsstrahlung) radiation through scattering events and characteristic (line) radiation by 
ionizing inner-shell electrons of target atoms. Both processes are analogous to X-ray 
generation in conventional X-ray tubes.  
 
Emission originates from a spot size characterized by the laser focus convolved with the 
electron mean free path in the solid. The temporal pulse length is characterized by the 
slowing-down time in the substrate and the dynamics of re-absorption [Feurer et al., 
2001]. Thus, at least three unique characteristics of the radiation from such an X-ray 
source are possible: (1) very short pulse length, < 1 ps [Feurer et al., 2001], (2) very 
small spot size, on the order of 10 μm or less (which translates to high spatial coherence), 
and (3) very high instantaneous brightness, due to the high incident energy density. A 
short X-ray pulse length has enabled studies of phase transitions [Rousse et al., 2001] and 
chemical-reaction dynamics [Jiang et al., 2001], while a small source size allowed high-
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spatial-resolution imaging and phase-contrast imaging to be utilized to achieve enhanced 
image fidelity for a given X-ray yield [Boschetto et al., 2007]. Efforts to improve 
efficiency for the overall conversion to X-rays concentrate on the absorption of the laser 
energy since conversion from electron energy to X-rays leaves very little to chance. 
 

 
Figure 8. X-ray spectra obtained from laser/metal interactions   

 
The spectra for 12 different metal targets are given in Figure 8. The sharp Kα lines 
characteristic of each of the metals are evident in these spectra. The spectra were 
analyzed to obtain the X-ray yields and the efficiencies given in Table 2. These data are 
thought to be from the most comprehensive quantitative study conducted on metals to 
date.  
 
It is evident that the variations in X-ray yield for the different metals are not large.  The 
average bremsstrahlung yields varied from 4.8 × 1010 for Ti to 1.3 × 1010 photons/s/2π sr 
for Ni. Thus, the maximum and minimum yields varied by less than a factor of four. The 
Kα varied from 2.7 × 1010 for Ti to 3.6 × 109 photons/s/2π sr for Ni, which is a variation 
of 7.5. Electron temperatures varied between 3 and 6 keV.  
 
The impact of a prepulse on X-ray emissions for a Ti target is shown in Figure 9. The 
prepulse was formed by splitting the main laser beam into two beams, with an 80/20% 
difference in intensity.  The 20% beam was passed through an optical delay line and then 
focused along with the 80% beam on the Ti target.  The X-ray conversion efficiency was 
determined for different delay times, as shown in Figure 9.  As noted, the prepulse 
increased the conversion efficiency by a factor of three compared to the efficiency 
without a prepulse. The impact of prepulse on the X-ray yield will be important part of 
this program, as will be described later in this report.  
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Table 3. The X-ray yields and conversion efficiencies (CE) for bremsstrahlung 

(broad band BB) and Kα X-ray emissions for twelve metals 
 

 
(An estimate of the electron temperatures using the decay of the bremsstrahlung emission 

spectra is also presented) 
 

 
 

Figure 9. The impact of a prepulse delay time on the conversion efficiency of the 
bremsstrahlung X-ray emission from a Ti target 

 
It is evident that the variations in X-ray yield for the different metals are not large. The 
average bremsstrahlung yields varied from 4.8 × 1010 for Ti to 1.3 × 1010 photons/s/2π sr 
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for Ni. Thus, the maximum and minimum yields varied by less than a factor of four. The 
Kα varied from 2.7 × 1010 for Ti to 3.6 × 109 photons/s/2π sr for Ni, which is a variation 
of 7.5. Electron temperatures varied between 3 and 6 keV. As noted in Figure 10, the X-
ray emissions from tin are sufficient to obtain an X-ray image of a circuit board.   

 

 
 
Figure 10. X-ray image of a circuit board made with the 3.4-keV Kα radiation from 

tin 
(The exposure time was about 2 s.) 

 
The Red Dragon laser was purchased with the expectation that we could achieve much 
higher X-ray yields and conversion efficiencies from metal targets than those shown in 
Table 3 because the energy of this laser was more than 12 times that of the Legend. 
However, the first experiments with the Red Dragon demonstrated this was not the case.  
 
Figure 11 compares the conversion efficiency of the Legend and the Red Dragon for a Cu 
target. Note that the X-ray conversion efficiency for both the Legend and the Red Dragon 
increased with laser intensity; however, the efficiency for the Legend was about a factor 
of 10 larger than that for the Red Dragon. It took a considerable amount of time to 
understand why the absolute X-ray yields for the Red Dragon were so much smaller than 
those for the Legend. The cause of the problem and the solution are presented in Section 
3.6. As this problem was being addressed, studies were conducted to investigate the 
impact of laser intensity and energy on X-ray yield.  These studies are described in the 
next section.  
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Figure 11. Comparison of CE for bremsstrahlung emission from Cu using the 
Legend and the Red Dragon  

 
3.4 X-ray Generation from Laser/Dielectric-Target Interactions 
Studies were undertaken to investigate laser interactions with both solid and liquid 
dielectric targets. The Red Dragon laser was used in these studies. The laser parameters 
varied were laser intensity and pulse width. P-polarization and an angle of incidence of 
45° were fixed for the solid targets.  Also, a Cu target was included in the study to permit 
metal and dielectric results to be compared. The solid targets were mounted on the three-
axis translator shown in Figure 7(b). This translator was located inside the metal-target 
chamber, as shown in Figure 12. The target was moved in such a way that each laser 
firing hit a new target area. Also, the direction of travel was such that it almost eliminated 
the fall of debris from laser ablation, preventing it from covering the target area that 
would receive the next laser pulse. Also shown in Figure 12 is the X-ray spectrometer 
and cameras for monitoring the target during the experiments.   
 
The experiment with the Cu and dielectric targets was conducted to investigate the 
sensitivity of the bremsstrahlung X-ray yield to pulse width, with laser intensity and laser 
energy being varied systematically. Changes in laser pulse width also changed the chirp 
of the laser, but this was taken into account by fixing the direction of the chirp. Later in 
the report, the impact of chirp will be explored in detail. The experiments were first 
conducted with the laser energy fixed at 2.5 mJ, and the laser intensity changed as the 
pulse width was changed.  In the second experiment, the calculated laser intensity was 
fixed at a calculated value of 3.6 x 1014 W/cm2, and the laser energy changed as the pulse 
width changed.  
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(a) (b) 
Figure 12. Metal-target chamber 

(Photos show the X-ray spectrometer and cameras for monitoring the target during 
operation (a) and the three-axis translation stage mounted in the chamber (b)) 

 
Figure 13 shows how the X-ray yield changed for a Cu target when the pulse width was 
changed. In Figure 13(a) the laser energy is fixed such that the intensity decreases with 
pulse width, as expected from Eq. (4). The laser is p-polarized.  As the pulse width 
increases and the intensity decreases, the X-ray yield decreases. This type of behavior is 
expected from the Figure 10 results.  In Figure 13(b), the intensity (I) is fixed and the 
energy (E) must increase in accordance with Eq. (4) with the pulse rate. In this case the 
X-ray yield increases with laser energy. Thus, the X-ray yield depends not only on the 
intensity but also on the laser energy. The results in Figure 13 are what one would expect 
for laser interaction with a metal target.  
 
Figure 14(a) shows the impact of laser pulse width, at constant E and constant I [Figure 
14(b)], on X-ray yield for a glass target. A comparison of Figure 13 for metal and Figure 
14 for glass shows that the X-ray yield decreases relatively slowly for glass as the pulse 
width is increased, whereas the decrease in laser intensity is very rapid for pulse widths 
between 30 and 200 fs. The X-ray yield for constant laser intensity for glass and metal is 
also different.  At a pulse width of about 150 fs, the X-ray yield at constant E for the 
glass target begins to increase dramatically. These results are different from what one 
would expect.  The results become even more interesting for liquid targets. 

Spectrometer  

Cameras  
Target 



24 
Approved for public release; distribution unlimited. 

 
(a) (b) 

 
Figure 13. X-ray yield and laser intensity vs. pulse width (positive chirp)  

(for a Cu target (a) for energy fixed at 2.5 mJ and (b) intensity fixed at 3.6 × 1014 W/cm2. 
The laser energy in (b) has been multiplied by 10; therefore, a reading of 10 on the right 

y-axis is 1.0 mJ. The laser is p-polarized.) 
 

 
(a) (b)  

Figure 14.  X-ray yield and laser intensity vs. pulse width (positive chirp) for a glass 
target   

((a) for energy fixed at 2.5 mJ and (b) intensity fixed at 3.6 ×1014 W/cm2. The laser 
energy in (b) has been multiplied by 10; therefore, a reading of 10 on the right y-axis is 

1.0 mJ. The laser is p-polarized.) 
 
Figure 15(a) illustrates the experimental setup for generating a 50-µm-diameter liquid jet, 
and Figure 15(b) is a photograph of a small liquid-target chamber used in these 
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experiments. A capillary with a 50-µm inside diameter was used to create the liquid jet. 
The liquid was forced through the capillary using a syringe pump operated in the constant 
pressure mode. The X-ray spectrometer was located 90° from the incoming laser. The 
small liquid-target chamber, which was about 15 cm in diameter, was used to obtain the 
results for the menthol and water-jet targets shown in Figures 16 and 17. All other liquid-
target experiments employed the liquid-target chamber shown in Figure 5. 
 

 
 

(a)                                              (b) 
Figure 15. Schematic of experimental setup for investigating X-ray yield and laser 
intensity vs. pulse width (positive chirp) for liquid targets using the Red Dragon 

laser  

 
Figure 16.  X-ray yield and laser intensity vs. pulse width (positive chirp) for a 50-

µm-diameter menthol-jet target for energy fixed at 2.5 mJ 
(The laser is p-polarized.) 

  
Figure 16 shows the dependence of X-ray yield and laser intensity on pulse width for a 
50-µm-diameter liquid-menthol-jet target. Note that the X-ray yield increases slowly until 
the pulse width reaches about 300 fs; then a very large increase occurs. This increase in 
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yield is occurring as the laser intensity is decreasing. Again, the inverse relationship 
between X-ray yield and laser intensity is completely opposite from what would be 
expected, based on X-ray emissions from metal targets. This same trend is also reflected 
in the water-target results.  
 
Because the X-ray yields in Figures 16 and 17(a) are relative yields, one cannot judge the 
difference in magnitudes of the X-ray yields of the methanol and water targets. 
Experiments were performed to determine the magnitudes of the X-ray yields of 
methanol and water. The results are shown in Figure 18. It should be noted that the X-ray 
yield from the water-jet target is about an order of magnitude larger than that from the 
menthol target, as shown in Figure 18(a).  This difference in X-ray yield is also shown by 
the relative magnitudes of the X-ray spectra in Figure 18(b).  
 

 
(a) (b) 

 
Figure 17.  X-ray yield and laser intensity vs. pulse width for a 50-µm-diameter 

water-jet target  
((a) for energy of 2.5 mJ and (b) intensity fixed at 3.6 × 1014 W/cm2. The laser energy in 

(b) has been multiplied by 10’ therefore, a reading of 10 on the right y-axis is 1.0 mJ. The 
laser is p-polarized.) 
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(a) (b)  

Figure 18. Magnitudes of X-ray yields of methanol and water 
((a) Comparison of the X-ray yields from water and methanol jets for a constant laser 

energy of 2.5 mJ, and (b) the relative magnitudes of the X-ray spectra of water and 
methanol targets. The laser is p-polarized.) 

 
The investigation of X-ray yields vs. pulse widths for dielectric targets as compared to 
metal targets yielded unusual results. The experiments conducted at constant energy 
showed that for a Cu target, as the pulse width increased, the laser intensity and the X-ray 
yield decreased. For a solid dielectric such as glass, the X-ray yield decreased with pulse 
width--but not so fast as for Cu (compare Figures 13 and 14).  For the liquid dielectric 
targets methanol and water, the X-ray yields actually increased as the laser intensity was 
decreasing and the pulse widths were increasing (Figure 18). The explanation for this 
unusual behavior prompted an extensive study that became complicated by changes in 
laser characteristics that were not readily apparent.   
 
It should be noted that as the pulse width is changed, the chirp of the laser also changes.  
The chirp is the ordering of the colors in the pulse. Chirp for the Red Dragon laser results 
in such a small broadening of the laser bandwidth that it was not considered important for 
generation of X-rays. However, our investigation of chirp showed that it was very 
important to X-ray generation.  This investigation is noted in the next section.    
 
3.5 The Impact of Chirp on X-ray Generation for Metals and Dielectrics 
3.5.1 Chirp  
 
Chirp is basically the time ordering of the colors that make up an ultrashort laser pulse. If 
the long wavelength (referred to as red) leads the short wavelengths (blue), the pulse has 
a positive chirp. If the blue leads the red, the pulse has a negative chirp. The temporal 
description of the real part of the electric field E(t) of a Gaussian-chirped laser pulse can 
be written as  
 
    E(t) = Re Eo exp [-(t/∆t)2] exp[i(ωot + βt2 + γt3 + …)]          (8) 
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where Eo is the amplitude of the wave, t is time, ∆t is the time width of the Gaussian 
pulse, ωo is the annular fundamental frequency of the laser, β is a coefficient that is 
related to linear chirp, and γ is a parameter related to the quadratic chirp.  
 
A cartoon illustrating the chirp characteristics associated with Eq. (3) is shown in Figure 
19.  The frequency-domain quantity that is analogous to the instantaneous frequency vs. t 
is the group delay vs. ω. 
 

 
 

Figure 19. Positive and negative linear chirp and quadratic chirp 
(as described by the equation for the temporal evolution of the real part of a Gaussian 

pulse) 
 
The parameter that describes chirp is called the group-delay dispersion (GDD).  To gain 
an understanding of the GDD, consider the electric field of the light wave in the 
frequency domain, E(ω), as given by Eq. (4), where S(ω) is the amplitude of the wave in 
the frequency domain and φ(ω) is the spectral phase. 
  
   E(ω) = [S(ω)]1/2 exp[iφ(ω)]                         (9) 
 
The group delay is the derivative of the spectral phase and is given by 
 
   τg(ω) ≡ dφ/dω              (10) 
 
The GDD is the derivative of the group delay, as expressed by 

dτg(ω)/dω = d2φ/dω2                (11)
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The relationship between the pulse width and the GDD for our laser, as provided by the 
laser manufacturer, is given in Fig. 20. This curve was used to determine the GDD from 
the pulse width.  The pulse width was changed by changing the separation of the 
compressor gratings. For a typical extreme-light laser, the compressor gratings are 
adjusted to yield the shortest pulse width. This pulse is referred to as the fully compressed 
pulse and has near-zero chirp. Negative or positive chirped pulses can be created by 
increasing or decreasing the separation of the compressor gratings, which also changes 
the pulse width such that there will be positive or negative chirped pulse for each pulse 
width. The GDD is a measure of linear chirp or, more specifically, a measure of the 
chromatic dispersion of the pulse, as noted in Fig. 19 and described by Trebino 
[www.physics.gatech.edu/frog]. 

 
Figure 20. Calculated GDD and laser pulse width for the Red Dragon laser 

(as provided by the manufacturer) 
 
3.5.2 Chirp Impact on X-ray Yield for Metal and Dielectrics  
 
The plots in Figures 13-18 show that the X-ray yield can change significantly with pulsed 
width. As noted in the last section, a change in pulse width from the fully compressed 
pulse also results in a change in chirp, which can be either positive or negative, 
depending on whether the red or the blue light is leading, respectively. This raises the 
question of whether chirp (the ordering of the colors in the laser pulse) has an impact on 
X-ray yield or is it primarily the result of the changing pulse width. A literature search 
resulted in three papers where the impact of chirp on X-ray yield was investigated.  
 
Several studies demonstrated that chirp can increase X-ray yield.  The impact of positive 
and negative chirp on X-ray yields resulting from the interaction of a 1015 W/cm2-fs laser 
with a 40-µm-thick sheet of aqueous solution was investigated by Hatanaka, et al. 
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[2008b]. A peak in X-ray yield was observed for both positive and negative chirp with an 
angle of incidence of 58° and with p-polarization. The yield from a negatively chirped 
240-fs pulse chirp was about 1.5 times larger than that for the maximum positive chirped 
pulse and about 10 times larger than that for the transform-limited pulse. These 
researchers observed that the temperatures obtained from X-ray spectra were about the 
same for both positive and negative chirp and concluded that temperature did not 
contribute to the observed differences in bremsstrahlung X-ray yield due to chirp. A 
model was used to estimate the rate of ionization and bremsstrahlung X-ray emissions 
due to chrip [Hatanaka et al., 2008b].  They concluded that the increase in X-ray yield 
with chirp is due to the increased rate of ionization associated with the negative chirp.  
 
The bremsstrahlung X-ray yield, resulting from the interaction of a 1017 W/cm2-fs laser 
with a 200-µm-diameter water jet, was studied by Fullagar, et al. [2007]. The optimum 
X-ray yield was obtained when the laser just grassed the edge of the jet.  Nearly 
symmetric peaks in X-ray yield occurred for positive and negative chirp and a pulse 
width of about 240 fs. They concluded that hot-electron generation, resulting from 
vacuum heating, was responsible for the observed X-ray yields.   
 
Silies examined the impact of chirp on the Kα X-ray yield from a 4-µm-thick Fe target 
and a laser intensity of 5 x 1014 W/cm2 [Silies et al., 2007]. The peak Kα yield for positive 
chirp was about 1.7 times the peak for negative chirp. When the laser intensity was 
reduced by approximately 50%, only a Kα peak for the positive chirp was observed. Also, 
the temperatures from the X-ray spectra were higher for positive chirp than for negative 
chirp. They attributed the higher Kα yields at positive chirp to the higher measured 
electron temperatures. 
 
The results of Hatanaka, et al. [2008b], Fullagar, et al. [2007], and Silies, et al. [2007] on 
the impact of positive and negative chirp on X-ray yield are somewhat confusing.  One 
might anticipate that any increase in X-ray yield would consistently depend on either 
positive chirp or on negative chirp, independent of the experiment. It is evident that this 
is not the case. Hatanaka, et al. obtained larger yields for negative chirped pulses than for 
positive ones for a CsCl water-sheet target. In the case of Fullagar et al., with a 
cylindrical water target, the yield was the same for both the positive and the negative 
chirp; whereas Silies, et al. showed that the Kα yield from an Fe target was larger for a 
positive chirp than for a negative one. The different results noted in the three papers 
indicate that the impact of positive and negative chirp on X-ray yield depends, in some 
unknown way, on the specific characteristics of the experiments.  However, the three 
research groups generally agreed that chirp (either positive or negative) can significantly 
increase the X-ray yield.  Also, they showed that the yields peaked at a pulse width of 
roughly 230 fs.  
 
Experiments were performed to investigate the impact of chirp on the total 
bremsstrahlung X-ray yield for Cu, glass, and water targets.  The results are shown in 
Figures 21-23. The GDD was determined from the pulse-width measurements, following 
the procedure described in the previous section.  As noted in Figure 21, the chirp did not 
result in an increase in the X-ray yield for a Cu target.  Indeed, the yield decreased as the 
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pulse width increased for both positive and negative chirp. The same trend is noted in 
Figure 13 for the positive chirp.  
 

 
 

Figure 21. Impact of chirp on X-ray yield for Cu target for energy fixed at 3.0 mJ 
(The laser is p-polarized.) 

 
A significant difference was observed in the X-ray yield obtained for Cu early in the 
program and that noted in Figure 21. It was noted previously that in Figure 10, the X-ray 
conversion efficiency for Cu was about an order of magnitude larger for the Legend as 
compared to the Red Dragon.  Note in Table 2 that the total bremsstrahlung X-ray yield 
for Cu is about 1.9 × 1010 Ph/s/2π sr for the Legend. The results in Figure 10 suggests that 
the X-ray yield for the fully compressed pulse of the Red Dragon (τ = 30-fs FWHM) and 
a Cu target should be about 1.9 × 108 Ph/s/2π sr.  However, the X-ray yield for a 30-fs 
pulse, as noted from Fig. 21, is about 1.1 × 1010 Ph/s/2π sr. Thus, the yield for a Cu target 
is almost the same for the Legend and the Red Dragon.  It is evident that something 
changed from the time the data were collected in Figures 10 and 21. This important point 
will be addressed later in this section.  
 



32 
Approved for public release; distribution unlimited. 

    
 

Figure 22. Impact of chirp on X-ray yield for a glass target for energy fixed at 3.0 
mJ 

(The laser is p-polarized) 
 
The dependence on X-ray yield on chirp, for the glass target shown in Figure 22, also 
shows a decrease in X-ray yield as the positive chirp increases; however, the decrease is 
much slower than that for the Cu target, as noted in Figure 21.  It should be pointed out 
that the dependence of X-ray yield on positive chirp in Figure 22 has the same shape as 
that shown in Figure 14(a).  It should also be noted in Figure 22, that the X-ray yield for 
negative chirp decreases rapidly with increasing negative chirp and has a lower 
magnitude than that for positive chirp.    
 
Figure 23 shows the impact of chirp on X-ray yield for a 50-µm-diameter water jet. The 
X-ray yield increases rapidly with increasing positive chirp up to a pulse width of about 
230 fs, where it peaks and then begins to decrease. For increasing negative chirp the X-
ray decreases, reaches a minimum at about 200 fs, and then begins to increase. This 
behavior of the X-ray yield with chirp is very similar to that observed by Hatanaka, et al. 
[2008b] from the CsCl water-sheet target, except that the maximum X-ray peak at 230 fs 
was for negative chirp, whereas ours was for positive chirp.  
 
The question concerning whether the ordering of the colors in the laser pulse, chirp, or 
the pulse width is driving the impact can be addressed in part by examining the water-jet 
data in Figure 23. In reality we cannot answer this question definitively because the chirp 
and pulse width were not independently controlled. However, the data in Figure 23 
suggest that the ordering of the colors in the laser pulse is of prime importance. For 
example, the X-ray yield is always larger for positive chirp than for negative chirp at the 
same pulse width. Since the pulse widths are the same, this would seem to imply that the 
order of the colors in the pulse is the important parameter--not the pulse width. However, 
it is strange that there are peaks in the X-ray yield.  This could suggest that the pulse 
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width could be an important parameter.  A modeling effort will be required to answer the 
question concerning the importance of chirp vs. pulse width to the X-ray yield. 
 

 
 

Figure 23. Impact of chirp on X-ray yield for a 50-µm-diameter water-jet target for 
a laser energy fixed at 3.0 mJ 

(The laser is p-polarized.) 
 
A significant difference is observed in the behavior of the X-ray yield for the positive-
chirp water-target data in Figure 17 and that in Figure 23. In Figure 17(a), the X-ray yield 
increases with pulse width, whereas in Figure 23, the X-ray yield for positive chirp peaks 
at about 230 fs. Thus, the trend in these two figures is different.    
 
A significant difference is observed in the magnitude of the X-ray emissions from Cu 
shown in Figure 21 and the X-ray conversion for the Cu data shown for the Red Dragon 
in Figure 11. As previously noted the X-ray emission for the Red Dragon was about an 
order of magnitude smaller than that for the Legend. However, this is not the case for the 
X-ray yield for the 30-fs fully compressed pulse width shown in Figure 21 where the 
yield was about 1.1 × 1010 Ph/s/2π sr and the total BB yield of 1.9 × 1010 Ph/s/2π sr for 
the Legend and Cu target in Table 3. Only the relative X-ray yields are shown for the 
positive chirp pulse and the Cu target in Figure 13; however, it should be pointed out that 
the data shown in Figures 10 and 13 were collected at approximately the same time.  The 
data shown in Figures 10, 13, 14, 16-18, and 21-23 resulted from repeat experiments that 
required weeks and sometimes several months to complete.   However, about one year 
elapsed between the taking of data shown in Figures 10-18 and those shown in Figures 
21-23.   
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It was evident that something changed in the experiment during the one-year period in 
which the data in Figures 10-18 and those in Figures 21-23 were collected. During this 
time, the manufacturer had upgraded the Red Dragon, and it had undergone a complete 
realignment. Thus, it was suspected that something about the laser had changed, which 
resulted in the changes in X-ray yields. After some time, it was established that the laser 
had a prepulse at 25 ps whose magnitude could change during an alignment.  The 
variation in this prepulse was thought to be the cause of the difference noted in the 
observed X-ray yield vs. chirp.  The next section presents data showing how the 25-ps 
prepulse can change during laser alignment and its impact on X-ray yield.  
 
3.6 Impact of Prepulse on X-ray Yield for Cu and Water Targets  
3.6.1 Impact of Natural Amplified Spontaneous Emission (ASE) on Cu and Water 
Targets 
 
Prepulses are known to have a large impact on X-ray yield.  Indeed, this was shown early 
in the program, as noted by the results shown in Figure 9 for a Ti target. In this case the 
prepulse was most effective at a delay of about 30 fs, and the total X-ray yield increased 
by a factor of almost three. Thus, the possibility existed that an inherent prepulse that 
could change during alignment might cause the variations in X-ray yield noted in the last 
section. To examine this point in some detail, it is useful to discuss the typical nature of 
the pulse for a femtosecond laser system. 

Figure 24. Typical temporal structure of ASE from a laser pulse from a CPA system 
([from Veisz, Chap. 14, Coherence and Ultrashort Pulse Laser Emission by F. J. Duarte]) 
 
Figure 24 is an illustration of a typical temporal profile of a laser pulse from a CPA laser 
system. It consists of the main pulse located on top of a “foot” that spans several 
picoseconds and a very broad pedestal with a typical half-width of several nanoseconds. 
The broad pedestal results from ASE that typically arises in the CPA laser amplifier. 
Spurious reflections can also be present, which become ASE prepulses and post-pulses 
that have the same width as the main pulse. The intensity of the pedestal or the prepulses 
is usually expressed relative to the main-pulse intensity and is known as the contrast. 
That is, the laser contrast is defined as the ratio of the intensity of the main pulse to that 
of the prepulse. Typical values for contrast are shown in Figure 24.  
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The damage threshold of a material is a reasonable indicator of whether a prepulse can 
impact the X-ray yield from a target. The damage threshold is the intensity or fluence 
below which plasma will not form.  It is dependent on the target material and the duration 
of the laser pulse. Values between 1012 and 1013 W/cm2 are typical for many materials, 
including water and Cu. For peak intensities between 1015 and 1016 W/cm2, a contrast 
better than 104 is required to prevent prepulse ionization of the target.  
 
The temporal structure and the contrast associated with a CPA laser system are typically 
measured using a third-order autocorrelator. A photograph of the third-order 
autocorrelator built on this program is shown in Figure 25. The autocorrelator design is 
based on that presented in Hong [2005].  
 

 
Figure 25. Third-order autocorrelator built on this program  

 
The shape of the general structure of the ASE similar to that in Figure 24 can be 
measured using a fast-response photodiode.  The problem is that the photodiode has a 
nanosecond response time. To obtain quantitative measurements of the entire ASE 
structure, a calibration must be performed. Figure 26 is a calibrated structure of the ASE 
for the Red Dragon that was obtained over a 70-ns span of the laser pulse.  The green 
trace is the response of the photodiode to the 30-fs laser pulse at time zero. The gray 
spikes are the corrected magnitudes estimated for the prepulses controlled to a degree by 
the timing of a Pockels cell. The magnitudes of the 5-ns and 13-ns peaks are sufficiently 
large that they could have an impact on X-ray yield. By adjusting the timing of the 
Pockels cell, the 5-ns and 13-ns peaks can be reduced about an additional order of 
magnitude from those shown in Figure 26. Some work was performed to investigate the 
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impact of the nanosecond prepulses on X-ray yield. However, the X-ray yield was very 
sensitive to the natural 25-ps prepulse. Therefore, most of the research was centered on 
the effect of this 25-ps prepulse.   

 
 

Figure 26. Contrast of the Red Dragon laser  
(obtained over a 70-ns time period and corrected for the 1-ns-rise-time photodiode using 

data from a third-order autocorrelator) 
 
Two third-order autocorrelation traces for the Red Dragon are shown in Figure 27. The 
ghost prepulses that form because of the post pulses and the third-order process have 
been removed from the traces.  The two traces were taken about one month apart. The 
pulse peak-to-background ratio is > 105.  Two original prepulses precede the main pulse 
at 23 and 25 ps, and their amplitudes are at least four orders of magnitude less than that 
of the main pulse. When the intensity of the main pulse is 2 × 1015 W/cm2, the intensities 
of these prepulses are approximately or less than 1011 W/cm2, and the plasma expansion 
caused by these prepulses is negligible.   
 
After consulting with the laser manufacturer, it was suggested that the 25-ps prepulse 
originated from the reflection from the internal surface of one of the Pockels cells. 
Changes in the 25-ps prepulse amplitude as physical adjustments were made to the 
Pockels cell supported this view. Thus, it was concluded that the 25-ps prepulse is an 
inherent characteristic of the laser.  As it turned out, this was not the case.  The actual 
cause of the 25-ps prepulse was a filter in several of the multi-pass beams that was used 
to flaten the peak of the main pulse.  Removing this filter completely eliminated the 25-ps 
prepulse. Unforturnately, this was not discovered until the very end of the program. So 
during the program, the 25-ps prepulse was a continous source of concern.  
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Figure 27. Two normalized third-order autocorrelations for the Red Dragon laser 

taken about 1 month apart  
 
The magnitude of the 25-ps prepulse could change dramatically for reasons that were not 
always obvious, which would have a major impact on X-ray yield, as illustrated in Figure 
28. Figures 28(a) and 28(c) show typical and atypical magnitudes of the 25-ps prepulse.  
The magnitude of the atypical peak is about 0.1% of the main peak and is about 20 times 
larger than the typical peak. Figures 28(b) and 28(d) illustrate that this difference in 
magnitude of the 25-ps prepulse can have a large impact on the X-ray yield for Cu.  
 
The Legend was found to have several prepulses; the amplitude of some of these could 
have been as large as 0.1% of the main peak.  Indeed, the difference in the X-ray yield 
from the Legend and the Red Dragon shown in Figure 11 is thought to be due to very 
large differences between the prepulses in the Legend and the 25-ps prepulse in the Red 
Dragon.  
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Figure 28. Normalized third-order autocorrelation for the Red Dragon laser  

(before (a) and after (c) an enhancement of the 25-ps prepulse and their respective X-ray 
spectra (b) and (d)) 

 
As will be shown in the subsequent sections, the X-ray yields for both Cu and water tend 
to peak for a 25-ps prepulse.  Also, the order-of-magnitude change in X-ray yield from a 
Cu target, as noted for the Red Dragnon in Figures 11 and 21, is thought to be due to a 
change in magnitude in the 25-ps prepulse. It was found that when the intensity of the 25-
ps prepulse was < 1011 W/cm2, the X-ray yield was relatively low; but when the intensity 
of the prepulse was > 1011 W/cm2, the X-ray yield increased dramatically. Unfortunately, 
we could not always control the amplitude of the 25-ps prepulse. Thus, it was decided to 
investigate the impact of a prepulse on X-ray yield by introducing an artificial prepulse 
with amplitude that could be controlled.  
 
3.6.2 Impact of Artificial Prepulse on X-ray Yield from Cu Target 
 
After the realization that a 25-ps prepulse could result in a dramatic increase in X-ray 
yield, it was decided to investigate the impact of an artificial prepulse on X-ray yield for 
both Cu and water-jet targets.  The experimental setup for these experiments is shown in 
Figure 29. The intensity of the main pulse for both the Cu and the water-jet experiments 
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described in Section 3.6 was about 2×1015 W/cm2, and the intensity of the artificial 
prepulse was about 2 × 1014 W/cm2. We typically started with “clean” laser pulses, which 
meant that the Pockels cells were adjusted so that the intensity of the 5-ns, 13-ns, and 25-
ps prepulses was below 1011 W/cm2.  The artificial prepulse was generated by reflections 
from the surfaces of a beam splitter. The main pulse passed through beam splitter and 
was reflected from a movable mirror, which comprised an optical delay line that was 
used to investigate the impact of prepulse delay time on X-ray yield.  The prepulse and 
main pulse were focused with a common lens to a 35-µm FWHM spot.  
 

 
Figure 29. Artificial prepulse optical system 

(for producing an with a variable delay and a contrast of about 10% of the intensity of 
the main pulse for water and metal-target studies; yields could be enhanced using a 

prepulse.) 
 
The Cu target was made from a standard circuit board, with the copper foil about 34-μm 
thick and an area of 10 cm × 10 cm. The target was mounted on a two-dimensional 
moving stage, as shown in Figure 7(b). The raster speed was adjusted such that each laser 
pulse would impact a fresh target surface. Hard X-rays were measured with an AMP 
TEK XR123 spectrometer that provided information on the X-ray spectrum from 2 - 120 
keV as well as the integrated number of X-ray photons. A 25-micron-thick Be window of 
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the X-ray detector blocked the soft X-ray photons of energies less than 1 keV, and only 
those photons of energies above this value contributed to the spectra.  To prevent X-ray 
signal pileup, the number of X-ray photons recorded per laser shot was controlled to be 
less than 0.5% by adjusting the distance between the laser focus and detector or installing 
one of the apertures provided by the spectrometer builder to reduce the X-ray irradiation.   
In experiments one or two minutes (60,000 to 120,000 laser shots) were spent to obtain 
one X-ray spectrum for certain laser and target conditions. Under the assumption of 
isotropic X-ray radiation, the X-ray yields reported here were divided by the solid angle 
subtended by the detector and normalized to a 4π solid angle. During our experiments the 
background pressure of the target chamber was maintained at 2-Torr helium.  
 

 
(a) (b) 

 
Figure 30. Third-order-autocorrelation trace  

((a) an artificial prepulse at 60 ps with a relative intensity of ≈ 2 × 10-1 and the natural 
prepulse at 25 ps with a contrast of about 5 × 10-5 obtained with the optical system 

illustrated in Figure 29 and (b) the X-ray yield with and without an artificial prepulse for 
a Cu target. The intensity of the main pulse was about 2 × 10-15) 

 
Figure 30(a) displays a third-order-autocorrelation trace, showing the presence of a 60-ps 
artificial prepulse and a typical 25-ps natural prepulse.  Figure 30(b) shows the Kα X-ray 
spectra of Cu with and without the artificial prepulse. It should be noted that the 60-ps 
artificial prepulse increases the Kα peak by more than a factor of 10. With a clean laser 
background (intensity of the background laser < 1011 W/cm2), no plasma formation and 
expansion should occur. In our experiments we observed that when the intensity of the 
original pre-pulse (25 ps ahead of the main pulse) was above 1011 W/cm2, the total X-ray 
yield enhancement was about two to three orders of magnitude higher with  the addition 
of the artificial pre-pulse.  
 
Figure 30(b) shows the difference in the X-ray spectra with and without the artificial pre-
pulse. The significant increase of X-ray photons and dominant K-α peak with the pre-
pulse can be observed; correspondingly, the emission energy of Kα is ~ 30% of the total 
X-ray emission energy. About 80% of the total X-ray energy falls in the energy range of 
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less than or equal to 10 keV. X-rays with energies greater than 35 keV are nearly at 
background level. The significant increase in X-ray yield noted in Fig. 30(b) raised the 
question of how a prepulse increases the X-ray yield.   
 
Resonant absorption is often cited as the critical process responsible for an increase in X-
ray yield due to a prepulse [Lu et al., 2009; Gibbon, 2005; Hatanaka et al., 2008; Silies et 
al., 2007]. It is generally accepted that a suitable prepulse delay, ∆τ, provides an 
appropriate time for the preplasma to expand such that the plasma length scale L (length 
scale of the expanded plasma from vacuum to the critical density) and angle of incidence 
θ are optimized for maximum resonant absorption of the p-polarized main pulse. L is 
defined as:  
 
  L = Cs∆τ,               (12) 
 
where Cs is the sound speed and ∆τ the width of the laser pulse when there is no prepulse 
or is the delay time with a prepulse.  Freidberg, et al. [1972] derived the following 
equation for the incidence angle (θ) that, when satisfied, yields the maximum resonant 
absorption and, presumably, the maximum X-ray yield: 
  
  (koL)1/3 sin(θ) = 0.8             (13) 
 
where ko is the laser wave number in free space. Thus, it is generally thought that by 
using p-polarized light and varying θ so that Eq. (13) is satisfied, one can optimize 
resonant absorption. This optimization is thought to result in the maximum transfer of 
laser energy into the production of hot electrons that pass through the critical surface into 
the cold, high-density region of the target, thus, generating maximum yields of 
Bremsstrahlung and K-α X-rays by collisional processes. 
 
Experiments were performed to investigate the impact of the artificial prepulse delay time 
and p- and s-polarization on X-ray yield. The dependence of total and Kα X-ray yields on 
the delay time is shown in Figures 31(a) and 31(b), respectively. There is less than a 
factor-of-two dependence of total or Kα X-ray yield on s- and p-polarization.  However, 
there is a very strong dependence on delay time. 
 
The impact of the artificial prepulse on X-ray yield can be examined by noting that the 
zero-delay-time condition corresponds to a case where there is no prepulse. For the total 
X-ray yield in Figure 31(a), the total X-ray yield for the no-prepulse case is about 4 × 108 
photons/s/4π sr; whereas, the peak yield is about 6 × 109 photons/s/4π sr for p-
polarization at a delay time of about 46 ps. Thus, the prepulse with the proper delay time 
increased the total X-ray yield by about a factor of 15, and this increase was not strongly 
dependent on the polarization of the light.  
 
The impact of the artificial prepulse on the Kα X-ray yield was more dramatic, as noted 
in Figure 31(b). The K-α yield, with no prepulse (zero pulse delay) and for both p- and s-
polarizations, was about 2 × 107 photons/s/4π sr. The K-α yield reached a maximum 
value of about 1 × 109 photons/s/4π sr at a delay time of 80 ps and for s-polarization and a 
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value of about 8 × 108 photons/s/4π sr for p-polarization. Thus, the prepulse with an 
optimized delay time increased the K-α yield 50 times. Thus, the impact of an optimized 
prepulse had a much larger impact on the K-α X-ray yield than it did on the total yield, 
whereas the polarization of the light had a relatively small impact on optimization of 
either of the yields.   

 
(a) (b) 

Figure 31. Dependence of total and Kα X-ray yields on the delay time 
((a) Total X-ray yield for Cu target as a function of delay time for an artificial prepulse 
for s- and p-polarized pulses, and (b) Kα x-ray yield as a function of prepulse delay time 
and artificial prepulse for s- and p-polarized pulses.  The main pulse intensity was ~ 1 × 
1015 W/cm2, and the prepulse intensity was ~ 1 × 1014 W/cm2. The angle of incidence was 

45°) 

 
 (a) (b) 

Figure 32. Estimate of X-ray yield 
((a) Relative X-ray yield calculated as a function of prepulse delay time for conditions in 

Figure 31, and (b) calculated electron temperature for conditions in Figure 31.  The 
main pulse intensity was ~ 1 × 1015 W/cm2, and the prepulse intensity was  ~ 1 × 1014 

W/cm2. The angle of incidence for the Cu target was 45°) 
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Reports of previous experiments on the pre-pulse effects on X-ray generation show that 
20- to 30-fold enhancement in Al K-shell (~ 1 keV) emissions was achieved with a 
longer delay time of > 1 ns [Nakano and Liesugi, 2001]. With delay times of tens to 
hundreds of picoseconds, less than a 10-time enhancement of the K-shell emission was 
observed with different targets (Si, Ti, Co, and Cu) [Ziener et al., 2002; Lu et al., 2009; 
Eder et al., 2000]. For the Cu K-α emission, a one-order enhancement was predicted in 
simulations; however, in experiments only four- to five-order enhancements were found 
[Gibbon et al., 2009].  
 
As part of the collaboration with the University of Michigan, Ben Torralva used a 1-D 
HYADES model, with the Helmholtz wave solver, to estimate the X-ray yield for the 
above experimental conditions. Figure 32(a) illustrates that HYADES predicted a large 
increase in the x-ray yield from Cu when the prepulse delay was introduced. Note in 
Figure 32(b) that there is also a large increase in electron temperature, which peaks at 
about 10 ps.  These hot electrons give rise to the total X-ray yield noted in Figure 32(a).  
 
The model provided insight into processes thought to be responsible for the large increase 
in yield. One can think of the free electrons in the Cu as “cold over-dense plasma,” with 
an electron density of ≈ 1023 electrons/cm3. The calculations indicate that when the main 
pulse interacts with this “cold over-dense plasma,” the laser penetrates a few tens of 
nanometers before being reflected, with only about 15% of the light being absorbed.  
When the prepulse interacts with the Cu surface, “hot” plasma expands away from the 
surface.  In a few tens of picoseconds, it forms an exponential density ramp.  When the 
main pulse hits, the plasma expansion has reduced the surface electron density to ≈ 1019 
electrons/cm2 at about 1 μm from the initial surface.  The main pulse interacts with the 
expanded pre-pulse plasma, referred to as a preplasma; it penetrates a few hundred 
nanometers before being reflected by the critical surface, which has a density of ≈ 1021 
electrons per cm2. This increased penetration depth results in a 45% absorption of the 
main pulse, according to the HYADES calculations. The increased absorption increases 
the hot-electron number density and energy, thus increasing the electron/ion collisions. 
The result of this process is a large increase in the X-ray yield.  
 
HYADES calculations attributed the increased laser absorption--and, correspondingly, 
the increased total X-ray yield--to an increased penetration depth of the laser before being 
reflected by the critical density surface. The increased penetration resulted from the 
prepulse changing the plasma length scale. According to the earlier discussions, the 
optimum length scale for optimum resonant absorption is given by Eq. (13).  Using θ = 
45° and ko = 2π/0.8 µm in Eq. (13), the optimum length scale should be L = 0.18 µm.  
Using Eq. (12) with ∆τ = 46 ps for the total peak X-ray from Figure 31(a), the speed of 
sound is estimated to be about 4000 m/s.  For Cu at room temperature, the speed of sound 
is 4600 m/s. The calculated speed using Eq. (12) is, of course, an averaged value 
resulting from changes in local conditions.  Thus, the calculated value of 4000 m/s does 
not seem unreasonable.  Thus, these results are consistent with the idea that an optimized 
prepulse, as described by Eqs. (12) and (13), could lead to maximum absorption and, 
thus, X-ray yield.  
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3.6.3 Impact of Artificial Prepulse on Water-Jet Target 
 
The investigation of the impact of artificial prepulses on water-jet target was conducted 
with the experimental setup shown in Figure 29. The laser conditions are the same as 
those described in the previous section, except that the water-target chamber shown in 
Figure 29 was used along with the water-jet target. Also the decision was made to shift 
the pulse width to 230 fs with positive chirp because the pulse width resulted in a 
maximum X-ray yield, as noted in Figure 23.  The water target was a vertically mounted, 
75-µm-diameter jet of distilled water. A syringe pump, operating at a constant pressure of 
12.9 bars, provided a stable flow through a two-micron filter and then a fused-silica 
capillary with an inside diameter of 75 µm. The water jet was located in a vacuum 
chamber that had a controlled pressure of 10 Torr. The jet was surprisingly stable for long 
periods of time. However, on occasions it oscillated or shifted position by about two or 
three microns. Normally, adjusting the flow corrected this problem. If the problem 
persisted, the capillary was replaced.  The velocity of the jet was 7.3 m/s, which was 
sufficient to ensure a fresh target for each laser shot. Time-evolving movies showed that 
the dynamic processes associated with the laser/water-jet interaction were complete well 
before the next laser pulse arrived. A 1-cm-diameter tube mounted about 1 cm below the 
nozzle exit was used to collect the water-jet flow. The laser was focused on the water jet 
approximately 2 mm below the tip of the nozzle. The FWHM at the laser focus was 35 
µm.  
 
Resonant absorption is thought to contribute to absorption of laser energy in water 
targets. Indeed, processes similar to those described for Cu are be thought to occur for 
water. As noted for resonant absorption, the subsequent X-ray yield was expected to be 
sensitive to the laser polarization and angle of incidence. If resonant absorption were a 
major contributor to the X-ray yield, then the optimum X-ray emission should satisfy Eq. 
(13). However, there is a wide range of incident angles due to the FWHM of the focused 
laser and the curvature of the cylindrical water jet, as will be discussed shortly. 
 
The sensitivity of the X-ray yield on the horizontal displacement, x = r sin θ, of the focal 
spot for p- and s-polarized light is shown in Figure 33. For each value of x, the focusing 
lens was traversed in and out to find the maximum X-ray yield. This maximum yield for 
a given x is plotted in Figure 33. As noted, there is a strong dependence on polarization 
with p-polarization, giving a maximum X-ray yield at x = 20 µm, which corresponds to θ 
≈ 32°, as estimated by the center of a Gaussian pulse.  These characteristics are to be 
expected from resonant absorption. However, when one considers the range of θ present 
because of the FWHM, one may arrive at a different interpretation.  When one adds 17.5 
µm for the FWHM to x = 20 µm and computes the angle where the laser intensity has 
been reduced by 50%, the result is an angle of 90°. This means that the drop-off in the X-
ray yield when x is increased beyond 20 µm could be due, in part or totally, to the loss in 
laser energy. Thus, this peak may be more related to the water-jet geometry and the laser 
FWHM than to resonant absorption. 
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Figure 33. Dependence of total X-ray yield on water jet distance  

(from the water-jet centerline for p- and s-polarization for a 75-µm-diameter water--jet 
target without a prepulse.  The laser pulse intensity was ~ 2 × 1015 W/cm2, and the pulse 

width was 230 fs with positive chirp) 

 
Figure 34. Dependence of total X-ray on prepulse delay time for p-polarization for a 

75-µm-diameter water-jet target 
(The main pulse intensity was ~ 1 × 1015 W/cm2, and the prepulse intensity was ~ 1 × 1014 

W/cm2) 
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The impact of delay time on the X-ray yield, for a 75-µm-diameter water jet and with a 
230-fs positively chirped prepulse and main pulses, is shown in Figure 34.  The incoming 
laser beam was off-set from the jet centerline by 20 µm and was p-polarized. Note that 
the X-ray was extremely sensitive to a prepulse for the water jet.  Without a prepulse 
(delay time = 0), the X-ray yield was about 5 × 106 photons/s/4π sr. With an optimum 
delay time of about 22 ps, the peak yield was about 6 × 108 photons/s/4π sr. Thus, with an 
optimized prepulse delay time and with 230-fs positive chirped pulses, a two-orders-of-
magnitude increase in the X-ray yield results. With Cu the prepulse increased the total 
yield by 15 times and the Kα yield by 50 times, as observed from Figure 31. Indeed, for 
the fully compressed pulse of 30 fs and without a prepulse, it is very difficult to observe 
X-rays from a water-jet target at laser intensities of 1 × 1015 W/cm2.  
 
It is now understandable why the X-ray yields for both Cu and, especially, water targets 
were so sensitive to the natural 25-ps prepulse of the Red Dragon. The yields for both Cu 
and water peaked very near the 25-ps prepulse delay time, as observed in Figures 31 and 
34. However, a true one-to-one comparison of the impact of prepulse on X-ray yield 
cannot be made from the data in Figures 31 and 34.  The reason is that the main pulse and 
prepulses for the water-jet experiments were chirped; whereas, fully compressed pulses 
were used for the Cu experiment. The data in Figure 23 indicate that chirp can have a 
significant impact on the X-ray yield of water but did not seem to have much of an effect 
on the yield for Cu, as noted in Figure 21. The following experiments were conducted to 
investigate the impact of both prepulse and chirp on the x-ray yield from a water-jet 
target.   
 
3.7 Impact of Artificial Prepulse and Chirp on X-ray Yield from a Water-Jet Target 
The experimental setup for studying the effects of chirp and artificial prepulse on X-ray 
yield is shown in Figure 35. The configuration is similar to that shown in Figure 29, with 
a few exceptions.  The adjustable delay was replaced with a pellicle beam splitter and a 
mirror. An artificial prepulse was generated by reflections from the surfaces of the 
pellicle beam splitter. The energy of the laser prepulse was about 10% of the main pulse 
energy, and the time delay between the main and prepulse was fixed at ~ 60 ps. The total 
energy of the laser was fixed at 4 mJ. The intensity of the main pulse for a 30-fs pulse 
width was about 1016 W/cm2 and was about 1015 W/cm2 for a pulse width of 300 fs. The 
pellicle-beam-splitter configuration assured spatial overlap of the main and prepulse, 
even though the X-ray yield was reduced by a factor of about two for a 60-ps prepulse 
(See Figure 34). Also, the prepulse could be eliminated without changing the optical 
alignment by simply removing the pellicle beam splitter. Spectrometers were used to 
measure the relative transmission through the water jet and the reflectance. As will be 
discussed shortly, a blue shift was detected from the reflected light.  
 
The procedures employed for performing the experiments follow. Before each 
experiment, the displacement and the depth of the p-polarized incident beam were 
optimized for a positive chirped 230-fs pulse and a 60-ps prepulse.  A typical 
displacement of the beam was about 13 µm ± 5 µm from the center of the water column. 
This corresponded to an incidence angle of θ = 20°± 8°, as determined by the center of 
the Gaussian beam. This angle also resulted in a maximum X-ray yield for the fully 
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compressed 30-fs pulse with and without a prepulse.  As mentioned previously, there is a 
large variation of the incident angle when the FWHM of the beam is considered.   

 
 
Figure 35. Experimental setup for investigating the impact of prepulse and chirp on 

X-ray yield from a 75-µm-diameter water jet  

 
(a)                                                      (b) 

Figure 36.  Dependence of X-ray yields on laser linear chirps and pulse widths  
((a) with a prepulse and (b) without a prepulse. The target was a 75-µm-diameter water 
jet. The 60-ps prepulse had 10% of the energy of the main laser pulse. The inside figure 
shows the X-ray spectrum for positive and negative chirp with a pulse width of 310 fs) 

 
Figure 36(a) shows the dependence of the X-ray yield on laser chirp and pulse width with 
the artificial 60-ps laser prepulse. The X-ray yield for a positive-chirped 310-fs pulse is 
about a factor of 66 times larger than that for the negative-chirped 310-fs pulse. This 
large difference is also illustrated by the X-ray spectra for positive and negative chirp for 
the 310-fs pulse widths shown by the insert in Figure 36(a). It should also be noted that as 
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the X-ray yield increased by a factor of about 66, the laser intensity decreased by a factor 
of 10 because of the laser energy being fixed. Similar behavior was noted in Figure 23.  
However, in Figure 23 the X-ray yield peaked for a positive-chirped pulse width of about 
230 fs and had a minimum yield at a negative chirp of about 230 fs, whereas in Figure 
36(a), the yield is relatively constant for negative chirp and increases with increasing 
positive chirp. The causes of these differences have not been determined.  Indications are 
that both the prepulse characteristics and the procedures used in performing the 
experiments contribute to the dependence of the X-ray yield on chirp and possibly 
determine whether the yield is a maximum for positive or negative chirp. This important 
issue must be resolved in future studies.  
 
Figure 36(b) shows the X-ray yield as a function of pulse width and chirp without the 60-
ps prepulse. The extreme sensitivity of the X-ray yield to a prepulse can be observed by 
comparing Figures 36(a) and 36(b). The magnitude of the yield for the fully compressed 
30-fs pulse with a prepulse [36(a)] is 375 larger than that without a prepulse [36(b)].  The 
maximum X-ray yields occur for a positive chirp and a pulse width of 310 fs with and 
without a prepulse.  However, the yield is about 200 times larger with the prepulse.  This 
clearly illustrates the extreme sensitivity of X-ray yield to prepulse for a water-jet target.  
Indeed, no other material we studied showed such a strong sensitivity on a prepulse.   
 
The dependence of X-ray yield on chirp/pulse width are about the same with and without 
a prepulse, which can be observed by comparing the X-ray yields for the 310-fs pulse 
width and the 30-fs fully compressed pulse in Figures 36(a) and 36(b). An enhancement 
in X-ray yield due to chirp is about a factor of 10 for a prepulse and without a prepulse. A 
similar enhancement due to chirp is reported by Hatanake, et al. [2000b] for a liquid-
sheet target of CsCl aqueous solution; however, in their case the maximum yield occurred 
for negative chirp.  

 
Figure 37.  Dependence of electron temperature on linear chirp and pulse width  
(for a prepulse with 10% of the energy and 60 ps ahead of the main laser pulse.  The 

temperature is estimated from exponential curve fits to the X-ray spectra illustrated in the 
insert of Figure 36) 

 
Figure 37 shows the electron temperature obtained by fitting the energy-dependent X-ray 
spectra, illustrated in the insert of Figure 36(a), to a Maxwellian distribution. The 
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temperatures range from about 0.8 keV for negative chirp to a maximum of 1.7 keV for 
positive chirp.   
 
The shapes of the temperature and X-ray-yield curves in Figures 36(a) and 37 are similar, 
which seems reasonable since the bremsstrahlung radiation is proportional to nineT1/3, 
where ni and ne are the ion and electron densities, respectively, and T is the temperature 
[Goldston and Rutherford, 1995]. However, it is curious that the electron temperature and 
X-ray yield are increasing as the laser intensity is decreasing. The observation of a blue 
shift, as discussed in the subsequent section, offers an explanation for this odd behavior. 
 
The normalized spectra of the reflected light from the water target and a prepulse are 
shown in Figure 38.  The reflected-light spectra are recorded at the same time as the X-
ray data in Figure 36(a). The presentation of the spectra begins from a positive 310-fs 
pulse and progresses to a negative-chirped 310-fs pulse. The dashed line marks the center 
of just the laser pulse for positive-chirped 310-fs and 30-fs and negative-chirped 310-fs 
pulses, as shown by the lighter traced spectra in Figure 38.  
 
An inverse relationship appears to exist between the magnitude of the blue shift and the 
X-ray yield. The blue shift begins with the positive-chirped 150-fs pulse and continues to 
increase as the pulse width approaches the 310-fs negative chirp. Thus, the blue shift is 
largest for negative-chirped pulses where the X-ray yields are small and is smaller for 
positive chirp pulses where the X-ray yields are large.   
Figure 39 shows the normalized reflectance spectra for the water-jet target without a 
prepulse.  The spectra progress from a positive-chirp 310-fs pulse width to the negative-
chirp 310-fs pulse width.  The general shapes of the spectra are very similar to those 
shown in Figure 38(b).  The blue shift begins with the positive-chirp 150-fs pulse and 
increases as the chirp becomes more negative. In general, the blue shift appears to 
increase as the X-ray yield decreases. This also appears to be true for the negative-chirp 
310-fs pulse, which actually has a relatively larger X-ray yield [see Figure 36(b)] than 
other negatively chirped pulses.  In this case the blue shift for the main reflectance peak 
is relatively small (see Figure 39). 
 
The blue shifts have been observed in ultra-short laser/target interactions with gas targets 
[Freeman et al., 1987; Wood et al., 1991; Singhal et al., 2005]. Model studies show that 
the blue shift is the result of laser ionization of the gas target [Yablonovitch, 1988; 
Penetrante et al., 1992]. Indeed, Wood, et al. [1991] used the blue shift to study 
ionization dynamics. Recently Anand, et al. [2006a] observed a blue shift in studying the 
X-ray yield from 15-µm-diameter methanol drops and also attributed the observed blue 
shift to rapid ionization.  
 
Significant differences exist between the blue shift in Figures 38 and 39 and those 
observed by Anand, et al. [2006a]. The main differences are related to the relationships 
among blue shift, prepulse, and X-ray yield. Their blue shift directly correlated with X-
ray yields--the larger the blue shift, the larger the X-ray yield.  Whereas the data in 
Figures 38 and 39 show that the X-ray yields are large for small blue shift and small for 
larger blue shifts. Also, Anand, et al. [2006b] observed a blue shift only when a 10-ns 
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prepulse was present.  We observed blue shifts with and without a 60-ps prepulse. Their 
laser intensity was 2 × 1016 W/cm2, and the pulse width was 40 fs, which is similar to our 
fully compressed laser conditions. 

 
Figure 38.    X-ray and reflectance spectra for different pulse widths/chirp with a 

60-ps prepulse    
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Figure 39.  Dependence of reflected laser spectra on chirp without prepulse 
 
A significant difference existed between the experiments of Anand, et al. [2006b] and 
ours. All of their observations were made with a laser that was not chirped. Our 
investigation appears to be the only one where the impact of the relationships among blue 
shift, chirp, and prepulse on X-ray generation has been studied.   
 
In summary, a relationship among the X-ray yields, chirp, and blue shift is observed such 
that (1) with a positively chirped pulse with a width of 230 fs, Figure 34, the X-ray yield 
peaks at a prepulse delay time of 25 ps and decreases slowly over a period of 130 ps, (2) 
for a positive-chirped pulse with a 60-ps prepulse, Figure 36(a), the X-ray yield is ~ 100 
times larger than that for a negative-chirped pulse, (3) for a positive-chirped pulse with 
no prepulse, Figure 36(b), the X-ray yield is ~ 10 times more than that for a negative-
chirped pulse, (4) the blue shift is maximum and the X-ray yield is minimum for a 
negative-chirped pulse, as shown in Figures 38 and 39, and (5) the blue shift is minimum 
and the X-ray yield is maximum for positive-chirped pulse with and without a prepulse, 
Figures 38 and 39.  When the blue shift is viewed as indicating high rates of ionization, 
Result (4) above seems to present a conundrum because X-ray yields are normally large 
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when ionization rates (blue shift) are high. This result can be explained by assuming that 
the high rates of ionization are producing sufficiently low-energy electrons that they 
cannot produce the hard X-ray measured with our spectrometer. The low temperatures 
extracted from the X-ray spectra for the negative-chirped pulses shown in Figure 37 
support this proposition. The higher bremsstrahlung X-ray yields for Result (2) above are 
thought to be due, in part, to the higher electron temperatures, as indicated by the 
temperature obtained from the X-ray spectra of positive-chirped pulses in Figure 37.  
 
For practical applications of laser-generated X-rays, as compared with solid targets, 
liquid targets are attractive because of the substantially reduced debris problems. 
Unfortunately, the yields from liquid targets are typically orders of magnitude lower than 
those of metal targets. Several studies have demonstrated how to adjust the angle of 
incidence, polarization, and prepulse delay time to optimize the X-ray yield. However, 
many laser and target parameters as well as procedures can dramatically impact the yield. 
This study demonstrates that the combination of prepulse and chirp can result in X-ray 
yields that are about an order of magnitude lower than those from metal targets. 
Additional gains in X-ray yields may be possible with liquid targets since relatively small 
changes can have major impacts on X-ray production. However, there is no 
comprehensive understanding of how laser, target, and procedural parameters impact 
yield. Future studies along this line would greatly benefit from modeling efforts that 
could provide a more comprehensive understanding of the important fundamental 
processes and how they interact to yield specific results. The following section discusses 
some considerations for future modeling studies. 
 
3.8 Discussions of the Impact of Chirp on X-ray Generation in a Water-Jet Target 
The detailed modeling required to understand the complicated processes associated with 
the results presented here was beyond the scope of this study. In Section 3.6.2 a short 
description was presented, based on a general understanding of how resonant absorption 
can impact the prepulse plasma and the X-ray yield. In this section a more detailed 
description will be presented, beginning with the ionization processes in water, as 
extracted from numerous studies. These discussions are presented in the hope that the 
ideas discussed will be of some value to future experimental and modeling efforts in 
gaining a better understanding of the physics associated with these complex laser/matter 
interactions.  
 
Vogel [2005, 2009], Forslund, et al. [1975], Noack and Vogel [1999], and Hammer, et al. 
[1996] conducted extensive studies on the ionization processes in water. The following is 
a synopsis of their research as thought to be important to our studies.  As the leading edge 
of the pulse (either prepulse or main pulse) reaches an intensity of about 1013 W/cm2, 
ionization is initiated by multiphoton absorption and tunneling. The ionized electrons gain 
energy by inverse bremsstrahlung and create additional free electrons by impact 
ionization. The processes of inverse bremsstrahlung and impact ionization lead to 
avalanche or cascade ionization in which the electron number density increases 
exponentially. At some depth in the plasma/water target, the light encounters the critical 
electron density “surface” and is reflected. Near the critical-density surface, a portion of 
the light is resonantly absorbed and a portion is reflected.  Resonant absorption heats 
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some of the free electrons to temperatures that are significantly higher than those in the 
surrounding plasma.  Some of these hot electrons, along with lower energy electrons, pass 
through the critical-density surface, penetrate into the colder regions of the target, and 
lose their energy by different scattering and absorption processes, one of which results in 
bremsstrahlung radiation. Hot-electron production by resonant absorption and their loss of 
energy in the colder water target are thought to be key processes in the production of hard 
X-rays in our experiment. 
  
Resonant absorption involves effectively coupling the laser with a plasma wave that is 
initiated early in the ionization process. The plasma wave is the collective longitudinal 
oscillations (normal to the target surface) of the free electrons about the ions.  Resonant 
absorption occurs when the laser frequency ωL is equal to the frequency of the plasma 
wave  
 

ωp = (4πnee2/me)1/2              (14) 
 
where ne is the electron number density, e the electron-charge, and me the electron mass.  
It takes place very near the critical-density surface. For resonant absorption to occur, a 
component of the electric field of the light must be in the longitudinal direction of the 
plasma-wave oscillation--that is, normal to the target surface. Thus, for normal incidence, 
where the total-electric-field vector of the light is parallel to the surface, resonance 
absorption is zero.  However, when the electric field is p-polarized (the E vector in the 
same plane as the incident and reflected light) and the incidence angle is θ ≠ 90°, some of 
the oscillating electrons near the critical-density surface gain kinetic energy by resonant 
absorption (as much as 50% light can be absorption [Gibbon, 2005]) and are propelled 
past the critical-density surface into the colder regions of the target.  These hot electrons 
are responsible for much of the X-ray generation.   
 
As noted in Section 3.6.2, resonant absorption is thought to the most important process 
associated with the enhanced X-ray yield resulting from a prepulse.  Freidberg, et al. 
[1972] derived the equation for the incidence angle (θ) that when satisfied, gives the 
maximum resonant absorption and, presumably, the maximum X-ray yield: 
(koL)1/3 sin(θ) = 0.8, where ko is the laser wave number in free space and L the length of 
the expanded plasma from vacuum to the critical density.  The isothermal-plasma scale 
length L is defined as L = Cs∆τ, where Cs is the sound speed and ∆τ the width of the laser 
pulse with no prepulse or the delay time with a prepulse.  Thus, an optimization procedure 
is given in which a prepulse is used to establish a length scale L when the main pulse 
arrives and the angle of incidence of the laser is adjusted to give the maximum main pulse 
absorption and, hence, the X-ray yield. However, this procedure does not take into 
account the impact of chirp, which has been shown to have a significant impact on X-ray 
yield.   
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Figure 40. Motion of critical-density surface  
(for positive- and negative-chirped pulses and the deeper penetration of the positive-

chirped light into the water target) 
 
Our model for the effect of chirp on X-ray yield is illustrated in Figure 40. We consider 
resonant absorption to be important in explaining the chirp effect. The main idea, which 
is not found in the literature, is that positive-chirped pulses penetrate deeper into the 
water target than negative-chirped pulses.  Because of the deeper penetration, the 
positive-chirped pulses create more hot electrons and, thus, more energetic X-rays than 
the negative-chirped pulses. To understand this, consider the following. For underdense 
plasma, the plasma length L is the distance from the initial plasma surface to the electron 
critical-density surface, where a portion of the light is strongly absorbed and a portion is 
reflected. The critical density is determined by the wavelength of the light, nc α 1/(λ2) and 
is not influenced by the electron-energy number density.  For positive-chirped pulses, the 
leading red light reaches the critical-density surface first. Since the critical density of the 
shorter wavelength trailing blue light is higher than that of the red light, the blue light 
will penetrate deeper into the target. That is, the critical-density surface will move deeper 
into the fresh target as the colors of the positive-chirped pulses progress from red to blue.  
Although the penetration depth may be very small, it may be sufficient to continue to 
ionize and accelerate hot electrons as it continues to progress deeper into the fresh target.  
However, the opposite is true for negative-chirped pulses.  The critical-density surface for 
the trailing red light will move in the direction opposite that of the incoming light--that is, 
into the already created plasma--and, thus, will be less affective in ionizing and 
accelerating the hot electrons needed to create X-rays.  In our model positive-chirped 
pulses penetrate deeper into the water than negative-chirped pulses because the critical-
density surface is moving deeper into the target as the pulse progresses from red to blue. 
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This results in the creation of a larger number density of hot electrons and, thus, higher 
X-ray yields. It is evident that detailed modeling of these complicated processes is 
needed.  Our qualitative model suggests that future calculations should closely examine 
the impact of chirp on resonant absorption and the processes taking place near the 
critical-density surface.   
 
Although the physical model presented describes the experimental observations, it does 
not exclude the possibility that the total conversion efficiency to energetic photons 
emitted in all directions is not significantly changed.  Regardless, the experimental 
evidence indicates a significant enhancement in usable X-rays. Also, it is possible that 
the result of chip and prepulse may cause redistribution in the X-ray yield in energy and 
angle.  To our knowledge no experimental efforts have been made to obtain spectra that 
are resolved simultaneously in both energy and angle--much less as a function of chirp 
and prepulse.  Indeed, detailed modeling and further experimentation are required to 
understand these complicated processes.  
 
3.9 X-ray Emissions at Relativistic Conditions  
The high yields from metal targets make them attractive for practical applications; 
however, they suffer from two major problems.  The first is that they produce a large 
quantity of debris that tends to coat everything that is not protected. Second, to achieve 
high yields, each laser shot must interact with a fresh target. This requires that the solid 
must be translated and limits the number of shots before the target must be replaced. Both 
of these problems are exacerbated with the use of high-rep-rate lasers, which have higher 
average powers for a given footprint with increasing rep-rate.  Potential applications that 
take advantage of the power density of high-rep-rate lasers would benefit from targets 
available at 100 kHz or even at megahertz [Frontiera et al., 2011; Kazansky et al., 2011]. 
Liquid targets can produce low quantities of debris and recover quickly from the 
disruption of a laser shot without the need to be moved. Many liquids such as melted 
metals [Uryupina et al., 2012], oil [Volkov et al., 2004], and water [Li et al., 2003; 
Fullagar et al., 2007; Hatanaka et al., 2008] have been used. 
 
We selected water for detailed study because it is benign, easy to work with, readily 
available, and exhibits only bremsstrahlung emissions in the hard X-ray range, thus 
allowing different K and L line emissions to be obtained by dissolving salts, etc., into the 
water, without having a persistent line structure [Hatanaka, 2004]. The problem with 
water is that the X-ray yield can be very low if procedures are not taken to optimize the 
yield [see Figure 36(b)]. As shown, we have had some success in optimizing the X-ray 
yield of water.  
 
We have demonstration that the X-ray yield for a water jet can be optimized by suitably 
selecting the polarization, angle of incidence, prepulse, and chirp. The X-ray yield for 
water, in the 1 - 15-keV range, can be increased to within a factor of ~ 10 of that of Cu. 
These studies also provided some insight into the processes taking place and illustrated 
the need for detailed modeling and well-designed experiments to aid the understanding of 
the somewhat diverse published results. Specifically, the X-ray yields from a water-jet 
target have been increased to about 109 photons/s/4π sr, which is about an order of 
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magnitude less than the yield for a Cu target. However, if 109 photons/s could be 
delivered to a specimen, this flux would be a sufficient to open the door for new extreme-
light X-ray diagnostic application. The problem is that the X-rays being produced are 
emitted in all directions (4π sr), thus greatly reducing the X-ray flux that reaches the 
specimen.   
 
In this section we investigate the possibility of solving the 4π sr X-ray emissions problem 
by employing sufficiently large laser intensities that the electrons will be driven by the 
laser fields to relativistic velocities. For these large intensities, the possibility exists of 
creating an electron beam that can result in a beam-like source of X-rays.  If this could be 
achieved, it would greatly enhance the X-ray yield delivered to a specimen, thus moving 
laser driven X-rays closer to application status.  
 
3.9.1 Literature Search for Papers about Electron and X-ray Emissions Generated 
at Relativistic Conditions 
 
 A particularly attractive aspect of bremsstrahlung is the fact that the angular distribution 
of X-rays becomes highly directional, typically in the forward direction (with respect to 
the motion of the electrons) if the electrons are initially at relativistic energies.  For such 
a condition, the angular spread is proportional to ~ mec2/Eelec, where me denotes the mass 
of the electron, c the speed of light, and Eelec the initial electron energy [Jackson, 1975].  
In the presence of a laser pulse, the initial energy of the free electrons is simply the 
ponderomotive energy defined in Eq. (1).  (Note that mec2 = 511 keV.)  Achieving 
relativistic electron energies is a matter of increased laser intensity, independent of the 
target, to 1018 W/cm2 or higher.  
 
Because the physics of laser/target interactions at relativistic conditions is different from 
what we have studied, a literature survey was conducted to aid in understanding of 
electron and X-ray generation at relativistic conditions. The results of Rao, et al. [2007] 
provided insight into what may be the cause of the strong directionality of the X-rays in 
our experiments.  They studied the annular distribution of laser-generated X-rays emitted 
from a Cu target and found highly peaked X-ray emissions normal to the Cu target.  They 
demonstrated that this was the result of a highly directional beam of electrons generated 
by the laser/Cu-target interaction. For this reason much of our literature search involved 
laser-generated electrons.   
 
The angular distribution of laser-generated electrons has received considerable attention 
during the last decade. Most of the studies were performed using solid targets. The results 
reported vary greatly; and, generally, no agreement has been reached on the description 
of the physical processes governing these phenomena. The resolution of this dilemma 
seems to depend on a variety of parameters such as laser polarization, incident angle, and 
intensity. Different researchers observe electrons being ejected in the laser specular-
reflection direction, in the target-normal direction, and along the target surface. For 
example, Rao, et al. [2007, 2012] and Li, et al. [2001] recorded a single electron peak 
along the target normal in the backward direction, while Kodama, et al. [2001], Dusterer, 
et al. [2001], and Schwoerer, et al. [2001] observed a single jet along the laser specular-
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reflection direction. Other researchers observed multiple peaks. For example, Chen 
[2008] recorded electron peaks in the target-normal and specular directions for an s-
polarized laser and target-normal and along the target-surface directions for a p-polarized 
laser. Wang, et al. [2010] reported similar results--that is, peaks in the specular and 
target-normal directions, with the addition of another peak along the target surface for 
large incident angles. Zhang, et al. [2001], observed a peak in the target-normal direction 
for p-polarized light, while for s-polarization the emission was parallel to the target 
surface. Chen, et al. [2004] found two peaks--one in the specular direction and the other 
at 20 deg off the target normal toward the specular direction. Li, et al. [2006] reported 
three peaks: specular, forward-going normal to the target, and along the surface. Cai, et 
al. [2003], observed three peaks--target normal, specular, and laser backscatter. In a 
different experiment, Cai, et al. [2004], found two peaks--one in the specular direction 
and one close to the target normal (between normal and specular). Brandl, et al. [2009] 
reported several peaks between the target-normal and specular directions. Several other 
groups found that electrons were being ejected between the target-normal and specular 
directions and that the ejection angle was dependent on the laser intensity. Wang, et al. 
[2010] reported that for p-polarized light, the electrons were ejected in the specular 
direction for low laser intensities, while for higher intensities this peak shifted toward the 
target normal. For s-polarized light the peak was always in the specular direction, with 
the addition of another peak along the target-normal direction when a prepulse was 
present. More recently Tian, et al. [2012] not only observed a similar effect in an 
experiment but also presented a simple model explaining this effect and supported their 
findings with 2D particle-in-cell (PIC) simulations. Habara, et al. [2006] observed a 
slightly different effect--two peaks in the laser and specular directions for lower intensity 
that gradually shifted to one peak at the target surface for higher intensity. This question 
has also been studied theoretically. Ruhl, et al. [1999] derived a formula for the electron-
ejection angle in the case of p-polarized laser light. This formula predicts that the electron 
should be ejected near the target-normal direction for most cases and in the specular 
direction only for ultra-relativistic electrons. Sentoku, et al. [1999] studied this question 
for both s- and p-polarized light and found that the electrons should be ejected in the 
specular direction and along the laser going into the target for s-polarization, while for p-
polarized light, the answer is intensity dependent--the ejection angle is near target normal 
for low intensity and near the specular direction for high intensity.  This is in opposition 
to the observations of Wang, et al. [2010].  Sheng, et al. [2000] presented another 
analytical formula for electron-ejection angle, which was revisited later by Chen [2006]. 
This formula predicted several ejection directions, including along the target surface. 
Given the range of results discussed above, the question of angular distribution of 
electrons ejected from the target during laser-matter interactions remains, for the most 
part, unanswered. 
 
Very few studies have been conducted on electron angular distribution in liquid targets. 
Peng, et al. [2004] observed two symmetric electron jets at about 70 deg on each side, 
relative to the incident laser, using ethanol-droplet sprays. Liu, et al. [2009] reported a 
similar effect with argon clusters, where the two jets were at around 30 deg on each side, 
with the cross angle of two jets on the order of 60 deg. We are unaware of other studies 
that have been conducted on the angular distribution of hard X-rays from liquid targets. 
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3.9.2 Measurements of X-rays Generated at Relativistic Conditions  

 
The Red Dragon laser and associated optical system were modified to achieve relativistic 
conditions by producing a high-quality focused beam at an intensity up to 2 × 1019 
W/cm2

.  A simple plano-convex lens, previously used as a final focusing optic, was 
replaced with an off-axis parabolic mirror, which allowed minimization of the focal spot 
from ~ 30 μm down to ~ 2.6 μm [FWHM by intensity]. We installed an in-situ focal-spot 
monitoring system designed to check the focal-spot quality when needed. Figure 41 is an 
illustration of the test chamber with a 25-µm-diameter water-jet target and the new 
optical system. Figure 42 shows a best-focus image obtained by our focal-spot 
monitoring system. In addition to this system, we installed another imaging system 
orthogonal to the focal-spot diagnostic. It utilizes the frequency-doubled light from the 
Legend laser (400 nm) and serves as the probe light in pump-probe experiments. When 
the two orthogonal imaging systems are used in conjunction during target alignment, the 
target position with respect to the laser focus can be determined within < 2 μm.  Both 
imaging systems, as well as the parabolic mirror and the target-positioning system, are 
fully motorized and can be controlled remotely during the experiment. Typical laser 
contrast is on the order of 105 for the nanosecond prepulse and 103 for the picosecond 
prepulse, with a characteristic peak appearing around 25 ps before arrival of the main 
pulse, which is due to Pockel’s-cell double passing. 
 

Figure 41. Target-chamber schematic for the preliminary results presented in this 
document 

(Note that both the target-normal and the specular directions are 0o ) 

0
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                                       (a)                                                              (b) 
Figure 42. Best-focus image taken by the focal-spot monitoring system 

((a) The FWHM by intensity is around 2.6 μm and (b) lineout taken through the center of 
the best-focus image, showing the profile of the beam at focus.) 

 

Preliminary measurements were made to explore whether operating at relativistic 
conditions would indeed influence the directionality and energy distribution of X-rays 
generated at these conditions. The Red Dragon was focused to a 2.6-µm-diameter spot 
(FWHM) on a 25-µm-diameter water jet. The intensity of the laser was ~1018 W/cm2. 
These experiments revealed interesting and exciting details about the directionality and 
energy of the emitted radiation.  
 
Figure 43 shows the angular distribution of human-dose equivalent (in mRem/hr) 
recorded by a Fluke 481 survey meter. The detector was located at a distance of about 10 
cm from the chamber walls or about 50 cm from the TCC and had a low-energy cutoff of 
30 keV. Each data point was obtained by averaging over at least 1 min, with a readout 
sampling rate of 2 Hz. The figure clearly shows a very strong peak back toward the laser 
(0°), with a smaller peak along the laser incident direction (180°).    
 
We were surprised by the large dose of X-rays shown in Figure 43.  As a point of 
reference, the typical X-ray dose outside water- and metal-target chambers during our 
past studies never exceeded ~ 30 µRem/hr.  At relativistic conditions the emissions 
increased by more than a factor of 104. Some of this increase was due to the different 
chamber construction, but most of it is thought to be due to an abundance of high-energy 
X-rays. What was even more surprising and exciting is that these energetic X-rays were 
highly directional in the specular direction opposite the anticipated direction, anti-parallel 
to the laser propagation. This is exciting because the strong directionality offers the 
possibility of increasing the X-ray flux delivered to a specimen, thus opening the door for 
more potential applications for extreme-light diagnostics.   
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Figure. 43. Angular distribution of human-dose equivalent (in mRem/hr) recorded 
by a survey meter 

(The detector was located at a distance of about 10 cm from the chamber walls or about 
50 cm from the TCC.) 

 
The literature review presented in Section 3.9.1 identified the work of Rao, et al. [2007] 
as one of the most relevant related to back emissions of electrons and X-rays. They 
investigated the annular distributions of X-ray emission from a 10-mm-thick, smooth Cu 
target. The target was irradiated by a 150-mJ, 45-fs, 2-Hz laser with an intensity of ≈ 1018 
W/cm2.  The incident angle of the laser was 45°, and the X-ray detector was aligned 
normal to the Cu target. They observed a highly peaked bremsstrahlung radiation in the 
normal direction.  The peak dose at a distance of 50 cm from the target was 4 mRad/hr. 
They found that this radiation emanated from two sources--the Cu target and the glass 
window of the target chamber. The laser/Cu-target interaction generated a highly 
directional beam of energetic electrons moving in the direction normal to the target.  The 
loss of energy of some of these electrons in the Cu resulted in bremsstrahlung radiation 
from the target. The electron beam then lost all of its energy as it hit the glass window in 
the target chamber. This resulted in the second source of highly directional X-rays.  They 
discovered this by measuring the X-ray dose as a function of distance from the target and 
using the 1/r2 law for the expected decay.  We repeated their experiment.  The results are 
shown in Figure 44.   
 
A survey meter similar to that employed by Rao, et al. [2007] was used to record data 
from a series of dose measurements outside the vacuum chamber along the laser axis (0° 
direction) as a function of distance. The results are shown in Figure 44, where 1/(dose)1/2 
is plotted as a function of the distance to the TCC. In these units the dependence should 
be linear since the decay follows the 1/r2 law. A line was fitted to the data using the least-
squares method. If all X-rays were generated in the original target, then this line would 
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cross the X-axis at the origin. However, if an electron jet were present, two X-ray sources 
would exist, which would result in the “effective” X-ray source being located somewhere 
between the two, depending on the intensities of each source. Indeed, our fit indicates 
that our “effective” X-ray source was located 5.6 cm in front of the target--roughly the 
location of the parabolic-mirror mount. This means that the secondary X-ray source was 
created by the electron jet hitting the parabolic-mirror mount and that the intensity of this 
secondary source dominated the intensity of the original source at the TCC. The 
intersection of the fitted line with the X-axis shows that the “effective” X-ray source was 
located 5.6 cm in front of the target. These results strongly suggest that the angular 
distribution of the X-rays in Figure 43 is the result of a highly directional beam of 
electrons hitting an unintended target.  

Figure 44. Dose as a function of distance from the TCC 
(The intersection of the fitted line with the X-axis shows that the effective X-ray source 

was located 5.6 cm in front of the target.) 
 
The results shown in Figure 43 indicate an abundance of high-energy X-rays. A question 
remains concerning the energy distribution of these X-rays. To characterize the X-rays 
emitted in our experiments, we measured the X-ray spectra at two key directions (0° and 
180°) using an Amptek X-123 CdTe spectrometer. To avoid photon pile-up, the detector 
was placed at a distance of 10 m in the case of the 0° measurement and 7 m in the case of 
the 180° measurements. After deconvolution of the attenuation of the X-rays in the 
chamber materials and air, the processed spectra are shown in Figure 41, where the green 
curve represents the 180° direction and black curve, the 0° direction. We observed a peak 
in X-ray energies of about 100 keV, with a long decay that extended beyond the 800-keV 
of our instrument.  The temperature taken from curve fitting the X-ray decay was in the 
30 - 40 keV range.  Thus, it is evident that we were producing very energetic X-rays and 
perhaps some gamma rays.   
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Figure 45. Preliminary X-ray spectra along the laser axis  

((black and gray) 180o and in the specular direction (green) 0o obtained using a 
calibrated CdTe detector stack in the single-hit regime. The attenuation of the chamber 

and optical components is deconvolved, first assuming that any scattered photons are not 
detected, which results in an underestimate of the spectra (darker plots and solid-line 
exponential fits). The assumption that any photons not attenuated reach the detector, 

have only small-angle scattering events, and lose negligible energy results in an 
overestimate of the spectra (lighter plot and dashed exponential fits.)) 

 

 
Figure 46. Typical uncorrected raw X-ray spectrum observed from experiments 
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Note in Figure 45 that we did not obtain good data below about 50 keV--a result of the 
30-keV cut-off limit of the spectrometer. We attempted measurements with a single-
photon-counting spectrometer that operated between 1 and 20 keV.  These measurements 
were not successful. However, the results are presented here (in Figure 46) because they 
illustrate measurement problems that need to be resolved. The normal-operation mode 
assumes that no X-rays above the highest energy to which the detector is still sensitive 
are present in the spectrum. A collimator is typically used to limit the flux going to the 
detector--especially when the spectrometer is used in the single-photon-counting regime. 
Our spectrometer was equipped with a set of 2-mm-thick tungsten collimators with 
different aperture diameters. Caution must be taken when using such collimators for 
cases when the X-ray spectrum has photons with very high energies, such as shown in 
Figure 45.  Even when the photon energy is too high to cause an event in the detector 
itself, scattering effects in the collimator or the detector housing can create secondary X-
rays (with lower energies) that will be registered by the detector. Also, if a scattered 
photon loses sufficient energy, it may eventually fall into the range of detector sensitivity, 
even though initially it had much higher energy, and it will register as a lower energy 
photon.  Note in Figure 46 that the spectrum contains K-α radiation for different metals in 
the collimator and aperture.  
 
3.10 Visualizations of Laser/Water-Jet Interactions 
3.10.1 X-ray Visualization 
 
Short-pulse X-ray sources generated by extreme light offer the potential to visualize the 
dynamics of systems that are opaque to longer wavelengths of light. Using the X-ray 
source developed during the current AFOSR program, we are convinced that it is possible 
to resolve temporally and spatially the dynamic behavior of the interaction of intense light 
with a liquid stream using a pump-probe technique.  This is akin to the decades-old 
experiments where femtosecond-dye-laser pulses were used to explore the ultrafast 
dynamics of laser dyes. Only here the light from an extremely hot plasma is used to 
observe the development of extremely hot plasma systems.  
 
During this program we developed the ability to (1) generate X-rays from water jets, (2) 
perform basic X-ray imaging, and (3) perform optical pump-probe experiments with 
synchronization for pulses spanning the millisecond to femtosecond regime. These 
methods provide the tools needed to use the pump-probe technique to make extreme-light 
X-ray movies of dynamic processes that evolve from femtosecond to millisecond time 
scales. Questions remain concerning the X-ray yield and time averaging required to 
obtain well-resolved, high-quality X-ray images using the pump-probe technique.   
 
The source initially used for X-ray projection in our laboratory is a solution of equal 
weights of CsCl and water flowing in a 20-µm stream and irradiated by 40-fs pulses of 
intensity ~ 1016 W/cm2. The object is a second stream of similar description but separated 
from the first by 3 mm. The dual-stream setup is illustrated in Figures 47 and 48, where 
an intense X-ray-generating pulse is delivered (with a 50-ps prepulse) to the left-hand 
source stream, and the ablation of a weakly driven object stream is captured. The system 
in Figure 47 had a variable delay line so that laser-pumped X-ray probe studies could be 
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performed  The object is the right-hand stream in Figure 48, is irradiated by the pump 
laser. 
 

 
 

Figure 47. Experimental setup for visualizing laser/water-jet interactions  
 

 
 

Figure 48. Top View of dual-water-jet setup 
(The X-ray source is the left-hand stream, pulse.) 

 
Figure 49 shows the projections of a stream onto a CCD camera with 9× magnification 
and a Ni mesh with 2× magnification. The mesh has 28-µm spars spaced 363 µm on 
center, and the stream has a width of nominally 20 µm. Each image is a sum of twelve 10-
s exposures, totaling 2 min. 
 
Following this demonstration of basic X-ray imaging with the CsCl-doped water, the X-
ray source was redesigned using a significantly tighter focusing geometry to increase the 
intensity to more than 1018 W/cm2. Optical components were also configured for 
enhancing the observation of the alignment of the beams on the stream to improve 
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positioning accuracy. The intensities available in this new geometry are similar to those 
used by Chen, et al. [2004] and for generation of X-rays from solid targets with 
efficiencies of 4 - 60 keV [Hou, et al., 2006] from 5 × 10-4 for Cu and Ge to 2 × 10-5 for 
Mo and Ag. These exceed by two orders of magnitude the intensities used by Tallents, et 
al. [2004] to obtain an efficiency of 3 × 10-4 for He-like Cl (~ 3 keV). For the present 10-
mJ input energy, this is consistent with per-shot production of 3 × 10-6 J or ~ 109 - 1010 > 3 
keV quanta per pulse (1012 - 1013 quanta per second) from any of the elements mentioned 
above. 
 

 
 
Figure 49. Images taken without and with a 10.5-ns object-stream prepulse and the 

difference 
(The boxes indicate the areas used to normalize the exposure prior to subtraction. The 

20-µm water jet passes down the right-hand side of the images.) 
 
Measurement of the X-ray flux that has resulted from the newly configured source 
suggests that we may already see a flux of > 1011 photons/s into 4π sr at energies 
exceeding 4 keV. By imaging onto a 1.7-cm2 (1.3-cm format) CCD placed 3.7 cm from 
the source, we will be able to collect 10-3 of the emitted photons and record 108 photons 
per second, with a spectral quantum efficiency ranging between 20% and 80%. Thus, we 
can anticipate exposures on the order of 102 photons per second per pixel. Using a typical 
CCD signal calibration of ~ 1 count per 50 eV of photon energy and assuming ~ 3 keV 
photon energies, a CCD well will be very near saturation at 105 electrons per pixel using a 
1-s exposure. 
 
3.10.2 Shadowgraph Visualization 
 
High-speed shadowgraph movies of laser/water-jet interactions were obtained using 
pump-probe experiments. The experimental setup is similar to that in Figure 47, except 
that the probe beam was normal to the pump beam, as shown in Figure 50. The probe-
beam delay was controlled either by an optical delay line, as shown in Figure 47, or 
electronically, as illustrated in Figure 4.  The optical-delay line could span the time before 
time zero when the pump hit the target to about 4 ns.  Figure 51 displays visualizations of 
the ionization of air caused by the pump laser as it approached a water-jet target. This was 
one of the techniques used to determine time zero.  The time resolution of the probe 
measurements was about 40 fs using the optical-delay line.  
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Figure 50. Illustration of pump-probe shadowgraph experiment of a laser 
interacting with a water jet  

 

 
 
Figure 51. Pump-probe images of the ionization of air by a probe beam approaching 

a water-jet target 
(This technique was one method used to determine the time when the laser pulse hit the 

target.  The laser is approaching from right to left.) 
 
High-speed movies were made for femtosecond and nanosecond laser interactions with 
water jets. Figure 52 shows an YAG laser with a 10-ns pulse width interacting with a 53-
µm-diameter water jet. Ten images for a given time after the pump beam hit the target 
were collected, and an average image was calculated. The image most like the average 
was selected. The selected images for a time sequence were organized into a movie using 
Image J, QuickTime, or a similar program. Single-shot images had a very similar 
appearance.  This is noted in Figure 53 where three frames for 6-ns, 30-ns, and 130-ns 
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times were randomly selected.  It should be noted that some of the details differ, but the 
general shape of the images is the same.    
 

 
 
Figure 52. Shadowgraph images of a 10-ns-pulse-width YAG laser interacting with 

a 53-µm-diameter water jet in air 
(The probe laser had a pulse width of 45 fs.  The jitter in the frame time was about ± 2 ps. 

The laser is approaching from right to left.) 
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Figure 53. Random selection of three of the single-shot images at 6 ns, 30 ns and 130 

ns 
(The images show the interaction of a YAG laser with a 53-µm-diameter water jet, shown 

in Figure 52.  The laser is approaching from right to left.) 
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Figure 54. Simultaneous low- and high-resolution shadowgraph images of a tightly 

focused 30-fs laser  
(The intensity is about 1018 W/cm2 interacting with a 25-µm-diameter water jet [(a) and 

(b)] and water droplets [(c) and (d)], respectively, at 37.94 ns after the pump laser hit the 
target. A high resolution image of the circled region in (c) is shown in d.  The laser is 

approaching from right to left.) 
 
The imaging system was modified so that high-and low-resolution shadowgraph images 
of the laser/target interactions could be taken at the same time.  The modification 
involved splitting the probe beam into two beams after it passed through the target.  One 
beam was directed through a 25× microscope objective and the other through a 10× 
objective.  The images were then recorded with digital cameras. Examples of 
simultaneous low- and high-resolution images of the interaction of an intense (I = 1018 
W/cm2), 30-fs laser pulse with a 25-µm-diameter water jet are shown in Figures 54(a) 
and 54(b) after an interaction time of 37.94 ns.  Note that the image for the femtosecond 
laser interaction with a 25-µm-diameter water jet [Figure 54(b)] has about the same shape 
as that shown for the 130-ns image of a 10-ns YAG laser interaction with a 53-µm-
diameter water jet. Figures 54(c) and 54(d) illustrate how the plasma and debris of an 
intense laser hitting and completely shattering a micron-size droplet were spread to much 
larger drops above (in white circle) and below the exploding drop, which can no longer 
be seen.  
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This program has established the procedures for making high-resolution movies that 
show the time and spatial evolution of laser/target interactions from the time the laser hits 
the target, time zero, until all dynamic processes have ceased, which is usually 10’s to 
100’s of microseconds.  These movies have provided insight into the processes taking 
place. For example, the images in Figure 52 illustrate that very small droplets of water 
can be formed during laser/water-jet interactions. These small droplets can be targets for 
a second laser with the goal of generated X-rays or perhaps particle-diagnostics sources.   
Indeed, Figures 54(c) and 54(d) illustrate how a laser-induced explosion of one drop can 
induce the plasma destruction of surrounding droplets. This process could provide the 
environment for generating radiation and particle sources. These processes should be 
investigated in future research efforts.  
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4.0 SUMMARY OF PUBLICATIONS AND PRESENTATIOS 
 
4.1  Development of Laser-Based X-Ray Source for Dense Spray and Soot 
Diagnostics 
Studies that were performed at Argonne National Laboratory have shown the utility of 
soft X-ray imaging as a diagnostic of dense sprays. Also, research performed by several 
groups has demonstrated that small-angle X-ray scattering is a useful tool for studying 
soot formation. However, tunable high-spectral-brightness sources of X-rays are largely 
limited to synchrotrons and free-electron lasers. Other research communities have shown 
that X-rays can be generated from the transient plasmas that are produced by the 
interaction of high-intensity laser pulses with matter--both gas and condensed phase. The 
present study was undertaken to find an efficient means of generating soft X-rays (~ 9 
keV) using this approach. The output of a Ti:sapphire regenerative amplifier (~ 40 fs, 2 
mJ, 1 kHz) was focused onto a liquid stream, and a silicon photodiode/mca detection unit 
was employed to monitor the emitted X-ray spectrum. Experiments are underway to 
determine X-ray yields from neat liquids (water and hydrocarbon solvents) as well as 
doped liquids. X-ray spectra typically show spectrally broad contributions from 
bremsstrahlung and narrow K-alpha characteristic lines. Some intended applications 
require the characteristic lines, while others require a broad spectrum. Finding ways to 
alter the ratio of K-alpha to bremsstrahlung contribution and “tune” the bremsstrahlung 
component is the key to the present research effort. The results of this study were 
documented by M. S. Brown, G. L. Switzer (both of ISSI), J. R. Gord, and W. M. 
Roquemore (both of AFRL) in an invited paper that was presented at the Gordon 
Research Conference on Laser Diagnostics in Combustion, which was held 31 July - 5 
August 2005 in South Hadley, MA. 
 
4.2  Laser-Target Generation of Soft X-Rays 
Despite the large body of work to date with respect to emission from laser-generated 
plasmas, current understanding is not yet sufficiently comprehensive to provide recipes 
for generating a specific desired X-ray spectrum with some minimum yield. In fact, some 
disagreement is encountered over simple single-parameter scaling laws used for empirical 
representation of X-ray emission. Consequently, much more research in this area is 
required. The overall research aim in the present study was to find--primarily through 
experimentation--an optimal manner in which to generate X-ray line emission in the 5-10 
keV range for use for small-angle X-ray scattering of primary soot particles in flames and 
transmission imaging of dense-spray regions. While X-ray yields are typically largest 
with solid targets, droplet and stream targets offer some clear advantages. It has been 
noted by many researchers that solid targets result in debris that can compromise optics 
and detectors near the target. Also, droplets and streams provide a convenient means of 
changing the elemental composition in the target volume. A single solvent can be used as 
a carrier for multiple solutes, making the X-ray spectrum of the source discretely tunable. 
For these two reasons our work was initiated using a piezoelectric-driven droplet-on-
demand generator that could be operated in either a droplet or stream mode. The diameter 
of the droplet or stream is well-defined and fixed by the nozzle tip of the generator.  The 
results of this investigation were documented by M. S. Brown, G. Switzer (both of ISSI), 
J. R. Gord, W. M. Roquemore (both of AFRL), A. Bernstein, D. Symes, and T. Ditmire 
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(all of Texas A&M University) in a paper that was presented at the OSA Laser 
Applications to Chemical, Security, and Environmental Analysis Topical Meeting and 
Tabletop Exhibit, which was held 5-9 February 2006 in Incline Village, NV.   
 
4.3  Laser Generation of X-Rays for Air-Force Applications 
Residual-stress measurements are an important tool for diagnosing manufacturing 
procedures of aircraft-engine components, and nondestructive approaches are also 
important. One such approach makes use of X-ray diffraction.  Recently, personnel at 
Wright-Patterson Air Force Base performed useful residual-stress measurements on 
coupons of turbine-blade materials using the X-ray output of a synchrotron. The goal of 
the present study was to provide a local and somewhat portable laser-based source of X-
rays that could be used in place of the synchrotron for NDE tests such as residual-stress 
measurements. The generation of transient plasmas from the interaction of short, intense 
laser pulses with a wide range of materials leads to the emission of X-rays. The hot 
electrons in the laser-generated plasma produce the X-rays via bremsstrahlung or 
photoionization, which leads to characteristic line emission. The bremsstrahlung 
spectrum is broad and continuous. Line emission appears superimposed on the broad 
continuum. The yield and nature of the X-ray spectrum depends on the hot-electron 
density and energy distribution. The overall research aim of this study was to find--
primarily through experimentation--an optimal manner in which to generate X-ray 
emission that would be suitable for Air Force applications. Line emission can be used for 
small-angle X-ray scattering of primary soot particles in flames and transmission imaging 
of dense-spray regions.  Broadband emission is useful for residual-stress measurements. 
While X-ray yields are typically largest with solid targets, droplet and stream targets offer 
some advantages. Solid targets result in debris that can compromise optics and detectors. 
Also, droplets and streams provide a convenient means of changing the elemental 
composition in the target volume. A single solvent can be used as a carrier for multiple 
solutes, making the X-ray spectrum of the source discretely tunable. For these two 
reasons, the present study was initiated through the use of a piezoelectric-driven droplet-
on-demand generator that can be operated in either a droplet or a stream mode.   The 
results of this study were documented by M. S. Brown, G. L. Switzer (both of ISSI), J. R. 
Gord, W. M. Roquemore (both of AFRL), D. Symes, and T. Ditmire (both of the 
University of Texas at Austin) in a paper that was presented at the 31st Annual AIAA 
Dayton-Cincinnati Aerospace Science Symposium, which was held 7 March 2006 in 
Dayton, OH.  Dr. Michael Brown (ISSI) was Chair of the Session on Fluid Dynamics III: 
High-Speed Flow Plasmas at this symposium.  This paper was also presented in poster 
form at the Annual Poster Session sponsored jointly by the Dayton Section of the 
American Chemical Society and the Society for Applied Spectroscopy, which was held 7 
March 2006 in Dayton, OH.    
 
4.4  Imaging of Laser-Generated Micro-plasmas 
X-rays are emitted from micro-plasmas created during the interaction of a tightly 
focused, short-pulse laser (1000 Hz, 40 fs, 2 mJ) with the surface of solid and liquid 
targets.  The engineering development of such X-ray sources requires some knowledge of 
the formation and evolution of the micro-plasmas.  Issues include the potential for gas 
breakdown prior to the laser pulse striking the target.  Such breakdown can lead to 
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undesirable effects such as lensing and absorption of the incident energy.  To gain a 
better understanding of such breakdown, an optical train was constructed for performing 
spectral interferometry in the waist region of a pulsed laser passing through helium.  The 
interferograms provide a time-resolved image of the breakdown event, with resolution in 
one spatial dimension as well.  The interferograms indicate the onset and degree of 
ionization present in the focused waist region. The emissions generated in these micro-
plasmas are spatially coherent and, hence, provide a pulsed point-source for performing 
phase-contrast imaging with minimal use of optics.  Several methods for quantitatively 
analyzing such images have recently been developed.  Presently, the application of these 
techniques to current goals is being investigated.  The results of this investigation were 
documented by M. S. Brown, C. L. Rettig, K. D. Frische (all of ISSI), J. R. Gord, W. M. 
Roquemore (both of AFRL), and J. A. Nees (the University of Michigan) in a paper that 
was presented at the 32nd Annual AIAA Dayton-Cincinnati Aerospace Science 
Symposium, which was held 6 March 2007 in Dayton, OH.   The paper received the 
Best-Presentation Award at this symposium, and Dr. Michael Brown (ISSI) was Chair of 
the Session on Jet Flow.  This paper was also presented in poster form at the Annual 
Poster Session sponsored jointly by the Dayton Section of the American Chemical 
Society and the Society for Applied Spectroscopy, which was held 1 March 2007 in 
Dayton, OH. 
  
4.5  Development of Laser-Generated X-Ray Source for Air-Force Applications 
The development of enhanced hardware for Air-Force applications has increased the 
demand on diagnostics to aid in the assessment of new systems and components.  A local 
source of laser-generated X-rays is being developed with the near-term goal of using the 
X-rays to monitor soot and condensate development in combustion environments.  
Longer-term goals include the use of X-rays for detecting residual stress in turbine 
components.  The X-rays are generated in transient micro-plasmas that are created when 
a pulsed laser (1000 Hz, 40 fs, 2 mJ) is focused onto the surface of solid and liquid 
targets.  X-ray spectra reveal both broadband emission (via bremsstrahlung) and narrow 
line emission (characteristic K-alpha).  The broad emission will be useful for phase-
contrast imaging of sprays and particulate fields, and the narrow line emission will be 
useful for small-angle X-ray scattering from particulates (soot or condensates).  The 
advantages for such a source include very high brightness and spatial coherence and 
extremely short pulse widths, allowing investigations into dynamics not previously 
possible.  Current efforts are focused on the use of rotating elemental metal foils that 
should provide an unattended source of X-rays for 1 hr or more.  Measurements of X-ray 
emission are being made to determine optimal conditions for enhanced yield of line and 
broadband emission.  Key parameters include laser-focusing geometry, background gas 
pressure, and background gas composition.  Issues for stable operation include 
maintaining constant, focused laser intensity on the target surface, providing fresh target 
material for each laser shot, and managing debris removal.  The results of this study were 
documented by C. L. Rettig, M. S. Brown, (both of ISSI), J. R. Gord, and W. M. 
Roquemore (both of AFRL) in a paper that was presented at the 32nd Annual AIAA 
Dayton-Cincinnati Aerospace Science Symposium, which was held 6 March 2007 in 
Dayton, OH, and in poster form at the Annual Poster Session sponsored jointly by the 
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Dayton Section of the American Chemical Society and the Society for Applied 
Spectroscopy, which was held 1 March 2007 in Dayton, OH.    
  
4.6 Laser-Induced Breakdown Spectroscopy for Detection of Volatile Aerosols 
It is well known that aircraft exhaust contains soot particulates.  Less well known is the 
fact that the exhaust also contains volatile aerosols and that their number density exceeds 
that of the soot particulates by orders of magnitude.  Sulfur in the jet fuel plays a key role 
in the production of these volatile aerosols that are likely to have an impact on cirrus-
cloud formation.  To date little information has been gathered on this class of exhaust 
particulates.  We have recently initiated a program to employ laser-induced breakdown 
spectroscopy (LIBS) to detect and characterize the volatile aerosols with regard to 
composition, number density, and size.  Historically LIBS measurements of particulate 
size and size distributions have been executed using nanosecond-pulse-width lasers.  Our 
experiments employed both nanosecond- and femtosecond-pulse-width lasers.  A 
chamber is currently under construction, and future testing will permit LIBS 
measurements of a single chemical species in a gas phase as well as in both liquid and 
solid particulate form.  Experiments will enable tests to determine the degree to which 
different phases of the same analyte can be distinguished, particularly if more than one 
phase is present.  LIBS efforts by others have recently shown that the interaction between 
the initial plasma and an aerosol particle that is present in the same volume is more 
complex than historically thought.  We are currently engaged in experiments to explore 
some of these issues.  Shadowgraph and plasma-emission images have been acquired of 
LIBS breakdown on 50-µ-diameter water columns.  The images were time-delayed with 
respect to breakdown and revealed the initial shock and blast waves.  For longer delay 
times the shadowgraph images revealed complex fluid motion in response to the 
impulsive energy deposition.  The results of this investigation were documented by M. S. 
Brown, K. D. Frische (both of ISSI), T. G. Erickson (Rensselaer Polytechnic Institute), J. 
R. Gord, and W. M. Roquemore (both of AFRL) in a paper that was presented at the 33rd 
Annual AIAA Dayton-Cincinnati Aerospace Science Symposium, which was held 4 
March 2008 in Dayton, OH. Dr. Michael Brown (ISSI) was a member of the Organizing 
Committee (Corporate Sponsors Chair) and Chair of the Session on Innovations in 
Aircraft Design at this symposium.  This paper was also presented in poster form at the 
Annual Poster Session sponsored jointly by the Dayton Section of the American 
Chemical Society and the Society for Applied Spectroscopy, which was held 4 March 
2008 in Dayton, OH. 
 
4.7  Efficiency and Scaling of Ultrashort-Pulse, High-Repetition-Rate, Laser-
Driven X-Ray Source 
The technical issues and performance of a high-repetition-rate, ultrafast-laser-based X-
ray source were studied experimentally in the context of developing a dedicated 
laboratory-based tool for combustion diagnostics. X-ray emission from numerous 
elemental materials was investigated to compare with analytical-based expectations for 
yield and efficiency as well as to evaluate the advantages of some materials for 
operational issues such as debris production and degree of efficiency enhancement 
utilizing various illumination configurations.   A weak inverse scaling of conversion 
efficiency with atomic number was observed.  Broadband energy-conversion efficiency 
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of ~ 10-5 and yield of > 1010 photons/s were measured with numerous target elements.  
Application of a prepulse significantly enhanced conversion efficiency, and the 
enhancement factor was dependent on the material.  Thus, previous optimizations must 
be performed in the atomic-number variation as well.  Additionally, the efficiency 
enhancement associated with p-polarization incidence (relative to s-polarization) was 
observed to be dependent on base-material reflectivity.  The results of this study were 
documented by C. L. Rettig (ISSI), W. M. Roquemore, and J. R. Gord (both of AFRL) in 
a paper that was published in Applied Physics B [Vol. 93, No. 2-3, pp. 365-372 
(November 2008)].  The paper is included in the Appendix. 
 
4.8 An Evaluation of Femtosecond/Nanosecond-LIBS for Measuring Total 
Particulate Emissions 
LIBS involves the dissociation of molecular species into their atomic constituents and the 
subsequent emissions from the excited atoms. Using the LIBS signal from a sample, one 
can identify the atomic species and their relative concentrations. From this information 
and appropriate calibration curves, simple molecular species can be identified and their 
concentration estimated.  This program sought to answer the critical question:  Is it 
feasible to develop a LIBS-based technique that can be used to make a quantitative 
distinction between gaseous and total particulates in a multi-phase sample containing a 
common type atom?  The approach was to investigate single- and dual-pulse, nanosecond 
(ns), and femtosecond (fs) LIBS techniques as a means of measuring different carbon 
species in gaseous, aerosol, and solid phases.  The program involved a joint effort 
between the University of Florida and AFRL.  The University of Florida investigated 
single ns-LIBS and dual ns/ns-LIBS, and AFRL investigated single ns-LIBS used in 
conjunction with dual fs/ns-LIBS.  The program was partially successful in that the ratio 
of the ns/ns-LIBS signal and the ns-LIBS signal could be used to determine the 
percentage of gaseous and total particulate carbon.  This approach holds promise, but the 
sensitivity must be improved if it is to become a practical technique.  The fs/ns-LIBS 
technique was a disappointment.  Within the parameters studied, it could not be used to 
determine the percent gaseous-to-particulate carbon. The reason for this is not understood 
but is thought to be related to the plasma dynamics.  The results of this investigation were 
documented by M. Roquemore (AFRL), M. Brown (ISSI), and D. Hahn (University of 
Florida) in Final Report SERDP WP-1628 dated May 2009 on the Strategic 
Environmental Research and Development Program Statement of Need SON 08-05.  This 
report is included in the Appendix. 
 
4.9   Picosecond Laser Machining of Shaped Holes in Thermal-Barrier-Coated 
Turbine Blades 
Increasing the operating temperature of an aircraft engine has the benefit of increasing 
thrust and fuel efficiency.  However, increased operating temperatures can lead to 
temperatures in sections of the jet engine reaching or exceeding the melting point of the 
superalloy materials used for engine components.  To maintain the structural integrity of 
the engine parts at the extreme operating temperatures, cooling methods must be supplied 
to the engine components.  Cooling of the engine component is accomplished by air flow 
through cooling holes and through the application of thermal barrier coating (TBC). One 
method of fabrication for the cooling holes in turbine blades is a two-step process where 
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the holes are drilled in the base blade metal by either laser or electrical-discharge 
machining, a TBC system is applied, and the holes are drilled again to clear out and shape 
the TBC layer. Mound Laser and Photonics Center, Inc. (MLPC) has conducted research 
utilizing the ability of a picosecond-laser system to machine shaped holes through both 
the TBC and the underlying superalloy in a single step.  The short pulse duration of the 
picosecond laser allows fast hole shaping and drilling without inducing spallation of the 
TBC or generating recast that can be encountered with high-power, long-pulse-duration 
lasers.  The results of this study were documented by C. Druffner, L. Dosser (both of 
Mount Laser and Photonics Center, Inc.), W. Roquemore (AFRL), and S. Gogineni 
(Spectral Energies, LLC – employed by ISSI when the actual study was conducted) in 
Paper C2002 that was presented at the 28th International Congress on Applications of 
Lasers and Electro-Optics (ICALEO 2009), which was held 2-5 November 2009 in 
Orlando, FL. The paper was published in the Conference Proceedings and is included in 
the Appendix. 
 
4.10 Double-Pulse and Single-Pulse Laser-Induced Breakdown Spectroscopy for 
Distinguishing between Gaseous and Particulate Phase Analysis 
 
The use of a combination of double-pulse and single-pulse LIBS methodologies as a 
means of differentiating between solid-phase and gaseous-phase analytes (namely, 
carbon) in an aerosol stream was investigated. A range of spectral data was recorded for 
double-pulse and single-pulse configurations, including both nanosecond and 
femtosecond prepulse widths, while varying the gas-phase mass percentage of the carbon 
from about 10% to 90% for various fixed carbon concentrations. The carbon-emission 
response, as measured by the peak-to-continuum ratio, was greater for the double-pulse 
configuration as compared with the single-pulse response and was also enhanced as the 
percentage of solid carbon was increased. Using a combination of the double-pulse and 
single-pulse emission signals, a monotonically increasing response function was found to 
correlate with the percentage of gas-phase analyte. However, individual data points at the 
measured gas-phase percentages revealed considerable scatter from the predicted trend. 
Futhermore, the double-pulse to single-pulse ratio was only pronounced with the 
nanosecond-nanosecond configuration as compared with the femtosecond-nanosecond 
scheme. Overall, the LIBS methodology has been demonstrated as a potential means to 
discriminate between gas-phase and particulate-phase fractions of the same elemental 
species in an aerosol, although future optimization of the temporal parameters should be 
explored to improve the precision and accuracy of this approach. The results of this 
investigation were documented by M. Asgill (University of Florida), M. Brown (ISSI), K. 
Frische (ISSI), W. M. Roquemore (AFRL), and D. Hahn (University of Florida) in a 
paper that was published in Applied Optics [Vol. 49, No. 13, pp. 110-119 (May 2010)].  
The paper is included in the Appendix. 
 
4.11 Hot-Electron-Dominated Rapid Transverse-Ionization Growth in Liquid Water 
 
Pump/probe optical-transmission measurements were used to monitor in space and time 
the ionization of a liquid column of water following impact of an 800-nm, 45-fs pump 
pulse. The pump pulse struck the 53-μm-diameter column normal to its axis with 
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intensities up to 2 × 1015 W/cm2. After the initial photoinization and for probe delay times 
< 500 fs, the neutral water surrounding the beam was rapidly ionized in the transverse 
direction, presumably by hot electrons with initial velocities 0.55 times the speed of light 
(relativistic kinetic energy of ~ 100 keV). Such velocities are unusual for condensed-
matter excitation at the stated laser intensities. The results of this study were documented 
by M. Brown (ISSI), T. Erickson (AFRL), K. Frische (ISSI), and W. Roquemore (AFRL) 
in a paper that was published in Optics Express [Vol. 19, No. 13, pp. 12241-12247 (June 
2011)]. The paper is included in the Appendix. 
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5.0  PUBLICATIONS AND PRESENTATIONS 
 
“Development of Laser-Based X-Ray Source for Dense Spray and Soot Diagnostics,”  M. 
S. Brown, G. L. Switzer, J. R. Gord, and W. M. Roquemore, Invited paper presented at 
the Gordon Research Conference on Laser Diagnostics in Combustion, 31 July - 5 
August 2005, South Hadley, MA.  
 
“Laser-Target Generation of Soft X-Rays,” M. S. Brown, G. Switzer, J. R. Gord, W. M. 
Roquemore, A. Bernstein, D. Symes, and T. Ditmire, Presented at the OSA Laser 
Applications to Chemical, Security, and Environmental Analysis Topical Meeting and 
Tabletop Exhibit, 5-9 February 2006, Incline Village, NV.   
 
“Laser Generation of X-Rays for Air-Force Applications,” M. S. Brown, G. L. Switzer, J. 
R. Gord, W. M. Roquemore, D. Symes, and T. Ditmire, Presented at the 31st Annual 
AIAA Dayton-Cincinnati Aerospace Science Symposium, 7 March 2006, Dayton, OH.  
Dr. Michael Brown (ISSI) was Chair of the Session on Fluid Dynamics III: High-Speed 
Flow Plasmas at this symposium.  This paper was also presented in poster form at the 
Annual Poster Session sponsored jointly by the Dayton Section of the American 
Chemical Society and the Society for Applied Spectroscopy, 7 March 2006, Dayton, OH.   
   
“Imaging of Laser-Generated Micro-Plasmas,” M. S. Brown, C. L. Rettig, K. D. Frische, 
J. R. Gord, W. M. Roquemore, and J. A. Nees, Presented at the 32nd Annual AIAA 
Dayton-Cincinnati Aerospace Science Symposium, 6 March 2007, Dayton, OH.  The 
paper received the Best-Presentation Award at this symposium, and Dr Michael Brown 
(ISSI) was Chair of the Session on Jet Flow.  This paper was also presented in poster 
form at the Annual Poster Session sponsored jointly by the Dayton Section of the 
American Chemical Society and the Society for Applied Spectroscopy, 1 March 2007, 
Dayton, OH. 
 
“Development of Laser-Generated X-Ray Source for Air-Force Applications,” C. L. 
Rettig, M. S. Brown, J. R. Gord, and W. M. Roquemore, Presented at the 32nd Annual 
AIAA Dayton-Cincinnati Aerospace Science Symposium, 6 March 2007, Dayton, OH, 
and in poster form at the Annual Poster Session sponsored jointly by the Dayton Section 
of the American Chemical Society and the Society for Applied Spectroscopy, 1 March 
2007, Dayton, OH. 
 
“Laser-Induced Breakdown Spectroscopy for Detection of Volatile Aerosols,” M. S. 
Brown, K. D. Frische, T. G. Erickson, J. R. Gord, and W. M. Roquemore, Presented at 
the 33rd Annual AIAA Dayton-Cincinnati Aerospace Science Symposium, 4 March 2008, 
Dayton, OH.  Dr. Michael Brown (ISSI) was a member of the Organizing Committee 
(Corporate Sponsors Chair) and Chair of the Session on Innovations in Aircraft Design at 
this symposium.  This paper was also presented in poster form at the Annual Poster 
Session sponsored jointly by the Dayton Section of the American Chemical Society and 
the Society for Applied Spectroscopy, 4 March 2008, Dayton, OH. 
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“Efficiency and Scaling of Ultrashort-Pulse, High-Repetition-Rate, Laser-Driven X-Ray 
Source,” C. L. Rettig, W. M. Roquemore, and J. R. Gord, Applied Physics B [Vol. 93, 
No. 2-3, pp. 365-372 (November 2008)]. 
 
“An Evaluation of fs/ns-LIBS for Measuring Total Particulate Emissions,” M. 
Roquemore, M. Brown, and D. Hahn, SERDP WP-1628, Final Report on SERDP 
Statement of Need SON 08-05 (Strategic Environmental Research and Development 
Program, Arlington, VA, May 2009). 
 
“Picosecond Laser Machining of Shaped Holes in Thermal Barrier Coated Turbine 
Blades,” C. Druffner, L. Dosser, W. Roquemore, and S. Gogingeni, Paper C202 
presented at the 28th International Congress on Applications of Lasers and Electro-Optics 
(ICALEO 2009), 2-5 November 2009, Orlando, FL, and published in the Conference 
Proceedings.  

 
“Double-Pulse and Single-Pulse Laser-Induced Breakdown Spectroscopy for 
Distinguishing between Gaseous and Particulate Phase Analytes,” M. Asgill, M. Brown, 
K. Frische, W. M. Roquemore, and D. Hahn, Applied Optics [Vol. 49, No. 13, pp. 110-
119 (May 2010)]. 
 
“Hot Electron Dominated Rapid Transverse Ionization Growth in Liquid Water,” M. 
Brown, T. Erickson, K. Frische, and W. Roquemore, Optics Express [Vol. 19, Issue No. 
13, pp. 12241-12247, June 2011]. 
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Abstract Technical issues and performance of a high-
repetition-rate ultrafast-laser-based X-ray source have been
studied experimentally in the context of developing a ded-
icated laboratory-based tool for combustion diagnostics.
X-ray emission from numerous elemental materials have
been investigated to compare with analytical based expec-
tations for yield and efficiency, as well as to evaluate ad-
vantages of some materials for operational issues such as
debris production and degree of efficiency enhancement uti-
lizing various illumination configurations. A weak inverse
scaling of conversion efficiency with atomic number was
observed. Broadband energy conversion efficiency of ap-
proximately 10−5 and yield greater than 1010 photons/s have
been measured with numerous target elements. Application
of a pre-pulse significantly enhances conversion efficiency,
and the enhancement factor depends on material. Thus, pre-
vious optimizations must be performed in the atomic num-
ber variation as well. Additionally, the efficiency enhance-
ment associated with p-polarization incidence (relative to
s-polarization) is observed to depend on base material re-
flectivity.
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1 Introduction

Laser-based X-ray sources, made possible by the high ra-
diation intensity of ultrashort-pulse lasers, possess unique
and advantageous capabilities for use in a wide variety
of applications and are potentially more accessible than
synchrotron-based X-ray facilities [1–5]. Important combus-
tion diagnostic applications that will benefit from availabil-
ity of a short-pulse X-ray point source include: (1) imag-
ing of micron-scale spray droplets in the injector region of a
combustor where the optical depth at longer wavelengths is
very short, (2) small-angle X-ray scattering from soot pre-
cursors to gauge their size and elucidate the physics of their
growth, and (3) surface and bulk measurements of resid-
ual stress by X-ray diffraction of critical high-value gas tur-
bine engine components. It is anticipated that diagnostics,
such as (1), will require a short pulse-length and high rep-
rate, while others, such as (2), will require highly coherent
beams in space and energy and (3) will require extremely
high brightness. Pulsed laser driven X-ray sources have the
potential to provide X-rays with many of these preferential
characteristics.

When a laser pulse is focused to sufficiently high inten-
sity on a metallic target, X-rays are generated through a
multi-step process. First, incident radiation ionizes the sur-
face into a near-solid-density plasma. Absorption mecha-
nism of the laser energy into the plasma varies somewhat
with intensity, but always proceeds through the electron
channel. Since typical target surfaces are initially highly
conductive, absorption occurs within a skin-depth, the skin
depth shrinking rapidly within the first several cycles of the
laser light. The partition of the laser energy into the hot
thermal and/or non-thermal electrons determines the effi-
ciency to which the laser energy is converted into hot elec-
tron energy and especially into how efficiently the electron
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energy is subsequently converted into X-rays. At modest
laser intensity (<1015 W/cm2) almost all of the absorbed
laser energy transfers through collisional processes such as
inverse bremsstrahlung; at higher intensity, absorption oc-
curs through collisionless processes, including resonance
absorption and the anomalous skin effect [6]. A hot elec-
tron distribution is created with effective temperature in the
range 1–5 keV, possibly including a nonthermal component
at higher energy [7]. Finally, energetic electrons, incident
on the metallic target, lose energy via collisions within the
substrate, slowing down within a mean-free path of the sur-
face. High-energy thermal and nonthermal electrons gener-
ate both continuum (bremsstrahlung) radiation through scat-
tering events and characteristic (line) radiation by ionizing
inner shell electrons of target atoms. Both processes are
analogous to X-ray generation in conventional X-ray tubes.
Emission originates from a spot size characterized by the
laser focus convolved with the electron mean free path in
the solid. The temporal pulse length is characterized by the
slowing-down time in the substrate and the dynamics of
re-absorption [8]. Thus, at least three unique characteris-
tics of the radiation from such an X-ray source are possi-
ble: (1) very short pulse length, <1 ps [8], (2) very small
spot size, on the order of 10 µm or less (which translates
to high spatial coherence), and (3) very high instantaneous
brightness, due to the high incident energy density. A short
X-ray pulse length has enabled studies of phase transition
[9] and chemical reaction dynamics [2, 10], while a small
source size allows high spatial resolution imaging and phase
contrast imaging to be utilized to achieve enhanced image
fidelity for a given X-ray yield [11]. Efforts to improve ef-
ficiency for the overall conversion to X-rays concentrate on
the absorption of the laser energy, as conversion from elec-
tron energy to X-rays allows very little to change.

Recent research on laser driven X-ray sources has suc-
cessfully utilized high repetition rate lasers for generation
of ultrashort X-ray pulses at high rep-rate [12–17]. Lasers
operating with pulse energy of 0.1–300 mJ and focused in-
tensity in the range 1015–1018 W/cm2 have been utilized
to generate X-rays with demonstrated conversion efficiency
in the range 10−9–10−4, as summarized by Hagedorn [14].
A significant goal of the research is to increase the conver-
sion efficiency or absolute yield of X-ray emission while re-
taining ultrashort pulse length. Emission has been measured
to be isotropic in a cone around the target normal, making
single point measurements of conversion efficiency gener-
ally accurate [18, 19]. Targets in the form of moving tape, ro-
tating disc, stationary substrate, liquid metal jet, and drawn
wire have been utilized. In these ranges of experiments, con-
version efficiency depends approximately quadratic on in-
cident laser intensity, though substantial variation between
experiments can be noted [14, 16, 19–21]. However, exper-
imental evidence and theoretical considerations suggest the

existence of an optimal intensity above which X-ray yield
decreases with increasing intensity [21, 22]. Enhanced con-
version efficiency has been demonstrated when low-energy
pre-pulses (<10% of the main pulse energy) are applied
[21, 23, 24]. On the other hand, some experiments have
shown increased yield when care was taken to ensure that
the laser possessed high contrast ratio on the picosecond
timescale [13]. In most cases, the illumination angle of inci-
dence has been normal to the surface, but in several exper-
iments oblique incidence and p-polarization have been uti-
lized with improved efficiency [25]. For slightly longer laser
pulses and p-polarized illumination, it has been found that
resonance absorption is a significant mechanism in creating
superthermal electrons and fast ions and the X-ray conver-
sion efficiency is correspondingly increased [19, 26]. Thus,
spatial and temporal dynamics of the illumination are criti-
cally important to the success of the technology, and an op-
timum configuration has yet to be identified.

In the present study, the yield and characteristics from a
high-rep-rate laser X-ray source were investigated by vary-
ing illumination geometry, and spatial and temporal dynam-
ics. To compare yield scaling with models, targets were
fabricated from numerous different elements to quantify
the scaling with atomic number. To optimize the illumi-
nation configuration, polarization and pre-pulse dynamics
were varied. The well-known p-polarization enhancement
varied significantly over the different target materials in a
way that correlated inversely with reflectivity. Thus, while
the polarization dependence is usually attributed to reso-
nance absorption, this indicates that the basic power avail-
able to the cutoff layer may vary with basic material optical
properties. Finally, the pre-pulse enhancement was of the or-
der of a factor of 3, and this possessed a more sharp depen-
dence on delay time than previously observed, and the op-
timum time depended on target material. Numerous effects
have been identified to further improve the source bright-
ness and yield, including intensity, polarization, and pulse
temporal dynamics.

2 Experimental configuration

In these experiments, we utilized a commercial Ti:sapphire
laser that employs chirped-pulse amplification to achieve
high intensity. It consists of a stable, low-power seed oscilla-
tor and a single regenerative amplifier that operates at a rep-
etition rate of 1 kHz. The pulse length was ∼45 fs (FWHM),
and the pulse energy, incident on the target, was ∼1.8 mJ.
Parasitic pre-pulses are known to arise from reflections off
environmental chamber surrounding the crystal. For most of
the results shown here, the beam was focused by a 16 cm
focal-length plano-convex lens. The beam was first passed
through an expansion telescope to increase the numerical
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aperture to NA = 0.25. The resulting focus was ∼12 µm
in diameter (FWHM), and the associated peak intensity was
∼4 × 1016 W/cm2. The laser incidence angle onto the tar-
get was, unless stated otherwise, 45 degrees to the surface,
and p-polarized. X-ray yield and spectra were recorded with
a cooled and temperature-stabilized Si-PIN photodiode and
a multichannel analyzer to perform energy dispersive spec-
troscopy (EDS).

Due to the large numerical aperture required to achieve
high focus intensity, the depth of focus is on the order of
100 µm, which requires even shorter scale target position-
ing tolerance. Long integration times further exacerbate this
requirement as the position must be maintained through tar-
get translation. Targets were fabricated as thin disks, 0.001–
0.030 in. thick, cut from high-purity rolled stock and cleaned
of oxides and residue that may interfere with surface optical
properties, while the runout could be controlled to the re-
quired tolerance. The focus lens could be stepped along the
beam axis with resolution of less than 10 µm to precisely
control the focal plane position relative to the target surface.
The disk was moved such that the interaction point swept out
a tight spiral pattern with typically 50 µm between tracks
and 40 µm between points to cleanly separate consecutive
pulses.

The final focus lens, installed inside the vacuum chamber,
is vulnerable to coating by debris ablated from the target.
While several techniques of debris mitigation were tested
including rotating transparent membranes, the most effec-
tive method of mitigating debris was use of a buffer gas
and larger standoff. The buffer gas used was helium at sev-
eral Torr pressure, while a pressure of greater than approxi-
mately 10 Torr resulted in significant yield reduction. In this
arrangement, no measurable coating formed on the lens af-
ter several hours of operation at full laser power. Since the
volume of debris from higher power sources is expected to
increase proportionately with the power, a more effective
method of active debris elimination or reactive passivation
will be essential.

3 X-ray characteristics

3.1 Target materials

Targets were fabricated from twelve different elements to
determine atomic number scaling and the most appropri-
ate target material for specific applications. For each tar-
get, at least one characteristic X-ray line was observed that
uniquely identified elemental composition. Characteristic
lines in the measured energy range (2–10 keV) are associ-
ated with K-shell transitions for elements from the fourth
row of the periodic table and with L-shell transitions for el-
ements in the fifth and higher rows. In most cases, alpha

Fig. 1 Atomic-number (Z-) dependence of narrow-band conversion
efficiency measured at constant energy. Note that the line emission
evaluated is from a K-shell transition on the left and from an L-shell
transition on the right. The grayed out region indicates elements with
no emission lines between 2 and 10 keV

and beta components of the series were observed simulta-
neously. Mu-metal and stainless steel radiated multiple-line
spectra with three or more components, although the inten-
sity of each line was not proportional to the elemental con-
centration. Such a multiple-line source could be useful for
differential absorption spectroscopy or phase contrast imag-
ing. The atomic number dependence of the principal line
emission for numerous elements is shown in Fig. 1. It must
be noted that for species with atomic number Z < 33, the
line strength plotted corresponds to K-shell emission, while
radiation from elements with Z > 40 corresponds to L-shell
emission, because these are the ranges that fell within the
measurement range of the detector system. The scaling trend
of reducing conversion efficiency with increasing Z- for
constant laser energy is generally consistent with expecta-
tions [22].

Line emission, requiring a minimum electron energy for
ionization of an inner shell electron, scales somewhat differ-
ently than bremsstrahlung emission. Figure 2 shows the Lα

photon yield and electron temperature, Te, at various loca-
tions as the focal plane is scanned through a molybdenum
target. At the centermost position where target surface in-
tensity is greatest, the yield is greatest. Te is calculated by
fitting the energy dependent yield in the continuum portion
of the photon energy spectrum at each position. The char-
acteristic or line radiation exhibits a quasi-threshold depen-
dence on the intensity, as it increases more rapidly after a
delayed onset. The collisional ionization cross section for
the 2s electron (whose vacancy results in L-shell photon
emission) peaks at energies well above those measured in
the experiments here, approximately three times its binding
energy [27], which is shown by the dotted line in Fig. 3.
Thus, only tail electrons contribute to line emission in these
experiments. Clearly, higher temperatures by use of higher
intensity are required for optimum line emission yield as
confirmed in numerical analysis [22]. Note that on one side
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Fig. 2 Electron temperature plotted as a function of the focus posi-
tion while the focal plane is scanned through a molybdenum target.
For comparison, the dotted line indicates the binding energy for the
2s electron of Mo. Conversion efficiency (CE) of laser energy to Kα

photon energy is also shown

Fig. 3 X-ray yield from an Fe target for different values of spacing be-
tween adjacent pulses. The rate is roughly constant above the FWHM
spot size of 20 µm, although variation up to 50 µm indicates significant
energy outside Gaussian defined spot size

of the optimum X-ray yield, the temperature actually in-
creases. Speculation to explain this might focus on creation
of a slightly underdense (than optimum) plasma above the
surface which can reach higher temperature, but has insuf-
ficient density to act as X-ray targets. Asymmetries in the
intensity emission characteristics centered about the surface
have been noted for some time.

3.2 X-ray yield and conversion efficiency

While establishing consistent target conditions, it was found
that the X-ray yield depends sensitively on the spacing be-
tween consecutive pulses on the solid target. The importance
of presenting new target material to the focus for each pulse
was investigated by varying the spot spacing on the target.
In Fig. 3, the X-ray yield from an Fe target is shown as the
pulse separation on target is varied from well less than the
spot size (∼12 microns) to more than 10 times the spot size.

As the spacing decreases less than a spot size resulting in
overlap of adjacent pulses, the yield reduces rapidly. The
X-ray yield is reduced even when each point on the target
receives an average of just two pulses. Thus, to ensure maxi-
mum output and efficiency from a laser-driven X-ray source,
it is extremely important to illuminate a new flat target with
each laser pulse, as we have done in all subsequent scal-
ing studies. This degradation does not result from the axial
displacement of the interaction point by creation of a crater
since the crater depth was measured to be ∼5 µm per pulse.
Rather, it may well be that the increased crater area left by a
previous pulse effectively reduces the incident intensity, re-
sulting in reduced efficiency. Thus, if the incident intensity
were greater than the optimum, repetitive hits might result
in increased efficiency. Other speculation as to the origin of
the degraded yield typically concerns roughening of the sur-
face. However, in some experiments enhanced yield from
multiple-pulse overlap have been observed when utilizing a
tape target [21].

The X-ray yield represents the measured photon rate ex-
trapolated into a hemisphere and with energy greater than
∼2 keV. As mentioned, great care was taken to ensure that
longitudinal motion of the rotating and translating target was
less than the Rayleigh range throughout integration.

Note that we normalize emission into a hemisphere be-
cause backward-pointing emission into a planar target is
unrecoverable—although there is no evidence that it is any
less intense. Thus, we took a conservative accounting of
the emission, and conversion-efficiency values reported here
should be doubled when compared to results based upon
emission into a sphere. Table 1 lists the broadband and nar-
rowband yield and conversion efficiency for all of the mate-
rials investigated so far in this work.

A more quantitative determination of the X-ray yield de-
pendence on intensity has been performed by varying the
incident pulse energy while maintaining a fixed focus posi-
tion and size. In Fig. 4, the measured conversion efficiency
from a copper target is plotted as a function of incident laser
intensity for pulse energy in the range 0.1–1.8 mJ. The con-
version efficiency is fit by a power-law scaling with inten-
sity, i.e., CE = aI

γ

inc , where Iinc is the incident laser inten-
sity, a is a proportionality constant, and γ is the exponent fit
parameter. As noted in Fig. 4, the best fit to the data points
occurs with an exponent of γ ≈ 1.74 ± 0.16. Similar mea-
surements performed for titanium, molybdenum, and copper
targets indicated that γ lies within experimental uncertainty
of γ = 1.8 for each element. Note that this value is a simi-
lar magnitude to that determined by numerous other authors
utilizing lasers with similar available intensity [13, 14, 16,
19, 21]. As the laser intensity increases and approaches the
optimum for X-ray production, the exponent must decrease
as laser energy partitions into higher energy X-rays which
may be created and absorbed deep in the substrate or other
high energy products.
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Table 1 X-ray emission
characteristics for several
materials studied. Note that
yield and conversion efficiency
values are defined for emission
into a hemisphere

Element Z Broadband yield Broadband conversion Eph Kα (Lα) yield Kα (Lα) CE
(ph/s/2π Sr) efficiency (ph/s/2p Sr)

Ti 22 4.8 × 1010 2.4 × 10−5 4.5 2.7 × 1010 1.1 × 10−5

V 23 2.3 × 1010 1.3 × 10−5 4.95 1.1 × 1010 4.9 × 10−6

Fe 26 4.7 × 1010 2.3 × 10−5 6.41 1.5 × 1010 8.6 × 10−6

Ni 28 1.3 × 1010 4.3 × 10−6 7.48 3.6 × 109 2.4 × 10−6

Cu 29 1.9 × 1010 1.4 × 10−5 8.05 6.5 × 109 4.6 × 10−6

Zn 30 1.8 × 1010 1.3 × 10−5 8.64 4.1 × 109 3.1 × 10−6

Zr 40 2.5 × 1010 1.4 × 10−5 2.01 (La) 5.2 × 109 9.5 × 10−7

Mo 42 3.3 × 1010 1.5 × 10−5 2.29 (La) 9.8 × 109 2.0 × 10−6

Ag 47 9.6 × 109 3.7 × 10−6 3.0 (La) 3.0 × 109 8.2 × 10−7

Sn 50 2.2 × 1010 1.1 × 10−5 3.44 (La) 4.1 × 109 1.3 × 10−6

W 74 2.6 × 1010 1.4 × 10−5 8.4 (La) 1.5 × 109 1.1 × 10−6

Fig. 4 Conversion-efficiency dependence on focus intensity for a cop-
per target. For clarity, several data points have been averaged to each
point plotted. A power-law fit to the data is shown as a solid line

3.3 Dependence on incident polarization

While the primary laser absorption mechanism at intensities
�1014 W/cm2 is inverse bremsstrahlung, its absorption co-
efficient reduces with decreasing collisionality at higher in-
tensity. At intensities greater than ∼1–5 × 1015 W/cm2, col-
lisionless processes including resonance absorption become
dominant [28]. Physically, resonance absorption involves a
p-polarized wave that tunnels through to the critical surface
where it resonantly excites a plasma wave which grows un-
til it in turn is damped by collisions or particle trapping and
wave breaking [28, 29]. A p-polarized component of the in-
cident light is necessary to produce an oscillating electric
field along the density gradient. Thus, with our oblique in-
cidence illumination geometry, we have a crude method of
determining what role, if any, resonance absorption plays
in X-ray generation. This experiment is somewhat compli-
cated by the issue of whether the incident light is actually
p-polarized in the vicinity of the critical layer (within sev-

eral wavelengths) and its uniformity over the full wavefront.
For example, with micro-structured targets, local variations
in the target normal and associated plasma density gradient
result in wide variation of the local polarization relative to
the density gradient; thus, polarization issues can be compli-
cated beyond resolution.

With our flat targets, we have tested for the possible
role of resonance absorption by varying the illumination
polarization between s- and p-incidence at 45 degree inci-
dence illumination angle. Figure 5a shows the X-ray con-
version efficiency as a function of the focus position for
separate scans in which the incident light is p-polarized and
s-polarized. To determine whether other differences in the
two cases might account for the enhanced yield associated
with p-polarization, we repeated the scans with the target
rotated to normal incidence in which case the polarizations
are degenerate. No significant difference in the yields was
measured, as shown in the inset of Fig. 5a. Furthermore, the
intensity scaling dependence for s- and p-polarization illu-
mination was found to be significantly different. Figure 5b
shows the conversion efficiency for a Fe target as a func-
tion of intensity when the illumination is in the s- and
p-polarizations, indicating that the intensity dependence is
significantly stronger for the p-polarization. Also note that
this is merely an average dependence over the range of in-
tensities studied here; a power scale fit to the p-polarization
yield vs. intensity curve ignores the salient features of res-
onance absorption, but the difference is strongly suggestive
of an additional mechanism in the case of p-polarized illu-
mination.

Another clue to the origin of the polarization dependence
is that the enhancement varies with target material. For ex-
ample, emission from titanium was a factor of 3 greater
for p-polarized incidence than for s-polarized incidence,
whereas virtually no difference was evident when silver tar-
gets were used. Among the materials tested, the largest dis-
crepancy measured was for materials with low surface re-
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Fig. 5 (a) Conversion efficiency of laser energy to X-ray energy
as a function of axial focus position, measured for both s- and
p-polarization illumination. In the inset, the same comparison is shown
for a configuration in which the illumination is at normal incidence;
thus, the polarizations are indistinguishable and the yields are nearly
identical. (b) Conversion efficiency dependence on intensity for s- and
p-polarization shows increased yield for p-polarization as intensity in-
creases into the range predicted for resonance absorption

flectivity. Figure 6 shows a plot of the p-polarization inci-
dence yield normalized to the s-polarization incidence yield
for numerous target materials as a function of the base
metal reflectivity (measured for each actual target). It is
understood that low-power reflectivity varies considerably
with surface conditions, including smoothness of finish and
cleanliness and may have little direct relevance to the high-
intensity (ionized) reflectivity. Analogy might be made to
dielectric coatings in which lower reflectivity surfaces have
greater differences between s- and p-polarization reflectiv-
ity. Thus, more power can leak through to the cutoff layer
when the incidence is p-polarized and indeed there is even a
minimum in the reflection dependence at the Brewster angle.

3.4 Efficiency scaling with pre-pulse illumination

Pre-pulses offer a promising technique for enhancing X-ray
conversion efficiency. The potential improvement arises

Fig. 6 Ratio of X-ray yield with p-polarization illumination relative
to that with s-polarization illumination, as a function of (low power)
target reflectivity for various materials. P-polarization enhancement is
most significant for materials with low reflectivity

from somewhat poor laser light coupling to the absorption
region in the very steep density profiles which are charac-
teristic of solid targets. Primary absorption occurs in the re-
gions related to the cutoff, where the local electron density,
ne, equals the critical density, ncr, for the incident light

ncr = mc2

λ2e2
,

where m is the electron mass, λ is the incident light vac-
uum wavelength, and e is the electron charge. The salient ac-
tion of the pre-pulse is to create high-density plasma in front
of the target. During the intervening delay before the main
pulse arrives, the density profile evolves through collisional
and convective transport due to the high local temperature.
Coupling to the absorption region can be optimized if the
density gradient scale length leading up to it can be made
sufficiently long, e.g., on the order of the vacuum wave-
length. During the delay, the scale length increases but the
peak density decreases and the pre-pulse plasma becomes
under-dense and less effective for coupling. Thus, the opti-
mum pre-pulse delay represents a compromise between cre-
ating a well-matched layer and sustaining sufficient peak
density as to affect good coupling. Previous experiments
which have demonstrated improved yield with pre-pulses
have utilized delays on the order of 10–100 ps.

To ensure stable timing with delays on the order of 10–
100 ps, the pre-pulse must be derived from the same source
as the main pulse by splitting the laser output into a main
and pre-pulse beam. The pre-pulse beam was sent through
a delay line which could be varied over a 300 ps range,
while the main pulse was delayed by the maximum de-
lay of the variable delay line. The main pulse was also
rotated into s-polarization while the pre-pulse remained
in p-polarization and the pulses were then re-combined
through a polarizing beamsplitter. To accommodate the re-
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Fig. 7 Broadband conversion efficiency as a function of time delay
following a small amplitude (approximately 20%) pre-pulse for (a) Ti
target and (b) Fe target. Conversion efficiency calculation accounts for
the pre-pulse energy. Points shown in gray have the pre-pulse beam
blocked and the enhancement goes away as expected

duced aperture of the polarizer, the beam waist and subse-
quent focus numerical aperture were reduced, resulting in
reduced peak intensity and reduced absolute conversion effi-
ciency. Approximately 80% of the energy was carried in the
main pulse. Figure 7 is a plot of the measured conversion ef-
ficiency from a Ti target as a function of the pre-pulse delay
time, i.e., the delay time between pre-pulse and main pulse.
Note that when the pre-pulse was blocked, the conversion
efficiency reduced to nearly the same value as when the de-
lay is very long. Thus, quite a small perturbation results in a
significant yield enhancement. The conversion efficiency in
each case is calculated based upon the total energy incident
on target, pre-pulse included or omitted, as the case may be.
The optimum delay is approximately 30 ps for Ti. When the
target material was changed to Fe, the optimum delay in-
creased to approximately 100 ps and the shape of the yield
dependence around the optimum was significantly wider, in-
dicating significantly different transport in the plasma asso-
ciated with the Fe target.

3.5 Discussion

X-ray generation from a high-intensity laser pulse that is in-
cident on a solid target is a multi-step process, each step hav-
ing independent optimization conditions and losses. First,
laser light must be coupled into the metallic target substrate.
Losses include reflection prior to ionization (usually in-
significant for femtosecond pulses), reflection from the dis-
continuous plasma boundary (especially if the density scale-
length is too short), and reflection from a parasitic pre-pulse
plasma that couples poorly to the electron thermal distribu-
tion. Inverse bremsstrahlung and resonance absorption (RA)
both create energetic electron populations, although the pop-
ulation associated with RA is predicted to have a stronger
tail due to damping of the resonantly driven plasma wave on
electrons [26]. Second, energetic electrons interact with the
dense substrate to create (1) continuum radiation when in-
teracting by low angle Coulomb collisions and (2) character-
istic radiation if a collision happens to ionize an inner shell
electron. In either case, interactions occur between electrons
and the substrate. Losses in this step include electrons which
are born into trajectories away from the target (although this
is reduced by ambipolar charging) and losses into heating
the substrate. Typical conversion efficiency from electron-
beam energy to X-ray energy is of the order of 10−3 in
a conventional X-ray tube. Thus, if the overall conversion
efficiency in a laser driven source is 10−6, then the con-
version efficiency of light to electron kinetic energy is on
the order 10−3. Although this assessment is admittedly very
approximate, the physical mechanism of X-ray generation
from energetic electrons is common and well known, so it
places the challenge for further improvements in improving
laser absorption and perhaps into tailoring the driven elec-
tron distribution.

4 Summary

Utilizing an ultrafast laser, we have demonstrated a frequen-
cy-agile X-ray point source that is suitable for applications
in combustion diagnostics when scaled to higher power. The
source can be configured to emit narrow-band radiation in
nearly any region of the soft X-ray spectrum because solid-
state targets allow utilization of many different elements and
alloys. The narrowband conversion efficiency and yield for
most elements investigated decreased gradually with atomic
number and was >1010 photons/s into 2π Sr, with energy
conversion-efficiency greater than 10−5. For applications re-
quiring monoenergetic X-rays, titanium would be an excel-
lent target material because of its strong coherent peak in
relation to the continuum background. Investigation of nu-
merous elements has demonstrated atomic number scaling
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of yield that is consistent with theoretical predictions. Fur-
ther details of enhanced yield arising from optimized po-
larization and pre-pulses have been found. For example, the
pre-pulse delay time dependence of the X-ray yield has been
shown to be very sharp in at least one element, and the opti-
mum delay varies with element. The greatest factor in con-
version efficiency in the high-rep-rate, low-intensity regime
of operation (<1016 W/cm2) was previously known to be
incident intensity, but as more high rep-rate lasers achieve
optimum intensity, polarization, pre-pulses, pulse dynamics
and other factors will assume prominence.

While the presently available X-ray flux is sufficiently
large that imaging over many pulses can be considered, sig-
nificant advantages in combustion diagnostics can be real-
ized if the flux can be increased sufficiently to allow much
shorter integration time. The current generation of high-rep-
rate laser drivers can produce more than five times the pulse
energy as our present laser and with approximately one-half
the pulse length, producing an order of magnitude higher in-
tensity. This is close to the optimum intensity for most of the
materials investigated. Additionally, low loss mode correc-
tion by deformable mirror adaptive optics, as demonstrated
by many researchers, increases the intensity by more than an
order of magnitude. This is expected to be sufficient for radi-
ography of a fuel spray with averaging of less than 100 ms.
Further advantages are possible by employing phase con-
trast imaging in the diagnostic, possible because of the high
spatial coherence of the source.
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1.0 Executive Summary 
 
 This report describes the research performed on a one year seed program that resulted from the 
SERDP Statement of Need, SON 08-05.  SERDP seed programs involve innovative approaches that entail 
high technical risk. Their purpose is to develop the data necessary to provide for risk reduction and/or a 
proof of concept. The following research question was raised in this Statement of Need (SON), “How can 
one accurately measure the total particulate emissions, including the volatile contribution?”  This study 
investigated the feasibility of using Laser Induced Breakdown Spectroscopy (LIBS) as an approach to 
addressing this question. 

 LIBS involves the ionization or dissociation of molecular species into their atomic constituents and 
the subsequent emissions from electrically excited atoms.  Using the LIBS signal from an unknown 
sample, one can identify the atomic ions, neutrals, and their relative concentrations.  This information can 
then be used to estimate the molecular (parent) species and their concentrations in the original sample. 
This approach has been applied to gas, liquid, and solid samples and in some cases mixtures of molecules 
in different states or physical phase.  However, there is a potential problem.  How can one use LIBS to 
distinguish between a species in a multi phase mixture? The premise of quantitative LIBS is that the 
sample is completely dissociated into the constituent atoms by the laser/plasma/sample interactions 
regardless of the molecular state or phase of the target species.  This premise would discourage the use of 
LIBS for distinguishing between gaseous and particulate species; however, recent studies by Prof. David 
Hahn at the University of Florida, obtained data that suggested this premise is not correct for certain 
aerosol and solid particle samples.  In their work, LIBS calibration curves were generated for gas, liquid 
aerosol, and solid particles containing carbon. It was noted that the calibration curves were the same for 
different gaseous samples.  However, it was demonstrated that calibration curves of LIBS signal vs 
carbon concentration depend, not only on the phase of the carbon sample, but on particle size and 
composition of the original particulates containing the carbon atoms.  This raises the question: can the 
differences in LIBS response be used to determine the total particulates in a multi-phase sample with 
molecules containing a common type of atom?  This is an important question because the exhaust of a gas 
turbine engine can have the same atomic species in multiple phases and in different types of molecules.   
 
 This program explored the question: is it feasible to develop a LIBS based technique that can 
distinguish between gaseous and particulate species in a way that the total particulates can be determined 
in a multiphase sample?  The approach was to explore the use of nanosecond (ns, 10-9 s) and femtosecond 
(fs, 10-15 s) LIBS in ways that would take advantage of the difference in LIBS response to species in 
gaseous and particulate states. Carbon was selected for study because it is relatively straight forward to 
generate gaseous and particulate sample streams and because there are published results documenting the 
different in LIBS response for carbon in multi-phase samples.  The conditions studied were not those 
expected in a gas turbine engine exhaust but those that were conductive to exploring new concepts for in 
situ measurements of total particulates.  If a concept proved feasible, then it would be evaluated in more 
realistic environments. 

 The program involved a joint effort between Prof. David Hahn and the Air Force Research 
Laboratory (AFRL).  Dr Hahn investigated a combined single- and dual-pulse ns-LIBS technique for 
overcoming the multi-phase problem.  AFRL investigated using single ns-LIBS and dual fs/ns-LIBS 
techniques. The idea of using fs-LIBS resulted from literature studies that suggest fs lasers, can dissociate 
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a sample more efficiently than a ns laser.  AFRL also investigate the question: can a fs/ns-LIBS technique 
provide a solution to the multi-phase sampling and partitioning problem?  

 This program was partly successful because of a new and innovative idea put forward by Prof. Hahn.  
His group demonstrated that single ns-LIBS and dual ns/ns-LIBS measurements could be used, in a 
unique way, to estimate the percentage of gaseous and total particulate carbon in a mixture of air, CO2, 
and carbon particulates.  The idea followed from the observation that the dual ns/ns-LIBS signal increased 
with increasing particulate carbon concentration at a different rate than the traditional single ns-LIBS 
signal. They obtained calibration curves that quantitatively related the dual-pulse ns/ns-LIBS and single-
pulse ns-LIBS signals with the percentage of gaseous and particulate carbon.  Using these calibration 
curves, it was demonstrated that the ratio of the dual- to single-pulse LIBS signals could be used to 
estimate the percentage of gaseous and total particulate carbon in a multiphase mixture. Although the 
sensitivity of the technique needs to be improved, Prof. Hahn’s group demonstrated an approach that 
shows promise for distinguishing between gas and particle species.  In an attempt to improve the 
sensitivity of Prof. Hahn’s approach, AFRL investigated replacing the dual ns/ns-LIBS with fs/ns LIBS.  
A fs/ns-LIBS capability was established at AFRL.  To demonstrate this capability, several of Prof. Hahn’s 
critical experiments were successfully repeated using the conventional ns-LIBS technique.  Single-pulse 
ns-LIBS and dual-pulse fs/ns LIBS were then used to obtain calibration curves for: (1) carbon dioxide, (2) 
oxalic acid, and (3) mixtures of air and these species.  The results were similar to those of Prof. Hahn’s 
group in that both the single and dual LIBS techniques gave a larger response to carbon from particulates 
than that from gases.  However, the slopes of the linear calibration curves were nearly the same for the 
single and dual LIBS techniques.  The impact was that the ratio of the fs/ns-LIBS to the ns-LIBS signals 
was almost independent of percent gaseous carbon.  Thus, Prof. Hahn’s use of single and dual LIBS to 
determine the percentage of gaseous and total particulate carbon did not seem to apply to the dual fs/ns-
LIBS in place of the ns/ns-LIBS for the conditions studied.  The cause of the difference in sensitivity of 
the dual ns/ns-LIBS and the fs/ns LIBS techniques is not clearly understood at this time but it is likely 
related to the significantly reduced interaction volume and plasma dynamics associated with the fs laser 
generated plasma.    
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2.0 Introduction 
 The EPA considers PM2.5 (particulate matter with particle sizes of 2.5 microns or less) to be the most 
important air pollutant because they can cause significant environmental and health problems.  On 17 
October 2006, the EPA issued the final amendments to the National Ambient Air Quality Standards 
(NAAQS) that reduce the PM2.5 24-hour standard from 65 µg/m3 to 35 µg/m3 (Federal Register: Oct. 17, 
2006, 71, 200). This could pose problems for DoD air bases because almost all of the particles produced 
in gas turbine engines are PM2.5 emissions.  They include solid particulates (soot) and volatile aerosols 
formed from condensed gases and chemi-ions.  To date, attention has been directed primarily at the 
carbonaceous particulate matter. However most of the particulate emissions in aircraft exhaust are in the 
form of condensed volatile aerosols. These particulates can grow via continuing condensation and 
agglomeration. They consist mostly of acids, such as H2SO4/H2O, HNO3/H2O and H2O/H2SO4/HNO3, 
as well as neat H2O. These aerosols can have a significant impact on both the local and global 
environment by providing surface areas for heterogeneous chemistry and sinks for already present 
atmospheric condensable gases. These effects are not understood nor have they been adequately 
characterized.  This was recognized in the SERDP SON 08-05 in which the following research question 
was raised, “How can one accurately measure the total particulate emissions, including the volatile 
contribution?” 
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3.0 Background 
 A literature search was performed to identify promising diagnostic techniques for distinguishing the 
phase of solid and volatile aerosol particles in gas turbine engine exhaust. Laser-Induced Breakdown 
Spectroscopy (LIBS) was identified as a promising technique because it has the potential of measuring: 
total mass, composition, number density, and particle size of both solid and aerosol particles. There are 
numerous ns-LIBS studies involving the detection of solid particles and aerosols.  Some of the papers 
involved in sulfur particles are reviewed in this section.  There are relatively few studies involving using 
ns-LIBS to obtain quantitative analysis of a species in different phases (gaseous, liquid, and solid) in the 
same sample.  The difficulties of multiphase ns-LIBS measurement that are most relevant to this study are 
illustrated in the research performed by Prof. David Hahn at the University of Florida.  Important aspects 
of his research are also discussed in this section.  In recent years fs-LIBS has evolved as an important 
diagnostic tool but it has not been extensively investigated as a quantitative method of analysis.  Some 
background on fs-LIBS is also provided in this section.  

3.1 Conventional ns-LIBS  

 Radzlemski et al [1983] were the first to determine the atomic species composition of aerosols using 
LIBS.  However, it has been only in the last 10 years that LIBS has been used to obtain total mass, 
composition, and size distributions of particles [Hahn, 1997; Hahn, 1998]. Since this revelation, LIBS has 
been used in numerous solid and aerosol particle studies.  Some background on LIBS and the results from 
several relevant LIBS studies are presented in this section to illustrate its potential for making both solid 
and aerosol particulate measurements.  Most LIBS studies use ns pulse lasers.  Thus, conventional LIBS 
is sometimes referred to as ns-LIBS to distinguish it from fs-LIBS performed with fs pulse lasers. 

 LIBS is an atomic emission spectroscopy technique that makes use of transient laser-induced micro-
plasmas that serves as both the sample volume and excitation source [Hahn, 2000; Lee, 2004; Song, 
1997]. All molecules and particles less than 10 µm are dissociated in the micro-plasma. The optical 
emission consists of a plasma continuum and atomic emission lines corresponding to the elemental 
composition of the sample. The wavelength of the individual emission lines identifies the elemental 
composition and their relative intensity indicates the concentration of the individual species. The emitting 
atoms and ions are excited through collisions with hot electrons, ions, and other atoms. The plasma exists 
for a few µs to ms.  While the plasma kinetics are quite complex, knowledge of the details of the 
dynamics is generally not needed to effectively use LIBS. The sensitivity and quantifiable nature of LIBS 
measurements are made through systematic calibration of individual LIBS instruments. Attributes of the 
technique include in situ operation, multi-elemental analysis, relatively simple data reduction, high 
sensitivity, and space- and time-resolved real-time measurements. For most species, detection limits lie in 
the few ppm and below. LIBS has been used for analysis on solid surfaces, soil samples, gas samples, ice 
particles [Arp 2004], and aerosols. Measurements are readily made in harsh ambient environments such 
as reacting flows. The spatial distribution of H and O atoms in hydrogen/air diffusion flames has been 
measured and favorably compared with simulations [Itoh 2001]. Trace metals have been detected at ppm 
levels in industrial boilers and furnaces [Blevins, 2003].  More recently, LIBS was demonstrated as a 
means for engine health monitoring via the detection of seeded Mg [Baldwin, 2006].  In addition to the 
seeded Mg, Fe from actual engine wear was also detected in this proof-of-concept study.  
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 A recent study has demonstrated that LIBS can be used to determine the composition and total mass 
of sulfuric acid aerosols produced in controlled homogeneous nucleation experiments [Nunez, 2000].  
Even though the measurements were made in a controlled environment, this is an important 
demonstration because most of the particulate emissions from gas turbine engines are in the form of 
condensed volatile material with the dominant aerosol species being H2SO4/H2O [Karcher, 1998-b; 
Penner, 1999]. Aviation fuels contain sulfur that is largely emitted in the nascent exhaust as SO2. 
Through a series of chemical kinetic steps, the gaseous SO2 becomes H2SO4/H2O (sulfuric acid) forming 
the most abundant volatile aerosols. Nunez [2000] generated the aerosol droplets at room temperature by 
passing bulk liquid sulfuric acid of varying concentrations through a nebulizer into a bath of either air or 
argon.  

 A sample LIBS spectrum of three S emission lines obtained by Nunez et al [2000] is presented in 
Figure 3.1.  Such spectra were recorded over a range of known sulfuric acid concentrations permitting an 
absolute concentration calibration. The results of the calibration run are shown in Figure 3.2. From the 
calibration work, the researchers determined a sulfur detection limit of 0.38 ppm of sulfuric acid aerosol 
with their experimental setup. The authors noted that this does not represent the absolute lower limit of 
detection. Their detection limit was dictated by hardware limitations and not the LIBS technique itself. In 
Figure 3.2 the S ns-LIBS signal is correlated with both sulfur concentration by weight and the sulfuric 
acid mass density. 

 Aerosol size distributions can also be determined from LIBS signals [Hahn, 2000]. Figure 3.3 shows 
the size distribution of Ca-based particles determined by ns-LIBS measurements. The results are 
presented as a histogram and compared with the particle size distribution as determined by a commercial 
particle sizer using a light scattering methodology. The agreement between the two techniques is quite 
good. Individual particle diameters were determined from the calibrated linear relationship between mass 
concentration and LIBS signal, the measured plasma volume (sample volume), and the known density of 
individual Ca particles. 

 
Figure 3.1. ns-LIBS spectrum of sulfuric acid aerosols in the vicinity of the three sulfur emission lines 

used for concentration measurements. (Taken from Nunez 2000.) 
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Figure 3.2. Calibration of ns-LIBS signal for sulfur emission taken from sulfuric acid aerosols. The ns-
LIBS signal scales linearly with the sulfur concentration in the parent liquid (by weight %) and with the 

sulfuric acid mass density in the probe volume. (Taken from Nunez 2000.) 

 

Figure 3.3. Particle size histogram determined from LIBS signals recorded in a stream of Ca-based 
particles with co-flow of nitrogen at 1 atm. The bars indicate the LIBS-based particle size measurements. 

The solid line indicates the size results obtained using a commercial particle sizer. (Taken from Hahn 
2000.)  
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Figure 3.4. The elemental metal composition of the exhaust stream of a biomass coal burner for three 
different fuels obtained from ns-LIBS measurements. The spectral features of 8 different metals were 

monitored simultaneously. (Taken from Blevins 2003.) 

 It is clear from the above that ns-LIBS can be used to determine the mass concentration and 
individual particle size of particulates and aerosols. Composition of multi-component flows can be 
determined as well. This is illustrated by the work of [Blevins, 2003] who simultaneously detected 8 trace 
metals in the exhaust of a biomass coal burner at 1170 K.  Thus, there is significant research that 
illustrates LIBS can be used to obtain particle size distributions and identify the particle composition.  
What has not been clearly demonstrated is whether LIBS can be used to distinguish between an analyte in 
gas, liquid aerosol and solid particles in the same sample like would occur in the exhaust plume of a gas 
turbine engine.   

 A critical issue is whether fs/ns-LIBS can distinguish between gases, liquid aerosols, and solid 
particles in simple and complex environments. Recent results obtained by [Hohreiter, 2005; Hohreiter, 
2006] suggests this is a real problem.  They investigated the LIBS spectra of carbon in gas and solid 
phases. The gas phase carbon was in the form of CO2, CO, and CH4.  The solid carbon was in the form of 
30-nm polystyrene (C8H8) and oxalic acid (COOH)2 particles.  As noted in Figure 3.5, the intensities of 
the carbon spectra lines are different for the different forms of carbon.  Figure 3.6 shows how the carbon 
spectral intensity changes with carbon concentration.  Note that all the LIBS intensities, for carbon in the 
gas phase, are on the same curve.  However, the curve for the LIBS C intensities, for the higher density 
oxalic acid (1.9 g/cm3) particles, has a larger slope than that for the polystyrene particles with a density of 
1.0 g/cm3.   
 
 The issue raised by Hohreiter and Hahn of whether LIBS can always distinguish between gas, liquid, 
and solid phase of an analyte is the main focus of this paper.  Their results were obtained using ns-LIBS.   
An important issue to address is whether the same problem would occur using fs-LIBS, which is a 
relatively new field.  A short background of fs-LIBS is given in the next section.  
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Figure 3.5. LIBS spectra for different sources of 
carbon All the spectra have the same scale and 
have been shifted vertically for clarity. (From 

Hohreiter 2005.) 

Figure 3.6. Calibration curves based on C atomic 
emission line for 5 carbon analyte sources. (From 

Hohreiter 2005.) 

3.2 Femtosecond fs-LIBS 

 Historically, LIBS became a popular diagnostic technique because of the availability of reliable 
nanosecond pulsed lasers in the 1970s. For example, excimer and Nd:YAG ns pulse lasers produce a 
plasma by achieving focused intensities of >109 W/cm2, which are above the breakdown potential of most 
samples. This results in electron temperatures of about 15,000 K. Today, a new generation of LIBS is 
evolving because of breakthroughs in laser technology.  The invention of chirped-pulse amplification and 
reliable femtosecond lasers has resulted in the availability of tabletop, fs pulse lasers, with focused 
intensities greater than 1019 W/cm2. Such ultra-short-pulse, ultra-intense focused intensities, referred to as 
extreme light [Mourou, 2002], interact with matter in completely new ways that can be advantageous to 
LIBS. For example, the plasma created with extreme light results from field ionization of both the outer 
and inner electrons in a sample. This results in plasmas with a higher density of electrons and higher 
collision rates than that produced by a ns laser. This is important because the higher collision rate of the 
electrons with the atomic species can result in more intense, richer emission spectra. The net result of this 
is that fs-LIBS has the potential of having higher signal to noise ratios and higher accuracy than ns LIBS.  
This has been demonstrated in some recent fs-LIBS studies [see for example Margetic 2000]. Ppm 
detection limits for minor species in Al alloys have been demonstrated [Le Drogoff 2001].  
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4.0 Results and Discussion 
 This program explored the question: is it feasible to develop a LIBS based technique that can be used 
to obtain the percentage of particulates in a gaseous/particulate multi-phase mixture?  The approach was 
to explore the use of nanosecond (ns, 10-9 s) and femtosecond (fs, 10-15 s) LIBS in ways that would take 
advantage of the different in LIBS response to species in gaseous and particulate states as observed by 
[Hohreiter and Hahn, 2005]. The approach involved a joint effort between Prof. David Hahn and the Air 
Force Research Laboratory (AFRL).  Dr Hahn investigated different ns-LIBS techniques that might be 
used to overcome the multi-phase problems. The literature suggests that a femtosecond (fs, 10-15 s) pulse 
laser decomposes a sample into constitute atoms more efficiently than a ns laser.  AFRL investigated 
using fs-LIBS techniques along with a combined fs/ns-LIBS techniques as a means of solving the multi-
phase problem.  The results of these studies are presented in this section. 

 Carbon was selected as the species to study because it is relatively straight forward to generate 
gaseous and particulate sample streams and because there are published results documenting the different 
in LIBS response for carbon in multi-phase samples.  The conditions studied were not those expected in a 
gas turbine engine exhaust but those that were conductive to exploring new concepts for in situ 
measurements of total particulates.  If a concept proved feasible, then it would be evaluated in more 
realistic environments.. 

4.1 Experimental Methods for University of Florida Activities 

 Dual and single-pulse LIBS measurements were made using various mixtures of gaseous and 
particular carbon.  Single-pulse LIBS measurements were recorded using a 1064-nm Nd:YAG laser 
(denoted Laser 1) with 300 mJ/pulse energy operating at 5 Hz repetition rate.  All analyte samples flowed 
through a standard six-way vacuum cross at atmospheric pressure, which functioned as the LIBS sample 
chamber.  A gaseous co-flow of 44 lpm of purified air was used for all experiments.  The air was passed 
through an activated alumina dryer, a course particle filter, an additional desiccant dryer, and finally a 
HEPA filter cartridge prior to entering the sample chamber.  All flow rates were controlled with digital 
mass flow controllers.  The aerosolized carbon particles were made by nebulizing a solution of oxalic acid 
at a rate of about 0.15 ml/min using a gas flow of 5 lpm through a pneumatic type nebulizer (Hudson 
model #1724).  The carbon solutions were prepared by diluting ICP-grade analytical standards of 10,000 
μg C/ml [SPEX CertiPrep] to the desired concentration using ultrapurified deionized water.  The solution 
concentrations were adjusted to provide a range from about 3 to 20 μg C/liter of gas through the LIBS 
sample chamber.  Based on previous TEM measurements using the current configuration, the average 
aerosol particle size following droplet desolvation (i.e. solid analyte phase) is expected to be less than 
about 100 nm, while agglomerate formation is considered insignificant.  For gaseous-phase carbon, 
carbon was introduced to the sample chamber as a specified flow of carbon dioxide using an additional 
mass flow controller.  Experimental conditions were adjusted such that the percentage of solid-carbon to 
gaseous-carbon could be varied from 10% gas-phase carbon and 90% particulate phase carbon (as 
elemental carbon by mass) to 90% gas-phase carbon and 10% particulate phase carbon.  Specific 
conditions tested were 10/90 (gas/solid percentages), 25/75, 50/50, 75/25 and 90/10 gas/solid percentages.  
For each gas/solid mixture, the overall carbon concentration was then increased while the percentage was 
held constant.   
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 For all experiments, the plasma was created in the center of the sample chamber using a 50-mm 
diameter, 75-mm focal length lens.  The plasma emission was collected on axis with the incident laser 
beam (Laser 1) using a pierced mirror and 75-mm focal length condensing lens.  The plasma emission 
was then fiber-coupled to a 0.275-m spectrometer (2400 groove/mm grating, 0.15-nm resolution).  
Spectral data were recorded using an intensified CCD detector array.  For all experiments, the ICCD was 
synchronized to the laser Q-switch, and the detector delay and integration times were set to 8 μs and 5 μs, 
respectively.  For the dual-pulse configuration, an additional laser-induced plasma was created using a 
similar 1064-nm, 300 mJ/pulse laser (denoted as Laser 2) oriented orthogonal to the first laser such that 
the laser-induced plasma was created at the exact same focal volume as created for Laser 1.  For all dual-
pulse experiments, Laser 2 was fired 1 μs prior to Laser 1, which was estimated to be an optimal 
separation based on extensive previous dual-pulse measurements [Windom, 2006].  For each carbon 
concentration and gas/solid mixture, each measurement was recorded using six individual 1000-shot 
averages spread over multiple days for both the single-pulse LIBS (Laser 1 only), and the dual-pulse 
LIBS (Laser 2 1 μs prior to Laser 1) configurations.  All data were processed using the 247.9-nm carbon I 
atomic emission integrated over the full-width, and normalized to the adjacent continuum plasma 
emission (Bremsstrahlung emission), to yield the final Peak-to-Base ratio (P/B) as the analyte signal.  

 Figures 4.1.1 and 4.1.2 show representative single- and dual-pulse LIBS spectra that correspond to 
90% gas-phase carbon and 10% solid-phase carbon (90/10).  Also, 10% gas-phase carbon and 90% solid-
phase carbon (10/90) are also shown.  Several features are noted in these spectra, which were consistent 
for all of the experiments performed.  First, for all cases the absolute intensity of the dual-pulse 
configuration was reduced with respect to the corresponding single-pulse condition.  This was observed 
for all gas/solid carbon mixtures.  This effect is consistent with previous experiments [Windom, 2006], 
and corresponds to the fact that the first laser-induced plasma (Laser 2) creates a rarefied condition into 
which the second laser (Laser 1) is fired.  The rarefaction created by the first laser reduces the resulting 
plasma emission from the plasma created by the second laser.  For analysis of solids via dual-pulse LIBs, 
the rarefaction created above the solid by the first laser helps to “clear” the target from the cover gas, 
thereby creating better coupling from the second pulse into the target, resulting in more analyte emission 
from the solid target, and less continuum emission from the ambient gas.  However, with pure gaseous 
breakdown as in the current study, the rarefaction serves to significantly lower the plasma continuum 
emission because the continuum arises primarily from the gas-phase species, which have been 
subsequently rarefied by the first plasma event.  The second observation is that the 247.9-nm carbon 
emission signal was observed to increase when increasing the percentage of carbon as particulate solid 
carbon (i.e. decreasing the gas/solid carbon mixture fraction).  This trend was observed for both solid and 
dual-pulse LIBS configurations.  To quantify the data, the P/B ratio was calculated for all total carbon 
concentrations and for all gas/solid carbon mixtures.   
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Figure 4.1.1 and 4.1.2.  1000-shot average LIBS spectra for 10% gas-phase carbon (left) and for 90% gas-
phase carbon (right) for both single-pulse and dual-pulse LIBS. 

 

Figure 4.1.3 and 4.1.4.  LIBS calibration curves for 90% gas-phase carbon (left) and for 10% gas-phase 
carbon (right) for both single-pulse and dual-pulse LIBS configurations. 

 By varying the overall carbon content while maintaining a constant gas/solid carbon mixture fraction, 
calibration curves were prepared for each specific mixture using both the dual-pulse and single-pulse 
configurations.  Two such calibration plots are presented in Figures 4.1.3 and 4.1.4 for the 10% gas-phase 
and 90% gas-phase carbon conditions, respectively.  All calibration curves yielded excellent linearity and 
a nearly zero y-intercept value, although a slight trend of reduced correlation coefficients was observed 
with increasing gas/solid content ratio.  It is noted that a zero y-intercept value is required for a robust 
analytical calibration curve.  
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 The above calibration curves reveal an increased slope with increasing solid carbon content (i.e. 
decreasing gas/solid mixture fractions), which is in agreement with the above discussions regarding 
Figures 4.1.1 and 4.1.2.  Clearly the carbon signal is enhanced with increasing percentage of solid-phase 
analyte.  While it was not so apparent in the raw spectra, it is also observed that the carbon P/B signal is 
in fact enhanced with the dual-pulse configuration as compared to the single-pulse configuration for both 
gas-phase mixtures presented above, as evidenced by the increase in slope when comparing the dual-pulse 
calibration plot to the single-pulse calibration plot for a given gas/solid mixture.  The above calibration 
plots were also prepared for the 25/75, 50/50, and 75/25 gas/solid carbon mixtures, yielding results 
consistent with the above trends.  To examine the overall behavior of carbon response over the entire 
experimental matrix, the resulting calibration curve slopes are presented in Figure 4.1.5 as a function of 
gas/solid carbon mixture fractions for both the single and dual-pulse configurations.  As observed in  

 

Figure 4.1.5.  Individual slopes of the LIBS calibration curves as a function of the percent gaseous carbon 
ranging from 10% to 90%, for both the single and dual-pulse cases. 

Figure 4.1.5 for any given percentage of gaseous carbon, the slope of the dual-pulse LIBS calibration 
curve always exceeds the single-pulse LIBS calibration curve slope.  For a given configuration (i.e. single 
or dual-pulse), the calibration curve slope is always observed to increase as the percentage of gaseous 
carbon is decreased (i.e. increasing solid carbon content).  Furthermore, the trend line fit to the calibration 
curves slopes of the single-pulse LIBS experiments is very linear over the range of gaseous/solid mixtures 
explored.  The corresponding curve fit to the dual-pulse experiments is also rather linear in nature; 
although the 50/50 data point (50% gas phase/50% solid phase) does sit somewhat below the linear trend 
line.  This behavior was consistently observed, and the offset is well outside the expected error bars. 
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 The results presented in Figure 4.1.5 suggest an interesting observation, namely, that the ratio of the 
single-pulse to dual-pulse response (as reflected by the calibration curve results) reveals a steady trend as 
the percentage of gaseous carbon varies over the range of 10% to 90%.  The concept was furtherevaluated 
by using the two trend lines to calculate the ratio of the dual-pulse to single-pulse response as a function 
of percentage of gaseous carbon.  A plot of this dual/single carbon response is presented in Figure 4.1.6 
over the range of experimental conditions.  In addition, the actual calibration curve slopes are included for 
the 10/90, 25/75, 75/25 and 90/10 gas/solid cases.  Most importantly, the ratio of the dual/single pulse 
response does display a monotonic response over the range from 10% to 90% gaseous carbon.  While the  

 

Figure 4.1.6.  Ratio of the dual-pulse to single-pulse calibration curve response as predicted from the 
trend lines of Figure 4.1.5 and as measured from the individual calibration curves, as a function of the 

percent gaseous carbon ranging from 10% to 90%. 

individual calibration curve points show some variation, they also follow this general trend.  It is rather 
remarkable that given the considerable variation in LIBS response of the carbon line when comparing 
single or dual-pulse configurations, or when comparing the various percentages of gaseous carbon, the 
ratio of dual/single pulse LIBS response is remarkably consistent, and furthermore, displays a monotonic 
response over the mixture fraction range examined in the current study.   

 Figure 4.1.6 illustrates that the ratio of dual- and single-pulse LIBS signals can be used to estimate the 
percentage of gaseous and total particles in a multi-phase sample.  This technique utilized the result that 
gaseous, liquid aerosol, and solid particulates result in a different calibration curves for dual and single 
pulse LIBS.  As observed in this and previous studies, there exist significant differences in the LIBS 
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response of solid-phase analyte as compared to gaseous-phase analyte [Hohreiter, 2005], with the former 
being more pronounced.  In addition, the dual-pulse configuration provides an enhanced analyte response 
(as measured by the P/B ratio) although the absolute signal levels are reduced.  Such an effect is 
consistent with the rarefaction produced by the first laser-induced plasma, and the fact that 
particulatephase species are somewhat resistant to the rarefaction relative to gas-phase species.  When 
these two observations are combined, the use of the dual/single pulse LIBS response is shown to be a 
potentially useful method for measuring the total particulate and gaseous species containing carbon.  
However additional studies are needed to determine the full potential of this technique. 

4.2 fs/ns LIBS at Propulsion Directorate Air Force Research Laboratory 

 The research at AFRL differed from that at the University of Florida in that a combined fs/ns LIBS 
system was set-up so that independent measurements could be made using either fs or ns LIBS.  The fs 
and ns lasers could also be electronically coupled so that one could be used as a pre-pulse and the other 
the main pulse.  This system was used to reproduce the importance results of Hohreiter and Hahn, 2005.  
Once their results had been reproduced, the combined system was used to investigate the feasibility of 
using the dual LIBS technique described in Section 4.1 to distinguish between the gas and solid carbon 
analyte but using the fs laser as the pre-pulse and the YAG as the main LIBS pulse. This research is 
described in this section.  

4.2.1 Experimental Set-up  

 A schematic of the optical setup for the work reported here is shown in Figure 4.2.1.  Two laser 
systems were employed in the measurements enabling measurements in both a one-pulse and two-pulse 
format. The single-pulse measurements were made using a 10-Hz frequency-doubled Nd:YAG laser 
delivering 6-ns pulses at 532 nm with pulse energies ranging from 290 – 680 mJ. The double-pulse 
measurements combined the output of the Nd:YAG laser with the output of a Ti:sapphire regenerative 
amplifier delivering 45-fs pulses at 1 kHz with a central wavelength of 800 nm. The pulse energy was 
varied from 400 – 750 μJ. The laser pulses from the two systems were synched to each other 
electronically using a master/slave arrangement. The Ti:sapphire laser operated as a master clock 
controlled by its intrinsic electronics. A clock pulse from these electronics was input to a custom-built 
divide-by box the output of which delivered 10-Hz pulses to a delay generator. Two output pulses from 
the delay generator triggered the flashlamp and Q-switch of the Nd:YAG laser. The same delay generator 
also triggered the controller for the ICCD camera used to acquire the LIBS signals.  

 Beams from both lasers were combined using a dichroic mirror and directed through a pierced mirror 
to a common focusing lens that placed the focus of both beams at the center of the LIBS chamber. The 
dichroic mirror transmitted the 800-nm light and reflected the 532-nm light. Most of the single-pulse gas-
phase carbon data was acquired using a 150-mm focusing lens placed exterior to the chamber. The single-
pulse solid-phase carbon data along with all of the double-pulse data was collected using a 40-mm 
focusing lens placed inside one arm of the LIBS chamber. The arrival time of the laser pulses in the 
sample chamber was monitored using a photodiode placed near the chamber. 
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Figure 4.2.1. Schematic of the dual laser system LIBS setup used for this study. As indicated by “path 1” 
and “path 2” labels, two LIBS signal collection geometries were employed. For path 1 the LIBS signal 

was collected at 90-degrees to the incident laser beams and for path 2 the signal was collected in the 
backward direction using a pierced mirror. For clarity, only the mirrors directing the collected LIBS 

emission are shown. See text for details.   

 The pierced mirror permitted the collection of the LIBS signal in the backward emission direction. 
(See path 2 in Figure 4.2.1.) This geometry enables collection of the LIBS signal from nearly the entire 
plasma volume reducing sensitivity to shot-to-shot changes in the axial location of the LIBS plasma 
breakdown location. For this collection path, the focusing lens doubles as the collection lens. The optical 
setup also included signal collection at 90-degrees with respect to the propagation axis of the lasers 
through the chamber. (See path 1 in Figure 4.2.1.) All of the double-pulse data was collected using this. 
Switching between collection paths was achieved simply by removing or replacing the “removable 
mirror” shown in Figure 4.2.1. The collection lenses for both signal collection paths collimate the LIBS 
signal which is then directed by mirrors to a common lens (350-mm) that focuses the light into the ¾-m 
single-grating spectrometer. The exit slit of the spectrometer was removed and replaced with an 
intensified charge-coupled device (ICCD) camera that served as the detector. The ICCD was operated in 
imaging mode yielding a 2-D signal map with wavelength along one axis and spatial location on the 
orthogonal axis. The recorded spatial dimension is normal to the propagation axis of the laser pulse for 
both collection axes.  

 The target chamber (see Figure 4.2.2) was constructed following the design of [Hahn, 2001] and 
suspended between two laser tables in the laboratory room. The incident laser beams were focused at the 
center of a six-way cross. The four equatorial arms were fitted with quartz windows to permit straight-
thru passage of the laser beams as well as signal collection and visualization of the laser sparks. The top 
of the cross was open to an active exhaust hood that drew the sample flow effluent out of the room. The 
bottom of the cross was connected to the analyte/solute delivery system. Solid-phase carbon samples in 
the form of aerosols were delivered into the target area using a commercial medical-grade nebulizer made 
by Hudson. Carbon in the form of dilute oxalic acid [atomic absorption grade supplied by Spex Certiprep] 
was loaded into the nebulizer by unscrewing the reservoir from its top. A 5 l/min supply of dry nitrogen 
(99.999% pure) was fed into the nebulizer from a computer-controlled mass-flow-controller. At this gas 
flow rate 0.15 ml/min of fluid was introduced into the drying tube. The resultant mass loading of carbon 
in the sample chamber was altered by repeated dilution of the oxalic acid with de-ionized water. Solid 
carbon in the form of polystyrene spheres was also introduced into the chamber by placing samples of the 
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spheres (also diluted with de-ionized water) into an atomizer that was plumbed in place of the nebulizer. 
To prevent sample-to-sample contamination, individual nebulizers were used for each sample type and for 
each carbon concentration. For gas-phase carbon measurements, no material was placed inside the 
nebulizer reservoir. The nebulizer simply acted as a pass-through for carbon-containing gas delivered 
through the 5 l/min mass flow controller. Most of these measurements were made using a research-grade 
bottle of 100 ppm CO2 in N2. The output of nebulizer was directed through a hole cut in the center of the 
sintered metal disk.  

 

Figure 4.2.2. LIBS chamber used for all data collection presented here. Design based on work by Dr. 
Hahn and co-workers. 

 Further dilution and delivery of the nebulizer effluent was accomplished using a co-flow of N2 
(99.999% pure) metered by a 50 l/min mass flow controller. The co-flow passed through the sintered 
metal disk ensuring laminar flow in the drying tube. The co-flow rate was varied to maintain a total gas 
flow rate into the chamber of 40 – 45 l/min. The combination of this total flow rate and the length of the 
drying tube insured that dry aerosol particles of carbon entered the laser focus area with mean diameters 
of less than 100 nm as determined by Hahn’s group using the original test chamber based on the same 
design [Hohreiter, 2005]. We note that all measurements regardless of analyte source were made at 
atmospheric pressure. Similarly all measurements were made under flowing conditions. 

4.2.2 LIBS signal acquisition and processing 

 A LIBS signal consists of one or more atomic lines from the emitting analyte superimposed on the 
broadband plasma emission. The broadband emission consists largely of bremsstrahlung from the free 
electrons as they cool along with some recombination emission. If the LIBS signal is acquired over a 
large wavelength range (many tens of nm or more) atomic (and molecular) features associated with the 
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environmental gas (e.g. air) are typically present as well. For most of the work reported here, carbon 
served as the analyte. In Figure 4.2.3 the strong 248-nm emission line from the neutral carbon atom is 
shown sitting on top of the broadband plasma. The broadband emission is present in all LIBS 
measurements at varying degrees of intensity. Consequently, LIBS signals are typically reported as peak-
to-base ratios (P/B). As shown in the Figure 4.2.3, the peak is given by the integrated area of the analyte 
emission line above the broadband emission (baseline or base). For the data reported here, we adopt the 
definition used by Hahn’s research group for the base [Hohreiter, 2005]. Numerically, the base is given 
by the value of the baseline at line center. The peak-to-base ratios shown in the figures that follow 
represent averages over multiple laser shots, typically 600-1000 depending on the strength of the signal.  

 

Figure 4.2.3. Graphical representation of Peak and Baseline. The peak-to-base ratio (P/B) is defined as the 
ratio of the peak area to the midpoint value (value at line center) of the baseline. 

 For each experimental condition of carbon source and solute, three types of ICCD images were 
acquired: (1) a background image acquired with the laser blocked, (2) a “blank” image of just the analyte, 
and (3) a signal images of the analyte/solute source at varying conditions of the test parameter. The test 
parameters included laser pulse energy, detection gate delay and gate width, solute phase, and solute 
concentration. For each experimental condition, a background and blank image were recorded at both the 
beginning and end of the parametric run. All four of these images were recorded using the same number 
of laser shots as the parametric signal images. The pre- and post-run background and blank images were 
compared to ensure that no systematic signal collection changes had occurred during the parametric run. 
No sign of such systematic drift was ever seen indicating the robustness of the setup. This observation is 
consistent with the findings of Dr. Hahn and his group.  

 The acquired ICCD images were processed using custom routines written in Matlab. The background 
image was subtracted from each blank and signal image to remove electronic noise. The background-
corrected blank and signal images were then processed to produce corresponding spectra. This was 
accomplished by summing the individual rows in the images along the spatial dimension. Care was taken 
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to exclude the rows which lay outside the region of strong emission. This has an indirect effect of 
improving signal-to-noise ratios. The signal spectra were processed with the corresponding blank spectra. 
The baseline of the signal spectra were subtracted from the desired atomic line emission using the blank 
spectra (scaled as need be). The baseline-corrected signal spectra were integrated across the atomic 
emission feature to yield a numerical value for the peak. The line center value of the blank spectrum was 
used for the base and the peak-to-base ratio was then calculated. This procedure was repeated for each 
signal image acquired in each parametric study. The Matlab routines were constructed to either process a 
single signal image or batch process a collection of related images. All of the data presented in the 
following figures was processed in this way and is presented in the form of peak-to-base ratio (P/B) 
versus the test parameter.  

4.2.3 ns-LIBS with gas-phase carbon 

 Gas-phase carbon LIBS measurements excited by ns pulses provided a good means to verify common 
results between the work done at WPAFB and the Univ. of Fla. Figure 4.2.4 shows the peak-to-base ratios 
for gas-phase carbon LIBS signals from CO2/N2 mixtures as a function of carbon mass loading in units of 
micrograms per cubic meter. Three sets of measurements are shown: two made at WPAFB using pulse 
energies of 350 and 680 mJ/pulse, and the third at the Univ. of Fla. using a pulse energy of 290 mJ.  

 As seen, the signal strength has at most a weak dependence on the pulse energy. This is consistent 
with the current wisdom of the LIBS community. More importantly, the slopes of the P/B ratios versus 
mass loading are nearly identical between our two collaborative working groups (see Figure 4.2.5). The 
agreement between the two sets of measurements ensures that the hardware setups in both laboratories 
yields similar measurement environments and that the signal processing routines yield common numerical 
results. 

 Work at the Univ. of Fla. has shown that all gas-phase sources of carbon yield a common LIBS signal 
(P/B) dependence on mass loading in a common solute (air in this instance). Hence, we can comfortably 
assume that our results shown in Figure 4.2.4 and Figure 4.2.5 are transferable to any gas-phase carbon 
source such as methane, carbon monoxide, or the vapor of any heavy hydrocarbon fuel. 
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Figure 4.2.4. Measured peak-to-base ratios for two pulse energies compared with results from (Hohreiter 
and  Hahn, 2005) (Univ. of Fla.). (Backward light collection.) Error bars equal to size of markers. 
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Figure 4.2.5. Linear fits to the data of Figure 4.2.4.  Slope for corresponding work by Hahn et al = 1.16e-4.  
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 Two of the key experimental parameters for LIBS measurements are the detector delay and gate 
width. The delay is with respect to the arrival of the excitation laser pulse in the sample chamber (Refer to 
Figure 4.2.13 ignoring the first laser pulse).  The temporal characteristics of the plasma emission and 
atomic analyte emission typically differ as the plasma evolves. The initially hot electrons cool largely via 
bremsstrahlung and later, after having lost much of their initial kinetic energy, they collisionally excite 
the desired atomic emission. While individual electrons may lose their energy at differing rates with a 
well-defined statistical loss rate for the ensemble, generally speaking, most lose much of their energy 
early in the plasma evolution. As a consequence, the background plasma emission tends to decay faster 
than the atomic emission of interest. We examined this for a fixed mass loading of carbon from a CO2/N2 
mixture by measuring the peak-to-base ratios and the peak ratios as a function of gate delay for three 
settings of the gate width (3, 6 and 12 μs). Results of these measurements are shown in Figure 4.2.8. 
Consistent with published results, the peak-to-base ratios increase with increasing delay until a maximum 
value is reached and the ratios decrease rapidly for greater delays. Over the same range of gate delays the 
peak signal (wavelength-integrated emission) decreases and consequently the signal-to-noise ratio 
decreases. Selection of detector gate delay is then a matter of compromise between peak-to-base and 
signal-to-noise ratios. For the work presented here, the gate delay was typically set to 10 or 12 μs.  

 The dependence of the observed LIBS signal on gate width is much weaker than that on the gate 
delay. As seen in Figure 4.2.6 and Figure 4.2.7, increasing the gate width by a factor of 4 only increases 
the measured signal by a factor of ~20% or less. Most of the data reported here was recorded with a gate 
width of 10-12 μs. 
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Figure 4.2.6. Measured peak-to-base ratios as a function of gate delay for three values of the gate width. 

 



126 
Approved for public release; distribution unlimited. 

 The LIBS plasma volume is best characterized as an ellipsoid with the long axis lying on the 
propagation direction of the incident laser pulse. Regardless of the signal collection direction with respect 
to laser propagation axis, the entrance slit of the spectrometer acted as a limiting aperture. Figure 4.2.9 
indicates the relative relationship between the LIBS plasma volume and the sub-volume passed through 
the spectrometer. The plasma volume is characterized by gradients in electron temperature and density. 
Both are greatest near the center of the ellipsoid and decrease radially and longitudinally with distance 
from the center. Therefore, changes in signal collection direction that in turn change the affective aperture 
lead to a sampling of somewhat different plasma conditions for the same laser spark. 

 The data shown in Figure 4.2.4, Figure 4.2.5, Figure 4.2.6, and Figure 4.2.8 was recorded using the 
backward collection geometry (path 2 of Figure 4.2.1).  In this geometry, the slit passes all emission along 
the beam propagation axis simply eliminating the side lobes of the emission region (c in Figure 4.2.9). In 
this way both cold and hot regions of the plasma contribute to the recorded LIBS signal. With the 90-
degree geometry the slit preferentially selects the hot region of the plasma (d in Figure 4.2.9) and this 
impacts the observed signal.  Figure 4.2.10 shows the peak-to-base ratios for gas-phase carbon versus 
mass loading taken with the 90-degree collection geometry. Comparing with equivalent ratios recorded in 
the backward geometry (Figure 4.2.5) we see that peak-to-base ratios are of nearly equal value. The 
difference lies in the slope which is 13% less for the 90-degree collection data set. While this is not a 
large difference it is statistically significant and emphasizes the fact that LIBS calibration procedures need 
to be executed using the same geometry planned for the measurements of unknown analyte concentration. 
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Figure 4.2.7. Measured peak carbon signal as a function of gate delay and gate width. Compare with 
Figure 4.2.6.  
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Figure 4.2.8. Schematic indicating the aperturing of the LIBS plasma volume by the entrance slit of the 
spectrometer. (Slit indicated by the gray rectangular box.) The LIBS plasma appears as an ellipsoid with 

the long axis collinear with the propagation axis of the laser, b). c) and d) indicate the portion of the 
ellipsoid that passes through the spectrometer slit for backward, c), and 90-degree, d), light collection. 

(See Figure 4.2.1 for light collection geometry.)  
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Figure 4.2.9. Measured peak-to-base ratios versus mass loading for 90-degree light collection (path 1 in 
Figure 4.2.1).  Compare with Figure 4.2.4. Ns-LIBS on solid-phase carbon (aerosol particles)  
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4.2.4 ns-LIBS with solid –phase carbon (aerosol particles) 

 LIBS measurements on solid-phase carbon particles were executed by loading dilute samples of 
oxalic acid in the nebulizer. The high-purity stock sample of oxalic acid (1000 mg of C per ml) was 
obtained from Spex Certi-prep and varying mass loadings were obtained through dilution with de-ionized 
water. Using the flow rates noted in section 4.2.1, carbon in the form of small aerosol particles was 
delivered into the sample volume in a flowing manner. Based upon previous studies by Hahn and 
coworkers at the Univ. of Fla., the aerosol particles are known to have diameters of less than 200 nm. 
Peak-to-base ratios for our work and the work at the Univ. of Fla. are shown in Figure 4.2.10. The slopes 
of the signals are roughly seven times that of the gas-phase carbon signal (see Figure 4.2.5) over the same 
range of mass loadings. This confirms the observation by Hahn and coworkers and Chang and coworkers 
that LIBS signals of the same analyte are dependent upon the physical phase of the analyte. This 
difference is related to the details of how the energy in the incident laser pulse is transported into the 
sample volume, and the hydrodynamic response of the plasma. For gas-phase samples the excitation of 
individual analyte atoms occurs via direct electron impact excitation or electronic energy cascade 
following recombination of an electron and an analyte ion. For aerosol particles, excitation energy must 
first be transported macroscopically into the interior of the aerosol via thermal transport. 
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Figure 4.2.10. Comparison of peak-to-base ratios for carbon in aerosol form (oxalic acid) versus mass 
loading for the data collected with the setup at WPAFB and at the Univ. of Florida (Hahn). Backward 

light collection. 

 It is well-known that when energy is impulsively deposited at a single geometric point, the 
subsequent gas dynamic response generates radial gradients in the pressure, temperature and density of 
the surrounding medium as a blast wave emanates from the point of energy deposition [Zeldovich, 1966]. 
While the LIBS spark is spatially distributed (on the scale of tens of microns) it is very likely that such a 
blast wave will sweep material radially outward from the initial spark volume. The lighter gas-phase 
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material will be more easily swept out than the solid-phase material which will offer inertial resistance to 
such movement. Consequently, on the spatial scale of the initial LIBS spark, the mass density of solid-
phase analyte will be closer to that of the pre-spark state than that of the gas-phase analyte. Both the 
details of energy transport and hydrodynamic response could play a role in the observed difference of 
LIBS signals for gas and solid-phase analytes over similar ranges of mass loading. An important part of 
this research effort is finding ways to exploit this phase-dependent aspect of the LIBS signal, since the 
aircraft exhaust environment is characterized by individual analytes in multiple phases. 

4.2.5 ns-LIBS with solid-phase carbon (polystyrene spheres)  

 LIBS measurements were made on solid-phase carbon in the form of polystyrene spheres. For this 
work, the nebulizer was replaced with a TSI atomizer. Monodispersed samples of known carbon 
concentration were purchased from Duke Scientific. The atomizer was loaded with fixed concentrations 
of carbon on a mass basis. In order to characterize the sample within the LIBS spark volume, a 
differential mobility analyzer (DMA) was connected to an extractive sampling tube the end of which was 
placed within the flowing sample stream about one cm away from the spark location. The DMA was 
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Figure 4.2.11 Particle size distribution determined by a differential mobility analyzer for the Duke 
Scientific 50-nm polystyrene spheres. Agglomeration above an effective diameter of 225 nm is unknown 

as these sizes lie outside the operating range of the analyzer. Compare with Figure 4.2.12.  
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Figure 4.2.12. Peak-to-base ratios for the LIBS signals associated with the particle size distributions 
shown in Figure 4.2.11. 

paired with a particle counter and the combination provided a particle size distribution in the form of 
concentration (number of polystyrene spheres per cubic centimeter) per mean particle diameter. The 
particle size distribution for the 50-nm polystyrene spheres is shown in Figure 4.2.11 for three atomizer 
mass loadings. Clearly the mono-dispersed sample is heavily agglomerated. The reason for this is that the 
sample did not contain a surfactant (which contained carbon) for keeping the particles dispersed.  We 
attempted to disperse the polystyrene spheres by mixing for many hours but were not successful. 
Polystyrene is a dielectric and small spheres can easily acquire enough charge to electrostatically cling to 
one another. In principle it is possible to determine the carbon mass loading within the LIBS spark using 
the particle size distribution. However, the DMA configuration prevented detection of agglomerated 
spheres with effective diameters greater than 225 nm. The size-limited particle size distribution is 
insufficient to confidently recover the mass loading in the LIBS target volume. However, it is meaningful 
to report the LIBS peak-to-base ratios as a function of atomizer mass loading. This is done in  Figure 
4.2.12 for the sample reported in Figure 4.2.11. Note that the P/B ratios are a linear function of atomizer 
loading. This suggests that it is possible to make quantitative LIBS measurements on agglomerated 
analyte particles.  

4.2.6 fs-ns dual-LIBS with gas and solid-phase carbon (CO2 and aerosol particles) 

 As evidenced by the work done by our collaborators at the Univ. of Fla., dual-pulse LIBS based on 
two ns pulses delayed with respect to each other yields a means to quantitatively determine the relative 
amounts of gas-phase and solid-phase carbon in a mixed sample over a range of total mass loadings. We 
examined another dual-pulse approach using a combination of fs and ns pulses. While the fs pulses 
deliver much less energy than the ns pulses (0.5 mJ vs 300 mJ), their peak field intensity is orders of 
magnitude higher and they efficiently ionize the target sample via the tunneling mechanism. The lower 
pulse energy also produces plasma that is much shorter lived – tens of ns as compared to tens of μs. 
However, in principle, a LIBS detection scheme that begins with a fs pulse that is closely followed by a 
ns pulse (see Figure 4.2.13) may yield complimentary phase discrimination. The leading fs pulse can 
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potentially influence the LIBS signal by either rarifying the sample volume hydrodynamically or by 
producing a pre-ionized sample volume that more readily absorbs more energy from the second ns pulse 
than if the fs pulse were not present. 

 The LIBS spark produced by the fs laser pulse is significantly smaller than that produced by the ns 
laser pulse. Like the ns-pulse-excited spark, the fs-pulse-excited spark is elliptical in shape with the long 
axis collinear with the laser propagation direction. To ensure that any preconditioning produced by the fs 
pulse was taken advantage of fully, the two incident laser beams were combined (see Figure 4.2.1) and 
focused with a common optic (singlet) along a common propagation axis. A singlet lens was used for this 
purpose. To compensate for the different focal lengths of the lens at 532 and 800 nm, two-lens telescopes 
were placed in both laser beam paths to alter the divergence of the two beams as they entered the singlet. 
(Recall that a singlet will focus “blue” light faster than “red” light.) Images of the two laser sparks appear 
in Figure 4.2.14. The two spark images have been displaced vertically for clarity. They do in fact lie on a 
common axis.  The ns-pulse-excited spark is not entirely symmetric along the propagation axis. The peak 
plasma emission tends to appear closer to the leading edge of the spark than the trailing edge. With this in 
mind, the beam telescopes were adjusted to get the fs spark to lie as close as possible to the location for 
peak emission within the ns spark. The distance between the center of the fs spark and the peak emission 
point of the ns spark was minimized to 750 μm. Any further reduction of this spatial separation will 
require the use of a custom-designed air-spaced doublet or triplet. Since breakdown of the surrounding 
medium does not necessarily happen right at the waist of the focused ns beam, (Breakdown can initiate 

 

Figure 4.2.13. Timeline for the dual-pulse LIBS experiments. For the work done at the Univ. of Fla., both 
pulses were delivered from a ns laser. For the work done at WPAFB, the first pulse was delivered from an 

fs laser and the second from a ns laser.  
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Figure 4.2.14. Images of fs and ns laser sparks collected at 90-degrees. The spark images have been 
displaced vertically for clarity. The fs spark appears 750 µm behind the location of the peak ns spark 

plasma emission.  

upstream of the waist position), care must be taken in this design to permit some independent user 
adjustment of the two spark locations. 

 It is well known that focused fs pulses with intensity characteristics of the laser used in this work 
(>1014 W/cm2) yield forward and backward emission due to self-phase modulation and stimulated Raman 
processes. Such emission may offer its own unique diagnostic utility, particularly for even larger focused 
intensities. For the work reported here, we chose to collect the LIBS signal at 90-degrees to ensure that 
we only studied signals attributable to the dual-pulse setup. The collection optics were arranged such that 
the spatial location of the fs spark and the back end of the ns spark were imaged into the spectrometer. 
The LIBS signal from this spatial location will necessarily exhibit the largest dual-pulse effects but is 
unlikely to be the region of greatest emission. In this sense the data was collected using an optical 
compromise given the restrictions of the hardware available to the program. 

 With the two laser sparks overlapped as noted, measurements were taken of the peak-to-base ratios 
for gas-phase carbon (CO2 in N2) as a function of delay between the two pulses for two values of the fs 
pulse energy – 500 and 750 μJ. The detector gate delay and gate width were both held fixed at 10 μs. The 
gate delay with respect to the ns pulse is indicated in Figure 4.2.13.  For both pulse energies the difference 
between the dual and single-pulse LIBS signals peaked for a pulse delay of 500 ns. This delay setting was 
then used for all of the P/B measurements as a function of mass loading and phase mixture fraction. 
Based on these measurements we cannot say with certainty whether the influence of the fs pulse on the 
LIBS signal is due to ratification or pre-ionization. Such discernment would require a much more 
extensive fundamental study. 



133 
Approved for public release; distribution unlimited. 

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

400 500 600 700 800 900 1000 1100

C  LIBS, CO
2
 in N

2

  fs ns

 ns only

y = 0.071366 + 0.00020942x   R= 0.98648 

y = 0.004114 + 0.0001819x   R= 0.99044 
P 

/ B

Mass Loading    (ug/m3)

12
26

08

 

Figure 4.2.15. Peak-to-base ratios for fs-ns and ns-only excitation of carbon in gaseous phase as a 
function of the mass loading in the chamber. 

 The peak-to-base ratios for the dual pulse (fs-ns) and single pulse (ns-only) measurements on gas-
phase and solid-phase (aerosol) carbon are shown in Figures 4.2.15 and 4.2.16, respectively. Similar to 
the results found by our collaborators at the Univ. of Fla. using two ns pulses, the dual-pulse LIBS signal 
is larger than the single-pulse signal. As anticipated, both modes exhibit a linear relationship between the 
LIBS signal and the mass loading. Also, as seen in the dual-pulse approach with two ns pulses, the signal 
increases faster for the solid-phase sample as a function of mass loading. We note that the dual-pulse 
work involving two ns pulses was performed at higher carbon mass loadings. For example, a mass 
loading of 10 μg/L on the ns-ns data (see fig x and fig y) corresponds to a mass loading of 10,000 μg/m3 
on Figure 4.2.15 and Figure 4.2.16.  However, given the linearity of LIBS signals over very large ranges 
of mass loadings as reported in the literature, it is very unlikely that this difference affects the conclusions 
reached in this study.  

 Following the measurements on samples of single-phase carbon, dual and single-pulse LIBS 
measurements were made on mixtures of gas and solid-phase carbon at a fixed total mass loading. Results 
for a total mass loading of 5000 μg/m3 are shown in Figure 4.2.17.  The data are plotted as a function of 
the percentage of the total mass in gas phase. Just as for the study using the two ns pulses, the LIBS 
signals decrease with increasing percentage of gas-phase carbon. Likewise, the dual-pulse signal (fs-ns) is 
larger than the single-pulse (ns-only) signal. The difference lies in the relative slopes between the fs-ns 
case and the ns-only case. The two calibration curves are very parallel to each other. This is highlighted 
by examining the ratio of the signals in the two cases. As seen in Figure 4.2.18, within the measurement 
uncertainties, the ratio of the two signals for the two modes (dual-pulse and single-pulse) is constant as a 
function of percent gaseous carbon. Hence, at least for the stated measurement conditions it would be 
difficult to determine the relative amounts of gas and solid-phase carbon using an fs-ns dual-pulse LIBS 
measurement.  
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Figure 4.2.16.  Peak-to-base ratios for fs-ns and ns-only excitation of carbon in aerosol phase as a 
function of the mass loading in the chamber.  
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Figure 4.2.17. Peak-to-base ratios for fs-ns and ns-only excitation of carbon in CO2/aerosol mixtures as a 
function of the percent of gaseous carbon present. Downward slopes are indicative of stronger LIBS 

signals from the aerosol phase. For each mixture, the total mass loading of all carbon present was held to 
5000 µg/m3.  
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Figure 4.2.18. Ratio of peak-to-base values for the fs-ns configuration to the ns-only configuration. Data 
in figure was constructed using the data in Figure 4.2.17.  
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5.0 Summary and Observations 
 This program explored the feasibility of developing a LIBS based technique for measuring total 
particulates in a sample containing carbon in gas and particulates species. The program was partly 
successful in that a LIBS technique was demonstrated for measuring the percentage of gaseous carbon 
and total particulate carbon in a multi-phase sample.  The technique involves establishing a calibration 
curve that relates the ratio of dual to single-pulse ns-LIBS signals to the percentage of gaseous or total 
particulate carbon in a multi-phase sample. The program is considered only partly successful because 
additional research is required to improve the sensitivity so it is a viable technique for other species and 
for broader ranges of solid and gas ratios. 

 The program involved research at the University of Florida and at the Air Force Research Laboratory 
(AFRL).  The success of this program was based on the continuation of concepts developed by Prof. 
Hahn at the University of Florida. In previous research, [Hohreiter and Hahn, 2005] showed that there 
were significant differences in the LIBS response of carbon contained in solid particles, liquid aerosol 
particles, and gaseous molecules, with the solid particle response being more pronounced for the same 
carbon concentration.  On this program, Prof. Hahn explored ways of exploiting these differences in 
sensitivity to determine total particulates in a multi-phase sample. The approach was to investigate the use 
of single- and dual-pulse ns-LIBS. Calibration curves of LIBS signal, as measured by the peak (P) to base 
(B) ratio vs. carbon concentration, were obtained for gas and particulate carbon samples.  As observed 
previously, there existed significant differences in the LIBS response of particulate-phase analyte as 
compared to gaseous-phase analyte.  It was also observed that dual-pulse, as compared to single-pulse, ns-
LIBS technique provided an enhanced analyte response (as measured by the P/B ratio).  These 
observations were used to formulate a promising technique for measuring total particulates.  It was shown 
that the ratio of dual- to single-pulse LIBS singles has promise for estimating the percentage of total 
particulates in a multi-phase sample. However, for this to become a viable technique the sensitivity of the 
technique needs to be improved.  

 Literature results suggested that the sensitivity of Professor Hahn’s technique might be improved by 
replacing the ns pre-pulse laser with a fs pre-pulse laser, the idea being that the increased intensity of the 
fs pre-pulse would more readily ionize the sample.  This approach was investigated at the Air Force 
Research Laboratory (AFRL). An experimental system capable of conducting both ns- and fs-LIBS was 
constructed at the Propulsion Directorate of AFRL.  First, gaseous and solid carbon calibration 
experiments, similar to those conducted at the University of Florida, were repeated with the AFRL ns-
LIBS system. Excellent repeatability of Dr. Hahn’s results established that the experimental platform and 
data processing procedures used by AFRL and the University of Florida were equivalent.  Next, 
measurements, complimentary to and in collaboration with those of Prof. Hahn, were executed using a 
combination of dual and single-pulse LIBS setups, with a fs pre-pulse being used in the AFRL dual-pulse 
experiments. In general, the results were similar to those at the University of Florida, in that the fs dual-
pulse fs/ns-LIBS P/B ratio was always larger than the corresponding single ns pulse LIBS P/B ratio for 
gaseous and particulate carbon samples.  Unfortunately, for the experimental conditions explored, the 
ratio of the LIBS signal from the fs pre-pulse and the ns main pulse was independent of the percentage of 
total carbon particulates. The physics associated with this less than expected result is not understood but 
is believed to be related to the total energy deposited in the plasma generated by the fs pre-pulse and the 
time duration for depositing the energy.  Basically, we speculate that the ns pre-pulse creates a rarefied or 
low-density plasma with a compression wave that tends to clear the gaseous ions from the region of the 
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plasma responsible for the LIBS signal; whereas, a fs pre-pulse creates a much smaller, high density 
plasma in which the gaseous species are ionized so quickly that they are not selectively transported to the 
outer region of the plasma but remain concentrated in the region of the plasma responsible for the LIBS 
signal.   
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6.0 Recommendations 
 The problem of developing an in situ technique for characterizing and studying PM2.5 liquid aerosol 
and solid particulates in aircraft exhaust type environments is very important because of the impact that 
PM2.5 have on the environmental as well as on people’s health.  It is also an extremely difficult 
measurement problem.  Professor Hahn’s idea of using the ratio of dual and single pulse LIBS signals to 
determine the total percentage of carbon particulates in a multi-phase sample is a new, innovative 
approach that we feel is worth investigating further.  However, the ultimate sensitivity of the technique 
remains a concern.  The following recommendations are for research to investigate ways to improve the 
sensitivity of Professor Hahn’s technique.  Recommendations are also presented on other approaches for 
measuring particulates that resulted during the course of this program.  

 Figure 4.1.6 indicates that the sensitivity of the technique increases as the percentage of gaseous 
carbon increases; whereas, the technique is weakly dependent on the percentage of gaseous carbon, when 
the particulate carbon is greater than about 70%.  This suggests that for samples with the high particulate 
loading, the signal is primarily due to carbon from the particulates, a finding consistent with previous 
research.  If this is the case, then either single or dual LIBS could be used to determine the total 
concentration of carbon with reasonable accuracy because almost all of the analyte signal would come 
from the particulates.  Indeed, the use of dual and signal pulse LIBS may provide a quantitative way of 
determining when a LIBS signal is basically due to particulates.  If this is the case, this would greatly 
enhance the potential of the single- and dual-pulse ns-LIBS.  This point was not fully realized until all of 
the data were analyzed and summarized; hence resources were not available during the original scope of 
the work to further investigate the potential.  It is therefore recommended that future research on this 
technique investigate this point. 

 There are potential ways for increasing the sensitivity of the signal and dual pulse ns-LIBS. It is 
recommended that additional studies investigate the effect of temporal variations in both the dual-pulse 
laser-to-laser delay (currently fixed at 1 μs), and the temporal gating of the detector gate (currently fixed 
at a delay of 8 μs).  As more is learned about the temporal nature of analyte dissociation and diffusion 
within the laser-induced plasma [Diwakar, 2007], additional analyte sensitivity may be realized by further 
exploiting the differences in solid and gaseous-phase response, and in single and dual-pulse response. 

 The approach of using a fs pre-pulse to improve the sensitivity of Prof. Hahn’s technique did not 
produce the expected benefits.  There is another approach that could be more successful.  The idea 
involves a new method of remote sensing called filament induced breakdown Spectroscopy (FIBS) 
[Stelmaszczyk, 2004].  When FIBS is used with a LIDR detection technique it can be an effective remote 
sensing tool that has the potential of providing spatially resolved particulate measurements along a line.  
It is recommended that FIBS be explored as a way to obtain total percentage of particulates.  In particular, 
the interaction of filaments with aerosol particulates and the resulting analyte response is largely 
unexplored in the literature.  Hence future efforts should include the investigation of using FIBS as the 
pre-pulse in conjunction with a ns main LIBS pulse at a focal location of the filament.  

 While conducting this program, several other ideas surfaced as a means of measuring total 
particulates.  In earlier studies, the interaction of lower energy laser pulses with aerosol particles was 
noted to yield molecular fragments from the particle that are liberated in the excited electronic state 
[Omenetto, 2000; Damm, 2001; Dalyander, 2008].  It was also noted that these pulses do not create full 
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laser-induced plasma.  In general, this technique is referred to a photofragmentation spectroscopy, and 
may be considered a complementary technique to LIBS.  One advantage of photofragmentation is the 
ability to pick up volatile organic species and aerosols, notably sulphur-containing species that are 
historically difficult to detect via LIBS.  Future work that combines the photofragmentation and LIBS 
techniques in a novel multi-pulse sequence could bring additional analytical power to the problem of 
multi-phase volatile species monitoring. 
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Abstract 

Increasing the operating temperature of an aircraft 
engine has the benefit of increasing thrust and fuel 
efficiency. However, increased operating temperatures 
can lead to temperatures in sections of the jet engine 
reaching or exceeding the melting point of the 
superalloys materials used for engine components. In 
order to maintain the structural integrity of the engine 
parts at the extreme operating temperatures, cooling 
methods must be supplied to the engine components. 
Cooling of the engine component is accomplished by 
air flow through cooling holes and through the 
application of thermal barrier coatings.  One method of 
fabrication for the cooling holes in turbine blades is a 
two step process where the holes are drilled in the base 
blade metal by either laser or electrical discharge 
machining, a thermal barrier coating (TBC) system is 
applied and the holes are drilled again to clear out and 
shape the TBC layer.  Mound Laser & Photonics 
Center, Inc. (MLPC) has conducted research utilizing 
the ability of a picosecond laser system to machine 
shaped holes through both the TBC and underlying 
superalloy in a single step.  The short pulse duration of 
the picosecond laser allows for fast hole shaping and 
drilling without inducing spallation of the TBC or 
generating recast that can be encountered with high 
power, long pulse duration lasers.  

Introduction 

Modern turbine engines are being operated at 
extremely high temperatures where maintaining the 
component temperature is critical to the integrity of the 
engine. If a blade or turbine vane is allowed to reach 
too high of a temperature, then structural failure can 
occur which can result in a cascading failure of the 
engine. Component cooling is achieved in multiple 
ways, one way is by the machining of air flow cooling 
channels and secondly by the application of Thermal 
Barrier Coatings (TBC). Air flow cooling is applied 
both internally and through boundary film cooling. Air 
flows through internally created channels inside of the 
component and exits through shaped surface holes. 

The exiting air flows along the surface of the material 
resulting in an insulating boundary layer, keeping the 
hot gas from the engine component. Figure 1 illustrates 
the internal air flow channel and surface holes of a 
typical turbine blade [1]. 

 

Figure 1: Schematic of air flow channels and holes on 
a modern TBC coated turbine blade 

The internal cooling channels are cast during 
fabrication of the engine component with the surface 
holes being machined into the component after it has 
been fabricated. The air flowing through the surface 
holes generates the boundary layer cooling and also 
aids in minimizing hot spots and maintains a uniform 
temperature flow throughout the engine. A modern jet 
engine has hundreds of thousands of cooling holes 
with the number of holes per component varying from 
25 to over 40,000 as seen in Table 1. [2] An additional 
aspect of the hole cutting is shaping of the hole outlet 
(in either metal or TBC) to keep the air flow laminar 
and close to the material surface.    

Table 1: Cooling Holes Per Component 

Component Dia. 
(mm) 

Thickness 
(mm) 

Angle 
(deg) 

# of 
holes 

Blade 0.3-0.5 1.0-3.0 15 25-200 

Vane 0.3-1.0 1.0-4.0 15 25-200 
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Afterburner 0.4 2.0-2.5 90 40,000 

Base plate 0.5-0.7 1.0 30-90 12,000 

Seal Ring 1.0 1.5 50 180 

Cooling 
Ring 

0.8 4.0 80-90 4200 

 

There are several ways to machine the cooling holes 
into the engine materials.  These methods range from 
Electrical Discharge Machining (EDM), Laser drilling 
(both laser trepanning and laser percussion), Electron 
Beam Drilling (EBD) or Electro-Chemical Drilling 
(ECD). Typically either EDM or laser drilling is used 
for cutting the holes in nickel superalloys.  Mechanical 
drilling is difficult on nickel superalloys and typically 
is used for larger holes over several millimeters in 
diameter [3].   

Electrical discharge machining (EDM) is a thermal 
erosion process in which material is removed by a 
series of recurring electrical discharges between a 
cutting tool electrode, and a conductive work piece in 
the presence of a dielectric fluid. The discharge occurs 
in a small gap between the EDM electrode and the 
work piece. An increasing voltage is applied between 
the electrode and the work piece until electrical 
breakdown occurs and a spark discharges across the 
gap. Heat from the discharge vaporizes minute 
particles of the work piece which are then washed from 
the cut by continuously flushing dielectric fluid. EDM 
generates very high temperatures in the region of the 
breakdown spark.   During EDM drilling, both the 
electrode and the material get eaten away. EDM has 
the advantage of being able to machine multiple holes 
simultaneously with fingered electrodes. The drawback 
of EDM is that the material must be conductive so 
while bare engine components can be drilled, TBC 
coated materials, which are not conductive, cannot be 
drilled. EDM can have quality issues with recast and 
microcracking as can laser machining.   

Laser drilling for aerospace applications can be 
accomplished by either percussion or trepann drilling. 
Trepanning is where the laser beam or part is rotated 
about the hole being cut. Percussion drilling is 
accomplished by repetitive shots of the laser pulse 
until a hole is produced. Trepanning will yield a better 
quality holes but percussion drilling can drill a hole 
faster than trepanning. Percussion drilling can be done 
with the part movement synchronized to the laser 
firing to further decrease cycle times by allowing “fire 
on the fly” techniques. The number of holes to be 

drilled, the location, shape and quality of the finished 
hole will usually determine which laser method is 
used. The advantages of laser drilling are the ability to 
drill both conductive and non-conductive materials, the 
ability to machine small holes, machine at angles and 
fast processing. The downsides for laser drilling is 
tapering on the hole cut long pulse (ms,ns,us) and high 
power lasers can generate recast and a heat affected 
zone which can result in microcracking issues.  

Industrial laser drilling is typically done with high 
power longer pulse duration (microsecond) Nd-Yag 
lasers system where peak power can be in the 100kW’s 
of Watts and a hole can be cut with only few laser 
pulses. These high power lasers can eject a molten 
spray of material resulting in recast on the surface so 
steps may have to be taken to minimize the recast from 
sticking during machining [4] or removal of the recast 
after machining. Drilling with high laser powers can 
also generate microcracking or coating delaminations 
[5,6]   

Mound Laser & Photonics Center, Inc. has undertaken 
a study to investigate the drilling of holes and shaping 
in TBC coated Hastelloy X, a nickel superalloy. 
Currently laser drilling of TBC coated components 
with industrial (millisecond-nanosecond) lasers can 
results in cracking or spallation of the TBC coating. 
Recast and heat damage is also a concern with longer 
pulse duration lasers and these affects should be 
minimized with shorter pulse duration lasers.  The 
goals were to investigate and demonstrate picoseconds 
laser drilling of shaped and angled holes through TBC 
coated material.   

Experimental Setup 

Laser System 

The laser drilling trials were conducted with a Lumera 
SuperRapid Laser. This laser has pulse duration of 
~12ps with a repetition rate of 10-640 kHz. The pulse 
duration in the picosecond range is short enough to 
limit thermal effects. Ablation occurs through 
absorption of the laser light by the free electrons at the 
material surface, which leads to bond break and fast 
plasma expansion as opposed to more aggressive 
thermally driven vaporization as seen with longer pulse 
duration lasers. A picoseconds laser pulse will not have 
the same heat affected zone as longer pulse duration 
lasers. The laser is capable of 2 different firing modes. 
A single shot firing mode and a burst pulse mode 
where a packet of pulses separated by 20ns are 
released on the single pulse firing frequency. This 
study investigated machining with both 355nm and 
1064nm wavelengths in both single and burst pulse 
mode.  For this laser, the power increases with 
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repetition rate for 1064nm while the 355nm output has 
a peak at about 160 kHz as shown in Figure 2.  
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Figure 2: Power versus repetition rate for the laser 

Material 

The drilling tests were conducted on Hastelloy X. The 
typical composition of this aerospace alloy is shown in 
Table 2.  Hastelloy X is a nickel based superalloy 
widely used in gas turbine engines for combustion 
zone components. It is also used in industrial furnace 
applications because of its excellent resistance to 
oxidizing, reducing and neutral atmospheres. The 
Hastelloy coupons were 25mm wide x 50mm long and 
thicknesses of 0.02” (0.5mm) and 0.05” (1.27mm) 
thick. The base metal had up to 0.43mm of thermal 
barrier coatings applied.  

Table 2: Hastelloy X Composition 

Nominal Chemical Composition, Weight Percent 

Ni Cr Fe Mo Co W C Mn Si 

47a 22 18 9 1.5 0.6 0.10 1* 1* 

aAs balance  *Maximum 

The thermal barrier coating system consisted of a base 
and top coat which was plasma sprayed onto the 
coupons. The base coat, or bond coat for the TBC, 
consisted of nickel chromium, aluminium, and yttrium 
which forms a diffusion layer of nickel aluminide. The 
bond layer has the temperature and corrosion 
resistance of a ceramic with the thermal expansion 
coefficients of a metal so that the top layer can lattice 
match well to the base metal. The top coat of the 
thermal barrier coating was yttria stabilized zirconia 
(YSZ). The function of the TBC is to reduce the 
temperature of the airfoil material so either the engine 
can be operated at higher temperatures or the service 
life of the parts is increased. Table 3 shows the 
thickness ranges of the coating applied to the metal 
coupons. 

Table 3: Thermal Barrier Coating Thickness 

Base Metal 
Hastelloy X 

thickness 

Bond Coat, 
NiCrAlY 
thickness 

Top Coat      
YSZ     

thickness 

0.02”      
(0.5mm) 

0.002”-0.004” 
(0.05-0.1mm) 

0.004”-0.008” 
(0.1-0.2mm) 

0.05”    
(1.27mm) 

0.002”-0.004” 
(0.05-0.1mm) 

0.010”-0.013” 
(0.25-0.33mm) 

  

Micromachining Station 

The micromachining station used for this study has 
precision Aerotech stages allowing for XYZ 
movement and attachments for part fixturing at an 
angle were added as needed. The system has multiple 
optical trains with ScanLab galvanometer scanners 
which allow fast (100s mm/sec) precise scanning of 
the laser beam across the part. The general system 
layout is shown in Figure 3.  Programming of the laser 
beam movement and stage placement is done through a 
combination of software controlling the stages and 
beam movement. Pattern cutting was done with a 
combination of beam and part movement.    

 

 

Figure 3: Laser Micromachining Schematic 

 

Experimental Results 

The first item for evaluation using the picosecond laser 
system was to investigate the effects of laser 
machining the material in 355nm or 1064nm. The 
system has significantly more IR power so a true hole 
drilling comparison between wavelengths could not be 
accomplished. Ablation rate removal data was 
collected by machining a series of 1mm steps into the 
material.  These steps were then analysed by white 
light interferometer to measure the amount of material 
removed. Due to the large possible sets of processing 
parameters, the data collection was done with a 
standardized overlap of 75% and using a selection of 
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laser repetition rates. For 1064nm those repetition rates 
were 80, 160, 250, 400, and 500 kHz with the average 
power being adjusted from 0.25 to 5W. For 355nm the 
repetition rates were 80, 160, 250, and 500 kHz with 
the power range of 0.25 to 2W during testing. In 
addition testing was done at a middle and high power 
level to evaluate the effect of adding burst pulses to the 
machining. The ablation squares were run at a series of 
increasing passes such as 12/24/36/48/60/72 to 
investigate how repeated passes would affect the 
material removal rate and surface finish at the bottom 
of the depth well.  

There were several interesting affects found during the 
ablation rate study. Regardless of laser wavelength, or 
the power input the bottom surface of the shallow test 
squares would develop a pitted appearance as seen in 
Figure 4. It is not known if the alloyed composition of 
the metal was responsible for these pits seen in the 
metal surface. The amount of pitting varied and a 
connection between laser power or repetition rate and 
the pitting was not able to be made. The pitting seemed 
to be a function of the number of passes as it increased 
with number of passes.   

 

Figure 4: Bottom surface of ablation test marks 

It was found that pulse burst mode did increase the 
overall removal rate and it did result in a more uniform 
bottom surface to the ablation wells. It was found there 
was a limit to the additional benefit of adding more 
burst pulses as seen in Figure 5. Burst pulse mode in 
IR resulted in an increase of the average power being 
directed at the part where as pulse mode in UV 
resulted in a drop of power which was attributed to the 
affects of burst on the harmonic crystal efficiency. 

On the metal removal rate, it was found that either 
wavelength could be used to effective machine the 
material but due to the higher power available in IR, 
cutting of test holes would be done in 1064nm. It was 
also found that 1064nm did a better job at removing 
the TBC layer in a uniform manner where as 355nm 
tended to dig in and leave a much rougher surface.  

 

 

Figure 5: Affect of Burst Pulse Mode on Material 
Removal. Solid lines are at 4W while the dotted lines 

are at 2W average power 

Drill testing started with holes being cut normal to the 
surface through both bare and coated coupons. The 
laser repetition rate and power used were based upon 
the data gathered during the ablation removal work. 
The holes were examined for entrance/exit size, quality 
of the hole and surface finish.  Holes were cut at 0.8, 
0.5, and 0.25mm in diameter.  Figure 6 below shows 
the entrance and exit holes cut in 0.5mm thick bare 
Hastelloy. The entrance hole diameter is 0.8mm with 
an outlet of 0.67mm. No recast build up was found on 
the top or bottom surface. Drill time was 21 seconds 
per hole and hole to hole consistency was found to be 
very good.   

a)  b)   

c)  

Figure 6:  Holes at 90 degrees in a bare Hastelloy 
coupon (a) inlet surface, (b) outlet surface, (c) series of 

holes for repeatability 

No cleaning of the sample was necessary. Hole 
machining was done with and without gas to observe 
the changes to the cut time/material removal rate. A 
gas assist had a negligible effect on cut time and did 
not appear to change the surface finish.  
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Figure 7 is the TBC coated material with a 0.8mm 
diameter hole drilled through it. With the TBC coating, 
the material thickness has increased to 0.8mm. The 
outlet holes were slightly smaller at 0.625mm than the 
thinner bare metal and the cut time was 27 seconds per 
hole. The TBC directly at the edge of the hole does 
pick up some minor machining debris in it. No 
delamination of the TBC was found to occur. 
Comparative samples were drilled utilizing a 
nanosecond laser system and the longer pulse duration 
did result in noticeable heat damage around the holes. 

a)  b)   

c)  

Figure 7: Holes at 90 degrees in a TBC coated 
Hastelloy coupon (a) inlet surface (b) outlet surface, 

(c) series of holes for repeatability 

The time to machine the hole is relative to the hole 
diameter and the material thickness. Although the 
machining time is somewhat long when compared to 
long pulse duration laser drilling, the goal of this 
project was to investigate combining processing steps 
so that longer cycle time could be acceptable if other 
steps could be removed from the process or if tighter 
hole tolerance could be accomplished. Tighter hole 
size tolerances and placement would allow better 
utilization of the engine capabilities. 

A series of angled hole were drilled starting at 45 
degree on both the bare and coated samples. Figure 8 
shows the 45 degree angled drilling relative to the 
surface into the bare material and TBC coated material. 
Due to the angle of the cut, the overall thickness being 
cut is increased to ~1.5mm to ~1.9mm for the angled 
samples. The 45 degree holes had sharp clean 
entrances and exits. The cut time had increased to 45 
sec and 51 seconds for the bare and coated materials, 
respectively. 

a)  b)  

c)  d)  

Figure 8: (a) Inlet & (b) outlet surface on bare metal 
compared to the (c) inlet on TBC coated & (d) outlet 
on TBC coated material at a cut angle of 45 degrees 

The diameter of entrance hole was 0.8mm with exit 
holes roughly 0.6 and 0.55mm. Additional angle 
testing was done at 30, 20 and 15 degree. It was found 
that the minimum angle the laser could effectively cut 
into the surface was approximately 17 degrees. Below 
this angle the laser beam appeared skim along the 
surface of the material instead of cutting into it. Figure 
9 illustrates the 30 angled cut.  

a)  b)  

c)   d)    

Figure 9: (a) Inlet surface and (b) outlet surface of bare 
material compared to (c) inlet TBC coated and (c) 

outlet of TBC material at a cut angle of 30 degrees. 
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Due to the angle of the cut, the overall thickness being 
cut is increased to 2.3mm to 3.0 mm for the different 
samples. The 30 degree holes had sharp clean 
entrances and the exits on the bare metal but the TBC 
coated material began to exhibit a poorer edge quality 
on the exits. The cut time had increased to 72 sec and 
92 seconds for the bare and coated materials, 
respectively. 

Another aspect of this study was to investigate the 
ability of the picosecond laser to shape the TBC 
without cracking or debonding it. Several different 
designs were micromachined into the TBC as shown in 
Figure 10.  The bottom design in Figure 10 was a 
simple removal of the TBC coating in a sloped oval. 
The deepest part of the oval shape is 0.150mm with the 
overall length of 3.4m by 1.5mm wide. This shape 
could be machined into the TBC material in 6 seconds 
with the laser.    

  

Figure 10: Simple slope shaping of the TBC 

Further investigation into TBC shaping is shown in 
Figure 11 where a larger 3.5mm complex design was 
micromachined into the TBC. This design had three 
0.5mm wide arrow strips left behind to better examine 
the interaction of the laser and the TBC.  

  

Figure 11: Complex TBC shaping with finger design.  

The design shown in Figure 11 can be machined with 
35 second of laser time. There appeared to be no 
cracking or spallation of the coating when machining 
of this arrow design although further SEM analysis is 
ongoing.  

The good results in utilizing the picoseconds laser to 
shape and drill TBC and Hastelloy led to two further 
demonstrations. Silicon Carbide and composites are 
potential material choices for future next generation 
aerospace components. Figure 12 is a 0.8mm hole 
drilled through 0.5mm thick silicon carbide. The exit 
hole is 0.6mm and the drill time on the hole was 21 

second. Figure 12 also illustrates the excellent cut 
quality on the edge lines.  

a)  b)  

Figure 12: Drilled and shaped Silicon Carbide.  

The cutting of nozzle shapes for fuel injectors was also 
investigated. The machining algorithm was 
programmed to cut a nozzle shape through 0.5mm of 
Hastelloy. The inlet of the nozzle was 0.3mm with an 
outlet size of 0.075mm. The nozzle would change 
taper at about 0.35mm through the material with a 
sharp angled outlet from that point downward. Very 
sharp and small 75 micron outlet holes were produced 
as seen in Figure 13. Cross sectioning of the samples 
revealed a change in angle was accomplished in 
accordance with the programmed cut.  

a)  b)  

c)  d)  

Figure 13: Nozzle shaped cut with a 75 micron outlet. 
(a) inlet surface (b) outlet surface (c) magnified view 
of a single outlet, scale 0-1=50microns and (d) is a 

cross sectioned view of the nozzle shape 

Summary 

In this work, laser drilling of TBC coated Hastelloy 
was investigated. It was found that the picosecond 
laser could effectively drill turbine coupons with 
reasonable drill time based on the power rating 
available at the time of this study. This laser machining 
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resulted in very good hole quality and almost no recast 
on the inlet or outlet surfaces. MLPC has demonstrated 
the ability to machine both shaped holes and complex 
surface structures without cracking of the TBC 
coating. Unique machining algorithms allow for 
efficient drilling with minimal heat damage. The 
technology for laser machining of these materials has 
been demonstrated as transferable to other material like 
silicon carbide for next generation components.  
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We explore the use of a combination of double-pulse and single-pulse laser-induced breakdown spectros-
copy (LIBS)methodologies as ameans of differentiating between solid-phase and gaseous-phase analytes
(namely, carbon) in an aerosol stream. A range of spectral data was recorded for double-pulse and single-
pulse configurations, including both ns and fs prepulse widths, while varying the gas-phase mass per-
centage of the carbon from about 10% to 90% for various fixed carbon concentrations. The carbon emis-
sion response, as measured by the peak-to-continuum ratio, was greater for the double-pulse
configuration as compared with the single-pulse response and was also enhanced as the percentage
of solid-phase carbon was increased. Using a combination of the double-pulse and single-pulse emission
signals, a monotonically increasing response function was found to correlate with the percentage of
gas-phase analyte. However, individual data points at the measured gas-phase percentages reveal con-
siderable scatter from the predicted trend. Furthermore, the double-pulse to single-pulse ratio was only
pronounced with the ns–ns configuration as compared with the fs–ns scheme. Overall, the LIBS meth-
odology has been demonstrated as a potential means to discriminate between gas-phase and particulate-
phase fractions of the same elemental species in an aerosol, although future optimization of the temporal
parameters should be explored to improve the precision and accuracy of this approach. © 2010 Optical
Society of America

OCIS codes: 300.6365, 300.6210.

1. Introduction

Laser-induced breakdown spectroscopy (LIBS) is an
analytical technique that utilizes atomic emission to
identify and quantify the composition of an analyte
sample, which may be in the solid, liquid, or gaseous
state [1–4]. With LIBS, a pulsed laser beam is fo-

cused onto the sample in question with sufficient ir-
radiance to form a laser-induced plasma, thereby
causing the constituent molecules to dissociate.
Within the ensuing plasma, the excited state of the
liberated atoms and ions results in atomic emission,
which is then collected and analyzed to determine
the composition of the sample. The concentration
of each constituent can also be quantified using
calibration, since the intensity of the atomic emission
is proportional to the mass concentration of the
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emitting atoms and ions in the sample plasma. How-
ever, calibration with LIBS can present challenges,
given that matrix effects can be present in all sample
types. For example, with LIBS analysis of aerosol
systems, which is the focus of the present study, sev-
eral calibration issues have been noted. Hohreiter
and Hahn [5] reported a different analyte response
for gas-phase and particle-phase carbon samples,
finding a stronger response for the solid particulate
fraction of the aerosol. Such an effect is most likely
due to the rarefaction of gas-phase species in the re-
sulting plasma. Other studies have found calibration
effects within the particulate fraction as well, includ-
ing upper size limits for complete vaporization [6,7]
and particle matrix effects in which concomitant
mass within an aerosol particle perturbs the analyte
response of other species [8]. In contrast, others have
observed rather limited size effects in the nan-
ometer-size regime for relatively long plasma delay
times [9]. As noted in several of the above studies
and others [10,11], the temporal aspects of particle
dissociation and atomic diffusion are important,
making quantitative analysis of aerosol systems a
problem in which the physical nature of the analyte
must be carefully considered.
Double-pulse LIBS involves the use of two lasers

with a delay between the two laser pulses. In many
instances, the double-pulse configuration has been
shown to increase the analyte signal for solids anal-
ysis [12–15], generally by using the first pulse to rar-
efy the gas above the sample, thereby enabling better
coupling of the second laser pulse into the solid [16].
Windom et al. [17] explored double-pulse LIBS for
analysis of purely gaseous and aerosol systems at at-
mospheric pressures. They found that the peak-to-
continuum (P=B) ratio of double-pulse LIBS departs
very little from that of traditional single-pulse LIBS
for a purely gaseous-phase analyte, attributing this
to the fact that the second laser pulse was poorly
coupled (nearly 100% transmission) to the rarefied
initial plasma at moderate delay times. However,
for aerosol analysis, with the analyte bound in the
solid particulate phase, the P=B ratio for a double-
pulse configuration was significantly higher (factor
of 4) than that for single-pulse LIBS. This was attrib-
uted to the similar effects as observed with double-
pulse analysis of solid targets, namely, the gaseous
phase of the aerosol is rarefied, leaving a more
analyte-rich (i.e., solid-phase) signal behind, al-
though temporal timing is important.
Given the range of results above, namely, a differ-

ing response for gas-phase and particulate-phase
fractions of an aerosol system, as well as different re-
sponses for these same fractions with single-pulse
and double-pulse LIBS, one might be led to explore
the combined effects of these two findings as a means
to discriminate between solid and gaseous analyte
signals. A useful analyte to explore is carbon, given
its ubiquitous nature. For example, carbon is an im-
portant species to study when characterizing a com-
bustion system. The presence of carbon dioxide is an

indicator of complete combustion, while particulate
carbon is a marker of fuel-rich combustion, either lo-
calized or overall. LIBS has also been successfully ex-
plored for analysis of hydrocarbon and combustion
gases [18,19]. These two carbon sources are also im-
portant from an emissions standpoint as carbon di-
oxide is a greenhouse gas, and particulate matter,
such as solid carbon soot, is a carcinogen and envir-
onmental pollutant. Overall, the ability to distin-
guish between the particulate and gaseous forms
of any analyte would be of use for many applications.
The purpose of this study is to determine whether
LIBS is capable of differentiating between solid-
phase and gaseous-phase carbon-based analytes.

2. Experimental Methods

Two double-laser platforms were used in the study
and are described sequentially below. The first plat-
form employed two Q-switched Nd:YAG lasers
(8–10ns pulse widths), both operating at a frequency
of 5Hz. Both beams were expanded and collimated to
allow for a tighter focus. A schematic of the system is
given in Fig. 1 and details of the lasers are provided
in Table 1. The first laser (Big Sky CFR 400), denoted
Laser 1, was used for all of the single-pulse measure-
ments. The second laser (Continuum PRII 8000),
denoted Laser 2, was added for the double-pulse
measurements, always firing prior to Laser 1. Both
lasers were spatially oriented such that their focal
points coincided within a standard six-way vacuum
cross sample chamber (15:2 cm across, 3:5 cm ID).
The flashlamp of Laser 2 was used to trigger a digital
delay generator (SRS DG535), which then triggered
the flashlamp of Laser 1. Both Q switches were in-
ternally triggered. The delay between the firing of
Laser 2 and Laser 1 was kept constant at 1 μs. A de-
lay of 1 μs was selected in an effort to maximize the
P=B difference with the double-pulse configuration
for a solid-phase analyte and minimize the double-
pulse response for a gaseous analyte based on
previous work [17]. Specifically, in the previous study
it was found that the enhancement with a double-
pulse configuration was maximized for the particu-
late phase of an aerosol in this temporal delay
regime, while such enhancements were minimal
for the gaseous fraction. A digital oscilloscope (2:5
Gsample=s) and fast-response phototube (Hamamat-
su R1193U-51, 200ps rise time) were used to con-
tinuously measure the actual pulse-to-pulse delay
throughout the experiment and maintain the value
at 1 μs. This laser platform will be referred to as
the ns–ns system, based on the pulse widths of each
laser.

The second laser platform employed a similar
sequential prepulse timing scheme, but using a fs-
pulse laser for Laser 2 (Continuum Legend) and a
frequency-doubled Q-switched Nd:YAG laser for
Laser 1 (Spectra Physics GCR3). As with the first
platform, Laser 1 is present in all measurements,
and Laser 2 was added for all of the double-pulse
measurements. The fs pulse was provided by a
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Ti:sapphire regenerative amplifier with a pulse
width of 45 fs. Although the fs pulses deliver much
less energy than the ns pulses (0:5mJ versus
300mJ), their peak field intensity is orders of mag-
nitude higher; hence they efficiently ionize the target
sample via the tunneling mechanism [20]. The lower
pulse energy also produces a plasma that is much
shorter lived—tens of nanoseconds as compared with
tens of microseconds for the ns-pulse plasma. How-
ever, the leading fs pulse can potentially influence
the LIBS signal by either rarefying the sample vo-
lume hydrodynamically or by producing a pre-io-
nized sample volume that more readily absorbs
energy from the second ns pulse.
The LIBS spark produced by the fs laser pulse is

significantly smaller than that produced by the ns
laser pulse. Like the ns-pulse-excited spark, the fs-
pulse-excited spark is elliptical in shape with the
long axis collinear with the laser propagation direc-
tion. To ensure that any rarefaction or precondition-
ing produced by the fs pulse was taken advantage of
fully, the two incident laser beams were combined
and focused with a common optic (singlet, biconvex,
40mm focal length) along a common propagation
axis. To compensate for the different focal lengths
of the singlet lens at 532 and 800nm, telescopes

(fs beam: −200mm focal length plano–concave,
þ100mm focal length plano–convex; ns beam:
−125mm focal length plano–concave, þ100mm focal
length plano–convex) were placed in both laser beam
paths to alter the divergence of the two beams as
they entered the singlet. To assist with the overlap
of the two sparks, magnified images were collected
at 90 deg with respect to the common propagation
axis. The beam telescopes were adjusted to place
the fs spark as close as possible to the location for
peak emission within the ns spark. The distance be-
tween the center of the fs spark and the peak emis-
sion point of the ns spark was minimized to 0:75mm.

The overlapped fs and ns sparks were placed at the
center of a second six-way cross also serving as a
LIBS sample chamber. For two values of the fs pulse
energy, 0.5 and 0:75mJ, the difference between the
double- and single-pulse LIBS signals peaked for a
pulse delay of 500ns for carbon-containing analytes.
This pulse delay was used for all measurements re-
ported here. Similarly, the detector gate delay and
width were both held fixed at 10 μs with respect to
Laser 1. This platform will be referred to as the
fs–ns configuration. The significant characteristics
of the two systems are summarized in Table 1.

For both laser platforms, carbon was the analyte
species of interest for all experiments and was intro-
duced as either a gaseous phase, a particulate phase
(i.e., solid phase), or a mixture of the two phases. For
the gas-phase analyte, CO2 (Praxair 4.0 Instrument
Grade) was the source of carbon, it having been well
established in the literature that for gas-phase spe-
cies, the analyte signal is independent of the molecu-
lar source [5,21,22]. To generate the solid-phase
analyte, a dilute solution of carbon (as oxalic acid
in water) was nebulized, which produces a high num-
ber density aerosol of carbon-rich particulates follow-
ing droplet desolvation, with a mean size of about
100nm [23]. The carbon solutions were prepared

Fig. 1. (Color online) Experimental apparatus for the double-pulse and single-pulse ns–ns LIBS configuration.

Table 1. Parameters for the ns–ns and fs–ns Platforms

ns–ns Platform fs–ns Platform

Laser 1 Wavelength 1064nm 532nm
Laser 2 Wavelength 1064nm 800nm
Laser 1 Energy 300mJ=pulse 300mJ=pulse
Laser 2 Energy 300mJ=pulse 0.5 to 0:75mJ=pulse
Orientation of lasers Perpendicular Collinear
Prepulse delay 1 μs 500ns
Gate delay 8 μs 10 μs
Gate width 5 μs 10 μs
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by diluting ICP-grade analytical standards of
10; 000 μgC=ml (SPEX CertiPrep) to the desired
concentration using ultrapurified de-ionized water.
A pure nitrogen (Praxair 99.7% N2, <32ppmH2O)
co-flow was used as the balance for all experiments.
All gaseous flows were passed through HEPA filters
and were metered with digital mass flow controllers
(Alicat Scientific MC-20SLPM-D, MC-10SLPM-D,
and MC-50SLPM-D and Matheson Gas Products
8272-0434) appropriately sized to the relevant flow
rates for high accuracy. The diluted carbon solutions
were nebulized at a rate of about 0:15ml=min using
a flow of 5 lpm of nitrogen through a pneumatic type
nebulizer (Hudson model #1724) and mixed with a
nitrogen co-flow of 43:7 lpm. The exact nebulization
rates were measured by gravimetric analysis using
the initial and final mass of solution in the nebulizer.
The combination of analyte concentration in solu-
tion, the exact nebulization rate, and total gas flow
rates was used to determine the true concentration
(μg=l) of analyte in the test chamber.
LIBS measurements were conducted using the fs–

ns platform in single-pulse (ns only) mode to ensure
consistent calibration with respect to previously re-
ported data using the ns–ns platform in single-pulse
mode [5]. Excellent agreement between the two plat-
forms was established for peak-to-continuum ratios,
for both gas-phase and solid-phase carbon samples,
as a function of total carbon mass loading, thereby
enabling direct comparison of the measurements
discussed in this paper.
For the ns–ns laser platform, the total carbon con-

centrations (gaseous and solid phase) were adjusted
to provide a range of about 3 to 20 μg C=l of gas. For
each total carbon concentration, the gaseous-to-solid
carbon ratio was increased by increasing the flow
rate of the carbon dioxide stream while proportio-
nately decreasing the concentration of carbon in
the nebulized solution. This allowed the total carbon
concentration in the sample stream to remain con-
stant while investigating the effects of analyte phase.
The conditions were adjusted to vary the percentage
of solid carbon and gaseous carbon from about 10%
gas-phase carbon and 90% solid-phase carbon as ele-
mental carbon mass (designated 10=90) to about 90%
gas-phase carbon and 10% solid-phase carbon (desig-
nated 90=10). For all five total carbon concentrations
investigated, the exact gas/solid mass concentration
ratios tested were 9:6=90:4, 24:2=75:8, 47:4=52:6,
73:2=26:8, and 89:3=10:7 with relative standard
deviations of 0.60%, 0.82%, 1.82%, 1.17%, and
0.62%, respectively.
For the fs–ns laser platform, the total carbon con-

centration was varied between 0.5 and 5:0 μgC=l of
gas. The ratio of gas to solid-phase analyte was ad-
justed as noted above keeping the total mass concen-
tration fixed. Five gas/solid mixture ratios were used
over the range of 32:5=67:5 (gas% to solid%) to
67:5=32:5. Deviations between the ns–ns and fs–ns
platforms regarding total carbon concentration and
gas/solid ratios were dictated by differences between

operation limits of the particular flowmeters
employed.

For all the ns–ns experiments, the plasma was cre-
ated in the center of the sample chamber using a
50mm diameter, 75mm focal length plano–convex
lens (1064nm antireflection coating). Spectral emis-
sion from the plasma was collected by backscatter on
the axis with Laser 1 through a pierced mirror and
coupled through a fiber optic cable into the spectro-
meter. The light was dispersed by a 0:275m spectro-
meter (Acton Research Corp. Spectra Pro-275, 2400
grooves=mmand 0:15nm resolution) and recorded by
an intensified CCD (ICCD) array (Princeton Instru-
ments 1024MLDS). The ICCD was triggered by the
Q-switch sync from Laser 1, with the delay and width
set to 8 μs and 5 μs, respectively, and fixed with re-
spect to Laser 1 for both single- and double-pulse con-
figurations, as shown in Fig. 2. For the single-pulse
experiments, Laser 2 was shuttered. For each carbon
concentration and gas/solid percentage, data were
recorded using six individual 1000-shot averages
spread over multiple days for both single-pulse
and double-pulse configurations. All data were pro-
cessed using the 247:9nm carbon I atomic emission
line (21; 648–61; 982 cm−1) integrated over the full-
width and normalized to the adjacent continuum
plasma emission (Bremsstrahlung and recombina-
tion emission) to attain the final peak-to-base ratio
(P=B) as the analyte signal. In addition, the signal-
to-noise ratio (SNR) was calculated as the ratio of the
full-width peak area to the RMS noise of the adjacent

Fig. 2. Timing schematic for the double-pulse and single-pulse
experiments employing the double ns–ns laser platform. For the
fs–ns laser platform the pulse delay was shortened to 500ns (fs
pulse preceding the ns pulse) and the ICCD gate delay and width
were each set to 10 μs.
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featureless continuum intensity, as evaluated over
the same number of pixels.
Focused fs pulses with peak irradiance >1014 W=

cm2, such as the one used for the fs–ns experiments,
yield forward and backward emission due to self-
phase modulation and stimulated Raman processes.
Therefore, the LIBS signal was collected at 90 deg to
the beam propagation axis for the fs–ns work re-
ported here to ensure that only signals attributable
to the double-pulse setup were analyzed. The signals
were collected using the same carbon I line noted
above using similar signal averaging procedures.
The signals were collected using a free-space lens
pair (two plano–convex lenses 50mm in diameter;
þ150mm focal length near the chamber and þ350
mm focal length near the spectrometer), dispersed
through a 0:5m spectrometer (SPEX 500M) and cap-
tured using a second ICCD (Princeton Instruments
PI-MAX). The oscillator seeding the regenerative
amplifier was used as the master clock driving a de-
lay generator (Highland P400 and SRS DG535) that
provided the trigger signals for the Nd:YAG (flash-
lamp and Q switch) and the ICCD. Overall, data
was collected for similar configurations and analyte
loadings for both the ns–ns and fs–ns systems.

3. Results and Discussion

Figure 3 shows representative single-pulse and dou-
ble-pulse (ns–ns configuration) LIBS spectra corre-
sponding to 89.3% gas-phase carbon and 10.7%
solid-phase carbon (referred to as 90=10) and 9.6%
gas-phase carbon and 90.4% solid-phase carbon
(referred to as 10=90), all at a fixed total carbon con-
centration of 5:8 μg=L. Two significant features are
noted in these spectra, which were consistent for
all of the gas/solid percentage values examined.
First, both the carbon emission peak intensity and

the continuum emission intensity of the single-pulse
measurements are greater than the corresponding
values of the double-pulse measurements. These va-
lues will be quantified below in terms of both the P=B
and SNR values. Overall, this finding is consistent
with previous work [17] and is attributed to the fact
that the first laser-induced plasma (Laser 2) creates
a rarefied condition into which the second laser
(Laser 1) is fired. When the second laser pulse inter-
acts with the existing plasma, the coupling effects
are different for the gas-phase and solid-phase spe-
cies, with the gas-phase species showing less effect
due to the second laser pulse, as noted in detail by
Windom et al. [17]. However, since the overall species
density is reduced due to the high temperatures of
the first plasma, the continuum emission is also
subsequently reduced with the double-pulse config-
uration. Second, as the percentage of particulate car-
bon increases in the sample (i.e., from 10% to 90%
particulate carbon in Fig. 3), the overall emission
intensity of the carbon line increases for both the
single-pulse and double-pulse configurations. This
trend is consistent with previous work exploring
the effects of the analyte phase [5], in which it was
found that the analyte response of particulate-phase
species was greater than the analyte response of
gaseous-phase species for aerosol LIBS measure-
ments. The single- and double-pulse fs–ns measure-
ments showed the same qualitative behavior as the
ns–ns measurements, as discussed below.

While the exact mechanisms responsible for the
noted behavior are not fully understood, several pro-
cesses likely contribute to these findings. Gas-phase
species undergo rarefaction in the hot, expanding
plasma; hence the number density of emitting
species at the time of the analytical measurements
(typically some microseconds following breakdown)

Fig. 3. 1000-shot average LIBS spectra for (a) 90% gas-phase carbon and (b) 10% gas-phase carbon for both single-pulse and double-pulse
using the ns–ns configuration. All data were recorded at a fixed total carbon concentration of 5:8 μg=l. The spectra have been offset and do
not have the same intensity scales.

C114 APPLIED OPTICS / Vol. 49, No. 13 / 1 May 2010 155 
Approved for public release; distribution unlimited.



are reduced from the original ambient values.
However, due to the considerable mass and required
times for particle vaporization [24], particulate-
phase species are expected to lag behind with respect
to rarefaction of the gas-phase, therefore yielding an
enrichment of analyte species derived from the par-
ticulate phase. For the fs–ns platform, the incident fs
prepulse deposits significantly less energy than the
ns pulse due to the significant difference in incident
energies (0:5mJ as compared with 300mJ). Conse-
quently, the rarefaction effect may be reduced.
However, the extremely high peak pulse irradiance
of ∼1014 W=cm2 leads to very efficient ionization
via strong field effects such as tunneling [20]. In this
case the difference in analyte phase response may lie
in part in the details of the plasma kinetics asso-
ciated with the two phases.
Overall, the effects of gas and particulate-phase in

combination with the single- and double-pulse con-
figurations (ns–ns platform) are quantified below
in terms of the P=B and SNR values. Specifically,
the P=B ratios were calculated for all carbon concen-
trations, gas/solid ratios, and single- and double-
pulse configurations. By holding the gas/solid mix-
ture fraction constant and varying the overall carbon
concentration, calibration curves were created for
each gas/solid mixture fraction for both single-pulse
and double-pulse configurations. Figure 4 presents
the resulting calibration curves for the 10=90 (i.e.,
10% gas-phase) and the 90=10 (i.e., 90% gas-phase)
carbon mixtures. Overall, the curves display nice lin-
earity, with all correlation coefficients greater than
0.982, and with the typical value greater than
0.99, although the variability was observed to in-
crease with increasing gas-phase carbon content.
The overall trends of the calibration curves are con-
sistent with the spectral data of Fig. 3. Namely, the
double-pulse calibration curves are all characterized
by a greater slope than the respective single-pulse

curve for a given gas/solid percentage. For example,
the slope of the 10% gas-phase calibration curve
(Fig. 4 data) is 0:36� 0:02 (standard deviation) for
the single-pulse data and 0:62� 0:04 for the dou-
ble-pulse data. Similarly, the slope values are 0:15�
0:02 and 0:28� 0:04 for the single- and double-pulse
configurations, respectively, for the 90% gas phase.
This is consistent with a greater carbon emission
peak as compared with the continuum emission with
the double-pulse configuration, although the signal-
to-noise values are actually reduced, as discussed
below. This trend held for all gas-phase carbon
mixtures, but as the percentage of gaseous carbon
increased, the difference between the two signals de-
creased. Another important characteristic of the ca-
libration curve data is a lessened overall analyte
response, as measured by the calibration curve slope,
when shifting from 10% gas phase (primarily solid-
phase carbon) to 90% gas phase for either pulse con-
figuration (i.e., single-pulse or double-pulse). This is
consistent with the spectral data as well (see Fig. 3),
is in agreement with previous findings as discussed
above [5], and clearly shows that the overall signal
increases with an increasing percentage of solid-
phase analyte.

The calibration curves for the fs–ns laser platform
are similar to those of the ns–ns platform. As shown
in Fig. 5, the P=B ratio as a function of mass loading
is greater for the double-pulse case than for the sin-
gle-pulse case for both pure gas-phase and pure solid-
phase carbon. Likewise, the slopes for the calibration
curves are somewhat greater for the double-pulse
case than for their single-pulse counterparts. The dif-
ference between the double- and single-pulse calibra-
tion slopes for the fs-ns platform is not as great as for
the ns–ns platform, as observed in Fig. 5.

From an analytical point of view, it is important to
note the difference between the peak-to-base ratio
and the signal-to-noise ratio, noting the former

Fig. 4. LIBS calibration curves for (a) 90% gas-phase carbon and (b) 10% gas-phase carbon for both single-pulse and double-pulse ns–ns
configurations. Error bars represent one standard deviation.
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quantity provides a self-normalization with regard to
the plasma emission and is therefore a useful para-
meter for calibration, while the latter better reflects
the quality of the signal and is more useful in the con-
text of detection limits. The SNR values for the ns–ns
platform are presented in Fig. 6 as a function of
percent gaseous carbon for a fixed total carbon con-
centration of 5:8 μg=l. Note that the limiting data
points at about 10% and 90% gas-phase carbon cor-
respond to the spectral data of Fig. 3. As expected,
the signal-to-noise ratio increases as the percentage
of solid-phase carbon increases (i.e., gas-phase car-
bon decreases). This trend is in agreement with
the calibration curve data and reflects the enhanced

analyte response with the solid-phase as compared
with the gaseous-phase carbon. In contrast to the
P=B data, the SNR is greater for the single-pulse
LIBS data than for double-pulse data at any given
gas-phase concentration. This trend was consistent
for all gas/solid mixtures and all concentrations
and is in qualitative agreement with the spectral
data of Fig. 3, which reveal a greater amount of spec-
tral noise in the continuum emission relative to the
signal level of the carbon line. Although the P=B ratio
does correctly reflect the value of atomic emission in-
tensity relative to the continuum emission intensity,
the overall signal levels were greatly diminished
with the double-pulse configuration. Hence the spec-
tral signals are moving toward the noise-limited re-
gime with the double-pulse configuration, which is
reflected with the diminished SNR values. Overall,
the SNR data trends of decreasing SNRwith increas-
ing gas-phase carbon at a fixed mass loading and of
increasing single-pulse SNR with respect to the
double-pulse value, were also observed in the fs–ns
laser platform measurements.

As a summary of the overall data and trends char-
acteristic of combined effects of single- and double-
pulse configurations and gas-phase and solid-phase
partitioning, Fig. 7 presents the slopes of the indivi-
dual calibration curves (e.g., see Fig. 4) as a function
of the gas-phase percentage for both the double-pulse
and single-pulse ns–ns experiments. The plot shows
that for all of the gas-phase carbon percentages
investigated, the slopes of the double-pulse LIBS
P=B calibration curves are higher than the respective
single-pulse calibration slopes, which is consistent
with the above results and reflects the enhanced
atomic emission with respect to the continuum
emission with the double-pulse approach, noting
the reduced overall intensity levels as reflected in
the SNR values. In addition, it is observed that the
calibration curve slopes decrease as the gas-phase

Fig. 5. Peak-to-base ratios for fs–ns and ns-only excitation of carbon in (a) pure gaseous phase and (b) pure particulate (i.e., aerosol) phase
as a function of the mass loading in the chamber. Error bars represent one standard deviation.

Fig. 6. Signal-to-noise ratio as a function of the percentage of gas-
eous carbon for a fixed total carbon concentration of 5:8 μg=l for the
ns–ns configuration. Error bars represent one standard deviation.
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percentage increases for both double-pulse and sin-
gle-pulse configurations, thereby reflecting the over-
all decrease in analyte response of gas-phase species
with respect to particulate-phase species. Overall,
both curve fits show high linearity, with the single
exception being the approximately 50% gas/solid
mixture for the double-pulse configuration. No expla-
nation is apparent for the departure of this particu-
lar value, but it was excluded from the linear fit for
the double-pulse data.
In light of the trends highlighted above, the ratio of

the slope of the double-pulse LIBS calibration curves
to the slope of the single-pulse calibration curves was
calculated for the ns–ns laser platform as a function
of the gas-phase carbon percentage over the full
range of experimental values. In addition, this ratio
was also calculated using the two linear trend lines of
Fig. 7, which enables calculation of a continuous ratio
function rather than the discrete experimental va-
lues. The results are presented in Fig. 8. Using the
linear trend lines to generate the continuous ratio re-
veals a monotonically increasing function, in which
the ratio of the double-pulse to single-pulse LIBS re-
sponse does correlate with the percentage of gas-
phase analyte. This finding is rather novel in that
it is the first time to our knowledge that a LIBS
methodology has been demonstrated as a means to
discriminate between gas-phase and particulate-
phase fractions of the same elemental species in
an aerosol. Caution is noted, however, in that the
superposition of the individual data measurements
at each gas-phase percentage reveals considerable
scatter, notably so with the approximately 50%
gas/solid fraction data point, which is clearly affected
by the reduced slope of the double-pulse calibration
curve at this fraction, as noted in the discussion of

the Fig. 7 data. An additional trend is noted, that
is, the response of the double-pulse to single-pulse ra-
tio, as measured by the slope of the Fig. 8 curve, is
observed to increase as the percentage of gas-phase
carbon is increased. This makes sense in view of the
overall differences in the response of the gas-phase
and solid-phase analytes. As the analyte fraction ap-
proaches 100% gas-phase, the addition of a small
fraction of solid-phase analyte can appreciably alter
the double-to-single pulse ratio response because the
solid-phase responds more to the double-pulse ap-
proach and the overall response of the solid-phase
is greater. However, at the lower overall gas-phase
carbon percentages (i.e., nearly all solid-phase ana-
lyte), the signal becomes dominated by the solid-
phase, resulting in poor overall sensitivity to changes
in the gas phase. This behavior can be interpreted as
the asymptotic behavior at the lower gas-phase
percentages, as observed in Fig. 8.

Measurements made with the fs–ns laser platform
again showed a behavior similar to that of the ns–ns
laser platform when plotting the P=B ratios as a
function of percent gaseous carbon for a fixed total
carbon concentration. The results for the double-
pulse and single-pulse approaches are plotted in
Fig. 9. As observed for the measurements made with
the ns–ns laser platform, the double-pulse fs–ns P=B
ratios are larger than those for the single-pulse case
and both decrease with increasing gaseous carbon
present. As shown in Fig. 10, a plot of the ratio of
the double-pulse to single-pulse P=B ratios reveals
an essentially flat trend (i.e., very small slope) with
increasing gaseous carbon present in the sample.

Fig. 7. Slopes of the calibration curves as a function of percent
gas-phase carbon for the single-pulse and double-pulse ns–ns LIBS
configurations.Error bars are based on the average standarddevia-
tion over all concentrations for each respective calibration curve.

Fig. 8. Ratio of double-pulse to single-pulse LIBS calibration
curve slopes as a function of the percentage of gas-phase carbon
for the ns–ns configuration. The solid line represents a ratio of
the linear trend lines as shown in Fig. 7. The discrete data repre-
sent the experimental values at each gas-phase concentration.
Error bars are based on the formal propagation of error from Fig. 7
for each respective gas-phase concentration.
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This is attributed to the relatively low pulse energy
of the prepulse fs laser, which produces a much smal-
ler and faster dissipating plasma, notwithstanding
the higher field strengths. However, it is also noted
that the fs–ns platform data were collected over a
smaller range of phase variation, namely, 33%–

67% gaseous carbon, as compared with 10%–90%
for the ns–ns experiments, while the region of the

steepest slope of Fig. 8 corresponds to the higher
gas percentages (i.e., >67% gas phase).

4. Conclusions

There are clearly some interesting trends that
emerge when comparing the LIBS response in the
context of the gas-phase and solid-phase analyte
fractions in combination with the single-pulse and
double-pulse configurations for both the ns–ns and
fs–ns laser configurations. Although the measure-
ments presented here were recorded for a single ana-
lyte (elemental carbon), the general results should
extend to other analytes. As reported in earlier stu-
dies [5], the overall signal response for the ns–ns
platform is greater for the solid-phase analyte frac-
tion in an aerosol system, which is considered to
be rooted in the rarefaction of gas-phase analyte spe-
cies within the ensuing laser-induced plasma. The
same observation for the fs–ns platform may have
its origins in both rarefaction and in details of plas-
ma kinetics via pre-ionization by the low-energy fs
pulse. In addition, the double-pulse response, as
measured by the peak-to-continuum ratio, is greater
than that of a single-pulse system (although inher-
ently noisier) for both platforms. More importantly,
the enhancement is also related to the phase of
the analyte. In aggregate, we have considered the ra-
tio of the double-pulse to single-pulse response as a
means to combine the effects of analyte phase on the
LIBS response (both double-pulse and single-pulse)
with a goal of differentiating between the analyte
phases. The present results do show a dependence
of the LIBS response on the phase of the analyte
as based on the double-pulse to single-pulse response
(ns–ns system), although the response curve is not
particularly steep at low gas-phase percentages
and is characterized overall by scatter in the indivi-
dual data sets. Importantly, recent research has fo-
cused on the dynamics of analyte response in
laser-induced plasmas, including the roles of finite
rates of dissociation, as well as finite rates of heat
and mass transfer [8,10,11,24]. Clearly such results
are linked to the original state of the analyte. There-
fore, careful optimization of the double-pulse timing
and temporal gating could lead to significant
improvements in the double-pulse to single-pulse re-
sponse ratio, as the physics of the relevant processes
are exploited to maximize the differences in analyte
evaluation and response of the two phases. Ulti-
mately, the use of the double-pulse to single-pulse ra-
tio may hold merit as a new LIBS-based analytical
tool for select analyte systems.

The authors thank Thomas Erickson for his
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double-pulse optical system. The authors also thank
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Fig. 9. Peak-to-base ratios for excitation of carbon in gaseous/
particle-phase mixtures as a function of the percentage of gaseous
carbon present for the fs–ns configuration. The negative slopes are
indicative of stronger LIBS signals from the solid-phase carbon.
For each mixture, the total mass loading of all carbon present
was held to 1:5 μg=l. Error bars represent one standard deviation.

Fig. 10. Ratio of double-pulse to single-pulse P=B values as a
function of the percentage of gas-phase carbon for the fs–ns con-
figuration. Data in the figure were constructed using the data
shown in Fig. 9. Error bars represent one standard deviation.
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Abstract: Pump/probe optical-transmission measurements are used to 

monitor in space and time the ionization of a liquid column of water 

following impact of an 800-nm, 45-fs pump pulse. The pump pulse strikes 

the 53-μm-diameter column normal to its axis with intensities up to 2 × 10
15

 

W/cm
2
. After the initial photoinization and for probe delay times < 500 fs, 

the neutral water surrounding the beam is rapidly ionized in the transverse 

direction, presumably by hot electrons with initial velocities of 0.55 times 

the speed of light (relativistic kinetic energy of ~100 keV). Such velocities 

are unusual for condensed-matter excitation at the stated laser intensities. 
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OCIS codes: (140.3440) Laser-induced breakdown; (190.7110) Ultrafast nonlinear optics; 

(320.7130) Ultrafast processes in condensed matter; (350.5400) Plasmas. 
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1. Introduction 

The interaction of short-pulse high-intensity lasers with condensed-phase matter begins with 

local ionization and acceleration of the free electrons [1]. The subsequent post-pulse dynamics 

of the hot electrons play a significant role in the radiative properties and the spatiotemporal 

behavior of the plasma [2]. The dynamics typically occur on time scales on the order of a few 

ps. At longer times, energy transfer from the electrons to the ions leads to complex material 

dynamics [3]. 

In the work reported here, transmission images of the laser-driven plasma in a 53-μm-

diameter water column record the spatial and temporal evolution of the ionized region for 

times < 0.5 ps. Recent experimental work on fs-pulse interaction with bulk water concentrated 

on the plasma dynamics for times > 1 ps at lower pulse energies (1 μJ, 100 fs) [4]. The authors 

present light-scattering measurements that indicate the rapid short-time growth of the plasma. 

Assuming an electron density above the critical density for the probe light, they infer a radial 

plasma expansion of 5 μm in 100 fs, corresponding to a short-time growth rate of 0.15c. (c 

denotes the velocity of light in vacuum.) A second study investigated filaments in bulk water 

over extended distances (hundreds of microns) at low pulse energies (4 μJ, 120 fs) [5]. The 

focused pump-beam intensities used by these researchers is four orders of magnitude lower 

than that used in the present study and led to observed electron densities that were three orders 

of magnitude lower than those reported here. Probe-beam shadowgraphy was used to monitor 

the ionization along the pump-beam axis of propagation after its passage. Increased absorption 

over time of the probe pulse was postulated to be due to multi-photon absorption by solvated 

electrons. No significant probe-pulse absorption was observed transverse to the pump-

propagation axis. 

Here, the sequences of transmission images reveal the growth of the lateral edge of the 

ionized region as a function of delay with respect to the ionizing pump pulse. Analysis of the 

opacity of the ionized region as a function of incident pump-pulse energy, combined with 

energy-conservation considerations, indicates electron densities ranging from 1.6 to 2.3 × 10
21

 

cm
3

 and an average electron temperature of 6 - 20 eV. Both the electron density and the 

average temperature increase with the incident pulse energy. The hot electrons with initial 

energies ranging from 17 to 100 keV account for only 0.1 - 0.3% of all electrons; however, 

they carry 80 - 85% of the total electron kinetic energy. 

2. Experiment 

The target material consisted of a vertical laminar stream of deionized (R = 14 MΩ cm) water 

that was directed downward through ambient laboratory air. The 53-μm-diameter column was 

struck by 45-fs pulses from a 1-kHz Ti:sapphire regenerative amplifier (800 nm) at pulse 

energies ranging from 0.05 to 0.5 mJ. The propagation axis of the laser beam was oriented 

normal to the axis of the column, with the electric-field vector being parallel to the column 

axis. The incident beam was focused with a 40-mm-focal-length singlet, and the column was 

placed upstream of the focus such that at the center of the water column, the beam had a 

Gaussian radius of 13 μm that was determined through direct imaging. For pulse energies of 

0.51 mJ, the peak focused intensity corresponds to 1.9 × 10
15

 W/cm
2
. (For this pulse and 

focusing lens combination, group velocity dispersion in the lens modifies the pulse width by 

~12% which we include in calculating the focused intensity [6]. No intensity correction is 

needed for self focusing since this was not observed when the water column was removed 

from the pump beam path.) Third-order autocorrelation traces of the pulse train indicated a 
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prepulse leading the main pulse by 8.5 ns with a peak energy that was three orders of 

magnitude lower. During data collection the transmitted 800-nm light along with the 

concomitant blue-shifted light was measured as a means of monitoring the amount of incident 

energy deposited in the target material. 

A fraction of the 800-nm light out of the laser was frequency-doubled to yield a 400-nm 

probe-pulse beam with a pulse energy of ~1 μJ. The probe beam was expanded and collimated 

to ~1 cm diameter and was delayed with respect to the excitation (pump) pulse using a 

stepper-motor-driven optical delay with a temporal resolution of ± 15 fs. The probe pulse was 

directed into the target area at right angles to both the water column and the pump-pulse 

propagation axis. Transmission images were recorded using a lens pair to collect the 

transmitted probe light and place a magnified image of the pump-irradiated target area onto a 

ccd (Foculus, 8-bit, b/w, 1/3”). 

The imaging optics were arranged such that the symmetry plane of the water column 

normal to the probe beam was in sharp focus. Interference filters were used to reject stray 

800-nm light, and neutral-density filters were used to adjust light levels on the CCD. For a 

range of incident pump-beam energies, transmission images were recorded as a function of 

pump/probe delay at 30-fs intervals. 

Examples of acquired shadowgraph images are shown in Fig. 1. The alternating light and 

dark bands parallel to the long axis of the water column are light-diffraction manifestations 

[7]. In the data presented here, time zero corresponds to the passage of the peak of the pump 

pulse through the longitudinal axis of the water column. Identification of time zero was done 

in a two-step process using the shadowgraph images. As the pump pulse propagates it weakly 

ionizes the air via multi-photon processes. This leaves a small perturbation in the images with 

a leading edge that can be tracked as a function of delay. So, with the water column translated 

away from its target location, the images as a function of probe delay were examined to find a 

delay setting that placed the perturbation at the target location (step 1). After translating the 

water column back to this location a small adjustment was made in the delay to offset the 

increased transit time of the water column versus air (step 2). 

As the pump pulse propagates through the water column, it ionizes the neutral material, 

leading to absorption of the probe pulse by the free electrons. The neutral deionized water 

exhibits no linear absorption at either 800 or 400 nm, and the third-order susceptibility for 

water has no imaginary component. Consequently, no intensity-driven third-order absorption 

will occur [8]. The darkening of the shadowgraph images after passage of the pump pulse is 

due entirely to absorption of the probe beam by the free electrons. To avoid the complication 

of separating diffraction effects, the transmission images are analyzed only along the 

centerline. The red arrows in Figs. 1b) and 1c) indicate the growth of the plasma in time along 

the centerline. Based on the first appearance of a change in probe-beam transmission at a 

delay of 1 ps, the threshold for ionization is < 4.5 × 10
13

 W/cm
2
 (an upper limit dictated by the 

dynamic range of the acquired images). Schaffer et al. [9] found a threshold pulse energy of 

0.2 μJ for pure water struck by 100-fs pulses. Using their estimated spot size of 1 μm, this 

corresponds to a threshold intensity of 6.4 × 10
13

 W/cm
2
. Both measured values are roughly a 

factor of three larger than that estimated by Noack and Vogel [10]. 

3. Discussion 

Analysis of the pump/probe images proceeded by extracting the measured transmission along 

the centerline of the water column as a function of time; an example is shown in Fig. 2 for 

four time delays. The transmission curves are plotted as a function of distance from the beam-

propagation axis. Initially, the transmission decreases by 65 - 80% of the pre-pump-pulse 

value, and over the first ~200 fs the transmission further decreases to final values of 10 - 20% 

of the initial transmission. No strong correlation was found between the minimum 

transmission and the incident pump pulse energy. The overall shape of the transmission 

curves is similar for all delay times 
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Fig. 1. Transmission images of single-pulse events; pump beam propagates left to right; dashed 

lines indicate spatial location of Gaussian pump-beam halfwidths. a) Wide view, indicating 

plasma-formation region in center third of column and unperturbed water above and below. b) 

Close-up of ionized region at t = 0 fs just as excitation pulse passes center of column. c) Close-

up of ionized region 700 fs after arrival of excitation pulse in center of column. Red arrows in 

b) and c) indicate h(t) – spatial extent of ionized region along centerline of water column. 

and all pump energies. They appear as rounded trapezoids with modulations–presumably due 

to diffraction–across the transmission minimum. For each curve, an average minimum 

transmission value was determined across the bottom. Then the width of the full curve was 

found via curve fitting at half this minimum transmission value. These widths were used to 

measure the growth of the ionized region as a function of time. Ionized-channel growth for all 

cases studied was found to be symmetric about the pump-propagation axis. 

The growth of the ionized region as a function of delay and pump-beam energy is shown 

in Fig. 3. The y-axis displays the change in channel width after pump-beam arrival in one 

direction, as indicated by the red arrow in Fig. 2. For each of the five pump-beam energies 

studied, ionization-channel growth continues for 300 - 400 fs and then ceases. The ionized 

region persists until a delay of ~10 ps, when large-scale movement of material similar to that 

reported for solid surfaces begins [3]. 

By fitting polynomials to the growth-versus-time delay curves and calculating the local 

derivatives, the speed of the ionization-channel movement as a function of delay was readily 

determined. Initial values are quite high, ranging from 0.25c to 0.55c for pump energies 

ranging from 0.05 mJ to 0.5 mJ. It is straightforward to show that for our plasma conditions 

(see discussion of Table 1 below), the radiant power produced by the associated blackbody 

radiation or bremsstrahlung is orders of magnitude too weak to produce the observed 

ionization growth [11]. Consequently, a group of very hot electrons that are initially moving 

at the speeds indicated above must be responsible for the ionization growth. 

The questions that remain are 1) how do electrons achieve such high initial velocities in 

the transverse direction, and 2) are they present in sufficient numbers to generate the observed 

ionization-channel growth. Reviews of many previous reports of experimental measurements 

of hot electron energies [12] suggest that for pump intensities of 2 × 10
15

 W/cm
2
, the 

anticipated hot electron energy should be on the order of 5 keV, corresponding to a velocity of 

0.14c, which is much lower than that observed in the experiments. However, using focused 

intensities that are five times higher than those reported here, Li et al. [13] observed transverse 

hot-electron jets in liquid water with energies up to 64 keV, corresponding to peak velocities 

of 0.46c. 
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Fig. 2. Relative transmission of 400-nm light along centerline of transmission images for 210-
µJ excitation at four time delays. Red arrow indicates h(t = 267 fs). 

For the peak pump-beam intensity used in this study, the quiver velocity and velocity due 

to the transverse ponderomotive force are estimated to be 0.02c. Similarly, wakefield 

acceleration leads to estimated velocities of 10
6

c. Theoretical work by several groups 

indicates that longitudinal ponderomotive acceleration can be significant if the electron is 

accelerated by the leading edge of the incident pulse but not decelerated by the trailing edge. 

Such acceleration is particularly important for electrons that are generated with a low initial 

energy just before experiencing the high-intensity portion of the leading edge. For example, 

using very general arguments, Sazegari et al. [14] estimate that leading-edge longitudinal 

acceleration is capable of accelerating an electron to velocities on the order of the group 

velocity of the pulse in the target. The analysis of our data discussed below indicates that 

during post-ionization, the real part of the index of refraction falls from an initial value of 1.34 

to 1.2, leading to an estimated pulse group velocity of 0.8c, which is on par with but greater 

than the highest velocities observed in our measurements. 

To evaluate the possibility of generating a hot subgroup of electrons under the stated 

conditions, the observed degree of probe-beam transmission along with the measured pump-

beam energy deposition was examined. The post-pulse total energy was considered to be 

equal to the sum of the transmitted pump-beam energy, the reflected pump energy, the energy 

required to ionize water over the volume indicated by the transmission images, the total 

kinetic energy of the cool electrons, and the total kinetic energy of the hot electrons. The 

transmitted pump energy was measured directly [15]; all other contributions to the total 

energy were calculated. We note that bulk water behaves in the same way as a dielectric with 

a photoionization threshold of 6.5 eV [16]. This value was used in calculating the ionization 

contribution to the total-energy budget. 
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Fig. 3. Net displacement from incident-beam axis of ionized region as function of delay from 

arrival of excitation pulse for each of five incident pulse energies. 

Modeling of the transmission of the probe was conducted following the approach of 

Theobald et al. [17] who considered the imaginary part of the complex refractive index of 

water to be due solely to the free electrons. Analysis of the pump-produced plasma proceeded 

by first estimating the values of the total electron density (ne) and the average electron 

temperature (Te) and then self-consistently calculating a probe-transmission value (T) along 

with a total energy (E) value. This procedure was iterated by adjusting the values for ne and 

Te until the calculated probe transmission agreed with the measured transmission and the total 

energy agreed with the incident pump-beam energy. The calculations were made for the 

transmission conditions at the arrival of the peak of the pump beam in the center of the water 

column–probe delay equal to 0 fs. The kinetic energy of the hot electrons was calculated using 

the initial hot-electron velocities found from the time derivatives of the curves in Fig. 3. The 

fraction of electrons with these high initial velocities was adjusted such that the initial total 

kinetic energy of the hot electrons would be sufficient to ionize via binary collisions the 

volume of water indicated by the growth shown in Fig. 3. The results of these calculations are 

summarized in Table 1 for four pump-beam energies. Columns 4 and 5 display the degree to 

which the calculated and observed transmission values agree and how well energy 

conservation is achieved. As shown, the electron density varies by a factor of approximately 

two, while the average electron temperature varies by a factor of approximately four for 

incident pulse energies that are changing by a factor of five. The mean electron density of 2 × 

10
21

 cm
3

 (over all four cases) indicates an ionization fraction of 6%, assuming single 

ionization of each parent water molecule. The ratio of hot electrons to cold electrons varies by 

a factor of approximately three and is < 0.3% for all cases examined. 

Examination of the intermediate values of ne and Te during the iteration process indicates 

that the optimal values for these parameters are rather tightly constrained in this model. For 

example, a ± 20% change in the value of ne leads to a calculated optical transmission that 

deviates by ± 40% from the measured transmission. Interestingly, the ratio of hot to cold 

electrons is not very sensitive to changes in the total electron density or average electron 

temperature. This is likely an indirect reflection of the mechanism by which they gain their 

initial kinetic energy via longitudinal acceleration from the incident pulse. This process would 

largely be independent of variations in the local plasma environment. 
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Table 1. Summary of Plasma Conditions: ne (Total Electron Density), Te (Avg. Electron 

Temperature), Ratio of Hot to Cold Electron Density, Ratio of Calculated Transmission 

to Measured Transmission at 400 nm, and Ratio of Total Post-pulse Energy to Pulse 

Energy of Incident Light 

E pulse (800 nm) ne Te ne hot / ne cold Calc T / Obs T E final / E pulse 

mJ cm3 keV    
0.51 2.3e21 0.020 0.0025 1.04 1.00 

0.41 1.9e21 0.020 0.0008 1.01 1.01 

0.21 1.4e21 0.007 0.0010 0.98 0.99 

0.11 1.6e21 0.006 0.0026 1.03 1.16 

The above considerations of energy conservation and probe-beam transmission clearly 

indicate that the available pump-beam energy was sufficient to produce an ensemble of hot 

electrons of sufficient density to yield the observed ionization growth–both in spatial extent 

and growth rate. Since the hot electrons are initially generated with velocities parallel to the 

pump-beam propagation, collisions must be responsible for redirecting them into trajectories 

with a significant transverse component. Recently, Date et al. [18] used Monte Carlo 

simulations to study collisions between energetic electrons (up to 10 keV) and water 

molecules in liquid water. Their work shows that the hot-electron trajectories rapidly gain 

significant transverse velocity components via collisions–both ionizing and excitation 

collisions. These authors also note that the incident hot electrons carry away most of the 

kinetic energy post-collision. Such electron dynamics would explain the high growth rate of 

the ionized water volume observed in our measurements. There have been numerous studies 

of the energy loss range of a free electron in liquid water, both experimental and 

computational, as a function of incident electron energy (see for example [19,20] and 

references therein). Such studies do not include a background of positive ions mixed in with 

the neutral molecules and therefore miss the drag on the particles due to Coulomb forces 

present in our plasma environment. However, the lateral ionization growth observed in this 

study is of the same order as that seen in the electron stopping studies – just a little smaller as 

it should be. 

4.  Conclusion 

In summary, pump/probe-transmission images of a 53-μm water column following the arrival 

of the 45-fs pump pulse reveal the short-time spatial and temporal growth of the ionized 

region. Following initial photoionization, the rapid ionization transverse to the pump-

propagation axis is driven by hot electrons with unusually high initial velocities (energies) of 

0.55c (~100 keV) for a pump intensity of 1.9 × 10
15

 W/cm
2
. These hot electrons are 

accelerated by the leading edge of the pump pulse via the longitudinal ponderomotive force 

and then acquire trajectories with a significant transverse component through ionization and 

excitation collisions with neutral water. Retaining most of their pre-collision kinetic energy, 

these hot electrons rapidly ionize the region radially surrounding the pump-pulse propagation 

axis. 
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LIST OF ABBREVIATIONS, SYMBOLS, AND ACRONYMS 
 

AFOSR  Air Force Office of Scientific Research 

AFRL  Air Force Research Laboratory 

ANL  Argonne National Laboratory 

ASE  amplified spontaneous emission 

ATI  above-threshold ionization 

BNL  Brookhaven National Laboratory 

CCD  charge-coupled device 

CPA  chirped-pulse amplification 

DARPA  Defense Advanced Research Projects Agency 

DoD  Department of Defense 

EUV  extreme ultraviolet 

FIERO  Frontiers in Extreme Relativistic Optics 

FWHM  full width at half maximum 

GDD  group delayed dispersion 

ISSI  Innovative Scientific Solutions, Inc. 

LIBS  laser-induced breakdown spectroscopy 

LPI  laser/plasma interactions 

MLPC  Mount Laser and Photonics Center, Inc. 

MPI  multiphoton ionization 

NDE  nondestructive evaluation 

NDI  nondestructive inspection 

OECD  Organisation for Economic Co-operation and Development  

PIC  particle in cell 

SAUUL   Science and Applications of Ultrafast, Ultraintense Lasers  

TBC  thermal barrier coating 

TCC  target-chamber center 

UV   ultraviolet 

WPAFB Wright-Patterson Air Force Base 

XUV X-ray ultraviolet 


	1.0  INTRODUCTION
	11
	12   2.0 MOTIVATION AND LONG-TERM VISION OF THE PROGRAM

	3.0  EXTREME-LIGHT DIAGOSTICS
	3.1 Extreme-Light Generation of X-rays
	3.2 Laser System and Facility Development
	3.3 X-ray Generation from Laser/Metal-Target Interactions
	3.4 X-ray Generation from Laser/Dielectric-Target Interactions
	3.5 The Impact of Chirp on X-ray Generation for Metals and Dielectrics
	3.5.1 Chirp
	3.5.2 Chirp Impact on X-ray Yield for Metal and Dielectrics

	3.6 Impact of Prepulse on X-ray Yield for Cu and Water Targets
	3.6.1 Impact of Natural Amplified Spontaneous Emission (ASE) on Cu and Water Targets
	3.6.2 Impact of Artificial Prepulse on X-ray Yield from Cu Target
	3.6.3 Impact of Artificial Prepulse on Water-Jet Target

	3.7 Impact of Artificial Prepulse and Chirp on X-ray Yield from a Water-Jet Target
	3.8 Discussions of the Impact of Chirp on X-ray Generation in a Water-Jet Target
	3.9 X-ray Emissions at Relativistic Conditions
	3.9.1 Literature Search for Papers about Electron and X-ray Emissions Generated at Relativistic Conditions
	3.9.2 Measurements of X-rays Generated at Relativistic Conditions

	3.10 Visualizations of Laser/Water-Jet Interactions
	3.10.1 X-ray Visualization
	3.10.2 Shadowgraph Visualization


	4.0 SUMMARY OF PUBLICATIONS AND PRESENTATIOS
	4.1  Development of Laser-Based X-Ray Source for Dense Spray and Soot Diagnostics
	4.2  Laser-Target Generation of Soft X-Rays
	4.3  Laser Generation of X-Rays for Air-Force Applications
	4.4  Imaging of Laser-Generated Micro-plasmas
	4.5  Development of Laser-Generated X-Ray Source for Air-Force Applications
	4.6 Laser-Induced Breakdown Spectroscopy for Detection of Volatile Aerosols
	4.7  Efficiency and Scaling of Ultrashort-Pulse, High-Repetition-Rate, Laser-Driven X-Ray Source
	4.8 An Evaluation of Femtosecond/Nanosecond-LIBS for Measuring Total Particulate Emissions
	4.9   Picosecond Laser Machining of Shaped Holes in Thermal-Barrier-Coated Turbine Blades
	4.10 Double-Pulse and Single-Pulse Laser-Induced Breakdown Spectroscopy for Distinguishing between Gaseous and Particulate Phase Analysis
	4.11 Hot-Electron-Dominated Rapid Transverse-Ionization Growth in Liquid Water

	5.0  PUBLICATIONS AND PRESENTATIONS
	6.0  REFERENCES
	LIST OF ABBREVIATIONS, SYMBOLS, AND ACRONYMS
	No._1-Rettig,ApplPhysB_93,365(2008).pdf
	Efficiency and scaling of an ultrashort-pulse high-repetition-rate laser-driven X-ray source
	Abstract
	Introduction
	Experimental configuration
	X-ray characteristics
	Target materials
	X-ray yield and conversion efficiency
	Dependence on incident polarization
	Efficiency scaling with pre-pulse illumination
	Discussion

	Summary
	Acknowledgements
	References


	2013-0189Cover.pdf
	AFRL-Rq-WP-TR-2013-0189
	STINFO COPY

	AppAB.pdf
	1.0 Executive Summary
	2.0 Introduction
	3.0 Background
	3.1 Conventional ns-LIBS
	3.2 Femtosecond fs-LIBS

	4.0 Results and Discussion
	4.1 Experimental Methods for University of Florida Activities
	4.2 fs/ns LIBS at Propulsion Directorate Air Force Research Laboratory
	4.2.1 Experimental Set-up
	4.2.2 LIBS signal acquisition and processing
	4.2.3 ns-LIBS with gas-phase carbon
	4.2.4 ns-LIBS with solid –phase carbon (aerosol particles)
	4.2.5 ns-LIBS with solid-phase carbon (polystyrene spheres)
	4.2.6 fs-ns dual-LIBS with gas and solid-phase carbon (CO2 and aerosol particles)


	5.0 Summary and Observations
	6.0 Recommendations
	7.0 Acknowledgement

	AppAC.pdf
	Untitled

	ApD.pdf
	Untitled
	ApDPage1.pdf
	Untitled


	No._5-BrownOptExp19,12241(2011).pdf
	ApAEp1.pdf
	Untitled


	Untitled



