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FOREWORD

There is a relentless struggle taking place in the cy-
bersphere as government and business spend billions
attempting to secure sophisticated network and com-
puter systems. Cyber attackers are able to introduce
new viruses, worms, and bots capable of defeating
many of our efforts. The U.S. Government has set a
goal of modernizing the nation’s energy grid. A cy-
ber attack on our energy grid could cut off service to
large areas of the country. Government, business, and
academia must therefore work together to understand
the threat and develop various modes of fighting cy-
ber attacks, and to establish and enhance a framework
for deep analysis for this multidimensional issue.

The cyber infrastructure protection conference for
academic year 2010-11 focused on the strategic and
policy directions, and how these policy directions
should cope with the fast-paced technological evolu-
tion. Topics addressed by the conference attempted
to answer some of these questions: How serious is
the cyber threat? What technical and policy-based
approaches are best suited to securing Telecommu-
nications Networks and Information Systems Infra-
structure security? What role will government and the
private sector play in homeland defense against cyber
attack on critical civilian infrastructure, financial and
logistical systems? What legal impediments exist on
efforts to defend the nation against cyber attacks, es-
pecially in the realm of preventive, preemptive, and
retaliatory actions?

Our offerings here are the result of a 2-day collo-
quium titled Cyber Security Infrastructure Protection,
conducted on June 8-9, 2011, by the Center of Infor-
mation Networking and Telecommunications (CINT)



at the Grove School of Engineering, the Colin Powell
Center for Public Policy —both at the City University
of New York, City College (CCNY) —and the Strategic
Studies Institute at the U.S. Army War College. The
colloquium brought together government, business,
and academic leaders to assess the vulnerability of
our cyber infrastructure and provide strategic policy
directions for the protection of such infrastructure.

Given the complexities of national security in the
21st century and the fast-changing nature of the cyber
domain, the Strategic Studies Institute proudly pres-
ents the results of this very relevant colloquium. We
are sure it will be an essential read for both the practi-
tioner and academic alike to gain a better understand-
ing of cyber security.

DOUGLAS C. LOVELACE, JR.

Director

Strategic Studies Institute and
U.S. Army War College Press
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PREFACE

This book is a follow-on to our earlier book pub-
lished in 2011 and represents a detailed look at various
aspects of cyber security. The chapters in this book are
the result of invited presentations in a 2-day confer-
ence on cyber security held at the City University of
New York, City College, June 8-9, 2011.

Our increased reliance on the Internet, informa-
tion, and networked systems has also raised the risks
of cyber attacks that could harm our nation’s cyber in-
frastructure. The cyber infrastructure encompasses a
number of sectors including the nation’s mass transit
and other transportation systems, railroads, airlines,
the banking and financial systems, factories, energy
systems and the electric power grid, and telecommu-
nications, which increasingly rely on a complex ar-
ray of computer networks. Many of these infrastruc-
tures” networks also connect to the public Internet.
Unfortunately, many information systems, computer
systems, and networks were not built and designed
with security in mind. As a consequence, our cyber
infrastructure contains many holes, risks, and vulner-
abilities that potentially may enable an attacker to
cause damage or disrupt the operations of this cyber
infrastructure. Threats to the safety and security of
the cyber infrastructure come from many directions:
hackers, terrorists, criminal groups, and sophisticat-
ed organized crime groups; even nation-states and
foreign intelligence services conduct cyber warfare.
Costs to the economy from these threats are huge and
increasing. Cyber infrastructure protection refers to
the defense against attacks on such infrastructure and
is a major concern of both the government and the
private sector.
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A key contribution of this book is that it provides
an integrated framework and a comprehensive view
of the various forms of cyber infrastructure protec-
tion. We, the editors, strongly recommend this book
for policymakers and researchers.

viii



CHAPTER 1
INTRODUCTION

Tarek Saadawi
Louis H. Jordan, Jr.
Vincent Boudreau

In recent years, the analysis of cyber security has
moved into what one might call a series of second-gen-
eration conversations. The first generation, dominated
by engineers and computer programmers, regarded
the issue as primarily a technical matter, and sought
responses from cyber threats mainly in the develop-
ment of protective software and hardware design. In
its early phases, cyber threats were primarily regard-
ed as politically neutral, and without a great deal of
economic motivation. Hence, how these threats were
generated, and what social or political actors or sys-
tems directed these attacks, mattered little. Up-to-date
anti-virus software and other protective technology
were judged sufficient to protect both personal and
public cyber assets against attack.

Several things have changed since those early con-
versations. First, and most obviously, technology has
grown more complex and more networked. As our
society demanded more interactive cyber systems,
the danger of contamination across these systems has
grown. Second, cyber attacks have become less eco-
nomically or politically neutral than in previous gen-
erations. Evidence is mounting that both governments
and insurgent groups are using cyber platforms as a
way of mounting attacks. Threats to cyber security
from economically motivated groups, and especially,
increasingly well-organized criminal syndicates, are



more advanced. Third, innovations in cyber technol-
ogy each year make increasingly sophisticated cyber
weapons more widespread. Moreover, as the market
in malware evolves, the technology can be rented,
making the threat more and more affordable. Finally,
trends in technology development suggest that, gen-
erally, efforts to defend against cyber attacks will al-
ways be more expensive than efforts to develop new
forms of attack. Over time, therefore, the possibility
of developing purely technical solutions to the threats
against cyber security seems dauntingly uneconomi-
cal, even if entirely technologically feasible.

There is a relentless struggle taking place in the cy-
ber sphere as government and business spend billions
attempting to secure sophisticated network and com-
puter systems. Cyber attackers are able to introduce
new viruses and worms capable of defeating many of
our efforts. The military depends more on technologi-
cal solutions than ever before. A cyber attack on mili-
tary operations could be more devastating than the
effects of traditional weaponry. Additionally, these
attacks will come from an unseen adversary who will
likely be unreachable for a counterattack or counter-
measure. In this “Fifth” generation of warfare, the
battlefield is everywhere, and everyone potentially
becomes a combatant, which causes grave new ques-
tions in the areas of the law of war as well as national
sovereignty. The U.S. military must work closer than
ever before with the various agencies of government,
business, and academia to understand the threat and
develop various modes of fighting cyber attacks.

Where, then, has the discussion of cyber security
turned? Some answers lie in reversing trends toward
greater integration and increasing technological so-
phistication. As cyber threats diffuse across increas-



ingly connected networks, some have sought to coun-
ter them by developing lower-technology systems
unintegrated with the larger cyber infrastructure,
simply by having their own isolated cyber islands
disconnected from the larger cyber systems. Others
continue —as they must—to fight the war on a tech-
nological front, developing faster and more sophisti-
cated ways of countering cyber threats. But for many,
the evolution of cyber security requires a new and
deeper understanding of the social, economic, and
political dynamics that animate cyber terrorism and
cybercrime. As with conventional security analysis, or
efforts to decrease or frustrate criminal behavior more
generally, we have begun to consider how the social
forces that motivate and govern the generation of
cyber threats can influence cyber security. By under-
standing how the market in criminal malware oper-
ates, or figuring out the dynamics that hold organized
crime together, cyber security specialists can more ef-
fectively develop methods of staving off those threats.
While the last several decades have perhaps encour-
aged us to think of cyber threats as programs, viruses,
worms, spyware, and botnets, current conversation
recalls that people — connected to one another in orga-
nizations or through networks, motivated by political
or criminal concerns, living in societies and subject to
laws — deploy these threats.

The tools of foreign policy, conventional security
studies, criminology, sociology, and economic theory
are all relevant to the analysis of these threats. Deter-
rence theory, for example, focuses on how to prevent
people with capacity from acting to inflict harm. Game
theory explores how different political objectives and
modes of interaction —reassurance, recognition, secu-
rity, and prestige —influence exchanges of threat or



attack. But if useful, these analytic tools need now to
navigate an entirely new landscape. How, for instance,
can one deter an entity that thrives on the secrecy of
an Internet identity? Are there ways of deterring cyber
warriors who thrive on the prestige of making a bold
cyber strike? Can we translate strategies designed
to influence the behavior of nation-states (who must
balance a range of goals that include their power, the
stability of their regimes, and the well-being of their
populations) to use against smaller networks, with
neither citizens nor legal standing to worry about? In
important and obvious ways, we cannot simply turn to
the established works of social scientists for answers.
The problem, of course, is compounded by the
technological side of things, and the fact that social
scientists, computer scientists, engineers, and tech-
nicians have an uneven track record of working to-
gether to solve these problems (though in the current
environment, work together they must). Does current
technology allow us to deter a cyber attack credibly?
If political strategy suggests a move from the exist-
ing, more defensive posture, to one that favors a pro-
active attack on insurgent or criminal organizations,
what might such a weapon look like, and what are the
broader implications of using offensive cyber weap-
ons? As such questions illustrate, the solution to many
of today’s most pressing cyber threats (as well as those
we can imagine emerging in the near and distant fu-
ture) rests not in the realm of the social sciences, but
in efforts to integrate lessons derived from those sci-
ences into the design of technological work; the march
of cyber technology needs to merge around politically
informed strategies for the deployment of that tech-
nology. Hence, while cyber security once functioned
mainly as a shield to deflect attacks, wherever they



came from and however they were directed, contem-
porary technological design must figure out both how
to protect cyber assets, and how to identify, interdict,
disrupt, and frustrate the organizations that mount at-
tacks against them.

This book is designed as a way of entering this
conversation. The chapters in this book were mainly
presented as papers at the Cyber Infrastructure Pro-
tection 2011 conference at the City College of New
York, in early-June 2011. At this conference, present-
ers were asked to think about the relationship be-
tween the technical and human elements of the threats
to cyber security. The discussion was wide ranging,
including experts in law, criminal behavior, interna-
tional dynamics, and, of course, technical elements
of cyber security. This book includes many of those
papers, as well as several additional contributions. By
presenting this work, more research and development
of strategy toward a more integrated approach to cy-
ber security, which borrows both from the fields of
technology and engineering and from broader social
scientific approaches, may take place.

OUTLINE OF THE BOOK

The book is divided into three main parts. Part I
discusses the economic and social aspects of cyber se-
curity, covering the economics of malicious software
and stolen data markets as well as the emergence of
the civilian cyber warrior. Part II deals with laws and
cybercrime, covering social and justice models for en-
hanced cyber security, and provides an institutional
and developmental analysis of the data breach dis-
closure laws. Part II also provides solutions for the
critical infrastructure that protect civil liberties and



enhanced security, and explores the utility of open
source data. Part III presents the technical aspects of
the cyber infrastructure and presents monitoring for
Internet service provider (ISP) grade threats as well as
the challenges associated with cyber issues.

ECONOMICS AND SOCIAL ASPECTS
OF CYBER SECURITY

The first two chapters in this book provide a
framework for the economic and social aspects of cy-
ber security. In Chapter 2, Thomas Holt explains how
hackers utilize data from a sample of active, publicly
accessible web forums that traffic in malware and per-
sonal information to consider the supply and demand
for various types of malicious software and related cy-
bercrime services which have a prospective economic
impact on cybercrime campaigns against civilian and
business targets. In order to explore and expand our
understanding of the economics of cybercrime in gen-
eral, this chapter utilizes a qualitative analysis of a se-
ries of threads from publicly accessible Russian web
forums that facilitate the creation, sale, and exchange
of malware and cybercrime services. The findings ex-
plore the resources available within this marketplace
and the costs related to different services and tools.
Using these economic data, coupled with loss metrics
from various studies, this analysis considers the pro-
spective economic impact of cybercrime campaigns
against civilian and business targets. The findings
provide insights into the market dynamics of cyber-
crime and the utility of various malware and attack
services in the hacker community. In summary, this
chapter explores the market for malicious software
and cybercrime services in order to understand the



price and availability of resources, as well as the re-
lationship between the price paid for services and the
cost experienced by victims of these crimes.

In Chapter 3, Max Kilger focuses on the civilian cy-
ber warrior —who poses perhaps the most significant
emerging threat to domestic and foreign critical infra-
structures. Chapter 3 starts by providing some basic
background for a schema that outlines six motivation-
al factors that encourage malicious online behaviors.

The key concept is that perhaps for the first time
in history, an everyday ordinary civilian can effec-
tively attack a nation-state—in this case, through a
cyber attack on some component of that nation-state’s
critical infrastructure. “Effectively” here means that
the attack can cause significant widespread damage
and has a reasonably high probability of success and a
low probability of the perpetrator being apprehended.
One of the first things that one might want to inves-
tigate in the chain of actions for a terrorist act is the
initial starting point, where individuals begin think-
ing about and rehearsing in their minds the nature,
method, and target for the terrorist attack. A key point
for historical and social significance of the emergence
of a civilian cyber warrior is the psychological signifi-
cance of the event. The reassessment of the usual as-
sumptions of the inequalities of the levels of power
between nation-states and citizens establishes new
relationships between institutions of society, govern-
ment, and individuals.

An initial examination of the severity of physical
attacks and cyber attacks that respondents feel are ap-
propriate to launch against a foreign country bring
both good news and bad news to the table. On the
one hand, the vast majority of respondents select only
responses that have minor or no consequences to the



targeted foreign country. On the other hand, there are
a nontrivial number of respondents who personally
advocate the use of physical and cyber attacks against
a foreign country that have some moderate to very
serious consequences. While there is some comfort in
the fact that expressing intentions to commit terrorist
acts is only the first link in the behavioral chain from
ideation to the execution of an attack, and bearing
in mind that this is a scenario-based situation, even
a small incidence of individuals who would consider
some of the most serious acts is troubling. This sug-
gests that the emergence of the civilian cyber warrior
(and perhaps the physical attack counterpart) is an
event to take into account when developing policies
and distributing resources across national priorities to
protect national critical infrastructures. Knowing the
enemy can be a key element in gaining a comprehen-
sive perspective on attacks against online targets.

LAW AND CYBERCRIME

Legal and cybercrime are explored in Part II of this
book. In Chapter 4, Michael M. Losavio, J. Eagle Shutt,
and Deborah Wilson Keeling argue that to change
the game in cyber security, we should consider crimi-
nal justice and social education models to secure the
highly distributed elements of the information net-
work, extend the effective administration of justice
to cybercrime, and embed security awareness and
competence in engineering and common computer
practice. Safety and security require more than techni-
cal protections and police response. They need a criti-
cal blend of these elements with individual practice
and social norms. Social norms matched with formal
institutions enhance public safety, including in the



cyber realm. Informal and formal modes of control-
ling and limiting deviant behavior are essential for
effective security.

Chapter 4 suggests that routine activity theory, op-
portunity theory, and displacement theory—frame-
works for analyzing crime in communities —are ways
to conceptualize and pattern the benefits of informal
social control on cyber security. Routing Activity The-
ory (RAT) presents that, for cyber security, the analy-
sis should equally consider the availability of suitable
targets, a presence or lack of suitable guardians, and
an increase or decrease in the number of motivated
offenders — particularly those seeking financial gain
or state advantage. Online social networks them-
selves suggest opportunities for the examination of
RAT-based security promotion. Facebook, MySpace,
and LiveJournal are online social networks that can
promote cyber security within and without their do-
mains. RAT can also be applied to criminal activity
involving computing systems. Criminological princi-
ples to cyber security also relate to the use of criminal
profiling and behavioral analysis. The reactive use of
these techniques, much like the use of technical digital
forensics in network settings, serves to focus an inves-
tigation and response in particular areas and on par-
ticular individuals. The proactive use of profiling can
deter or prevent crime, such as drug courier profiling.

In Chapter 5, Melissa Dark considers the state data
breach disclosure laws recently enacted in most states
of the United States. Three reasons make the state data
breach disclosure laws of interest: (1) the rapid policy
growth; (2) the first instance of an informational regu-
lation for information security; and, (3) the importance
of these laws to prevent identity theft and to protect
privacy. Technological advancements are changing
the information security and privacy landscape con-



siderably. Yet, these policies are blunt instruments not
suited to careful excision of these ills. Some advocates
of modifying existing laws assert that the outcome of
data breach disclosure should be to motivate large-
scale reporting so that data breaches and trends can
be aggregated, which allows a more purposeful and
defensive use of incident data.

In Chapter 6, Joshua Gruenspecht identifies some
problems of identity determination that raise some of
the most complicated unresolved issues in cyber secu-
rity. Industry and government are pursuing a number
of approaches to better identify communicants in or-
der to secure information and other assets. As part of
this process, some policymakers have suggested that
fundamental changes to the way in which the Inter-
net transmits identity information may be necessary.
Authentication is “the process of establishing an un-
derstood level of confidence that an identifier refers
to a particular individual or identity.” Authentica-
tion often involves an exchange of information before
some other transaction in order to ensure, to the extent
necessary for the transaction at hand, that the sender
of a stream of traffic is who he or she claims to be or
otherwise has the attributes required to engage in the
given transaction. Attribution is the analysis of infor-
mation associated with a transaction or series of trans-
actions to try to determine the identity of a sender of
a stream of traffic. Information collection and analysis
is the focus of attribution. This chapter focuses on au-
thentication and attribution; two other issues closely
relate to identity and are critical elements of any se-
cure system: authorization and auditing. This chapter
considers these problems and concludes that authen-
tication-oriented solutions are more likely to provide
significant security benefits and less likely to produce
undesirable economic and civil liberties consequences.
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In Chapter 7, George W. Burruss, Thomas J. Holt,
and Adam M. Bossler focus on the value of open re-
porting for malware creation and distribution. The
authors consider how this information combines with
other measures to explore the country-level economic,
technological, and social forces that affect the likeli-
hood of malware creation. The chapter proposes that
online repositories containing data on malicious soft-
ware can be valuable to study the macro-level correla-
tions of malware creation. The data for the dependent
variable used for this study (MALWARE) came from
an open source malware repository where individ-
uals could post information obtained on malicious
software. The data for the independent variables de-
rive from the CIA World FactBook and from Freedom
House, a nongovernmental agency that collects an-
nual data on political freedom around the globe. The
chapter concludes that the diverse and sophisticated
threats posed by hackers and malicious software writ-
ers require significant investigation by both the tech-
nical and social sciences to understand the various
forces that affect participation in these activities. The
chapter suggests that there is a strong need for greater
qualitative and quantitative examinations of hacker
communities around the world. Research on hacker
subcultures in the United States, China, and Russia
suggests that there are norms, justifications, and be-
liefs that drive individual action.

11



CYBER INFRASTRUCTURE

In Chapter 8, Abhrajit Ghosh presents a compre-
hensive view of network security from several years
of research conducted at Telcordia; in particular, the
problem of monitoring large-scale networks for ma-
licious activity. The goal of the developed system is
to detect various types of network traffic anomalies
that could be caused by Distributed Denial of Service
(DDoS), spamming, Internet protocol (IP) address
spoofing, and botnet activities. Currently, three types
of anomaly detectors are provided to collect data and
generate alerts: (a) Volume Anomaly Detectors; (b)
Source Anomaly Detectors; and, (c) Profile Anomaly
Detectors. The goal of the source anomaly detectors
is to identify instances of source IP address spoofing
in observed flows. Here data for the monitored ISP is
acquired via NetFlow/sFlow data feeds from three
flow agents. The profile anomaly detectors can detect
any behavioral anomalies pertaining to hosts within
the monitored network.

One profile anomaly detector that is currently
part of the system can identify potential spammers
using flow data and spammer blacklists. The Telcor-
dia system incorporates an efficient real-time volume
anomaly detector designed to give early warning of
observed volume anomalies. The volume anomaly
detector operates by considering a near-term moving
window of flow records when computing traffic trav-
els to a destination address. The system incorporates
a correlation engine that correlates alerts generated by
the different types of anomaly detectors. A significant
issue with many anomaly detection-based approaches
is their potentially high false-positive rate. The cor-
relation engine component is designed to reduce the

12



possibility of generating false-positives. Finally, the
use of an alert correlation component is valuable to
a network operator who would be very interested in
lowering false-positive rates.

The goal of Chapter 9, written by Stuart Starr, is
to explore the state-of-the-art in our ability to assess
cyber issues. To illuminate this issue, the author pres-
ents a manageable subset of the problem. Using that
decomposition, he identifies candidate cyber policy
issues that warrant further analysis and identifies
and illustrates candidate Measures of Merit (MoMs).
Subsequently, Starr characterizes some of the more
promising existing cyber assessment capabilities that
the community is employing. That discussion is fol-
lowed by an identification of several cyber assessment
capabilities that are necessary to support future cyber
policy assessments. The chapter concludes with a brief
identification of high priority cyber assessment efforts
to pursue.

13
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CHAPTER 2

EXPLORING THE ECONOMICS
OF THE MALICIOUS SOFTWARE MARKET

Thomas J. Holt

This research was sponsored by the National In-
stitute of Justice, Award No. 2007-IJ-CX-0018 (August
2007-November 2009). The points of view within this
document are those of the author and do not necessar-
ily represent the official position of the U.S. Depart-
ment of Justice.

INTRODUCTION

The growth and function of malicious software
markets have caused a shift in the way that hackers
use and access malware with varying degrees of skill.
Specifically, web forums allow individuals to pur-
chase access to sophisticated malicious software to
victimize vulnerable systems and individuals and to
sell the data they illegally obtain for a profit. Those
with limited technical capabilities can utilize products
sold in these markets to engage in attacks, while in-
dividuals with greater skill can generate a profit by
providing access to their infrastructure and resources.
While researchers are constantly exploring these mar-
kets to identify emerging threats, few have considered
the actual economic conditions that affect the market,
including the costs and benefits for offenders, and the
losses incurred by affected victim computers. This
qualitative study utilizes data from a sample of active
publicly accessible web forums that traffic in malware
and personal information to determine: the supply
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and demand for various types of malicious software
and related cybercrime services; the offenders’ costs
associated with multiple forms of attacks; and the pro-
spective economic impact of cybercrime campaigns
against civilian and business targets. The findings will
benefit computer security practitioners, law enforce-
ment, and the intelligence community by exploring
the market dynamics and scope of the underground
economy for cybercrime.

OVERVIEW

As technology increasingly permeates all facets
of modern life, the risks posed by cyber attacks have
increased dramatically." Hackers target all manner of
systems around the world in order to steal informa-
tion, compromise sensitive networks, and establish
launch points for future attacks.? In fact, evidence
suggests that the number of computer security inci-
dents has increased as more countries connect to the
Internet.* Many of these attacks stem from computer
hackers living in China, Russia, and Eastern Europe.*
A sizeable proportion of these actors utilize malicious
software, or malware, to automate various aspects of
an attack.’

Malicious software, including viruses, Trojan horse
programs, and various other tools, simplify or auto-
mate portions of a compromise, making it possible to
engage in more sophisticated or complex intrusions
beyond the true skills of the attacker.® In addition,
the emergence of botnet malware, which combines
multiple aspects of existing malware into a single pro-
gram, enables hackers to establish stable networks of
infected computers around the world.” These botnets
can engage in attacks ranging from the distribution
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of spam, denial of service attacks, and network scan-
ning. The growth of botnet malware in the computer
underground has revolutionized malware, leading
individuals to lease out their infrastructure to the
larger population of semi-skilled hackers to engage
in attacks.®

The evolution of malware has led to the formation
of an online marketplace for the sale and distribution
of malicious software, stolen data, and hacking tools.’
These markets largely operate in forums and Internet
Relay Chat (IRC) channels in Russia and Eastern Eu-
rope and enable hackers to buy or sell various tools
and services to facilitate attacks against all manner of
targets. Few studies have, however, considered the
impact of these markets on the economics of cyber-
crime for both victims and offenders. For instance, the
ability to purchase sophisticated malware may reduce
the time an individual must invest in an attack, and
diminish the requisite knowledge needed to hack.” In
addition, limited research has considered the supply
and demand for different services within the malware
market, calling into question the perceived value of
certain tools and attacks relative to other offenses. Fi-
nally, the lack of concrete loss metrics on the impact of
cybercrime in both the public and private sector make
it difficult to understand the profits a cybercriminal
may acquire.

In order to explore these issues and expand our
understanding of the economics of cybercrime in gen-
eral, this chapter utilizes a qualitative analysis of a se-
ries of threads from publicly accessible Russian web
forums that facilitate the creation, sale, and exchange
of malware and cybercrime services. The findings ex-
plore the resources available within this marketplace
and the costs related to different services and tools.
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Using this economic data coupled with loss metrics
from various studies, this analysis considers the pro-
spective economic impact of cybercrime campaigns
against civilian and business targets. The findings
provide insights into the market dynamics of cyber-
crime and the utility of various malware and attack
services in the hacker community.

HACKING, MALWARE MARKETS, AND THE
ECONOMIC IMPACT OF CYBERCRIME

In order to examine malicious software markets,
it is critical to first understand the general dynamics
of the hacker community, whose members create and
utilize malware. Hackers operate within a subculture
that values profound and deep connections to technol-
ogy." This subculture is also a meritocracy, in which
participants judge one another based on their capacity
to utilize computer hardware and software in innova-
tive ways.”? Those who can devise unique tools and
identify new vulnerabilities garner respect from their
peers and develop a reputation for skill and ability
within the subculture.

There are, however, a limited number of individu-
als with the knowledge or skill necessary to engage
in truly sophisticated hacks and attacks.”” A larger
proportion of the hacker community has some de-
monstrable skill and can understand both the theory
and mechanics behind an attack, but may not be able
to create all the tools necessary to complete an at-
tack on their own. Thus, they may seek out resourc-
es from those with greater skill in order to improve
their capabilities. Similarly, a portion of the hacker
community simply seeks to engage in attacks or ap-
plications of hacking without developing the requisite
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knowledge necessary to complete the act."* These ac-
tors are referred to as “script kiddies,” because they
try to acquire malicious software and use these pro-
grams without understanding the full functionality or
processes affected.

The variation in skill and ability within the hacker
community, coupled with a strong desire for the free
flow of information, led hackers to trade and distrib-
ute tools and information on and offline regularly.” In
the 1980s and 1990s, individuals would often barter
for new resources, whether through trading stolen in-
formation or credentials, bulletin board system (BBS)
access, or other valuable resources.’® The creation of
electronic payment systems and changes in the popu-
larity of technology and information sharing, how-
ever, has engendered the growth of online markets
where hackers can sell tools and data.”

Examinations of these marketplaces indicate that
hackers can now buy and sell resources to facilitate
attacks or information acquired after a compromise.
Hackers regularly sell credit card and bank accounts,
pin numbers, and supporting customer information
obtained from victims around the world in lots of tens
or hundreds of accounts.” Individuals also offer cash-
out services to obtain funds from electronic accounts
or automated teller machine systems (ATMs) offline,
as well as checking services, to validate whether an
account is active, as well as any available balances.
Spam- and phishing-related services are also available
in Internet relay chat (IRC) channels, including bulk
email lists to use for spamming and email injection
services to facilitate responses from victims."” Some
sellers also offer Distributed Denial of Service (DDoS)
services and web hosting on compromised servers.?

21



These studies clearly demonstrate the burgeoning
marketplace for hacking tools and stolen data, and
some insights into the costs of goods and services. Few,
however, have considered how the fee structures and
pricing for malware and data services may affect of-
fender decisionmaking. For instance, it is unclear how
much an individual may earn from a spam, denial of
service, or malware infection campaign relative to his
or her initial investment. This is due to the substantial
difficulty in obtaining information about the losses to
individual and corporate victims of cybercrime.?" In-
trusions and attacks are often unreported to law en-
forcement, particularly in corporate settings, because
businesses may not recognize, or may cover up, the
problem to minimize customer concerns.? Similar is-
sues arise in estimating the losses individual citizens
experience due to cybercrime. Many home users may
not recognize that their computer has been compro-
mised or perceive that the incident may not be investi-
gated or taken seriously by law enforcement.?

As a consequence, there are few official statistics
available on the prevalence of cybercrimes reported
to law enforcement agencies.? For instance, this infor-
mation is not provided in the Federal Bureau of Inves-
tigation’s (FBI) annual Uniform Crime Reports, and
few industrialized nations report cybercrime through
a central government outlet.” There are also a limited
number of outlets that report the economic impact of
computer intrusions and cyber attacks. This is due to
the difficulty in accurately estimating the costs related
to clean and mitigate an infection or patch all affected
systems.? The variation in the impact of an attack also
makes it difficult to determine appropriate loss met-
rics. For example, it is unclear whether the estimated
financial harm of a DDoS attack is based on the pro-
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spective loss of revenue from prospective customers
or losses to employee productivity.

As a consequence, data on the costs of cybercrime
are largely generated by small samples of corpora-
tions willing to provide information based on attacks
within their environments.” Similarly, the Internet
Crime Complaint Center is one of the few outlets that
provides consistent statistics on the economic impact
of certain forms of cybercrime victimization in the
general population.”® The reported estimates use only
self-reported victimization as the basis for examina-
tion. Thus, it is unknown how common these offenses
are in the general population or how the variation in
losses affect individual behavior while online.

In light of the significant gap in our knowledge of
the economics of cybercrime for both offenders and
victims, this chapter will explore this issue using a
qualitative analysis of 909 threads from 10 active web
forums in Russia and Eastern Europe that are involved
in the creation, sale, and distribution of malicious soft-
ware. This chapter will explore the products and ser-
vices available in the market, as well as the supply,
demand, and price for these resources. In turn, this in-
formation will be used to develop estimates for profit
margins based on costs and loss metrics for cybercrime
campaigns against civilian and business targets.

Data and Methods.

The data for this study came from a sample of 10
publicly accessible web forums; six of these forums
trade in bots and other malicious code, while four
provide information on programming, malware, and
hacking.”” These data were collected as part of a larger
project examining botnets using a snowball sampling
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procedure in Fall 2007 and Spring 2008.%° Specifically,
two English language forums were identified through
google.com, using the search term “bot virus carder fo-
rum dump.” This is a standard technique used by so-
cial scientists to collect qualitative data online to obtain
a wide sample of prospective sites.”> After exploring
the content of publicly accessible threads from these
two sites, six other Russian language forums were
identified via web links provided by forum users. In
fact, most participants in forums involved in the sale
and trade of malware communicate using the Russian
language.”? Thus, a sample of threads from each of
these forums was examined by a native-speaking Rus-
sian research assistant to ensure the content focused
on the sale and exchange of malware. Four additional
Russian language forums were identified through
links provided in these sites to create this sample of
ten forums. Six of these forums focus exclusively on
either open sales or requests for malicious software,
hacking tools, cybercrime services, and stolen data.
The remaining four forums provide a mix of sales, in-
formation sharing, and resources to facilitate hacking
and malware creation. The names of each forum have
been removed to maintain some confidentiality for the
participants and forum operators.

Within these 10 forums, all of the available publicly
accessible threads were downloaded and saved as web
pages. There was a significant volume of information
obtained, though the first 50 threads from each forum
were translated from Russian to English to assemble a
convenient sample of threads. A certified professional
translator translated the first 50 threads from eight of
the 10 forums. Additionally, 25 threads from Forum
06 and 21 threads from Forum 05 were translated. Due
to limited translator availability and duplicate transla-
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tions in some of the forums, a native Russian graduate
student translated additional content.*® This student
translated an additional 150 threads from Forums 03
and 04, and an additional 138 threads from Forum 05.
These three forums were selected for further analy-
sis, since they were very active and provided greater
detail on the activities and practices of actors within
malware markets. Duplicate threads were translated
to determine translator reliability, which appeared
high across the two translators.

A total of 909 threads derived from this conve-
nient, yet purposeful sample of 10 forums. The threads
consisted of 4,049 posts, which provided a copious
amount of data to analyze (see Table 2-1 for forum in-
formation). Moreover, the forums had a range of user
populations, from only 35 to 315 users. These threads
span a 4-year period, from 2003 to 2007, though the
majority of threads were from 2007.

The translated threads were then printed and ana-
lyzed by hand to consider both the prevalence and
cost of products and services bought and sold in these
forums. A content analysis was conducted to iden-
tify products, resources, and materials either sold or
sought out in these markets. Advertisement content
was coded based on the details provided. A post was
coded as a sale if an individual stated that he or she
was “selling,” “offering,” or otherwise providing a
service. Requests for products were coded based on
the language used, such as “need,” “buying,” or “seek-
ing.” Each item either requested or sold was coded in-
dividually, such that an advertisement selling both a
piece of malware and a spam database were coded as a
single spam database and malware. Thus, the number
of advertisements is larger than the overall number of
threads where the advertisements appeared.
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Total .

Forum Ng't':ihnegsm TO‘:fI Iy:sTsher Po#:slg:ion Tgszrraer:e
01 50 183 88 6.00 months
02 50 164 50 20.00 months
03 200 1,203 315 10.75 months
04 200 812 273 12.50 months
05 159 369 153 6.75 months
06 50 251 82 36.25 months
07 50 379 116 29.50 months
08 50 291 95 36.00 months
09 50 172 35 10.50 months
10 50 225 95 1.50 months

Total 909 4,049 1,302

Table 2-1. Descriptive Data on Forums Used.

The threads were also analyzed to determine the
services either being sold or requested. Services were
coded into categories based on the content of the ad.
Specifically, any ad that provided a service, such as
the delivery of spam, web hosting, and hacking was
coded as “cybercrime services.” Ads related to mali-
cious software, including bots, Trojan horses, and
iFrame tools, were coded as “malware.” Individuals
buying or selling credit card account information, re-
cords from keystroke logs on compromised machines,
or other resources were placed into the category
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“stolen data.” The tag “ICQ numbers” were used for
ads selling or requesting ICQ numbers for their per-
sonal use. Any advertisement that appeared to be for
legitimate products such as computer hardware or
software, video game resources, legitimate security or
programming services, or other products were placed
under the tag “Other Services.” Information on stolen
data, ICQ numbers, and other services are excluded
from this analysis, since they comprise only 36 per-
cent of all threads observed, and are ancillary to ma-
licious software production and services to facilitate
cybercrime.* Thus, removing these threads enables
this analysis to focus on malicious software and cy-
bercrime services in depth.

In order to examine the economics of cybercrime,
simple equations and statistics will use data generated
from two well known and highly regarded sources:
the Computer Security Institute’s (CSI) Annual Com-
puter Crime and Security Survey and the Internet Crime
Complaint Center’s (IC3) Annual Internet Crime Report.
The CSI report is developed in conjunction with the
FBI and provides one of the few available resources
for statistics on the economic impact of cybercrime in
corporate settings. This survey is distributed to 5,000
businesses and organizations across the United States
via physical and electronic mail.* Two follow-up so-
licitations are made, and the response rate is usually
between 5 and 10 percent of all total recipients. As a
result, the figures presented are most likely biased
samples that may not accurately reflect the true costs
of various attacks across businesses and institutions.

A similar bias is evident in the statistics provided
by the Internet Crime Complaint Center. The agency is
a joint operation of the FBI and National White Collar
Crime Center, which takes reports from individuals
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who self-identify as victims of certain types of online
fraud.* Individuals must report any incident via an
online form hosted on the IC3 website. Anyone who
is not aware of this resource may not report his or her
experiences, reducing the generalizability of the data.
Additionally, since victims must estimate the loss they
have experienced, the reported statistics may not ac-
curately reflect the true costs of victimization.

Despite the validity and generalizability of the sta-
tistics produced by these agencies, there are few other
consistently reported and widely cited resources on
the economic harm caused by cybercrime. Thus, the
data produced by these agencies preclude strong con-
clusions and limit the generalizability of the analysis.
The significant lack of research in this area, however,
demands that some exploratory investigation be con-
ducted to provide initial estimates for both corporate
or individual losses and the general return on invest-
ment for cybercrime. The statistics presented are based
on the 2008 reports provided by each agency, since
they reflect all reported incidents for the 2007 calen-
dar year. This creates a consistent data point between
the forum content and the economic harm reported
by victims of cybercrime. Since the CSI received a
very low response rate in 2008 and did not publish
all economic loss estimates, data from the 2007 CSI re-
port” will also be used to provide cost measures for
certain offenses.

Finally, all the economic data estimated in this
analysis do not include labor costs. It is unknown
how many man-hours may be required to complete a
successful attack due to variations in the actors” skill
and technical expertise.” Similarly, the time spent to
generate new infections or maintain an existing com-
promise may differ by attacker, based on the sophisti-

28



cation and ease with which they can manage the tools
at their disposal.”” Certain attacks may also require no
investment on the part of the offender when paying
for a service like a DDoS attack. Thus, time and labor
costs will not be included in these economic estimates
due to the difficulty in computing these figures.

FINDINGS

Before discussing the products available, it is
necessary to consider the structure of the market as
a whole. These forums comprise an interconnected
marketplace composed of unique threads that act as
an advertising space. Individuals created threads by
posting their products or services to the rest of the
forum. Alternatively, posters could describe in detail
what they wanted in buying or acquiring on the open
market. Both buyers and sellers provided as thorough
a description of their products or tools as possible, in-
cluding contact information, pricing information, and
payment methods. Actors within these markets com-
municated primarily through the instant messaging
protocol ICQ or email, which they can encrypt to pro-
tect both participants during the sales process. Some
also used the private message (PM) feature built into
each forum. PMs ensure quick contact and act as an
internal messaging system for each site, though they
may not be as secure.

Prices were in either U.S. dollars or Russian rubles,
along with the desired method of payment through
a web-based electronic payment system. Most partici-
pants used WebMoney [WM] or Yandex, since they
enable the near-immediate transmission of funds be-
tween participants, with no need for face-to-face in-
teractions. In addition, four of the forums identified
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offered guarantor payment services, in which indi-
viduals act as middlemen to hold money on behalf of
a buyer until the seller delivers the products or ser-
vices ordered.” Guarantor services ensure a higher
likelihood of successful transactions, because both the
buyer and seller are aware they can withdraw that
payment depending on delivery of an order. Thus,
access to a guarantor service is an important way to
ensure that transactions are successfully completed in
a timely fashion.

There were, however, no actual public transactions
of services observed in these forums. Instead, buyers
and sellers gave some indication of how the process
operated. An interested individual would contact the
advertiser via ICQ or email and negotiate the cost for
services rendered. The prospective buyer then pays for
the product and awaits delivery from the seller. Many
sellers indicated that they must receive payment in
advance of services rendered. This process introduces
the potential for buyers to lose money should a good
or service fail to be provided, and facilitates buyers
being cheated by untrustworthy operatives. As a re-
sult, the sales process appears to favor sellers rather
than buyers.

Malware.

The most common resource available in malicious
software markets were Trojan horse programs (see
Table 2-2 for breakdown).* There were 78 ads related
to Trojan horse programs, comprising 31.7 percent of
all malware for sale. The cost of these programs var-
ied significantly, from $2 to $5,000, depending on the
quality and sophistication of the resource. A variety
of Trojan horses were sold, ranging from well-known
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resources like Pinch, which can steal information from
over 30 well-known programs, to keylogging Trojan
horses designed to steal funds from WebMoney ac-
counts. There was a relative balance between sale ads
(51.6 percent) and custom request ads (49.4 percent)
seeking Trojan horse programs. Thus, there is still a
significant demand for novel or unique Trojan horses
with special qualities that may not otherwise sell on
the open market.

The second most common malware were iFrame
tools that enable the distribution and infection by
unique malicious code through web browsers (30.5
percent). The concept and design of iFrames originate
with .html programming to seamlessly push multiple
.html files to a browser in a single page of content with-
out the need for user interaction.*> Hackers subverted
this design function, however, to surreptitiously send
malware to unsuspecting users. In fact, individuals
sold iFrame “exploits” and “packs” one could place
on a server to infect the personal computers of indi-
viduals who visit web pages hosted there. This type of
attack exponentially increases the infection vector for
malicious software, and the risk of identity theft, data
loss, and computer misuse.*” There were 14 ads (66
percent) selling access to iFrame scripts and infection
packs, indicating there is a healthy supply of these
tools on the market. The proportion of requests for
these resources (34 percent) also suggests there is still
a substantial demand for iFrame malware. The price
for these products ranged from $2 to $450, depending
on the quality and sophistication of the resource. This
is somewhat lower than the prices for Trojan hors-
es, potentially because of the unique application of
iFrame tools and the knowledge required to establish
the infrastructure and support infections.
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Relsvtl):::es NAT;'::;:' Percent of Buy | Percent of | Sell Percent of Min

Posts Total | Posts | Total Posts Total | Price | Price | Price

Bots 16 6.5 8 50 8 50 30 | 2,000 | 322.27

Bugs 3 1.2 3 100 0 0 40 40 40.00

Cryptors,

ﬁ%'ﬁ?ﬁz}gﬂ?c 47 191 | 13 | 276 34 724 | 020 | 49 | 13.03

Engines

FTP Resources 27 11.0 15 | 55.6 12 444 20 | 1,000 | 271.66

'TF;?EZSEZ 75 305 | 26 |347 49 65.3

Tools 21 28.0 7 33.3 14 66.6 2 450 | 79.25

Traffic 54 72.0 19 | 35.2 35 64.8 500 | 110.84

Trojan horses 78 31.7 38 | 48.7 40 513 2 5,000 | 742.97

Total 246 100 | 103 | 41.9 143 58.1

Table 2-2. Malware and Related Services Offered
in Hacker Forums.

In addition, 72 percent of all iFrame ads involved

hackers leasing access to their active iFrame infra-
structure on compromised servers through “traffic
streams.” Selling traffic enabled individuals to make
a profit by uploading someone else’s malware to the
server so that it could be used to infect individual us-
ers. There were a number of iFrame traffic sellers, and
their ads comprised 64.8 percent of the traffic market,
suggesting that there may be some saturation of this
resource in the hacker community. Most traffic stream
providers based their pricing on 1,000 infections, with
an average cost of $110.84 per 1,000 systems. Sellers
also explained that they could acquire infections in
specific countries, and streams in the United States
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tended to have the highest price overall. Mixed traffic
from various countries around the world was sold at
the lowest overall price.

The third most prevalent form of malware sold
were programs designed to either conceal or encrypt
malicious code so it could be sent and activated un-
detected by antivirus programs. These tools were
largely referred to as cryptors, and comprised 19.1
percent of the total programs offered in the malware
market. Most individuals sold cryptors (72.4 per-
cent), suggesting that these tools are readily available
across the market. The average price for a cryptor
was $13.03, which is substantially lower than all other
forms of malware. This may stem from the utility of
cryptor software, since it is not necessary to facilitate
an attack. Thus, individuals may be more likely to
sell these programs at a lower price in order to attract
prospective customers.

Hackers also offered compromised File Transfer
Protocol (FTP) servers, which hold sensitive informa-
tion including web page content, databases, email ac-
counts, and other data. FIP resources comprised 11
percent of the overall malware market, and the price
depended on the quality and quantity of data offered.
The average cost of FTP resources was $271.66 per
item, and there was a substantial demand for these
services. In fact, 55 percent of the ads involved re-
quests for specific servers or attacks. Thus, individu-
als could seek out someone to complete an attack on
their behalf as a service, rather than take the time to
complete this act on their own.

The final types of malware offered in the markets
were bots, which constitute 6.5 percent of all malware
bought and sold. Eight individuals offered either
unique executables of bot programs or leased their ex-
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isting infrastructure for spam distribution or as an at-
tack platform. There was an equal demand for custom
builds of bot malware, suggesting there was a strong
demand to create and establish individual botnets.
The average cost of bot services was also higher than
that of iFrame resources at $322.27, but lower than the
price of a Trojan horse. The generally small proportion
of ads related to bot malware may stem from the size-
able proportion of botnet-driven services available in
the market.

Cybercrime Services.

A diverse range of products enabling individuals
to engage in a variety of cybercrimes was also available
in the market, including Distributed Denial of Service
(DDO0S) attacks, spam, attacks, and hosting malicious
content online (Table 2-3). The primary service offered
in these forums related to the distribution of spam
(32.4 percent), or unwanted messages to email ac-
counts, ICQ numbers, and mobile phones. The largest
subcategory related to spam involved email databases
that could be used to create distribution lists for spam
delivery. Database sales and requests comprised 46.5
percent of the overall spam threads. Twenty-four indi-
viduals across five of the sites sold databases for spam,
with variable costs based on the number of emails and
the country location for each address. The majority
of these ads involved sales of existing databases (78.8
percent), suggesting that there is a substantial supply
of email addresses in the marketplace.
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Number Percent of | Buy Max. | Percent of
Resources Percent of | Min. Total Posts Average Sell post
Posts Total Price Price Total Price
DDoS* 29 13.01 0 0.0 29
100.0 0.41 25 14.26
Hacking Services 47.7 30 14.0 16 53.3 14
Compromise 45.5 11 36.7 6 545 5
Email/Passwords 47.4 19 63.3 10 52.6 9
Proxies and VPN 84.0 25 11.4 4 16.0 21
Proxy 80.0 20 80.0 4 20.0 16
VPN 100.0 5 20.0 0 0.0 5
Spam Services 80.3 71 32.4 14 19.7 57
Databases 33 46.5 7 21.2 26
78.80.50 100 45.43
Services 23 32.4 3 13.0 20
87.00.50 700 50.91
Tools 15 211 4 26.7 11
73.32.00 180 59.11
Web Hosting and Services 64 999 6 9.4 58
90.6
Domains 91.7 24 375 8.3 22
Hosting 30 46.9 10.0 27
90.00.853.00 48.89
Registration 10 15.6 1 10.0 9
90.09.00 150 50.17
Total 82.2 219 100.0 39 17.8 180

* Due to variation in pricing, DDoS estimates are based on the stated hourly rate or an average
hourly rate based on prices for 24-hour attack.

Table 2-3: Cybercrime Services Offered in Hacker
Forums.*

*Due to significant missing data, hacking services, domain sales,
and VPN service pricing are not included here.
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The second largest subcategory of spam involved
ads related to the actual distribution of spam mes-
sages. The majority of these ads were sales-related (87
percent), suggesting that there was significant market
saturation for this service. In addition, the price for
spam distribution was generally low, with an average
of $50.91. Sellers often described giving substantial
discounts for sizeable deliveries, with the final cost
for spam distribution at an average of less than .0001
cent per message. Thus, the distribution of spam is a
relatively inexpensive service to acquire. Finally, there
were 18 threads (21.1 percent) pertaining to scripts
and mailing programs to facilitate the distribution of
spam. The average price for spam tools was $59.11,
which was the most expensive average price in this
category. The proliferation of spam resources suggests
that this is now a service-driven product for attackers,
requiring minimal knowledge of computer systems
and networks.

Individuals also offered services to support a vari-
ety of malicious web content. Hackers need resources
to host malicious content, such as malware or cracked
software; thus, web hosting and domain resources
comprised 29.2 percent of the threads related to cyber-
crime services in these markets. There were 30 threads
related to web hosting made by 22 different user-
names in five forums. Additionally, there were only
three requests (10 percent) for web hosting services,
suggesting there is a substantial supply of providers
available. Descriptions of the hosting services varied,
depending on the amount of storage needed and their
desired level of customer support. The price range for
service was variable, ranging from 50 cents to $300,
with an average of $48.89. Thus, hosting services could
be obtained for a generally low price, depending on
individual needs.
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Sellers also indicated what content they would not
host in their ads. In particular, child pornography and
bestiality-related content were regularly viewed as un-
acceptable. Hosting this sort of content may pose too
much risk for a provider, since many countries have
legislation and law enforcement initiatives to combat
child pornography.* By contrast, malware was often
cited as acceptable demonstrating the key intersection
between malware and cybercrime service providers.

There were also nine individuals offering domain
name registration services in order to shield actor iden-
tities from law enforcement and domain registration
authorities. Since 90 percent of these ads were sales-
related, there is a clear supply of providers within the
market. In addition, seven individuals sold web do-
mains comprising 37.5 percent of these services. Thus,
there appears to be a solid support infrastructure in
place to aid hackers in developing, hosting, and main-
taining malicious web content.

Hacking services comprised 14 percent of all ser-
vice-related posts, and offered two primary forms
of attack. The first was account-related, including
obtaining passwords from email accounts, website
log-in screens, and forums in a surreptitious fashion.
Eleven ads appeared in this sample of threads, sug-
gesting that there is a relatively high demand (45.5
percent) for assistance with hacking. The second form
involved compromising or attacking a specific target.
There were 19 requests for compromise assistance
with a similar distribution of buyers (52.6 percent)
to sellers (47.4 percent). Specifically, 10 individuals
requested assistance in obtaining access to different
systems, ranging from hacking FTP servers to acquir-
ing spam databases from specific websites. Nine users
also advertised hacking services to order, including
attacking Google Page Ranking systems or acquir-
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ing passwords for email accounts. These ads did not
provide any substantive information on pricing, mak-
ing it difficult to determine price metrics. At the same
time, the prevalence of requests and available service
providers demonstrates that these forums engender
individuals to engage in forms of cybercrime that may
exceed their technical capabilities.

A proportion of sellers also offered DDoS attack
services for a fee. These services comprised 13 percent
of the overall posts related to cybercrime services in
these forums including 29 ads across four of the fo-
rums (see Table 2-3 for detail). Sellers offered to flood
a web server with requests, rendering them unable to
complete the information exchange necessary to ful-
fill user requests for content.* As a result, individuals
are unable to access resources hosted on the server for
the duration of the attack. DDoS providers regularly
mentioned that their services were supported by bot-
nets, as in an ad from one provider who noted “Large
quantity of BOTS online, quantity grows every day.
BOTs are located in different time belts [zones], which
allows the DDoS to work 24 hours a day.” All of the
ads in this sample were sales-related, indicating that
these providers have completely saturated the market
and are readily accessible to interested parties. The av-
erage cost for DDoS services was $14.26 per hour, in-
dicating that this service is also relatively inexpensive.

The final service identified in these forums offered
access to proxy services and Virtual Private Networks
(VPN). These resources conceal an individual’s IP ad-
dress and location, reducing the likelihood of detec-
tion while one is engaging in attacks or malicious ac-
tivity online by routing packet traffic from the user’s
system through IP addresses on a server.* The major-
ity of ads for both proxy and VPN services were sales-
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related (84 percent), suggesting there is a significant
supply of these services within the malware market.
The pricing for proxy services were often tiered based
on the total number of proxies purchased, though the
average cost of proxy services was $42.52. There was,
however, too much missing data to calculate the cost
of VPN services. Nevertheless, these findings suggest
that tools to conceal an actor’s location were readily
accessible through these forums.

Examining the Economics of Cybercrime.

The cost metrics derived from these forums
makes it possible to consider the economic gains in-
dividuals may generate from the use of malware and
cybercrime services. For instance, the significant num-
ber of Trojan horses advertised calls into question the
costs and benefits of obtaining malware for attack pur-
poses. Using the average costs for tools, it is possible
that an attacker may spend $755.80 to acquire a Trojan
horse ($742.77) and encryption software ($13.03) to in-
crease the likelihood of infection. If the attacker were
to attempt to target victims randomly in order to es-
tablish an infection, he or she may distribute infected
files via spam email.*’ If a proportion of unsuspecting
recipients open the file, this may immediately create a
series of infections with minimal effort. The average
cost to obtain an email address from an existing data-
base or send a message is .0001 cents. Thus, it would
cost approximately .0002 cents to obtain and send a
message to a single email address using the providers
identified in these forums. At this rate, an individual
would spend $20 to send out 100,000 spam messages.
Adding this figure to the software costs increases the
overall offender investment for a malware campaign
to $775.80.
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Comparing this figure against the loss to business
and industry indicates that there is a significant dif-
ference in the harm that a hacker can cause. The CSI
report indicates that the cost of remediating a virus
or worm infection is $40,141 per respondent.”® Thus,
the cost to a victimized business can be up to 53 times
greater than the initial investment made by the offend-
er. Simple destruction or infections do not, however,
generate revenue for an attacker. Instead, they must
obtain sensitive data through key-loggers or mass in-
trusions into database information. These losses can
be exponentially worse, as the average cost for the
theft of proprietary data was $241,000 per respondent,
and $268,000 for stolen customer or employee data.*
Thus, the profit margin for malware acquisition can be
substantial, depending on the quality and quantity of
data acquired.

Examining the cost of botnet establishment and
mitigation reveals a similarly high profit margin. For
example, if an individual pays the average cost of
$322.27 to acquire botnet software, and an additional
$200 to send out a million spam messages, his or her
total investment is $522.27. Within corporate environ-
ments, the average cost to mitigate and remove a bot-
net infection was $345,600 per respondent.” Using this
metric, if a bot herder were able to establish 10 nodes
across five companies, it is feasible that this might
cause over $1.7 million dollars in damages. In addi-
tion, he or she could regain the initial investment costs
by leasing their bot infrastructure to engage in a single
37-hour DDoS attack if he or she charged the average
rate of $14.26 per hour. Alternatively, the bot herder
would need to send out at least 5.2 million spam mes-
sages through his or her infrastructure at .0001 cents
per message to earn back the investment.
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A similar rate of return can be found with iFrame
campaigns. If an offender wanted to establish his or
her own iFrame service over a 6-month period, the of-
fender may have to acquire three resources. First, the
offender may spend up to $450 to purchase the most
expensive iFrame kit available in the market. Second,
if the offender does not have the capacity to compro-
mise and install the kit on a server, he or she may
identify a third-party web-hosting service for the kit.
In this scenario, the offender would pay an average
of $48.89 to host the malware each month for a total
of $293.34. In addition, a weekly spam campaign may
prove useful in order to drive prospective victims to
the website. In this scenario, the individual would
have to spend $4,800 to send out one million spam
messages each week at $200 over a 24-week period. In
total, an offender using each of these services, includ-
ing paying the maximum for an iFrame kit, would
spend $5,543.34 over a 6-month period.

If the attacker is successful and generating traffic,
he or she may choose to lease out the infrastructure
to generate a profit. Using the average cost metric for
traffic sales at $110.84 per 1,000 infections, the offend-
er would need to generate consistent traffic and infect
at least 50,000 systems from mixed traffic to regain his
or her initial investment. It is unclear from the posts
and comments from sellers how long it takes to gen-
erate such traffic, though the sheer number of traffic
resellers suggests that it is possible to establish and
maintain such an infrastructure over time. Thus, there
appears to be some substantial return on investment
for iFrame operators who are willing to make opera-
tional expenditures in their infrastructure over time.

Since malware requires time, money, and some
skill to use properly, some offenders may opt to lease
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services from providers in the market. For instance,
the availability of DDoS services in the forum sug-
gests that individuals may be interested in paying for
an attack rather than creating and maintaining their
own botnet. Since the average cost of DDoS services
in these forums was $14.26 per hour, a botmaster may
generate an estimated $342.24 per day for a 24-hour
attack. It is also clear that lengthy attacks decrease
productivity and increase financial harm for the tar-
get. Thus, an offender may spend $1,026.72 for a 3-day
attack based on a 72-hour rate at $14.26 per hour. This
is most likely an overestimate, as DDoS providers of-
fered discounted prices based on the length of an at-
tack. Regardless, victims lost an average of $14,889.69
from DDoS attacks in 2006.>* This is a substantial
impact that well exceeds the initial cost paid by
the offender.

A successful DDoS attack does not, however, gen-
erate any observable economic gain for the individual
who ordered the attack. As a consequence, it is neces-
sary to consider how an individual may use a DDoS
provider to generate a substantial profit. To that end,
a number of hackers blackmail businesses by threat-
ening to take their systems offline using DDoS at-
tacks. Prospective targets often pay ransoms to avoid
a loss of service or embarrassment over a prospective
attack.”” In fact, CSI respondents paid an average of
$824.74 to avoid or stop attacks in 2006.> To that end,
a botmaster or his or her prospective client could read-
ily generate a profit by simply threatening to attack a
company. It is unclear how long an attack would need
to take place to ensure payment of a ransom, though
if an offender had to pay for a 24- to 48-hour attack,
he or she could still generate a profit of approximately
$150 or more based on the average business cost. The
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profit margin increases substantially if an attack ends
within a matter of hours. Thus, blackmail may be an
extremely useful way to utilize DDoS services.

The same profit margins are evident in the use
of spam providers. Since an individual attacker may
spend approximately .0002 cents to obtain and send
a message to a single email address, his initial invest-
ment is quite small. The likelihood of successful re-
sponses is equally low, since there are myriad security
tools designed to filter or block spam messages from
reaching the end user.” Depending on the scheme
employed, however, an attacker need only affect a
small number of users in order to make a profit. For
instance, advance fee fraud (“419 scams”) is one of
the most economically rewarding spam schemes.” In
these frauds, the sender poses as a banker, barrister,
or wealthy heiress seeking assistance to move a large
sum of money out of the country. The senders say they
need the assistance of a trustworthy foreigner to help
them complete this transaction due to various legal or
familial issues. All that the victim needs to do is pro-
vide his or her name, address, and banking informa-
tion, and in return that person can retain a portion of
the total dollar amount described.

Though it is unknown how many individuals
who receive these messages actually respond to the
fraudulent solicitation, estimates state that between 1
and 3 percent of all recipients are victims.” In addi-
tion, data from the Internet Crime Complaint Center
suggest that victims lose an average of $1,922.99 when
participating in the scheme.”™ With this in mind, if an
offender spends $200 to send out one million advance
fee fraud messages, he may receive an overly conser-
vative response rate of .00005, or 50 recipients. Using
the IC3 average dollar loss for this sort of scam, a cy-
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bercriminal could earn $96,149.50 from these 50 re-
spondents, which is 480 times their initial investment.
Though these scams require a significant degree of
human interaction with the victim and labor in order
to be successful, the profit margin is still exceedingly
high. Thus, spam distribution services are a key re-
source in the larger marketplace for cybercrime, and
its low price may reflect the difficulty in effectively
targeting and ensuring a high rate of return from
an investment.

DISCUSSION AND CONCLUSIONS

This monograph sought to explore the market for
malicious software and cybercrime services in order
to understand the price and availability of resources,
as well as the relationship between the price paid for
services and the cost experienced by victims of these
crimes. The findings suggest that myriad tools and
services are available and sold for profit in an open
market environment that encourages and supports cy-
bercrime.” Individuals could procure spam, DDoS at-
tack services, Trojan horses, iFrame exploit infections,
web hosting, and various other resources at relatively
low prices from the forums in this sample. Several of
these services also depend on botnets for functional-
ity, demonstrating the prominence of this malware
in cybercrime.

The pricing structure and observed supply and
demand for different resources suggest that these
markets have made it easier for individuals to engage
in computer intrusions and attacks. Participants in
these forums no longer need to cultivate high levels
of skill and technological sophistication, since they
could readily request assistance to compromise email
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accounts or servers, and lease existing infrastructure
created by more skilled actors.® In fact, botmasters ap-
pear to recognize the value of their infrastructure and
offer services enabled by their infrastructure to gener-
ate a profit. In turn, the marketplace appears to oper-
ate largely as a service economy in which individuals
can select from multiple providers based on price and
customer service in order to complete an attack that
may well exceed their overall level of knowledge.

Examining the return on investment for engaging
in various cybercrime schemes also suggests that at-
tackers can generate a substantial profit or cause dam-
age that far exceeds their initial investment. In fact,
some of the least expensive products, such as spam
distribution, may provide a massive gain for the indi-
vidual attacker and a slight profit for the service pro-
vider. In addition, individuals who own and operate
bot and iFrame infrastructure may generate a substan-
tial profit over time by leasing their services. Those
who lease or pay fees for service may, however, have
a reduced risk of detection from law enforcement
because they do not actually compromise systems
or have a significant relationship to the affected sys-
tems. In addition, their profit margins may be slightly
higher due to minimal labor and maintenance costs.
Their limited skill set may diminish their overall earn-
ing lifetime capacity, since they may never cultivate
the necessary skills to create and complete their own
intrusions and attacks.

The findings of this exploratory analysis must be
interpreted with caution due to the inherent limita-
tions of the data. Specifically, the victimization sta-
tistics used in this analysis have extremely limited
generalizability and are most likely biased samples
representing small proportions of the total population.
In addition, the CSI reports indicate that less than a
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third of all incidents that occur are reported to law en-
forcement.® Thus, there is a critical need for increased
reporting of cybercrime and improved measures for
corporate and individual losses. The paucity of data in
this area makes it difficult to understand or estimate
the efficacy of cyber attacks and the overall economic
gains made by offenders. Increased clarity in report-
ing is vital to move criminological and information se-
curity research beyond speculation, and to move case
studies into quantifiable areas of loss calculation. In
turn, one can better understand the economics of both
attack and defense.

Additionally, the data used for the forum analyses
derive from publicly accessible forums that are over 3
years old. The content of the data may be radically dif-
ferent from the resources available in private forums,
which require registration and membership vetting in
order to access posts.® In addition, the rapid changes
in technology make it difficult to extrapolate these
findings to the current resources that may be avail-
able in the malware marketplace. Finally, this analy-
sis used a small proportion of threads from multiple
forums, which may limit the amount of malware and
services observed. Thus, there is a need for greater re-
search to understand the practices and content of mal-
ware markets over time. Longitudinal research can
provide insights into the shifts in available resources,
and identify any declines or spikes in the price for a
good or service. Such research can also identify new
trends in malware and attack vectors, improving the
response capabilities of law enforcement and security
professionals. Future research should also develop
comparative samples of threads from open and closed
forums to consider variations in the products that can
be acquired by those with greater penetration into
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and status in the hacker community. In turn, this can
substantially improve our understanding of the skill
and ability present in the hacker community and its
operational capabilities.
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