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ABSTRACT 

The mean search time of observers look1ng for targets in visual scenes with clutter is computed using the Fuzzy Log1c Approach (FLA). The FLA is presented by the authors as a robust method for the computation of search times and or probabilities of detection for signature management decisions. The Mrundani/Assilian and Sugcno models have been anvestigated and arc compared A 44 image data set from TNO IS used to build and validate the fuzzy log1c model for dctecuon. The input parameters arc the: local luminance. range, aspect, width. wavelet edge points and the single output is search ume. The MamdaniJAssilian modd gave predicted mean seat"ch times from data not used an the trainang set that had a 0.957 coiTelat1on to the field search times. The data set is retluccd using n clustering method then modeled using the FLA and results arc compared to experiment. 

1. INTRODUCTION 

It has been three decades since Prof. L. A. Zadeh firs1 proposed fuzzy set theory (logic) [1]. Fol lowing Mnmdani and Assilian's pioneering work in applying the fuzzy log1c approach to a steam plant in 1974 (2]. the FLA has been finding a rap1dly grow1ng number of applications. These applications 1nclude, transportation (subways, helicopters. elevntors. traffic control, and air control for highway tunnels). automobiles (engines, brakes. transmission and cruise control systems), washang mach1nes, dryers, refrigerators, vacuum cleaners. TVs, VCRs, video camerns, nnd other andustr1es including steel, l:hcmicnl. power gencratton. aerospace. medical diagnosis systems. Information technology, dcc1sion support and data analysts [3, 4, 5, G, 7). 
Although fuzzy logic can encode e:<pcrl knowledge d1rectly and eas1ly using rules with linguistic labels, 1t usually takes some time to dcs1gn and adJUSt the membership functions, which quanti tatively define these linguistic labels. Neural network learning techniques can, in some cases, automate this process and substantially reduce development lime. To enable a system to deal with cognitive uncertainties an a mnnner more lake humans, researchers have incorporated the concept of fuzzy logic into the neural network modeling approach. The integration of these two techniques yields the Neuro-Fuay Approach (NFA) [8]. The NFA has potential to capture the benefits of both the fuzzy and the neural network methods into a sangle model. Target acquisition models, based on the theory of signal dctecuon or the emulation of human early VISIOn. arc not mnture enough to robus1ly model, from a first principal approach without any laboratory calibration. the human detccuon of targets in cluuercd scenes. This is because our awareness of the visual world IS a result of the perception, not merely detection. of the spatio-tcmporal, spectra-photometric stimuli thut is transmiucd onto the photoreceptors on the retina [81 The computational processes involved with perceptual vision can be considered as the process of linking generalized ideas. such as clutter or edge metrics [ 10], to retinal early vision dattn [9). From a system theoretic point of view. perceprual v1s1on anvolves the mappang of early visiOn datn into one or more concepts. and then anferring a meaning of the data based on pnor experience and knowledge. The authors think that the methods of fuzzy and neuro-fuzzy systems provide a robust alternative to complex models for predicting observed search limes and detection probabilities for the vehicles in cluuered scenes that an: typ1cally modeled by defense department scientists. The fuzzy logic approaches have been used to calculate the search 11me of vehicles in different v1sual scenes within the commercially available MATI.AB FuLzy Logic Toolbox. 1 

1 For further informauon contact: 
TJ .M. (correspondence): Email: mcitzlet@tacom.army.mil; Telephone: (81 0)574-5405; Fax (81 0)574-6145 
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2. FUZZY MODELS AND WAVELETS 
Fua.y modeling of systems 1s an approach, wh1ch descr ibes complex system behuvior, based on fuzzy log1c w1 th fuay predtcatcs using a uescriptive Language. r:uzzy logic mm.Jel.s basically fallmto two fundamentally different catcgones, which dtlfcr tn the1r abtltty to represent different types of informal ion. The first category incluucs linguistic models that :ue based on a collection of If-Then rules with vague predicates and usc fuay reasomng. One of these reasoning mechanisms ts based on the Momdant and Assilinn fuz.zy inference method Within this method, o sch!ntist can design the membership funcuons m.mually anu the output membership functions arc conttnuous. The second method of fuzzy inference is based on the Tnkngi-Sugeno-Kang, or simply Sugeno's method. ln the Sugeno method the membershtp functtons are linear or constant. For a review of these methods as applied to t:uget acquisition modeling sec [ ll,l2j. 

The method of using wavelets to compute edge potnts, wh1ch are then used with fuLzy logic to compute the se:uch ume or the probabi li ty of detection, is derived from the elegant technique of Mall at and Zhong [ 15]. In [ 15) a denvauon is made of 1- and 2-0 wavelet transforms ustng a smoothing function, 9(x), thnL IS a Gaussian. The integral of the function equals unity and the tntegral also converges to zero at infinity. We define the first- and second-order derivative of 9('.), 

a( ) d8(x) I h( ) d"!.8(x) ljl x= wu lfl x= , . dx d:c (I) 

By defimuon the funcuons ~(x) and 1l(x) can be considered as wavelets hccnuse the1r tntegral IS c4ual to t.cro The following subscript ·s· will be denoted a." the scale factor. 

(2) 
Following stnnuard mcthous. the wavelet transform is calculated by convolvtng a dilated wavelet with the ongnlal Signal. The wavelet transform of a funct ion f(x) at the scales and posiuon :<, cnlculated with respect to the wavelet IJI'(x), is defined io I IS) as. 

w;'J(x) =! * lfl ~(x). (3) 
S1m11nrly, the transform with rc~pect to '¥b(x) 1s, 

~b f(x) = /* IJI ~(x). (4) 
The above wavelet transforms are the first and second dcrivauve of the signal smoothed at the scale or resoluuon level .1 . Substituting into (3) and (4) equation (2) for the 1-0 case, Mal l at then derives a 2-0 cxpresstun for the wavelet transform of a funcllon or image. 

(
w.:.rcx, y)J = 
~~'f(.t,y) 

a 
-;;-<f * e, }(x, y) 
ox 

s 
J_(f y e I )(X, y) 
()y 

., 
=s\l(j*8, )(x,y). 

(5) 

The above wavelet transform definitions tn (5) :uc important for a wavelet based clutter metnc because they e:.~enually define edge detectors that arc used in the vision science community. For more discussion on this topic see ref. [16] An implementation of eq. (5) in lhc program XW AVE was used to compute edge potnts. 



3. IMPLEMENTATION 

The Fun.y Inference System (FlS) that mouels the relauonshaps between the vanous 10put variablt!s th:ll affect the Jctcrrnmuuon of the search ume as done specificnlly for thas dataset. The prcdacted se:m;h time for target detection can be determined with the FLA using anput target metrics for the amages shown below in Fig ·s I through 6. Thl! input varaablcs were, distance from the target to the observer (km}, the ~pt.!ct angle of the vehacle relative to the observer (deg). the target height (pixels) and the target area (pixels2
). target and the local background luminance (cd/m 2

), and the wavelet deterrn10ed edge points of the scene as a measure of clutter The one ou tput parameter is the search tame (sees). There were tl total of 44 digitized color images along with the associateJ target and background mctncs for the targel.S 10 each picture. 22 1mages are used for tr::uning and 22 are used for tesung. Both the Mamdam and Sugcno type FIS methods are used and compared. The authors constructed the FIS's to predact search limes us10g the MA TLAB Fuzzy Logac Toolbox ( 13] 

For convemencc the algorithm for computing the wavelet edge pomlS is summarazed as follows. 

• Read the input 256 X 256 clement m3lrix which supports a discrete 2-D image f(x.y) 
• Dcterrmnc the number of p1xcls on the target length and height 
• The cell saze then equals twice the length of the max1mum target dimension 
• Divide the image matrix mto the maximum number of cells allowed 
• Take the wavelet transform of eac h cel l usmg t5) at a certain resolutaon level 
• Set the threshold, here chosen iiS z.ero 

• Determine the number of edge pomts 10 each cell along with the number of paxcls 
• Find the edge density from lhe number of edge pomlS div1deu by the total number of p1xcls 
• lterate s, the level ofwavdctan the annlysis 

• Find the edge density of the •mage as before and compute the WPOE cluncr mctnc 
• Apply a calibration scale factor based on experiment 
• Find the probability of detection (Pd) lor the torgct in the scene. 



Sample Visual lm:IJ!t!!l 
Courtesy nf' Dr Alex Toct of TNO 

Fig. 6 



Table I below lists the mctncs used in the lnals. The tabk e ntries. nil c.xcept 'Edge poult:;'. were provided by Dr Alex Toet 1ll TNO The entries arc: target type number. distance from target ll> sensor. the .1h:.olute vJluc of the sm llf the J:.pcct angle Ill the vchtck relative to the observer. the height of the target in pixels, the area of the target in pixels, the target lummam:e. the darkest part of the target luminan~.:e. the surrountl tng area average lumtnance. etlgc points ami the mean seolfch lime in ~econds. The edge pomts were fount! usmg a wavelet program to compute the number of wavelet edge potnts over the \\h1>k tmage lil gtvc a measure of the duller in the tmagc. 

TABLE I Metrics for FIS construction TARGET NO distance aspect I vert area target fum Dark Surround Edgepts SEARCH area tum TIME tum type m ass(sin) pixels (pixels) scene dark grass pts search 
time(s) 1 4007 0.707 10 141 14 17 29 9571 14.6 1 2998 0.819 11 225 21 10 27 8927 15.2 2 3974 0.707 13 173 20 24 28 9138 12.4 3 5377 0.052 5 49 18 23 30 8970 29.8 2 1013 0.515 50 2708 19 5 34 8706 2.8 4 3052 0.000 11 100 12 18 30 8755 6.4 5 5188 0.407 9 76 18 23 28 9053 26.7 6 3679 0.122 10 96 12 20 26 8620 10 0 2 860 0.995 54 3425 9 1.5 40 8961 2.7 4 1951 0.848 16 332 15 11 27 8572 2.8 3 3992 0.788 11 154 20 19 26 9194 11.9 6 1041 0 743 24 1645 11 4 35 9074 2.5 7 ·- 2145 0.978 17 553 8 5 18 8280 3.7 3 1998 0.755 19 659 20 10 22 8739 8.1 2 4410 0.000 11 101 22 18 29 9404 12.4 1 2893 0423 16 320 12 7 23 8670 2.5 5 1933 0.978 13 368 15 12 23 8606 4.8 1 1850 0.961 28 876 3 4 9 8464 2.8 8 1045 0.087 26 985 19 10 "12 8613 12.3 2 1933 0.946 22 867 16 11 27 8376 2.8 7 4206 0.000 9 79 26 29 38 9506 15.1 1 - - 5(22 _0.883 7 73 38 ,:-·,~ ~ 40~ \.;•. -'!~;? ; ~ -:"'~A9044 .-.. 25.6 

.. 4 4920 0.423 8 61 20 21 36 8618 12.1 6 4206 0.809 9 142 18 12 21 9152 8.0 5 2348 0.940 9 198 18 21 30 8504 5.5 1 3992 0.875 11 217 15 14 26 9078 7.8 9 4410 0.956 11 247 16 8 19 9397 9.6 8 2321 0.829 15 458 22 21 47 8365 5.1 5 3661 0.755 9 84 17 25 23 8807 7.5 3 3670 0.000 13 192 14 15 27 8483 6.1 7 1671 1.000 19 893 15 13 31 8959 3.5 4 4345 0.809 8 63 15 12 20 9021 12.3 2 3662 0.574 10 203 26 25 44 8702 5.4 5 633 0.707 50 4403 20 5 39 8741 2.5 3 492 0.070 57 3045 20 16 23 8992 2.2 4 1497 o.m 16 560 10 7 20 9014 5.8 5 1041 0.999 33 1613 17 5 32 ,f. 8486 2.6 1 2891 0.985 19 486 12 12 35 9021 12.1 7 5147 0.934 5 81 18 27 34 9075 34.9 6 1648 0.588 18 648 23 7 37 9070 2.7 8 948 0.731 35 1463 18 5 38 879Q 3,7 7 3662 0.407 12 188 19 25 39 8524 5.8 6 2900 0.000 17 .340 20 10 49 " '8791 4.1 2 5136 0000 10 79 25 16 27 8941 10.6 



Below m Fig. 7 1S the Mamdan1 type FlS with the 1nput parameters mentioned above and the scurch time as the singl.: output. Fig. S 1s the li 1mg arr:1y for the various membership fun~.:uons us1ng th..: Mandani approach. 

F1g. 7. Mandami Fuuy Log1c Identification System for computing visual search umes 
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stance= 3e+~d = O.S't'ilrt-ter-ext ~~~a-tar-ext = rnfl-scene = 2Q.um-tar = 1 OLum-surrEd§lpoint = 8.~Gl!!llh1nme = 12,: 

Fig. 8 Firing diagrams for the M..tmdant FIS to predict scnrch times 



4. RESULTS 
Fig. 9 shows the correlauon of labor:nory search t1mes to FLA predicted search l1mcs using the Mamdam appma..:h wnh mcmbersh1p funcuons we des1gned anJ achieved a 0.957 corrclntion of model predicted search times to expenmental search t1mes. Fig. 10 is the output of the ANFIS model of the data. wh1ch gave a 0.60 correlatiOn to the data. W.:. also tn..:d using the 1\lamdam F!S. with the 0.957 correlation to expenmcnt. on another data set of v1sual imagery [ 14]. The F1S from one dat;\ set can be used to model another data set, if and only if. the metrics used to describe the various data sets are sim1lar. 

These results are mdicative o f t.he power of usmg the FLA to model h1ghly complex data, for wh1ch there would be mnny interrelated equmions if one tried to model the detection problem in the convcmional standard algomhm based method. 

Predicted vs. experimental search times ~exp. search time (s) 
using testing data --predicted search time(s) (0.957 correlatio n) 

30 r---------------------------------------------------, 
25 r-------fl-----------------------------------------~ 

"' g 2o r------;-+------------------------------------------4 .'!!. 
C) 

~ 15 .._L:01r--·H 
.<:: 
u 

I ~ tO 

I : ~~4~5~-6--7~-8~9--,-0--,t--1_2_1_3~14 __ 1_5~,-6~17~1-8--19~2-0_2_1 __ 22
4 ~ image number 

Fig. 9 Graph of search times from Mamdnni FLA model and the laboratory 
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Fig. 10 Chan showing the comparison of experimental search times to ANFIS FLA predicted search Limes 



Clustering wns also used to model the visual rnctncs and responses. For a large datru;et. it will be dcSJrable to reduce the number of mpUI vectors to a small number to reduce the number of rules and membership functions that need to be .:onstructed~ Clustering was used to obtmn the means of the 7 1nput vectors. The center of the clusters was used in the ~onmuct1on nf the membersh1p functions. The corrclauon results .1re shown below m Table 2. Clusters were made of 15, 18 .md 20 data pomts. The FLA with clustering was used to predu.:t search time for the 22 points not used in obtaining the dusters Jnd for the enure data set of 44 images. 

TABLE 2 System Evaluation Using Cluster Cen ters 

C luster Correlation fo r 22 points which ore not used for Correlation for 
clusterin~. .W points fcml5 0.83 0.85 fl8 0.75 0 82 fc20 0.82 088 

It 1s expected that increasmg the number of cluster centers am.l the number of rules ..,.., 1\1 1mprove the correlation. Th1s 1s not the case when the number of clusters was i ncreascd from 15 10 I a The reason for this is due to the random operations used m clusters· center calculotions. In other words. if we started from another clusters • center we may get beuer correlation. We used the duster ccmcrs as the centers of membership functions. but chose initial values for 1hc wn.lth. We can then tune the wtdth manually to increase the correlation. It is cleM that there needs to be an objecuvc algorithm or technsque to tunc the \\ 1dth of the membership functions as ANFlS does. Below tn F1g II is ,1 snapshot of the result of clustering the mput vanable distance over 15 duster means. 
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Fig. II Clustering results using 15 c lusters 



5. CO NCLUSION 
fn conclusron, the FLA yields very satisfoctonly results, 0.97 correlation of laboratory or field data 10 model preuicted data. and requires a fracuon of the effort that goes into traditional algonthm based techniques of modeling target acquisitron probabili1ics and ~earch trmes. We expect that the fua.y modeling approach coulu be used m the cxrsung stati:>tical decision theory modules of target acquisition models for any spectral regrme. Two fuzzy models have been used: namely the Mamdani and Sugeno models. Thrs application of the FLA tnvolved ptcturcs, metrics. and e'perimental search times of images in the visual bnnd. Future work willmvolve lhc application of the FLA to predict the Pd's of moving targets in visual and infrarecJ cluttered scenes for military and commercwl applicauons. Clustenng of the input data was e'plored as a means to reduce the number of input vectors and membership functions. r-or large data sets. a savmg of compurnrsonal timc and cfforr should be realized using this approach. The membersh1p functions can be destgned using cxpenmentnl Pd's or search trmes collecrcd m the TARDEC Visual Perception Laborawry (VPL). The TAR DEC VPL is being used in a collaborarive R&D project with auto companies on vehscle conspicutty. 
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