


Secunty Classification

DOCUMENT CONTROL DATA-R&D

s ahiention of title, body of ahslmrlﬂd indexing annotation must be entered when the overall repoat o onatpeddy
; iCorparate author) 20, RESQLORT o ¢ [REIA [
The MIUTRE Corporation UNC _L/\'hh]l_"ll*)l)
. 2L, GROU
Bedlord, Massachusetts N(/Z\
| t R

THIRD CONGRESS ON INFORMATION SYSTEM SCIENCE AND TECHNOLOGY

N/A

Bl

b

£ NOTES (Type of report and inclusive dates)

Frrst nan e, middle nitial, last name) R

Donald E. Walker (Editor)

Vol T mATE 7a. TOTAL NO. OF PAGES Th, NO. OF FE
April 1968 384 352
WL ONM I RACT o6 GRANT NO 98. ORIGINATOR'S REPORT NUMME R(S) T
AT 19(628)-5165 ESD-TR~68-115
! LR
5050
9b. OTHER REPORT NOI(S} (Any other numberes that w b t‘-’rv-.
this report)
: N/A
) TRINUTION STATEMENT

This document has been approved for public release and sale; its distribution is
unlimited.

18 EMENTARY NOTES 12. SPONSORING *MILITANRY ACTIVITY

Electronic Systems Division, Air Force
Systems Command, L.G. Hanscom Tield,
- Bedford, Massachusctts

N/A

The papers contained in this volume were prepared for discussion at the Third
Congress on Information System Science and Technology. The Congresses,
cstablished as biennial events, were formed to increase communication among
scientists, engincers, and military personnel in the science and technology of
information systems, The Third Congress, scheduled for the 21st and 22nd of
November, 1966, was postponed in response to a presidential dircctive to curtail
such expenditures. However, the timeliness of the papers makes it desirable to
issue them in their present form, Introductory remarks by the session chairmen
have been included where possible to show the context in which the papers were
to have been discussed.

DD °*.1473




INFORMATION
SYSTEM

SCIENCE AND
TECHNOLOGY

Papers prepared
for the
THIRD CONGRESS

Edited by
DONALD E. WALKER

Sponsored by

AIR FORCE ELECTRONIC SYSTEMS DIVISION
and

THE MITRE CORPORATION

Thompson Book Company, Washington, D.C.

Academic Press, London

;__—



Copyright © 1967 by The MITRE Corporation.

Printed in the United States of America.

All rights reserved. Copyright is not claimed in any material prepared by United
States Government employees within the scope of their employment. Otherwise,
this book, or parts thereof, may not be reproduced without permission from the
publisher.

Sole agent for entire world (except the Americas):
ACADEMIC PRESS
Berkeley Square House
Berkeley Square
London, W. 1

Library of Congress Catalog Card Number 67-23866

Printed in the United States of America




THIRD CONGRESS ON
INFORMATION SYSTEM SCIENCE

AND TECHNOLOGY

Congress Directors
Paul G. Galentine, Jr., Colonel, USAF

Executive Managers
Charles A. Laustrup, Colonel, USAF

Program Chairmen
Donald E. Walker
Ward C. Low

Session Chairmen

John H. Rhinehart

J. C. R. Licklider

Marlin G. Kroger

William C. Pratt, Brigadier General, USAF
Donald L. Drukey

Edward M. Bennett

Thomas P. Cheatham, Jr.

John B. Bestic, Major General, USAF
Norman Waks

Robert M. Fano

Gordon T. Gould, Jr., Major General, USAF
Richard M. Longmire

Ruth M. Davis

Samuel N. Alexander

Irving K. Cohen

Paul G. Galentine, Jr., Colonel, USAF

James H. Burrows

Joseph Spiegel



PREFACE

Thc papers contained in this volume were prepared for discussion at the Third
Congress on Information System Science and Technology. The Congresses,
establishcd as biennial cvents, were formed to increase communication among
scientists, engineers, and military personnel in the science and technology of
information systems. The Third Congress, scheduled for the 21st and 22nd of
November, 1966, was postponed in response to a presidential directive to curtail
such cxpenditures. However, the timcliness of the papers makes it desirablc to
issue them in their present form. Introductory remarks by the session chairmen
have been included where possible to show the context in which thc papers were
to havc been discussed.

It has been customary to issue the papers for the Congresses in a preprint form
and to devote the scssions exclusively to discussions of their content. In con-
trast, three of the sessions at the Third Congress were planned with the expecta-
tion that papers would emerge as products of the discussions rather than as
stimuli for them. Two of these sessions are represented by papers, but the third
session is identified only by summary.



CONTENTS

I

II

II1

v

V1

VII

INFORMATION SYSTEMS AND OPERATIONS ANALYSIS

i Session Organization = ... .. . . . .. .. ... .. ..

ii Somc Brainwarc Problems in Informatlon Systems and Opera-
tions Analysis

iii Hardware Considerations for Informatlon Systcms and Opera-
tions Analysis :

iv Software Consrdcratlons for Inform'ltlon Systcms and Operatlons
Analysis . .

MAN/COMPUTER INFORMATION INTERCHANGE

i Session Organization
ii The Role of Natural Language in Man- Machme Commumcatlon ,
iii Language Structure and Graphical Man-Machine Communication . .

TACTICAL COMMAND AND CONTROL: FIELD SYSTEMS

i Introductory Rcmarks . 2

ii The Test and Evaluation of Large Scale Informatlon Processmg
Systems in the Army .

iii The Role of the User in the Procurement of Informatlon Systcms

MANAGEMENT OF MILITARY INFORMATION SYSTEMS
WITHIN THE FRAMEWORK OF PL89-306

i Session Summary

COMMAND SYSTEM SIMULATION AND DESIGN

i Introductory Remarks . . .
ii Laboratory Design of Command and Control Systems
iii A Case for the “Right” .. ... ...
iv The Development of a Standard System . . .. .
v The Impact of the New Technology on Command System Desrgn .

ON-LINE MAN/COMPUTER INTERACTIVE SYSTEMS

i Introductory Remarks ... . . ... ..... . ... .. .
ii AESOP-A Final Rcport: A Prototype On-Linc Interactive In-
formation Control System .

TACTICAL COMMAND AND
CONTROL SYSTEMS COMPATIBILITY

i Introductory Remarks . .
ii The Role of Joint Command and Control Requrrements Group in
Tactical Command and Control System Compatibility . '

iii The Joint Standardization Group for Tactical Communications and

Control Systems . . . ...

19
21
29

33

35
39

43

45
47
51
59
63

67

69

87

91

95

John H. Rhinehart
Lewis C. Clapp
Irvin V. Voltin

Carl Hammer

J. C. R. Licklider
J. Bruce Fraser
William R. Sutherland

Marlin G. Kroger

Roger M. Lilly
Robert F. Worley

William C. Pratt

Donald L. Drukey
Donald L. Drukey
Thomas S. McFee
Philip R. Vance

Andrew E. Wessel

Edward M. Bennett
J. K. Summers and
E. Bennett

Thomas P. Cheathiam, Jr.
Vernon L. Micheel

Marcus C. Jordan




VIII

IX

XI

XII

XII1I

IMPACT OF AUTOMATED INFORMATION SYSTEMS UPON
ORGANIZATION AND MISSIONS

i Session Organization ........ ............ ... .........

ii Information in the Military Operational Environment . . ... ... ...
iii The Impact of Information Systcms on Centralized vs. Deccntral-
ized Command and Control Functions .. ..... ... .. .

iv Information Systems and the Implementing Organization . . .
v An Overview of Strategic Mobility and Its Implications for Desngn

of Analysis Systems

ORGANIZATION FOR THE DESIGN OF
MILITARY INFORMATION SYSTEMS

i Introductory Rcmarks . .. 10, AR R e R

il A Medical Information System: Some Gencral Observatlons

iii. Towards the Rcalization of Intelligent Managcment Informatlon
SYSTETIISS. (57015 3 Jrme0imr 225 5 TPATTRNEFo 0 Sy Bt 47 3 1) 3, sp SR o (505 e i

iv Guidelincs for Simulation Model Development . . ..... .. ... ..

v The Usc of Systems Analysis in the Acquisition of Information
Systems

THE COMPUTER UTILITY AND ITS USER COMMUNITY

i Introductory Remarks ... . ... .. . .. . ...
ii A Proposcd Experiment Using a New System of Documents for
Communication in the Computer Science Field

MILITARY COMMAND INFORMATION SYSTEMS

it IntrodictoTy REMATKS: sxvion simore & 8 v i v 5 70 4k %

ii System Enginecring Experience with Automated Command and
Control Systems . . ... ... ...

iii Software Lessons Learncd in Military Command Systcms .

iv Rcal Time Display Techniques for Military Command Information
Systems ) S AR e o

v Military Comm'lnd Informat:on Systems from the Uscrs Pomt
OF VACWE 515 572 20 1 1 A5 e 5 e el i e it e e T8 it 2 ,

vi A Mcthodology for Command Informatlon System Analysns .....

COMMAND CONTROL SYSTEMS FIELD EXPERIMENTATION

i Introductory Rcmarks
ii Field Expcriments and Systcm Tests in NORAD COC Development

INFORMATION SYSTEMS FOR INTELLIGENCE

i Introductory Remarks s

ii Evidence and Inference in Foreign Intelligenee ... .. .

iii Modelling, Simulation and Information System Design .

iv The Zoo and the Jungle—A Comparison of the Information Prae-
tices of Intclligence Analysts and of Scientists .. . ..

viii

101
103

111
115

121

141
145

151
169

175

183

185

191

193
219

219

241
251

271
273

293
295
301

John B. Bestic

William E. Kuntz

B. S. Harris and

B. Erdman

Robert E. Harshbarger

Marvin L. Manheim

Norman Waks
Jordan J. Baruch

D. C. Carroll and
Z. S. Zannetos
James L. McKenney

Frank R. Eldridge, Jr.

Robert M. Fano

Max V. Mathews

Gordon T. Gould, Jr,

David R. Israel
John R. Ottina
A. D. Rugari and
C. J. Salvo

Joseph G. Carley
John A. Evans

Richard M. Longmire
Walter Lesiw

Ruth M. Davis
Maurice H. Hellner
Joseph Blum

Harold Wooster




X1V

XV

XVl

TEXT PROCESSING SYSTEMS

i Session Organization
ii Acquisition, Archiving and lnterehange
iii Utilization of On-line Interactive Displays

LABORATORY SIMULATION OF TACTICAL SYSTEMS AND
THE QUEST FOR CRITERIA

i .Session; Onganization ... . . «wwmesn s son winsn i 0

ii Concerning the Evaluation and Aggregatlon of Probablllstle Evn-
denee by Man-Machine Systems

i “The AAESOR “Testbed . . .. .. e v oo ipm v s s

iv JUDGE:; A Value-J udgemcnt Based TAC Command Systcm

NEW DIRECTIONS FOR
AUTOMATED INFORMATION SYSTEMS

i Session Organization ... .. = .. . . . .. .
ii New Directions for lnformatlon Systems Through Advanees in
Machine Organization L A B A AR L e 1
iii Definition Problems of Command Control Systems
iv Software Coneerns in Advaneed Information Systems . . .
v Some Factors in Planning for Future Military Data Automatlon
Systems

317
319
324

335

337
349

.. 359

383
385
389
395

399

Samuel N. Alexander
David G. Hays
Harold Borko

Irving K. Cohen

David A. Schum

Joseph M. Doughty
L.W.Miller, R.J.Kaplan,
and W. Edwards

Paul G. Galentine, Jr.
James P. Anderson
Frank E. Diaz

Thomas L. Connors

G. M. Northrop



INFORMATION SYSTEMS AND
ANALYSIS

JouN H. RHINEHART, Chairman

Session Participants:

Lewis C. Crapp
IRVIN V. VOLTIN
Carl. HAMMER

OPERATIONS



Some brainware problems in information systems

and operations analysis

by LEwis C. CLAPP
Computer Rescarch Corporation
Newton, Massachusetts

INTRODUCTION

The basic theme of this paper is quite simple: namely,
we do not always have sufficient experience to extrap-
olate the characteristics of small-scale information
systems to produce the effective large-scale systems
which are in demand today. Our problem does not
rest only with the hardware and software techniques
which are needed to build these systems, but also with
the brainware considerations which must come long
before the hardware and the software can be intelli-
gently integrated to produce the required system.

Lack of communication between the client, that is,
the man who will use the system, and the system de-
signer is the first aspect of the brainware problem.
Often the client does not know how to state his infor-
mation problem in terms that the system designer can
use and vice versa. In fact the client and the system
designer may be using identical words and talking
about distinctly different things. While everyone as-
sociated with the development of an information sys-
tem must share the burden and responsibility for com-
munication during the initial systems analysis, the in-
formation system designer should be the person most
capable of handling the problem. But as practitioners
of information science, we often fail to communicate
accurately even among ourselves.

We would not put a blindfolded man into a car and
force him to drive down the Los Angeles Freeway at
80 miles an hour. Yet, we may be performing an
analagous act as we develop large-scale management
information systems for the man who is ill-prepared
to use such tools wisely and with appropriate human
judgment.

Consider, for example, the manager who enters
his office in the morning, reads reports, examines
computer displays, and then makes major decisions
based on information processed by a large-scale com-
puter information system. If this manager is typical,
he will have but a vague idea of how the information
was gathered, fed into the computer, and then pro-

cessed to produce the reports upon which he bases
his judgment. What goes on in the computer is a
black mystery to this manager. Our typical manager
is in the dark first, because he doesn’t understand
what the system really does and therefore he cannot
use the results selectively and second, because the
system may have inherent faults for which he cannot
make proper allowances. Poor communication of
problems, objectives and techniques lies at the root
of the difficulty.

It is both natural and necessary for each field to
develop its own peculiar technical terms and jargon
to facilitate communication among workers in that
field. But the jargon of our field does not excuse us
from our responsibility to communicate with our
customers. Indeed, it is rather remarkable to see
words and concepts used in an imprecise and some-
times misleading manner in an industry whose main
concern is the processing of information and the com-
munication of data. Consider, for example, the four
key words in the title of this session: Information
Systems and Operations Analysis.

Each word individually is so broad and vague that
it transmits very little information about the subject
at hand. In fact “information™ and *‘system are two
of the most overworked words in the English language,
preceded in frequency of usage only by the pronoun
“L.” Even after the words are combined in pairs we
are not much better off. What is an information sys-
tem, or operations analysis for that matter? And con-
sidering the title as a whole: Are we talking about
(1) operations analysis on information systems,
(2) information systems for operation analysis, or
(3) information systems and operation analysis ap-
plied to some other, as yet undefined, thing? We use
words such as these as if there were universal con-
sensus on their meaning, while privately each of us
has conjured up a different definition. Meanwhile
that manager, who will be the ultimate user of the
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“system,” looks on impressed by our vocabulary but
confused about what we are doing for him.

Perhaps, two sets of vocabulary are needed, one
for internal communication within the field, and a
second to facilitatc clear and simplc communication
with the man who pays the bills and has to live with
the product of our labors. It might even turn out that
the layman’s vocabulary could be used profitably
among workers within the information science field.

What do we mean by information?

Several years ago a young M.L.T. student took his
girl friend (who was not a science major) to hear a
lecture on vacuum technology by the great physicist
Enrico Fermi. As they were strolling home the young
physicist asked his friend if she had learned anything
from the lecture which had clearly been over her head.
“Yes,” she replied, ‘I Icarned two things. One, Pro-
fessor Fermi cannot draw a straight line and two, the
vacuum is where the air 1s not.” As with the vacuum,
it is easier to cxplain what information is not, rather
than what it is.

Our difficulty in producing an operational defini-
tion of the word “‘information,” may be due in part
to the fact that the concept is dynamic and changing
constantly. Only a short time ago information to a
computer man meant numeric or printed data (e.g.,
words of text). Gradually our ability to handle other
types of information increased. Today, for example,
we are making good progress in processing many
types of information including graphical data such as
line drawings, photographs, and even analog signals
(e.g., acoustic signals). With these new techniques
for handling specific problems came the need for
novel types of input/output devices to handle these
other types of information. The result has been im-
portant gadgets such as display scopes and light-
pens, Rand Tablets and film readers. Our progress
in the area of applications has been impressive, but
what of our achievements in the area of fundamental
theory?

There have bcen several attempts made at develop-
ing a useful mathematical description of the informa-
tion handling proccss but these have not, in general,
met with much practical success. For example, the
operational definition of information in Shannon’s
Information Theory is too restrictive to be uscful
in the information processing field (except for prob-
lems associated with information transfer and com-
munication). To the best of our knowledge, no one
has yet developed a completely satisfactory thcory
of information processing. Because there is no strong
thcoretical basis for the field, we must rely on intui-
tion, experience and the application of heuristic no-

tions each time we attempt to solve a new information
processing problem. Frcquently, we may conceive
of several alternate solutions to the problem, but we
do not have the techniques to determine which of
thesc solutions is optimum in the general case.

Although we have labclcd this ficld which has to do
with the processing of information as “‘information
scicnce,” we should recognize that it is not a science
in the strict sense of thc word as are mathematics
and physics. There are no axioms or prcmiscs from
which all conclusions must unavoidably and logically
follow. There aren’t even simple criteria to detcrmine
the success or validity of a new techniquc in a real
information system. Each new system is a uniquc and
special case. In planning the system, the skillful dc-
signcr may selcct from a number of techniques which
werc successful in carlier systems. But unless the new
application is quite similar to the old, the designer
cannot bc certain that the new systcm will function as
originally conceived. He will generally rely on his
ability to make small changes in the design as the
system is constructed and as he observcs the behavior
of thc working systcm. Usually these design changes
(sometimcs called ficld improvements) can be handled
at relatively low expense at the software level, but
sometimes the required changcs must be pcrformed
on the hardware at great cost. Thus, “information
science’ is more of an art than a science.

Information system design would be lcss artful and
more scientific if the process of extrapolating tech-
niques from the small to the large system could be
carried out with a high assurance of success. But we
frequently run into the problem that techniques which
work well in smaller systems where thc data files are
quite manageable, will not work effectivcly when ex-
tended to bigger systems which must cope with larger
quantities of data. For examplc, many information re-
trieval techniques, which seem very promising when
tcsted with small files containing only a few hundred
items, brcak down whcn tested with larger files con-
taining tens of thousands of itcms. In the information
systems business, we lack one of the pillars of the
scientific method; the reproducibility of results. The
physicist knows that water will boil at 212°F, whethcr
the quantity of water is one ounce, one quart or 500
gallons, but the information analyst has no assurance
that a techniquc which works for S0 itcms will still
work with a file of 5,000 entries. In information pro-
cessing we have to be content with probabilities rather
than certainties.

Therefore, the process of constructing an informa-
tion system generally boils down to a cut and dry pro-
cedure. The system is first designed, implemented and
then tested. During the testing phase crrors and in-
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consistencies are found and then eliminated. Once
again the system is tested and the process is repeated
until either the system works to everyone’s satisfac-
tion or the designers arc thoroughly exhausted. Conse-
quently, information systems evolve as sueccessive
improvements to earlier less refined systems. Al-
though cxcellent systems may result from the process,
we must recognize that this type of design process is
time consuming, inefficient, and costly.

The solution to this dilemma will not come about
by any great innovations in hardware or software.
These are only gimmicks which reflect the state of
our brainware. If our coneepts are sound, coherent
and well thought out, the software and hardwarc
which mirrors these concepts will be useful. But if
our brainware is haphazard and confused, this will be
rcflected in the information systems which result.

The state of operations analysis

In many respects operations analysis is in the same
prcdicament as information systcms design. Herc
we shall assume that the objective of operations
analysis is (1) to gather information about some opera-
tion system generally boils down to a cut and dry pro-
potential problems, and (3) to analyzc the probable
results of proposed solutions to these problems. The
operations analyst has a number of tools at his dis-
posal among which include, techniques of opcration
research, mathematical programming, critical path
analysis and simulation. Therc is no general theory
for solving opcrations analysis problcms but rather
thcre exists a collcction of techniques which have
worked well for special cascs in the past. Here again
thcre arc no general prineiplcs or axioms which the
opcrations analyst can apply to any new problem
area. He must, instcad, skillfully adapt techniques
which havc apparcntly worked for carlicr problems.

Abstruse mathematies is not in itself the answer
to our difficulties. The complex systems generally
cncountcred in the real world do not lend themselves
to neat mathematical formulations and in most cases
thc opcrations analyst is forced to reduce the problem
to simpler terms to make it tractable. This is often
done by building a simplified model of the real world
process under study. Frequently this model is simu-
lated on a computer to handlc the high data volume
in a rcasonable period of time. It is important to verify
that thc solution obtained by use of the model corre-
sponds to an aceeptable solution in the rcal world
which is considerably more complicated than the
model.

In this paper we arc concerncd with union of opcra-
tions analysis and information systems. Thc data
about the process under obscrvation is gathcred,

processed and displaycd by mcans of the information
system. Just as the operations analyst had to make
some approximations about the real world process,
the data in the information system itself may be an
approximation to the real world becausc of the lack
of complete information. First, all of thc information
about the rcal world proccss may not be available
on a timely basis. Second, the hardware portion of
the systcm has inherent limitations, it usually cannot
storc all of the information that is available or process
it in a reasonable period of time. Third, we may not
havc developed suitable software techniques for pro-
cessing all of the information even if it were availablc
and could be handled by the hardware. Thus, we are
usually in the position of having only inecomplete in-
formation about the real world proeess at our com-
mand.

Given these two imperfect or approximate models
of the real world process, one the result of the limita-
tions of information science, the other due to the in-
herent approximations of opcrations analysis, there
is a possibility that the combined errors will lead to
serious deficiencies in the total system. It is as if we
were simultaneously wearing two pairs of cyeglasses
and trying to look at the world. Unless the two pairs
of glasses are carcfully matched to one another, our
view must be distorted. And if wc rcly too hcavily
on the total system in our planning and decision mak-
ing, we descrve the fate which must inevitably follow.

Can we improve our brainware?

The problem with our brainwarc involves funda-
mcntal concepts and principles and there can be no
simple road that we can follow to reach the desired
destination. Ncwton did not arrive at his three laws
of motion by saying **I think I shall try to understand
the fundamental nature of mechanies in the universe,
today.” But a study of the way that fundamcntal
notions came about in many of the sciences can at
least help to guide us.

First, we must realize that it is thc basic notions
that we are after. We must not allow ourselves to be
distracted by cutc devices or clever computer pro-
grams. The programs and thc devices are important
and worthwhilc, but they will usually not help us with
tomorrow’s problems. We should be willing to invest
thc time and money in a pursuit of basic understand-
ing that may have little payoff in the ncxt few ycars
and which may be absolutely essential five years
from now.

Second, we must bc patient. Given a ncw problem
we should Icarn to control our urge to jump to thc
solution. Implementing the first systcm that comcs
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into our heads is definitely the most costly way to go
about solving an important problem. We should first
consider the simplest, perhaps almost trivial, ideas
which might be a solution to the problem. By under-
standing why the simple solution cannot work, we
are then ready to examine the next simplest idea.
Gradually, we will arrive at a more complex solution
which meets all the requirements and which solves
the problem. And who knows, in some cases the
simplest idea may even work!

Third, we must develop techniques for the objec-
tive comparison and evaluation of systems. What
makes system A better than system B? How much
better? Was it worth the extra cost? Answers to
questions such as these are important if we hope to
build a basic foundation for a science of information
processing. If the operations analyst and the informa-
tion system designer will join hands to develop
criteria for handling these kinds of questions, this will
be a major step forward to improving our brainware.




Hardware considerations for information systems

and opcrations analysis

by IRVIN V. VOLTIN
The National Burean of Standards
Gaithersburg, Maryland

INTRODUCTION

The development of hardware for Information Sys-
tems has been very slow. The first computers were
designed as batch processors and now, approximately
15 years and four model changes later, the designers
know what is required in the way of hardware. In
the meantime, users have designed information
systems requiring far more sophisticated hardware
design. It is quite obvious that software is leading
hardware by at least one model change. This could
be the reason for emulators performing so well. There
are growing indications that computer design and
utilization have reached their infancy.

Throughout the years thru-put has been used as
the yardstick for measuring computer performance.
Perhaps a slight change to this measurement would
give us a clearer picture of hardware capability and
performance. Information flow would be a more ap-
propriate term and would give us a better understand-
ing of multi-programming, multi-processing, batch
processing, conversational and inquiry capability.
In order to give a more vivid image of information
flow, a comparison to the flow of liquid through a
pipe may best illustrate this point.

Batch processing

Because past emphasis was placed on batch pro-
cessing, the hardware design provides for a better
information flow. Assuming that the internal memory
can be iilustrated as a pipe, the cross sectional area
is proportional to the memory size. The input and out-
put can be illustrated as fluid pumps on each end of
the pipe and the processor itself can be illustrated
as a filter in the pipe near the output pump. In order
to process a batch job, the input pump is turned on
until the pipe is full or all the fluid has been pumped
into the pipe. The rate at which the fluid will reach the
output pump is dependent upon the input rate and
the efficiency of the filter. Pipe lines are a good illus-
tration of this type of processing because they first

pump through one type of fluid and, when all of that
fluid has been pumped through the pump lines, they
then pump another kind of fluid through this same
pipe. As can be seen, this is the most efficient way of
handling very large tasks, and it can be seen that
many small tasks will not be handled efficiently be-
cause of the need to clean all of the fluid out of the
pipe before the next task can start.

Multi-programming

Multi-programming can be considered as consist-
ing of a number of thin-wall pipes inserted inside the
main pipe which is the total internal memory. The
reason for using these pipes is that the input pump
and/or the output pump does not have sufficient
capacity to utilize the filter full time or fill the main
pipe. This liquid can be used in each of these smaller
pipes. As each smaller pipe is filled, the filter is
switched to that pipe. In this way the filter is shared
amongst all the pipes. The space between the pipes
is lost capacity. In order to help alleviate this waste,
dynamic relocation came into being. The area that is
lost due to the thickness of the thin-wall pipes is
executive overhead* and this varies from system to
system. The pressure which must be maintained in
the main pipe in order to keep the smaller thin-wall
pipes from bursting is the memory protect feature or
guard mode.

Conversational mode

The term *‘time sharing™ is not used here because
I am not aware of any hardware system which is
not used by more than one person. Conversational
mode consists of as many small pipes as possible in-
serted in this large main pipe. In order to converse,

the filter must be readily available so that it can re-

*Executive overhead is defined as (he lime used by 1he execu-
tive or monitor lo determine status of various programs,
perform the necessary responses and pass control to the
proper program.
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spond to any input pump which is started. At the
present time, the input pumps have very limited ca-
pacity. This is an area in which a great deal of work
is required. Conversational modc could be considered
as an extension of multi-programming. Multi-pro-
gramming already allows for interrupt processing.
Therefore, it appears that a different compiler is all
that is needed from a multi-programming environment
to conversational mode. At the present time there
is much to be done in the area of designing hardware
in order to reduce the thickness of the thin-wall
pipes (executive overhead).

The conversational mode can be considered as an
experimental pipe line in which the designer varies
the input pump and observes the characteristics of
the fluid in the output pump in order to determine
what variations or modifications are required.
Multi-processing

Multi-processing provides more than one filter in
the system. It can be used for back-up in case a
filter failure occurs . . . it can be used as an augmen-
tation to another filter in case finer filtering is re-
quired . . . it can be used in multi-programming and
conversational mode where additional filters are re-
quired in order to respond to the numerous pipes.
Perhaps the most widespread use will occur when a
system is used in a combination of batch, multi-pro-
gramming and conversational mode. The most obvious
use will take place where there is a large number of
independent pipes, and these pipes can share input
and output pumps. This is a complete reversal of
the batch-processing mode. Perhaps that is why hard-
ware designers are scratching their heads in trying
to come up with a good multi-processing design. Let
us hope it will not take 15 years and four modcl
changes to get therc.

Compiler hardware

Some very good compilers have been written along
with the not-so-good and just plain no-good ones.
The very good ones tend to be multi-pass compilers.
After these many years there is no excuse for anyone
to have numerous versions of the same compiler. The
“fast compile-slow execute” and the “‘slow compile-
fast execute’ gimmick is the greatest hoax ever per-
petrated on the computer users. This results from a
definite lack of brainware. Compilers require good
input and output pumps along with a rapid filter
change. The first pass requires a coarse filter to in-
sure that the filter does not become clogged and im-
pede a rapid, smooth flow. On each successive pass,
a finer filter is used until the desired purity is achieved.
The output pump is connected to the input pump dur-
ing this cyclic process. This places a requirement

on the hardwarc for a large rapid-transfer auxiliary
memory . . . one that can keep the pipe filled to ca-
pacity and both pumps working near maximum
capability.

Hardware changes

Each model change has seen a major change in
the circuitry, logical design, and manufacturing pro-
cess of the central processor. During this same period
there has been only performance change in thc pe-
ripheral equipment. Source data equipment has re-
mained practically unaltered. There have been just
enough changes to the central processor to keep the
user excited, but when he is finally able to evaluate
the capability of the hardware, he sees that it falls
short of its hoped-for capability. The major change
for the better has been the obsolescence of tape-
oriented systems and the emphasis on drum-oriented
systems with mass storage capability. Multi-program-
ming has existed for a number of years and seems to
have matured. The drum-oriented systems have
proven themselves in satisfying the hardware re-
quirements for good compilers.

Hardware expectations

The major new hardware improvements will be in
source data readers and displays for man-machine
interaction. Otherwise there will be a leveling off
of the population of computer systems. It is hard to
conceive of a great expansion in managemcnt in-
formation systems unless there is a breakthrough in
source-data automation. The time is rapidly approach-
ing when computer manufacturers can no longer rely
upon their circuit designers as the major source of
processor improvements. Major improvements in per-
formance will depend much morc on systems and
logical designers. These design engineers will, of
necessity, become more user-orientcd. It should be
easy for them to become at least as user-oriented as
thc system programmers. One look at the software
generated by the computer manufacturers should
prove this point. Up-grading and enhancing sections
of the system without disturbing the rest of the sys-
tem will be the goals. Software will have to be as
modular as hardware so that as the hardware is
modified, the software can be modified in a parallel
operation. We can expect improvements or modifica-
tions of the hardware and software as often as every
year. Computer manufacturers should be able to re-
spond to changing user requirements annually in-
stead of every four years as they have in the past.

SUMMARY
In summary, the statement may be made that hard-

ware is that which makes writing software nearly
impossible, and if it were not for brainware, it would
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be impossible. Until recently the hardwarc uscd in
information systems has rcceived more attention than
the software. Everyone seems to have been enamored
with the words microsecond and nanosecond. Other
terms which have intrigued pcople are real-timec and
time-sharing. Yet the definition of each term is ap-
plicable to everything that is done by a computer.
Computer hardware will have to pass through another
generation in order to reach maturity. This is evident
from the fact that software and applications have been
leading hardware by about three years. This probably
is one of the reasons why systems software is usually
so late. The programmers are trying to provide soft-

ware which is far ahead of the hardware capability.
This could account for the popularity of the IBM-7090
family. The software was written for the IBM 704
and 709 and therefore thc next generation of hard-
ware properly matched the software. If this is valid,
why then would wc have to wait until IBSYS 13 in
ordcr to get a reasonable operating system? Much
publicizing has been donc about the third generation
hardware. Thereforc, the following description may
be appropriate: Third generation hardware is that
hardware which allows you to use first generation
software in order to achieve second generation per-
formance.




Software considerations for information systems and operations
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INTRODUCTION

The design and development of Management Informa-
tion and Control Systems (MICS) has reeecived con-
siderable and evcr-increasing attention since the intro-
duetion of gencral-purpose, digital, clectronic com-
puters. The stated purpose of all sueh systems is to
provide management with timely, aceurate, and per-
tinent information at a reasonable eost so that better
decisions can be made with shorter reaction times.
Many published studies indicate that these goals are
not as readily achieved as would be apparent from the
large number of systems in existence. In many cases
they don’t even provide a solution to the simpler prob-
lem of Management Information Systems (MIS), de-
spitc the many clichés, such as “Intcgrated Systems”
and “Total Systems Approach,” with whieh the field
abounds. In fact, most such systems provide, at best,
only dated but voluminous outputs.

This state of affairs is better understood if we exam-
ine the softwarc aspects of the problem which result
from the brainware cfforts expended thus far towards
its solution. Historically speaking, all Management In-
formation Systems thus far were developed to cope
with specific problems; as a consequence, many special-
purpose languages have comec into being, applicable
only to eertain hardware configurations and to specific
problem formulations. We can find at least a hundred
separate installations using as many different languages,
many of which were heralded as the panacea to solve
all MIS or MICS problems. Nevertheless, a good casc
can be made for management information and eontrol
systems designed to provide considerably more than
current data and sclected information. Sueh advanced
systems arc not yet in operational use because the per-
tinent softwarec needs are not yet fully understood.
However, it is safc to prediet that future EDP users
will indeed be able to make intelligent use of intelli-
genee systems, to paraphrasc Norbert Wiener. With
the advent of more sophisticated hardware for displays

and man-machine communications, the long-range out-
look for the neecessary software looks bright indeed.
Given the appropriate brainware support e.g., opera-
tions research, such systems will be able to provide
not only factual data, but also statistieal extrapolations,
decision functions, and even the caleulated risks asso-
ciated with alternative courses of action contemplated
by management.

Fundamentals of management information
and control systems

This paper is coneerned with the software aspects
of information and eontrol systems. In order to attain
the necessary perspeetive, we shall briefly examine the
framework within which this software exists, that com-
plex and interwoven pattern of hardware, software,
and brainwarc—not nccessarily in that order. The
interplay betwecn these three clements cannot be
ignored; it has caused a continued increase in the eom-
plexity of the hardware, information system languages,
and types of applieations. As a matter of faet, present
systems are mostly information systems; however, some
attempts have been made to develop the control as-
pects but these cfforts have not gone mueh beyond
the conceptual or experimental stage.

Management information and control systems are
concerncd with the following:

¢ The environment which is to be monitored and/
or controlled.

* Sensors, as well as input, output, and display
devices to provide interface and feedback.

® Communication subsystems which handle the
flow of information, data, and control eom-
mands (if any).

¢ Loeal and central clectronic computer subsys-
tems which proeess and storc information and
produec the rcquired outputs.

The software for management information and con-
trol systems, therefore, must handle with dispatch all
of the funetions implied both by the hardware and the

1
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intendcd application. This software is in part strietly
hardware-oriented, differing from machine to machine
and from system to system. For examplc, cxecutive or
opcrating systems, so necessary to cfficicnt operations,
fall into this category. There will also be software which
is strictly problem-oriented; several programming lan-
guages on various levels will provide us here with good
examples. Finally, there will be software which en-
croaches on both of these areas, such as random access
file retrieval or communications-oriented software. In
the subsequent scctions of this paper we shall examine
critically the present state-of-the-art of this software
and we shall also take a look into what may become
available in thc future.

Information and control system software

The purpose of all information systems is the collec-
tion, storage, rctriecval, and disscmination of timely in-
formation, pertinent to specific activitics coming within
the purview of management functions. All of these
activitics are best carricd out under control of an
executive system.

As indicated carlier, we shall separately consider the
software which is esscntial to the operation of such
systems and its application-oricnted counterpart. This
approach proves rather fortuitous since the former is
usually developed and supplied by the hardware manu-
facturer while the latter originates at the users’ organiza-
tions, at least conccptually.

Programming for spccific applications is generally a
problem-orientcd task, thus, scientific users have al-
ways been much better off than the system sciecnce
specialists, because of the availability of FORTRAN
or ALGOL. On the other hand COBOL and its
csotcric derivatives arc not yet fully developed or op-
timized. There have come into being dozens of spcceial
problem-oriented languages for managemcnt informa-
tion systems—we shall give a sampling later. The
souree of these languages ean often be traced to
special hardware featurcs available, or to the need for
meeting special operational requirements. Of course,
there is also the factor of human vanity associated with
thc “invention” of a new language and its acceptance on
a greater than infinitesimal basis.

Rccently, a whole host of new problems has caused
new and special language demands, with the introduc-
tion of time-sharing and its sophisticated input/out-
put dcviees. In this conncction, projects MAC and
SKETCHPAD at MIT have probably received the
greatest publicity; similar work is also going on at
many other installations. The languages developed
under thesc projcets arc intensely device-oricnted and
there appears little hope that a Universal Display and
Output Language (UDOL—everybody has the right to

make up acronyms!) will be agreed upon or can be
developed within the foreseeable future.

Thus, programming for information systems today,
and even tomorrow, will be largely a matter of using
what is available, or of developing what is needed. The
feeling persists that few programmers ever master any
of the languages available to such an extent that they
make full use of their total power. Rather, many pro-
grammers scem to make, what appears at times, very
unrcasonable demands for augmentation or enhance-
ment of existing languages, thereby destroying their
universal and compatible character. This point was
most recently under diseussion by H. Oswald (1964)
for so well established a language as FORTRAN;
needless to say that the picture is even more chaotie
in the morc general casc of system scienee languages.

Computer operating systems

The efficient operation of large, electronic data proe-
essing systems rcquires cxtcnsive and powerful exeeu-
tive opcrating systems. The reason for this need is
strictly economical: best use of the very expensive
hardware can only be made by holding human inter-
vention to a minimum. The early operating systems
were cybernetic in character; they made great demands
upon the ingenuity of the console operator and upon
the dexterity and skill of other pcrsonnel handling
tapes and cards. Even under the most favorable cir-
cumstances and with highly trained personnel, such
systems could never exploit the full power of the ma-
chines.

By contrast, the advent of multiprogramming and
multiprocessing computcrs has greatly changed this
picturc. We have learncd how to organize modular
hardware such ‘that all programs are under eontrol of
an executive monitor. The dcsign goal has been the
more cffective utilization of the hardware; we have also
learned that such software systems were difficult to
construct unless the hardware had certain features to
match the nceds of the monitor system. A good deal of
brainware has been expended to make executive moni-
tors as sclf-contained and as powerful as possible. Some
of thc key features that have gone into their design
concern:

e Job schedules. A good monitor systcm must ree-
ognize and properly react to statcd or implied
priorities, ancillary device requircments, and many
other elcments handled by human dispatehers.

® Equipment allocation. The monitor, especially in
the multi-processing environment, must keep track
of memory modules and peripheral devices and it
must schedule their use in an optimum manner.

* Console communications. Thc monitor system
must providc the operator with on-line information
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about the state of all jobs and about the size of
the queues awaiting allocation or release of equip-
ments. It must also allow for human intervention
wherc dcsircd.

e Remote device operations. The monitor system
must service all remote demands for input, in-
quiry, printer or display output. Data communica-
tion betwecn the central computer and off-site
peripherals must be handled exactly as if these
stations were on-site. This is especially truc for
time-sharing and convcrsational operations.

Multiprogramming systems

Efficient system operation implies the continuous
running of programs; a typical softwarc system which
was developed to do cxactly that is the multiprogram-
ming system available for the UNIVAC 1107 machine.

In this system all slow-speed devices are buffcred to

the central proccssor by way of a large random aceess
drum. The exccutive system is always ready to serve
interrupts from any one of the 16 input-output channels
and to go to work for thc deviee(s) on those channels.
If an on-line device requests attention, a symbiont pro-
gram facilitates thc transfcr of information between
that dcvicc and its assigncd drum buffer area. For
cxample, printcr output from any program is simply
transferred to thc drum at the time of its generation.
Later, the print symbiont program transfers the output
from the drum to the printer, onc line image at a time.
This transfer rate is govcrned by the spccd of the
printcr and it docs not interfere with the much faster
eentral processor which carries on with other work in
the meantime. In fact, this other work may include
other symbiont programs, servicing card rcaders or
punches, other printers, or cven remote devices.
Figure 1 illustrates a typical day in the life of such

BUREAU OF THE CENSUS / UNIVAC 1107 UTILIZATION

FOR CONCURRENT OPERATIONS 06:00 10/26/64 - 20:00 10/26/64

HOURS

6 7 8 9 10 11 12 13 14 1S5 16 17 18 19 20

= [ ] [ —] -]
A MACHINE | siBST ol T it ==l 4| mifes il ows

o -] oo » - o WEC ] G W S
J) GEEEREEN [=] - T O
_-ﬂr..ri.:#'r sery Ml SRR s RS -
B MACHINE [[HHHH] s X WSt Tl 3= 6laiocDd8 60008 cmm ooo0
L] - L - %U — = 3 ==

mmm SYSTEMS TESTING { SOFTWARE )

"] ASSEMBLIES AND TESTS

EER FRODUCTION RUNS

NOTE: EACH CONTINUOUS LINE SEGMENT EQUALS ONE COMPUTER RUN
Figure 1

an opcrating systcm for two machines “A” and “B”
currently in use at the U. S. Bureau of thc Census.
Starting at 0600 hours, production runs of various
lengths were interspersed with test programs; a maxi-
mum of nine such runs appear concurrently at 1400
hours. The key to the operating cfficiency of this sys-

tem lies in the fact that the hardware of thc machine
is capable of immcdiate response to a large variety of
internal and cxtcrnal interrupts. Thus it appears to the
casual observer that the on-line devices seem to operate
at full speed while the central proccssor is working at
full capacity. In reality, the on-line opcrations are not
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simultaneous sinece the machine exccutes only one in-
ternal instruction at a time—hence, the terminology of
concurrent operations or multiprogramming. However,
all of the subject programs, including the symbionts,
reside in main core memory for the duration of their
activity and the executive system serves only to direct
the traffic and to initiate or terminate these codes when-
ever required.

Multiprocessing systems

The ultimate in the true time-sharing approach is the
multi-processing system. In a typical such system, the
UNIVAC 1108, several large processors share a large
core memory and many high-speed random access
drums while control is exercised through re-entrant
codes which reside in core.

Jobs are entered through the card reader, from
magnetic tape, or from multiplexed remote terminals.
All incoming information is first transferred to mass
memory where it enters a job queue. In the case of
batch jobs, the system will assign facilities when avail-
able, otherwise the job remains briefly in the waiting
line. Jobs with low priority improve their relative
position in the queue simply by waiting it out; thus they
arc cventually brought to the attention of the system
and do not “fall down into the clectronic erack.” The
system will keep many jobs in core, dynamically re-
allocating memory space as they terminate; several re-
cntrant codes may be in execution by several processors
at the same time. The codes for real-time jobs remain
resident for their entire duration; batch processing
codes are read in, cxecuted and overlayed by other
batch codes.

Time-sharing of multiple proeessors is not only more
economical but it provides for greater resistance to
partial or temporary hardware outages. For example, if
one of the processors were in maintenance, the perform-
ance of the total system would only be degraded but
service to the user is not interrupted. The relevant soft-
ware for such systems is very complex; executive sys-
tems having a hundred thousand lines of code on drum
and ten thousand lines permanently residing in core are
typical of the effort required to realize all the benefits
which can accrue through the use of such a system.

Applicaiion languages

The variety of languages (and their dialeets) avail-
able today for Management Information Systems is
illustrated by three represcntative cxamples, showing
the versatility of special programming languages, se-
mantic difficulties, or the foreboding of things to come,
as in the case of computer graphics and time-sharing.

A general information processing system language
Information processing in management information

systems implies the disecovery and collection of facts,
their organization and storage in a computer system,
their sclective retrieval upon demand, and a synthesis
process to composc replics to queries and to present
the output in an appropriatc format. Such a system
has been devcloped by the Naval Command Systems
Support Activity (NAVCOSSACT) in Washington;
similar systems, called ADAM and COLINGO, were
devcloped by the MITRE Corporation.

A major part of the system generates and updates
data files. Referenee is permitted to specific data fields
or to logical pieces of data, allowing for operations on
the selected fields. The system recognizes fixed and
variable length items, both repcated and non-repeated.
Consecutive items may be combined into sets and sets
may be aggregated into logical records. The operational
capability of this file maintenance system is achicved
through the use of macros which simulate a two-
address variable word length computer whose memory
designations include master, transaction, and summary
records. There exists also a code conversion macro
LOOKUP whereby encoded and deeoded data may be
placed into or extracted from the file.

Another important part of the system deals with
information retrieval. Inquiries are made by means of
statements which resemble “ordinary” English. Thesc
querics use logieal operators such as AND, OR, NOT,
EQ(ual), N(ot €)Q(ual), L(es)S(than), and macros
for FILE, SECURITY, TITLE, SEARCH, OUTPUT,
SORT, and LIBRARY.

This tape-oriented system has been operational for
some time; a random access file version has also been
devcloped. Some of the typical problems encountered
in the design of this system deserve mention. Many
users expected that the system would be “all things
to all people” and they were very disappointed when
one or the other feature did not meet their needs
exactly. Certain users were able to enforce their re-
quests for systems modifications with thc result that
design and development are continuing and “perma-
nent” functions. However, the intelligent use of the
system was found to depend mostly upon proper
counsclling of prospective users by the operating
NAVCOSSACT group.

The integrated date store language

The enginecring parts list problem deals with the
fact that an original product is a thing made out of
things which, in turn, arc made out of other things.
Freguently hundreds of intcrlocking parts lists arc need-
ed to describe a single item, such as an electronic com-
puter. However, no matter how involved it is, the
product structure must be representable in a com-
putcrized information system such that simple parts
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lists can be cxtracted from it. Random access storage
is the only known methodology whereby structured
information systems with more than one dimension can
be developed. The key clement in the design of such a
system is an incidence matrix defining the bi-dircetional
logical relation between elements in the structured
lists. IDS is such a system, available with General
Electric’s large-scale computers. Its basic file maintains
two chain structures. The first “Call-Out™ chain allows
penetration of the structure to the more detailed level;
it contains submaterial records from which one can
proceed to the next lower level. The second “Where-
Used™ chain defines the upward relationships for a
material record and where it is used in the manufacture
of a higher level item,

The software for this system is an extension of
COBOL. It introduces such elements as “RETRIEVAL
VIA CALC CHAIN" and “RANDOMIZE ON MA-
TERIAL-1D.” Other typical commands such as “RE-
TRIEVE SUBMATERIAL RECORD” or “RE-
PLACE QUANTITY-REQUIRED FIELD” perform
file maintenance.

Experience with the IDS system shows that it
climinates redundant data and saves up to 40 per cent
of the random access file space required by more con-
ventional designs. In addition, operating times have
been reduced up to 50 per cent because efficicnt buf-
fering techniques and data blocking are applied uni-
formly to all IDS programs.

Computer graphics

On-line graphical control and display of computer-
processed information will prove extremely effective in
improving both ease and speed of man-machine com-
munications because of its natural appeal to the human
mind. The most widely publicized programs, under
project SKETCHPAD, were developed at MIT. They
allow the user, among other things, to draw into the
scope any of three views of a solid object while the
computer prepares its digital representation. The re-
quisite graphical utility packages can be linked with
other computer programs.

A list structure processing system to perform such
tasks was developed at Lincoln Laboratory undcr the
name of CORAL (Class Oricnted Ring Association
Language). This language consists of sets of operators
for building, modifying, and manipulating list structures
which are developed as rings in the classical mathe-
matical sense. Each element in the ring contains a
forward pointer to the next element. One element in
cach ring is designated as the starting clement and all
other clements are subordinate to it. Subordinate cle-
ments contain a second pointer pointing backward to
the starting clement. A sct of class operations is avail-

able with CORAL. For example, PUT statements can
be used to build up rings until an clement is encoun-
tered which belongs to two rings. Then a special type
of connection, NUB, is introduced to tie the two rings
together.

The program has received many interesting uses.
For example, during flowchart programming the user
can take a look at his console after calling up the flow-
chart compiler. Then he ean construet global flowcharts
on his scope by calling up an empty block, labelling it,
and conneeting it to another block. Computational steps
and conditional tests can be entered via the keyboard,
to be displayed within the designated block. In this
manner it is possible to make a rough layout of the
global flowchart first and then to procced with work
on the details but always with the whole context in
view.

A sampling of information system languages

There does not exist today a standardized, universal
Information System Language and it is unlikely that
such a language will be developed in the near future,
for several reasons. First, the system concept is still
largely in the development stage; and second, hardware
problems arise from mass storage requircments, data
transmission nceds, and central computer types. There
have been as many approaches to information system
languages as there have been problem statements. The
approach in the past has been to develop systems and
languages to meet specific requirements and to learn
by taking small, incremental steps. The following sam-
pling illustrates the variety of languages which are in
use today:

ACSI-MATIC

This source language is used in an intelligence data
processing system for the office of the Assistant Chief
of Staff for Intelligence. It runs on the Sylvania 9400
computer using a large Telex disk file for random aceess
storage of data.

AIRS

The Automatic Information Retrieval System on the
IBM 7090 uses a keyboard scheme to search through
technical literaturc.

ALERT

The Automated Linguistic Extraction and Retricval
Technique is an information handling program which
specifies, collects, and retrieves large volumes of in-
formation.

BASEBALL

This program was written in IPL V language. It
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seans phrases, looks up words and idioms in a storcd
dictionary, sets up a list of attribute-value pairs, and
tallies the extracted data. It was originally devcloped
to answer sports inquirics.

HAYSTAQ

This program was written for the SEAC to assist
with the search of chemical patcnt files aecording to
speeific topological and structural relationship.

INFRAL

This language was developed at the National Bio-
medical Rcscareh Foundation. It permits eonstruction
of textual matcrials, such as bibliographies or ab-
straets, from coordinate indexed materials. This lan-
guage is an adaptation of COBOL with ALGOL type
statements.

MOBL

This Maero Oriented Business Language is used in
data processing applications in conjunetion with the
Macro Instruetion Compiler Assembler of the SOS
IBM 7090 system.

SDI

This Seleetive Dissemination of Information program
scans large tcxtual files and eomposcs reports or sum-
marizes information for management use. The original
version of this program was written in FORTRAN II.

WRU

The Western Reserve University information retrieval
system converts tcxtual information to magnetic tape
and searches this type against cncoded questions.

VIP

This Variable Information Processing systcm is suit-
ablc for small, nonformalized files which can be searched
in plain text language. Mnemonic codes, abbreviations,
or plain text language are used in this IBM 7090
program which was developed at thc Naval Ordnance
Labratory, Corona, California.

SUMMARY

Modern eomputer technology provides an excellent
basis for thc design of efficient information systems.
Howecver, to cxploit the full power of thc hardware, a
big investment in brainware and well-planned software
packages is necded. The latter cannot be dcvcloped
independently of the former and the present state of
thc software art shows clearly how much work re-
mains yet to be done. The present emphasis is on
operating systems and special languages because of the

great varicty of problems that have becn submitted
for analysis. No universal language for information
systems has been developed thus far and it appears
doubtful that such an effort will be made shortly.
Rather, many special information system languages,
each more sophisticated than their predeeessors, will
be developed in the years to eome. Hopefully, this
trend will lead eventually to the design of a very general
information system language. In thc meantime, users
must learn to place emphasis on the exploitation of
existing software and languages rather than to declaim
their alleged shortcomings. A morc positive and foree-
ful approach by responsible management in this diree-
tion would be very bencficial. As a by-produet, it
would also tend to inerease the intclligent use of our
not-so-intelligent but very costly machines.
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On the role of natural language in man-machine comunication

by 3. BRUCE FRASER, 1st Lieutenant, USAF

Electronic Systems Division, Air Force Systems Command

Bedford, Massachusetts

INTRODUCTION

In a confercnece such as this where heavy emphasis is
placed on the man-machine aspeet of the use of com-
puters, the discussion very often touches on the use of
a natural language such as English for communicating
with a computer-based system. And almost as often
the comments hecard are that natural language access
is too complicated, too incfficicnt, and not necessary.
This may very well be true. But such judgments are
not usually based upon cxamination of or experience
with a natural language access capability but rather
on prejudices often held over from school English
courses, misconeeptions born of the ill-conecived and
unsuceessful attempts at mechaniecal translation, and
a lack of understanding of how such a capability might
be structured and operate. It is my purpose in the
following pages to sketeh out the framework for such
a natural language system, to indicate how it might
operate and hopefully thereby provide a better basis
for further discussion of the merits of the development
and subsequent implementation of a natural language
access capability. The system I will discuss is hypothe-
tical though much of the development work has already
been carried out; furthermore, this organization is not
the only tenable one at this stage and, of course, not
necessarily the best. What I do wish to emphasize here,
however, is that the role of natural language in the
environment of the digital computer seems very often
not placed in the proper perspective; the following is
an attempt to rcetify this somcwhat.

It is clear at the outset that the dccision to cven
consider a natural language as an access vehicle is
based on a number of not unrelated factors. The type
of problem being attacked by a uscr is of paramount
importance. Using English, onc cannot expect to com-
municate information about sccond order differential
cquations to a machine; rather the language of this
branch of mathematies will prove far more tractable.
Similarly, one cannot cxpect to talk about the design
of Mach 2 airfoils unless he uses a language specifical-
ly tailored to graphical dcsign. Accordingly, an evalu-
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ation of the relevance of natural language should be
considered in the context of those problem areas which
involve, primarily, symbol manipulation with relatively
little computation; for example, information about in-
ventory, status of forees, airline schedules, and so forth.

A sccond very crucial consideration coneerns the
type of user. A frequent system user, especially one
who has some familiarity with the operation of com-
puter systems and who is familiar with the content
and structure of the information stored in the data base
of the system, might be expeeted to waive the op-
portunity to use a natural language and prefer a set
of macro instructions which he has designed to suit
his individual needs. On the other hand, the infrequent
user who knows very little about the system might
readily grasp at thc opportunity to usc his everyday
language to communicate with a computer system which
would otherwise be beyond his ability.

Still another consideration involves the environment
in which the user operates. The air traffic controller at
a large metropolitan airport cannot afford the luxury
of typing into the system a question such as “What
holding patterns are now available?” when he recog-
nizes that two incoming aircraft are following the same
pattern and onc must alter its course immediately.
However, the man responsible for ordering more type-
writer ribbons for a large organization might con-
veniently query the system with “How many type 43
carbon ribbons do we have left?”

Finally, we can expeet a natural language system to
be reasonable only when the user is operating in an
on-line (and thus presumably time-shared) mode.
There seems to be little advantage in using English to
solve a problem, get an answer, or put in some informa-
tion, when the user is required to wait hours or even
days for the result and his next opportunity to pursue
the issuc further.

In short, it seems rcasonable to consider the use of
natural symbols for accessing a system which manip-
ulates symbols (facts, numbers, documents) and
which involves littlc numerical processing (except, of
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eourse, some frequent computations preeoded into
subroutines which eould thcn be called on), where
the user is essentially a non-programmer and not
thoroughly eonversant with the system, where the
response time, though important, is not critical,
and where the user ean communicate with the
system in an on-line fashion using a typewriter and
perhaps a display. (In the subsequent diseussion we
will not include the use of a display though it should
be clear that it does not significantly alter the sense
of the arguments.) To illustrate such a natural language
aecess capability we are using a hypothetical system
which has in its data base the information contained
in the Official Airline Guide, that is, information about
the schedules and accommodations on flights in the
continental United States. We will assume that opera-
tion of this system will be on-line and that users will
be seeretaries and businessmen interested in determin-
ing available flights and (with the requisite additional
eapabilitics) making the appropriate reservations. We
will first present the organization of the system, then
discuss its operations and indicate how the user might
cxpect to ineract with it.

Organization of the system

We can represent the organization of a language ac-
eess system, be it of the artificial language or natural
language type, by the schema in Figure 1.

rammar Gramuar
£ Input i Data B
Lunguage Dat « 2

Input 4
State- ' : I Linguistic
Analyai — >

ment l- mp r.»n:.l

utiput
el o
Nt

ysi

Figure 1

There are essentially two components of interest
here: (1) the analysis component and (2) the transla-
tion component. The analysis component takes an in-
put statement and analyzes it in terms of the grammar
of the aceess language; the result is the linguistic
analysis of the sentence. Such an analysis is a represen-
tation of the sentenee speecifying (among other things)
syntactie information about the sentence such as what
clementary units (such as words) the sentenee is eom-
posed of, which of these elementary unit sequences
funetion in this sentenec as eonstituents in larger con-
struetions (such as a noun being part of a noun
phrase), how the constituents are eombined in the sen-
tence, and what relations they bear to one another
(sueh as a relative clause modifying a noun phrase).
Figure 2 illustrates an oversimplified syntactic analysis
of the sentence “Can you fly from Boston to Chicago?”

//
/-
ATX i
—
‘ IG DEST
can you fly frém Boston 104:‘330
Figure 2

Ideally, the linguistic analysis of an input sentence
would provide not only the syntactie analysis but also
the semantie interpretation of the sentecnee. Thus, in
the example sentenee the notion of possibility would be
assoeciated with the word can sinee it functions as an
auxiliary verb (as opposed to when it functions as a
noun as in tin can), the notions of to ride on an air-
plane and to glide through the air under one’s own
power would be associated with the verb fly (as op-
posed to when it funetions as a noun), and so forth.
There is, however, no semantie theory sufficiently well
developed for ineorporation into a system suech as we
arc discussing; therefore, we mwust be satisfied with a
syntactie analysis.

The translation eomponent has as its input the lin-
guistie analysis of the input sentenec and in terms of
this derives the appropriate set of operations to be
carried out on the data base. (These operations are
cxceuted by the data base processor which is of no
coneern to us here.) Simply stated, the translation com-
ponent has the task of mapping linguistic structures onto
sets of operations to be carried out on data struetures.
This requires that the nouns and adjectives of the input
sentence be correctly associated with the appropriate
rows and columns of the data base files (or in case the
information designated by a noun or adjective involves
the result of eomputation on the data structure, the
appropriate computational subroutines) whilc the verb
of an input sentenee is mapped onto the appropriate
operation(s) on the data structurc. If the sentence
contains qualifying adverbial modifiers (e.g. tornorrow
or after 4 p.n.) or if a noun phrase is modified by a
relative elause (e.g. a flight which leaves Boston after 1
p.m.) the translation eomponent must recognize this
and determine the appropriate operations.

To sce what is involved in this, let us look first at
the example data base shown in Figure 3. The informa-
tion in this example file strueturc has been taken from
a reeent 1ssuc of the Official Air-Line Guide and strue-
tured in the following way: cach city which is the
destination of a seheduled flight is listed under the head-
ing Destination—Narne; the time zone of this eity, the
limousine eost from the airport to the eenter of the city,
and a list of the names of the cities (Origin—Name)
from which flights to this partieular destination origi-
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Destination File Structure
Destination
Name T-Zone Lim.Cost Origins

Name T-Zone Fares Flights
D-Time A-Time Name Class  Stops ' A_£
Chicago CDT $2.00 Boston EDT F—60.85 8:00AM 9:15AM AA-57 F/Y 0 B-727
Y—50.85 4:00PM 5:14PM TW-437 F/Y 0 B-727
5:30PM 7:50PM TW-101 F/Y 1 C-8%0
New York EDT F—52-30 7:00AM 9:17AM UA-103 R 1 B-707
Y—43.00 7:30AM 8:27AM Tw-421 F/Y 0 B-727
10:00AM 11:12AM AA-251 F/Y 0 C-990
8:00PM 9:17PM AA-297 F/Y 0 C-990
New York EDT $1.75 Boston EDT F—16.50 7:10AM 7:58AM EA-51 F/Y 0 B-727
Y—15.60 10:00AM 10:57AM NE-53 F/Y 0 B-727
5:05PM S:50PM EA-109 F/Y 0 B-727
9:20PM 10: 18PM TW-15 FrY 0 B-707

FIGURE 3

nate are also indicated. Associated with each origin city
is its time zone, the fare schedule (first class and tourist)
between it and this particular destination city, and the
list of scheduled flights between these two cities. Asso-
ciated with each flight is its departure time, arrival time,
the airline name and flight number, the class of travel,
the number of stops, and thc typc of aircraft. Those
familiar with the actual Airline Guide will recognize
that the organization of the information in Figure 3
is not very different from that in the actual publication.

This data base, like every other, consists of certain
pieces of information which have been structured such
that some of the relationships among the pieces are
explicit, some implicit. For example, while each destina-
tion has a timc zone in which it lies and is the end
point of a number of flights, only the former informa-
tion is explicitly stated in the example destination file
structure; the latter information must be obtained by
searching through the data base. The particular data
base shown in Figure 3 has been organized so as to be
maximally efficient for obtaining the answers to a cer-
tain class of input questions. That is, there are clearly
some questions which are simple to answer in terms of
this data organization and some which, though possible,
arc extremely difficult to answer. To illustrate this
point, considcr what is involved in determining the
answer to the question, “Can I fly from Boston to
Chicago?” To ascertain whether there is any such flight
scheduled, it is only necessary to find Chicago under
the heading Destination—Name and then look to sce
if Boston is listed under the heading, Origin—Name.
If so, then the answer is yes; if not, then the answer is
no. Similarly, for the question, “Can I fly from Boston
to New York City nonstop?” the answer can be found
by simply locating New York as the destination, Boston
as the origin, and checking if therc are any flights which
have “0” under the heading Stops.

But it is simple to ask quite reasonable questions
about flight information the answers to which cannot
be casily determined. Even the question, “How many
stops does American Airlines Flight 57 make?” cannot
be answered immediately because the data are not ar-
ranged according to airlines and then by flight numbers
but rather by destination, then by origin, then by flights.
then by origin, thcn by flights. Similarly, questions
like, “What is the quickest flight to take from New
York to Los Angeles?” “Does TWA or American
fly more often between Reno and San Francisco?”
“Does Eastern fly to the same citics as United?”
and “What is the fastest way to fly from New
York to Tallahassee, Florida?” (there is no direct flight
between these two cities) cannot be casily answered,
not because the information is not available in the data
base, but because the information is not organized for
such questions. And there are many reasonable varia-
tions on the data base organization depending, of
course, on where the emphasis is being placed. It is
quite conccivable that a travel agency would organize
the same informations in an entirely different way if
it were continually being asked questions like, “When
do I have to leave Boston on Sunday in order to make
a four hour stopover in Reno, yet be in Los Angeles
by midnight?”

To see what is involved in the actual interpretation
of an input question, consider the sentence “Can you
fly from Boston to Chicago?” which has the syntactic
analysis shown in Figure 2. It is clear that the adverb
of origin from Boston modifies the verb fly and not,
for example, the subject noun phrase youw. The inter-
pretation of the question is not whether someone who
is from Boston can fly to Chicago but whether it is
possible for someonec who happens to be located in
Boston to fly between the two citics. And in general,
the syntactic analysis of a sentence will represent those




24 Information System Science and Technology

constituents which have a close relationship to each
other (e.g. a relative clause modifying a noun phrase
or a time adverbial qualifying the action specified by
the verb) as being dominated by the same constituent.
In the above sentence, the constituent verb phrase (VP)
dominates both the verb and the two adverbials. Of
course the fact that two constitucnts are dominated by
the same higher constituent does not imply that they
share a particular type of relationship; for example,
the relationship between the subject noun phrase and
the verb phrase is certainly different than that shared
between the verb and the adverbial of origin. And it
turns out that cach occurrcnee of the same syntactic
construction cannot be interpreted in the same way.
The question “Can I return to New York from Boston
after 11 p.m.?” is ambiguous; it can be understood as
asking whether it is possible to arrive in New York
after 11 p.m. on a flight originating in Boston, or
whether it is possiblc to leave Boston after 11 p.m. on
a flight heading for New York. For the first intcrpreta-
tion, the operation on the data base would be to deter-
mine for Destination—Name cqual to New York and
Origin—Name equal to Boston if there is an arrival time
later than 11 p.m.; for thc second interpretation, the
locations are the same but the departure time must
be later than 11 p.m.

Clearly the ways in which thc time adverbial modi-
fics the verb return and its meaning have caused this
ambiguity and the diffcrence of translation even though
the syntactic structure, as we have analyzed it, is the
same for the two cases. And as the input sentence be-
comes more complicated such as including relative
clauses, the translation becomes more complicated as
well. For a sentence such as “Can I go to Chicago on
a flight which leaves Los Angeles after 11 p.m.?” the
translation component must recognize that when a city
name follows a verb like leave, depart, go, take off, the
city specified is to be located in the column containing
origins for a particular destination, in this case Chicago,
and that when a time adverbial such as after 11 p.m.
follows onc of thesc verbs, the column containing de-
parture times will be relevant rather than the one con-
taining arrival information.

However, even without a well developed semantic
theory and in spite of the sorts of difficulties briefly
touched on above, an effective translation algorithm
can ccrtainly be designed for a given data base structure
and a given grammar. The number of linguistic types
(as opposed to tokens) is finite and in fact, as we shall
argue below, relatively small. Each type can, if ncces-
sary, be trcated individually in terms of the given data
base. One interesting question is, of course, how general
the translation can be made. For example, the opera-
tions related to answering the question “Docs any air-

line fly between New York and Miami?” arc almost
the same as “Does TWA fly between New York and
Miami?”" the only differcnce being that in the second
case the entry in the Name column of the Flight in-
formation is not free but must be TWA. To the extent
that this sort of eollapsing of opcrations can be ecx-
tended, the translation algorithm can be made more
cfficicnt. Similarly, by treating verbs such as arrive,
land, come down, as the same sort of verb, additional
simplification of thc algorithm can be affected. How
compact the algorithm can be made is certainly an open
question at this point and it depends to a certain extent
on the class of input sentences.

But perhaps the more important question is just how
fast such natural language analysis and translation can
be accomplished. If the fairly superficial syntactic anal-
ysis of a sentence which is produced by a syntactic ana-
lyzer of the Kuno-Oettinger type (Kuno, 1967) provides
sufficient information to a translation component, then
we can expect sentences like “What flights whieh origin-
ate in Boston go to Los Angeles after 11 a.m.?” to be
analyzed in a few seconds. If a deeper syntaetican anal-
ysis is required—as would appear to be the case—then
an analysis procedure of the sort developed by Petrick
(1965) or The MITRE Corporation (Zwicky, et al.,
1965) which handles a class of transformational
grammars will be required. The above sentence taes
anywhere from a few sceonds to a few minutes
when analyzed by these procedures. Of course the
programming for these systems was done to maxi-
mize experimentation not speed, and one could certainly
anticipate a considerable imiprovement in analysis time
in a routine programmed for production work. Even
so, the time involved is significant. Furthermore, no
estimatc on the translation time is available since no
onc—to my knowledge—has decveloped and imple-
mented such a capability. Thus it may well be that
the amount of machine time involved in processing a
natural language input makes the system impractical.
On the other hand, what is lost in machine time may
be more than recovered in personnel cfficiency.

Operation of the System

On this note, let us turn to the role of the user in
such a system. Certainly if a natural language system
such as this hypothetical one is to be economically
fcasiblc the user must not only find the system con-
venient to use but he must be able to improve his per-
formance over that using a faster qucry language-type
system or using some computerless approach. For it
is not clear that from the user’s point of view the
systcm will appear all that appealing. There are a num-
ber of problems which a user will encounter, some of
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which the user of a query language system never
meets. Let us now examine some of these.

First of all, it is quite clear that no class of users will
want to usc all of English in working in any particular
problem arca since not all sentence types will apply
(onc would not expect to ask “Can I persuade American
Airlines to fly me to Los Angeles?”) and certainly only
a very small portion of the total vocabulary of English
will be relevant. In fact, if one begins asking questions
about some area such as airline schedules, he finds
quickly that, except for cxaggerated paraphrases, there
are relatively few ways to ask any particular question
(for example, “Can I fly from New York to Boston?”
“Is it possible to fly from New York to Boston?” “Are
there any scheduled flights from New York to Boston?”
or “Does any airline fly from New York to Boston?”)
and that many of the sentence types used to ask for
onc type of information can be used (with a change of
vocabulary) to ask for other information. Consequent-
ly, it seems reasonable to assume that a quite “habitable
language” (Cf. Watt, 1966) can be defined which does
not involve the full range of English sentence types but
rather a small subset of them. But this of course brings
up the question of how the user of the system knows
what part of English is available to him.

The language available to a user cannot, practically,
be presented to him as a list of the available English
sentcnee types since for any language consisting of
more than a few dozen sentences the user cannot casily
memorize this list and will be spending much of his
time finding out what he can say and how he can say
it. (Furthermore, although the gencralization of the
user’s language will be reflected in the grammar rules
which describe it, it is extremely doubtful that the
average user could utilize these rules to permit him to
recognize the acceptable sentences of the language.)
Nor can the user bc presented with a list of formats
into which he can plug the appropriate names, attributes,
and values—the technique used in the query language
command and control systems. Here, as above, this
approach involves a long list of the possible formats
and the possible vocabulary. Nor does an on-line lan-
guage teaching capability seem feasible for a language
of any complexity. It appears that what the user for
a natural language access system must do is essentially
lear what restrictions have been imposed on the lan-
guage that he already knows (say, English).

What, then, is the sort of information which the user
might be given so that he can learn the limitations on
his language? First of all, he might be told the types of
questions that can be asked of the system. For example,
it is not possible to ask metaquestions of the system,
questions such as “Can you answer a question of the
form . . .?” or “How do I ask a question about . . .?”

or “Do you have information involving . . .7 Further-
more, he might be told to avoid asking questions in-
volving matters of evaluation as in “What would be a
good flight to take from Boston to Chicago?” or “What
is the best way to go from New York to Los Angeles?”
Here the user is not asking for factual information but
rather a judgment on the part of the system; but only
if such a judgment capability is part of the system, will
such questions be included in the access language.

The two types of questions mentioned above deal
with the kind of information required from the sys-
tem. In these cases the issue is what is asked for, not
how the question is asked. Elliptical questions, those
questions requiring circumstantial knowledge of time,
place, ctc., as in “Are therc any flights to New York
on Friday?” or “When does the next planc leave for
Reno?” might pose one typc of problem. Here the
user would have to know that the machine would make
certain assumptions about the information which is
lacking and what these assumptions could be. The
actual syntactic construction and the vocabulary of the
sentence might pose another difficulty. The user might
have to learn, for example, that he could use active
questions (“Can I fly from Boston to Chicago on
TWAZ?”), passive questions (“Is the flight at 6 p.m.
from New York to Miami opcrated by American Air-
lines?”), existential questions (“Is there a flight between
Los Angeles and San Francisco after 11 p.m.?”), and
sentences in which an advcrbial is questioned (how
much?, how many?, how far?, how long?, where?, what
kind of?, cte,) but not questions using have as the verb
(“Does United Airlines have a flight from Washington,
D.C. to Dectroit”) or querying maxima and minima
(“What is the fastest way to get from New York to Los
Angeles?”). Besides these syntactic limitations, the
user will be constrained as to vocabulary. He might
have to realize, for example, that the verbs fly, travel,
and go are part of the vocabulary of the restricted lan-
guage but that the verbs peregrinate, trek, and cruise
are not. Or that airplanes and plane may be used but
aircraft may not. Or perhaps he will have to know
that when talking about a time period hc must use
the word within rather than in, as in within two hours.
The point here is that no matter how cxtensive the
vocabulary of the language is made, there will always
be words lying outside of it and limitations on word
usage.

Coupled with the problem of a limited English
lexicon is the problem of word mecaning. In query
languages, each word has only one meaning. A word
is treated unambiguously by the system, and the user
learns once and for all how the system will interpret
a particular word. Since there is only a limited vocab-
ulary, memorizing the single meaning for each word
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is not a difficult task. For the natural language uscr,
however, there will be a great tendency to use the same
word in different eontexts with different interpretations.
For example, the verb to be eonveys the notion of
equality in the scntence “Logan is an airport,” the
notion of attribution in “Boston is large,” of location
in “Boston is in Massachusetts,” of arriving in “The
flight will be late,” and of remaining in “The plane
will be here for four hours.” Similar problems might
arise with other verbs such as have and get and with
many nouns, adjectives and prepositions which have
more than one mecaning which can be applicable in
asking questions about a particular sct of information.
If the system can reccognize and handle the various
meanings, then of course no problem exists; if, how-
ever, the user must bc constrained to using certain
words in one or two specifie senses, then these con-
straints must be observed.

Looking at this problem of multiplieity from a slightly
diffcrent point of view, there is the problem of the
ambiguous sentence. We distinguish two different types
of ambiguity: structural and lexieal. The first is eharac-
terized by the possibility of analyzing a sentcnee syn-
tactically in morc than one way. Thus, the sentence
“Does TWA or Pan American fly from Boston to
Chicago?” has both the interpretation “Does cither
TWA or Pan American or both fly from Boston to
Chicago?” and the interpretation “Which airline, TWA
or Pan Amcrican flies from Boston to Chicago?”
Similarly, thc sentcnec, “Will the tickets be collected
by thc stewardess?” can be asking if the stewardess
will eollect the tickets or if someone will collect the
tickets over there near (by) the stewardess. The seccond
type of ambiguity, lexical ambiguity, is characterized
by a string of words having a single syntactic analysis
but having at least one word, which, in tcrms of this
syntactic analysis, has more than one interpretation.
The sentence “Can I fly on Eastern from Boston to
Chicago after 6 p.m.?” is subjcet to the interpretation
“Is thcre an Eastern flight operating between Boston
and Chicago which leaves Boston after 6 p.m.,” and
“Is therc any room on an Eastern flight operating after
6 p.m., between Boston and Chicago?” The ambiguity
is due in this casc to the two interpretations of the
model verb, can. And, of course, there are sentenecs
like “Can I fly on Eastern from Boston to Chicago
or Los Angeles?” which contain both types of am-
biguity. If the constraints on the language available
to the user require that all sentences—at least in the
sense that they are relevant to the data base—be un-
ambiguous, then must this be refleeted in the input
question? Or ean sueh ambiguity be tolerated and
multiple answers provided with an indication at the
way cach was arrived at?

In the foregoing we have mentioned some of the
problems which eonfront the user of a natural language
aceess system: the types of questions he may ask, the
amount of information he must provide in the ques-
tion he is asking, the syntax and vocabulary he may
use, and the types of ambiguities which may arisc when
he attempts to formulate an acceptable sentence of
the language. It may or may not be possible to require
the user of such a system to keep in mind all of these
constraints on his language when he is attempting to
use the system. But cven if sueh awareness about the
subset of English available could be mastered by the
user it would clearly be to the user's advantage, and
thus permit him to be more effieient, if hc eould be
relieved of as many of these considerations as pos-
sible. What we are suggesting here is that the user
should not be ignorant of the limitations on the ac-
cess language but that he would be more cfficient if he
could expeet assistance from the system itself when-
cver he makes a mistake.

How then could the system assist the user to formu-
late a well-formed input question? (Reecall that this
entire system would be operating in an on-line, time-
shared mode and that there would be ample oppor-
tunity for convenient and frequent interaction between
the man ‘and the system he is using.) Probably the
simplest error is the misspelling of a word or the use
of a word not included in thc lcxicon of the languagc;
in either case when the analysis routinc begins scan-
ning the sentence in order to associate thc possible
grammatical categorics with the actual English words,
no entry would be found for this particular word. The
user could then be immediately notified that such and
such a word is not currently in the dictionary, asked
to check the spelling, and if he finds it to be correct,
to indicate synonyms of this word. Thus, if the user
had ineluded aircraft in his input question and was
given this rcsponse, he could, upon cheeking the spelling
and deeciding it was correct, indicatc that aircraft =
plane or that aircraft = airplane. Assuming that one
of these synonyms were in the dictionary, the analysis
proeedure would then proceced further. At this same
point in the analysis routine, if the uscr had used a
word sueh as have or maximum, or fastest—words
which might be in the dictionary but which are not
to be used because they involve types of syntactic eon-
struetions whieh arc not handled by the grammar—
the system could make a comment to the user, saying
in effect that the use of this paritcular word is pro-
hibited for such and such a reason and that he should
recphrase the question. The user eould, at this point,
indicate to the system, that he prefers to usc certain
words in a specific way and that the system should
realize that when he puts in a question. Thus cach
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user could establish his own dietionary and usc the
words in it as he has indicated. In fact, entirc idioms
and abbreviations could be defined by a given user
and the system would interpret them appropriately for
that user.

As the analysis routine proceeds to determine pos-
sible syntactic structures for this particular scntence,
it might turn out that some particular strings of words
rcmain unanalyzable after all possible analyses have
been attemipted. That is, the vocabulary was appropri-
ate but the user had formulated a sentcnee with a syn-
tactic construction not handled by the rules of thc
grammar or this particular string of words did not
represent a grammatical construction of English at
all. In ecither case, the user could bc notified that the
string in question is unanalyzable and be requested to
usc another construction in stating the same question,
that is, provide a semantic paraphrasc of the original
question. Notice that the same procedurc which re-
jects exeluded syntactic eonstructions would reject a
sentence in case it contained a word which, though
in the dictionary, could not be used in that particular
construction. For cxample, if the verb be is permitted
with noun phrases and adjectives but not preceding
locative adverbials, then thc response to the question
“Is Logan Airport in Boston?” could indicate that be
cannot prceede a locative adverbial. Here again, the
assistance to the user does not involve any great amount
of additional effort on the part of the system sincc it
must do all of this work anyway in order to eventually
arrive at the linguistic analysis (analyses) of the sen-
tence.

Metaquestions (described before) would be rejected
because their syntactic construetions are not handled by
the rules of grammar. However, no distinetion would
be made by the grammar betwceen this type of question
and onc which has as its goal the answer to a question
from the system, which question, if couched in another
syntactic pattern could be answercd. Thus, meta-
questions would be trecated by the analysis routine as
syntactically ill-formed. However, because the syntax
of metaquestions is so limited [“Do (can) you answer
questions of the form . . .77 “How do I ask a ques-
tion about . . . ?” “Do you know (have information
[data]) about . . . ?”] when the analysis routine deter-
mines that it is unable to syntactically analyze the in-
put sentence the string might be examined in terms of
the metaquestion syntax and the user informed that
such a question type has been detected and is in-
appropriate.

If the analysis routine has finished analyzing the
input string and has determined that therc exists a
structural ambiguity, the user could be notified that
such an ambiguity exists and then be provided with

some or all of the analyses of the sentence, so that he
could indicate which interpretation he intended. If a
lexical ambiguity were deteeted, the system could
simply indicate to the user that some particular word
was being used with the following possible definitions
and request that the user indicate which onc he in-
tended. It should be clear that only after the linguistie
analyses of the sentence have been determined is it
rcasonable to query the user about lexical ambiguity.
Certainly there will be many words in the input sen-
tence which have more than one meaning but many
of the irrelevant meanings will be discarded during the
analysis procedure. Thus, although the preposition in
can mean within both spatially and temporally, as well
as at in the sense of location, there would bc no point
in stopping the analysis routine and asking the user
which of the three interpretations of in he intends in a
sentecnee like “When does flight TWA 32 land in
Boston?” since the analysis routine would automatically
determine that only the locative intcrpretation were
possible here. The question of elliptical sentences is
somewhat morc difficult to resolve sinee in many cases
therc arec no linguistic indications that some pertinent
information is lacking. For example, the sentence
“When docs the next flight leave for New York?” is
perfeetly well formed syntactically and semantically
though to provide an answer requires onc to know the
date and location of the speaker as well as flight
information. Problems of cllipsis can only be resolved
in terms of the information contained in the data base
of the system, its structure, and how the linguistic
analysis of the input sentence is mapped onto opera-
tions on the data base. However, when it is known
what type of information is missing, for cxample thc
location of the speaker, then some standard assump-
tion could always bc made and conveyed to the user.
If he dislikes the assumption as presented to him he
could then be frec to correct the machine and it could
then proceed to determinc the answer to the user’s
question.

What, then, 1s the role that natural language can
play as an access language for computer-based sys-
tems? Wc have suggested that onc of the most rcason-
able cnvironments to place such a capability would
be where the infrequent system user interacts with the
system in an on-line fashion as he requests picces of
information from the data base (we have ignored the
question of how this information originally was entered
or how the data base is updated). But the processing
time for the syntactic analysis of an English sentence
is relatively long (at least an order of magnitude) com-
pared to the analysis of query language systems such
as those described in Barlow and Cease (1965) and
Spitzer, Robinson, and Necuse (1965) and the time to
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translate the resulting analysis into the appropriate
operations on the data base of the system eannot be
even estimated at this time sinee little effort has been
expended in this area. On the more positive side, we
suggested that the availability of English to the infre-
quent user might sufficiently inerease his efficieney
over other available methods to compensate for in-
ereased machine time cven though he faces a multitude
of stumbling blocks like word usage, ambiguity, ac-
eeptable syntactic form of sentenee, and so forth. But
even if the machine can quiekly deteet errors on the
user’s part and point them out to him, it is not at all
clear that a user will desire or tolerate such interaetion.
In short, no definite conclusions can be drawn at this
time. The eoneept of using a natural language to eom-
municate with a machine is certainly an appealing one
and I feel that there is at least some possibility of
achieving suceess in the narrow environment defined
at the beginning of this paper.

But before any attempts are made to design and
implement such a system, I think two efforts should
be undertaken. First, the entire area of translation
from linguistie structurc to data structure should be
carcfully studied to determine (among other things)
just how detailed a linguistic analysis is neeessary,
whether translation need wait to begin until the entire
linguistic analysis is produced, what the relationship
is between the type of information requested and the
organization of the data, what it would entail to build
a translation algorithm which eould aceommodate
linguistic analyses from a elass of grammars (just as
Petrick’s (1965) proeedure ean analyze any sentence of a
language deseribed by a class of transformational gram-
mars) and, similarly, accommodate a class of data
struetures, and so forth. Once this has been donc—or
is at least well under way—a translation algorithm
should be designed and programmed to determine at
least the order of magnitude of time involved. This
programming should be done to maximize efficiency

for clearly if translation time is excessive, such a system
has little chanee of being economically practical.

Seeond, an experiment should be condueted wherc
a group of potential system users arc told they have
such a system at their disposal and ¢an use the tele-
type to eommunieate. The reaction of these users who
are not actually receiving fcedbaek from a natural lan-
guage system but rather from a combination of diagnos-
tic programs and thc experimenters can then be
studied as parameters such as language subsets, seope
of questions, and content of data base, are altered.
Certainly if such experiments show promising results,
we ean be guardedly optimistic. But when, and only
when, both efforts show favorable results do I think
we will be in a position to seriously consider design
of a natural language aceess capability for a eomputer-
based system.
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Language structure and graphical man-machine communication

by WiLLIAM R. SUTHERLAND

Massachusetts Institute of Technology Lincoln Laboratory*

Lexington, Massachusetts

Computer graphies has become an important means
of man-machine information exchange. Unlike econ-
ventional eomputer languages, graphical languages
have reccived little study, and their formal properties
have not been examined in depth. The lack of precise
ways to formulate and represent graphical language
fundamentals impedes the use of graphieal teehniques
in many problem arcas.

The term “‘graphical language™ has been used in a
ecomputer context with at least two meanings (Ross,
1964; Tcager, 1964). First, the term has been applied
to a light-pen and push-button type of language used
to control an interactive system such as Sketchpad
(Sutherland, 1963) or DAC-1 (Jacks, 1964). By
manipulating the light-pen as a penecil and using but-
tons for commands, a user of this kind of on-line lan-
guage causes a pieture to appear on the eomputer’s
graphic display. The seeond kind of graphical language
is the picture language of the output itself.

Use of the light-pen and push-button kind of eontrol
language circumvents some problems inherent in direet
pictorial data input. Well-known deficieneies in eurrent
pattern rccognition techniques make it diffieult to use
pictures as eomputer input data, Instead of presenting
the computer with input data in the form of an already
cxisting picture, we can provide explicit instructions for
eonstrueting the pieture. The extra information avail-
able about how the picture was constructed makes
the computer’s task of interpreting a picture casier.
For ecxample, the computer’s knowledge that two ter-
minals are conneeted by a line would be derived not
from the presence of the line in some drawing, but
from the user’s command, “CONNECT A LINE BE-
TWEEN THESE TWO TERMINALS.” Replacing the
analysis of a eomplex situation by the synthesis of the
result from simple eomponents is a well-known and
useful technique.

Statements in either a control language or a pieture

*QOperated with support from the Advanced Research Projects
Agency.
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language can be well-formed or ill-formed. A typed
control statement like “DRAW FROM (X1, Y1) TO
(X2, DELETE)” is ineorrcet becausc the operation
DELETE appears in place of a numerical parameter.
A picture of a flow ehart might be legal only if a
continuous flow path cxists; a missing flow eonneetion
between two boxes would make the flow ehart ill-
formed. Rules for distinguishing betwcen legal and
illegal construetions are commonly called the syntax
rules of a language.

At present, we know considerably more about the
syntax of control languages than we do about the
syntax of pieturcs. A control language is similar to a
written language in that it consists of a lincar sequenee
(in time) of inputs. The propertics of linear languages
are well understood and formalizing their syntactic
rules is not difficult (Floyd, 1964). A pieturc language
is two-dimensional, and as yet we have no general
method of formalizing its syntax. A number of in-
vestigators are working on the problem,* but to date
usable results are not available.

Sinee the lincar syntax form of a eontrol language is
well understood, there is no theoretical diffieulty in
creating programs that will accept eontrol inputs and
rccognize their form. Several approaches to this task
have becn reported (Lang, 1965; Roberts, 1966).
The basie structure of a graphies system is similar to
that of a compiler. Both accept a linear language input,
rececognize a construct, and take appropriatc actions;
one case creates machine code and the other manip-
ulates a picture. Once the features of a control
language are fixed, creating an input rceognizer is a
well specified task. The system designer is faced with
choiees as to which opcrations to include in the eontrol
language, and how to strueture operators and their
parameters. When these deeisions have been made,
known formalisms are adequate for describing the
control language syntax and for creating the input
reeognizer.

*A partial list includes references 4, 5, 7, 8, 9, and 14.
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On the other hand, the syntactic propertics of picture
languages pose certain difficultics to a graphics system
designer. Two simple examples will serve to illustrate
how different applications require different levels of
complexity in picture languages. First, consider an
interactive graphics system uscd as a simple drafting
assistant. The object here is to use the control language
for synthesizing a neat looking picture on thc display.
Picture syntax is not relevant in this case since anything
wc can possibly draw is legal. Second, consider a
system designed for flow chart programming. In this
case the user will draw a flow chart on the computer
display and then expect the computcr to compile a
program from the picture. The syntax of flow chart
pictures is relevant since the user may request that
codc be produced from an ill-formed flow chart. The
computer program that compiles machine code from
a picture must be able to recognize and reject ill-
formed flow charts. For both these cases control lan-
guage syntax is relevant; the control language must be
well specified and contain operations suitable for draw-
ing pictures.

To determine that a picture is syntactically correct,
one might use an analysis program that would check
an entire picture. While such a checking program is
feasible in many special cases, its construction would
be assisted by a formal notation for cxpressing picture
syntax. For conventional written programming lan-
guages, onc¢ can automatically create an input recognizer
by formally describing the language to a ‘“‘recognizer-
crcating” program (Feldman, 1964). At present, there
is no comparablc way of describing and constructing
a recognizer or checker for pictures.

Whenever a constructive input language is used, the
task of checking a picture may be combined with the
construction stcps used for crcating the picturc. The
tentative rcsults of cach step may be checked for cor-
rcctness beforc being made a permancnt part of the
picture. Advantagcs in operating this way include im-
mediate fccdback on errors, and the use of the human
response time betwcen steps for picturc error checking.
Pcrhaps the most important benefit derived is the re-
duction of error chceking into smaller, more easily
understood parts. The inclusion of this kind of stcp-
by-stcp error checking in a graphics systcm is con-
ceptually simple. At the time thc actions in a construc-
tion operation are defincd one must provide a means for
determining that the pictorial result of this new step
is correct.

Regardless of how picture checking is accomplished,
howevcr, one difficult part of the system designer’s
task still remains. For each application arca, it is
necessary to provide detailed criteria for acccpting a
picture as correct. Any rules used must be formulated

carefully enough so that onc can write a computer pro-
gram cmbodying them, and for many applications this
will not be trivial.

Lct us assume that we can create a graphics system
that can detcrmine whether a picture is correctly or
improperly constructed. In some applications this will
be sufficient. However, we would often like to use the
picture to represent and manipulate non-pictorial con-
ccpts. Thercfore, the computer must be able to interpret
the mcaning we ascribe to a well-formed picture. One
way the picture could be used is as data to a program;
a circuit diagram drawn on a scope could serve as input
data to a circuit simulation program. The program
using the picture as data will detcrmine the meaning
assigned to it by the computcr. Pictorial information,
for example a flow chart, could also be interpreted as
a program. The pictorial proccdure can in turn operate
on other data which need not be pictorial. Thus, we
could draw a program which could make an on-line
typewriter into a sophisticated desk calculator. Nu-
merical answers would be derived from typed inputs
by the drawn flow chart program. The flow chart is
only a picturc, however, and the meaning given to it
by the computer is defined by the programs which use
the flow chart for instructions.

In creating programs which usc a picture in a more
than pictorial fashion, a critical factor is the system
designer’s understanding of the convcntions used to
give meaning to a drawing. Computer and user must
share a common understanding about the picture being
displayed; this can only be accomplished by the system
designer who translates a user’s conventions into com-
puter programs. People usc thc basic conventions for
standard mechanical drawings without much thought;
however, the task of creating a system to control a
machine tool from a mechanical drawing is non-trivial
bccause as a minimum it requires a thorough under-
standing of the conventions used for dimension lincs,
center line, auxiliary vicws, cross sections, etc. Similar-
ly, creating a flow chart interpreter or compiler requires
a careful analysis of flow chart conventions. Before sys-
tems can be developed for many application areas, a
surprising amount of effort must be devoted for formu-
lating the details of the kinds of drawings to be used.

Like natural written languages, natural picture lan-
guages arc often imprecise or even inconsistent. They
generally have developed without the need for a careful
analysis of their properties and characteristics; pcople
just lcarn and use them. We must not expect picture
languages to be as simple and tractable as standard
programming languagcs. The natural and intuitive
featurcs which make pictures difficult to formalize are
precisely those which make them valuable for com-
munication. The lack of formalisms for describing
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picture languages imposcs a rcal burden on the system
designer who mwust crcate the programs for working
with scemingly incensistent picturcs. When at last we
arc ablc to state in precise termis the mcaning of a
picture and the rules for forming dcfinitions of correct
and incorrect pictures, the task of crcating a graphics
system for any particular application should bc con-
sidcrably simplificd.
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Those of you who attended the Tactical Infor-
mation Systems panel session at the Second Congress
on the Information Systcm Sciences might recall
that one of my approaches to being a panel moderator
iIs to reverse the normal procedure of having the
audiencc ask questions of the panel and, instcad,
have the panel ask qucstions of the audience.

Teaching by asking questions i1s known as the
Socratic Mcthod because Socrates uscd it very effec-
tively. History teachers have been known to shun
this method of teaching because they recall that
Socrates died of an overdose of hemlock, presumably
administcred by some of his “pupils.” This thought
does not bother me too much bccausc my reason for
asking questions of the audiencc is to get answers,
not to infuriatc people by making them think. In any
event, Information Scicnces Congress audience mcm-
bers obviously like to think.

Having thus reassurcd oursclves, let us consider
some questions that might be appropriate for dis-
cussion in the unclassified environment of this
Congress. One such set of questions relates to the
generation of requirements for tactical information
systems:

1. How can we develop rcquirements for systems
which provide effective capability for self-contained
tactical C* operations but which are still consonant
with the trend toward centralization of command?
Can you suggest better methods than are now em-
ployed? For example, do thc people who understand
opcrational problems also have an adequatc fcel for
technical capability? Are they able to obtain the re-
sources necessary to find out what they need?
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2. Assuming that operational people in tactical
elements do isolate a problem that can be solved
by the application of technological ingenuity, can they
persuade the scrvice laboratorics and system design
elements to work on thosc problems? Is the inter-
change of information betwecn these groups ade-
quate? How could it be improved?

3. What is the role of nongovernment capability,
profit-seeking and nonprofit-seeking, in the dcvclop-
ment of requirements? The Air Force in its “L"
systems has made considerable use of such groups.
The Army in its ADSAF (Automatic Data Systems
within the Army in the Field) program is following a
similar approach. The Navy, on the other hand, has
primarily used blue-suit capability —a notable
exception being the CINCPAC system. CINCUS-
NAVEUR is designing its automated opcrations
information system almost entirely with in-house
capability. What are the pros and cons of this?

4. When the above problcms have been resolved
and a useful tactical system has been designed, can
it be successfully procured in tactical quantities in a
timely fashion undcr prescnt ASPR procedurcs?
Does the two-stcp procurcment process really work
and eliminate the low priced but incompetent bidder?
Does the Contract Dcfinition Phasc approach fit
tactical systems as well as strategic?

5. What about the interchange of information be-
tween tactical units of different services? Should one
service take the lead in developing systems for all
services in certain tactical information system areas?
What is the impact of intcrnational agrcements such
as NATO standards?

Another set of qucstions* relates to problems with
current tactical command and control

systems.

*Adapted from a previously unpublished set of questions pro-
vided by H. L. Shoemaker as a parl of a taclical command and
conirot study in which 1his author also participaled.
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1. If current programs are not satisfying the need
or are not progressing rapidly enough, what are the
problems?

a.

Inadequate technology —hardware, software,
system design, reliability, maintainability,
weight and size?

Is it available?

Is it used in current programs?

Inadequate funding? Service programming?
DOD approval?

Inadequate Statement of Requirement? Doc-
trinal difficulties? Failure to assign task?
Coordination problems?

Inadequate planning or direction of projects?
Development competence? Programming and
control? Technical direction? Responsiveness
to realistic needs? Over-sophistication? User
acceptance? Capability versus cost tradeoff
studies? Improper technical approach?
Inadequate progress? Poor execution? Too
“global” in character? Management or approval
problems?

Are major problem areas being neglected?
Effects of ECM? Survivable communications?
Interfaces with other systems?

Orientation for today’s operations? For
future anticipated enemy situations or our own
capabilities?

2. Will current interface studies and standardization
efforts achieve compatibility of tactical command
and control systems?

a.
b.

Is compatibility currently understood?

How far should standardization be carried?
Commonality of equipments? Electrical inter-
connection? Different standards to different

classes of equipment? Disposal of existing
equipment? Data exchange parameters (mes-
sage formats, report formats, common data
elements, data bases, computer programs, file
structure)?

c. What are costs of standardization? What are
benefits?

d. Are costs or impact of standardization ad-
equately considered before imposition of
standards?

. What about software evolution considerations?
Can the model O software be expected to last
the entire life of the system?

b. If the answer to a. is *‘'no,” how are changes to
be controlled? Completely by system user?
How should they be justified? With tradeoff
analysis for each evolutionary change provided
to management and funding agencies or by
arbitrarily allocated software improvement
budgets?

c. How can similar tactical systems in various

parts of the world be kept similar enough and

compatible enough to support current force
structure package concepts? Should central
programming facilities be established for

similar systems to provide updating and im-

provement through new programs? How can

this be policed? Can field units be given any
freedom to modify software and procedures?

0 W

The following two papers by senior military per-
sonnel provide excellent insights into current systems
design approaches. Questions listed above for which
you do not find answers in these papers may be con-
sidered your homework assignment, class.
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INTRODUCTION

A brief narrative description is presented of the test and
cvaluation environment surrounding the Automatie
Data Field Systems Command located at Fort Belvoir,
Virginia. The paper begins with a deseription of the
organization and continues with a discussion of those
areas which have been determined as testing-critieal,
such as retesting of software modifieations and the
problem of maintaining external interfaces with the
other services as their requirements, equipments, and
systems continue to cvolve. Problems arc posed with
no attempt made to delincatc solutions. The paper is
offered as a mcans to stimulate discussion during the
Panel Session.

ADSAF and the automatic data field systems command

Because of the unique mix of doctrine and hardware
involved in developing and fielding ADP systems, a
unique organization, the Automatic Data Ficld Systems
Command, was established to earry out the following
missions: research, development and implementation of
ADP techniques and systems into tactical units within
the Army in the field to assist in command and control
functions. These missions arc delineated in detail in
the Department of the Army Implementation Plan
“Automatic Data Systems within the Army in the
Ficld (ADSAF).” As the Commanding General of this
organization, which is a merger of the Command and
Control Information Systems Group (CCISG) of the
Combat Developments Command and the Command
and Control Information Systems 1970 Project (CCIS-
70) of the Army Materiel Command, I report directly
and concurrently to the Commanding Generals of both
the Army Materiel Command and the Combat Develop-
ments Command. In addition, that portion of my unit
which is in Germany is under the operational eontrol of
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the Seventh U. S. Army for the conduct of an experi-
ment being eondueted within that unit. Department of
the Army Staff coordination is done directly through
the ADSAF Management Office of the Assistant Chief
of Staff for Forcc Dcvelopment (ACSFOR).

The Automatic Data Field Systems Command is or-
ganized functionally on a worldwide basis. The three
major systems under development are the Taetical Fire
Direction System (TACFIRE), Tactical Operations Sys-
tem (TOS) and the Combat Service Support System
(CS3).

TACFIRE is designed to automate selected current
artillery funetions. These inelude, for example, am-
munition and fire unit status, fire planning, target in-
telligence, tactical fire control, technieal firc control,
artillery survey, and meteorological data. These func-
tions have, for the most part, been field tested, and the
justification—in terms of cost effectiveness—has been
completed. Fielding is scheduled for the 1970-73 time
frame.

TOS is designed to assist in certain funetions of
operations, intelligence and fire support eoordination.
Representative functions inelude friendly unit status,
task organizations, road networks, tactical troop move-
ment, barrier planning, radio frequency allocation, and
engincer tactical operations. Currently, the major effort
in TOS development is centered with the Seventh U. S.
Army in Germany. With this development as a basis,
thc TOS will be subsequently implemented Army-wide
by the Automatic Data Field Systems Command.

CS3 is designed to assist in selected personnel, ad-
ministrative, and logistical funections. Included in these
are unit readiness reporting, stock control, materiel
readiness reporting, ammunition service, transportation
service, personnel management, strength accounting,
military pay, medical serviees, casualty reporting, Mili-
tary Police services, graves registration, maintenance
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services, and logistic administration. CSs; will be tested
in the Continental United States at Fort Hood, Texas,
and will be implemented Army-wide during the 1970-
1972 time frame.

This, briefly is a functional deseription of the ADSAF
systems.

The Army test organization

The Automatic Data Ficld Systems Command is re-
sponsible for managing the development of the ADSAF
systems. The Electronics Command (ECOM) is respon-
sible for performing hardware and basic software ac-
ceptance and design testing, while the Test and Evalua-
tion Command (TECOM) is responsible for performing
all functional, user-oriented system tests. Coordination
for large-scale troop tests is normally obtained through
the Continental Arms Command (CONARC), which
supplies all troops for troop tests.

ADSAF employment, scope, and interfaces

Some of the units in the communications nets cov-
ered by these three systems will have only card trans-
ceivers while others will only have a mixed-format
message entry device. Communication itself is by radio
or wire over the established communications nets. Each
installation which has a computer will be dedicated to
precisely one of the three systems. Because of the differ-
ing requirements of the three systems, the types of
cquipment which will serve each will be different.

Though the characteristics will vary between the
three kinds of equipment, each computer will be large-
scale and will be surrounded by a significant number of
selected peripherals, depending on the functions and on
the echelon of employment. For instance, each of the
three systems calls for at least two kinds of computer:
a fast computer with large immediate access and bulk
memory for rear echelon and large installation em-
ployment, and a somewhat slowcr computer with smaller
memory for employment in more forward areas and
smaller installations. The forward areas have a more
localized mission and require greater mobility of the
computer systems than do the rear areas with their large
over-views in mission and infrequent relocations.

These pairs of configurations within each ADSAF
system have a requircment for dircet computer-to-
computer communication. To a lesser extent, there will
also be some dircct communication between the ADSAF
systems themselves. And, depending on the local situa-
tion, there will be times when direct data exchange will
be made with other Army tactical data systems and
with the Air Force, Navy, Marines, and somectimes
NATO. Interfaces, therefore, will play a large role in
the testing and in the productive lifc of ADSAF.

ADSAF production/ maintenance philosophy

The hardware portion of this philosophy is cstablished
by existing Army procedures and the ADSAF plan
makes no radical changes. In essence, the total plan is:
one or more contractors will produce the hardware and
the software for the system and will insure that internal
and external interfaces match properly. After the hard-
ware is in production and field issue of the hardware-
software package has begun, system maintenance will
be taken over by the Army. This means both hardware
repair and softwarc modifications and corrections will
be Army responsibility. Certain kinds of hardware
maintenance will be at organization level with standard
support available from depots in the event of failures
requiring skills not found in the organization. All soft-
ware modification will in gencral be by analysts and
programmers located at a higher centralized echelon in
an effort to retain standardization of procedures and
interfaces and reduce the requirements for specialized
technical personnel. Tests for maintainability will thus
be significant.

The systems will not all reach the field simultaneous-
ly, but in three steps. TACFIRE will te fielded first
follow by TOS and CS3, both of which will be under-
going a field concept test and evaluation during the
TACFIRE development. This means that the TACFIRE
interfaces will have to be the test standard for ADSAF.
It also means that simulated inputs from the other two
systems which conform to these interfaces will have to
be available during TACFIRE testing.

When TACFIRE is teing tested, the majority of the
equipment undergoing test will be new to the Army
inventory. Software and system testing of information
systems will be relatively new to Army test agencies.

This, then, is a brief statcment of the ADSAF en-
vironment when the testing phasc is entered.

Objectives of test and evaluation; approaches for
attaining these objectives

The objectives of the test and evaluation of large-
scale information systems (or for that matter any sys-
tem) in the Army are familiar, i.c., to insure that the
product obtained from development meets or excceds
all applicable Army standards for quality of perform-
ance in order that only rcliable, useful, maintainable,
cost-effective and safe systems reach the Army in the
Field.

It is currently envisioned that ecach new picce of
cquipment and every configuration in each system will
undergo the complete classical series of tests from
Engineer Design Tests, which are to collect design data,
confirm preliminary concepts and calculations, and
determine compatibility of components, through Re-
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search and Development Acceptance Tests, conducted
by the developing agency to insure that the specifica-
tions of the dcvelopment contract have been fulfilled,
to an integrated Engineering Test/Service Test (ET/
ST) on thc cntire software-hardware configuration in
the ficld under realistic physical and procedural en-
vironmental conditions undcr the control of an inde-
pendent test agency. This test scquence is controlled by
a Coordinated Test Plan (CTP) which has as one
primary objective the task of insuring that there is no
duplication of tests.

In parallel with this sequence of test cvents, the soft-
warc will be undergoing a similar, though less wcll-
dcfined scquence of tests. The complete software pack-
age must be available for incorporation into the in-
tegrated ET/ST. Likewise, portions of the software
package (or simulation packages which produce sim-
ilar functions) must be available on a phased basis to
support the hardware test sequence.

The end result of this scries of tests is a so-called
“type-classificd” system which is ready for production
and troop issue. Items are classified as one of scveral
standard types when they have been adopted as suitable
for Army usc; when they are acccptable as asscts to
meet opcrational requirements; are authorized for in-
clusion in cquipment authorization documents; and are
described in published adopted item lists. The minimum
standard acceptable for ADSAF systems is Standard A
(STD A): the most advanced and satisfactory items
currently available to fill operational requirements.
Hopefully, the question of production-suitability should
have been resolved very early in ET/ST so that systems
can be produced and ready for issue shortly after type-
classification is approved. Whether or not this can be
donc is an open question and is undergoing study.

The problem of software maintenance

Because of the complexity of these systems, the ET/
ST Scquence is expccted to require at least a year, with
type-classification coming a month later. This is a sig-
nificant amount of time, and it becomes even more
significant if rcquirements are such that softwarc must
be type-classified. Current regulations require extensive
rctesting after each modification before an item can be
re-type-classified through “Confirmatory” test. A Con-
firmatory test (Type 1) is a test or investigation of a
system after type classification as standard and using
ecarly production models, to insure that required modifi-
cations not previously tcsted are acceptable for issuc.

Now, change is the by-word of information systems.
The ADSAF Systems arc to bc designed from the
outsct with provisions for easc of modification and
cxtension. Thcy will be placed in environments which

are characterized by change and will by their very
nature contribute to this change. It is to be expected,
therefore, that almost from thcir first week of employ-
ment, the ADSAF systems manager will begin to re-
ccive requests for system modification. This is no re-
flection on system design adequacy nor on uscr guid-
ancc. It is primarily a product of long production lead-
times and the progressive Army approach to incor-
porating those proccdural changes which arc required
to kcep pace with technological development. In short,
then, the ADSAF systems will impact heavily on Army
proccdurcs, and the functional softwarc will, as a result,
have to be modified to reflect the changes produced.
Each time a change is made there is thc possibility of
a new requirement being produced which will crcate
the need for an additional modification. This is the
expeeted environment. Of course all modifications will
bc analyzed for future impact and this will be reflected
in the redesign in order to rcduce the number of phases
through a time-consuming test cycle.

New additions will also bc a consideration, but they
are a rather different problem. For many of them no
usage expericnce will be available to temper design
plans. Many will rcquirc changces in scveral portions of
the software package. An examplc of this is the addi-
tion of a ncw type of round in thc ammunition inven-
tory. Not only a new technical fire direction task, but
a new weapons cffects and pcrhaps even a new firing
procedures package may bc required to makc the sys-
tem fully responsive to the addition of this round.

The problem then simply becomes the following:
how can testing lead-times be reduced to permit the
incorporation of software revisions and modifications
within a meaningful time after their requirement is
identified and approved? This is almost equivalent to
the following question: does software requirc type-
classification? Or is there a different way of fielding
software with assurance of its quality, accuracy, and
safety? Docs a Confirmatory (Typc 1) test constitute
an adequate test for rcissuc of programs with modifica-
tions?

Evaluation criteria

Of special interest is the determination of the actual
criteria which should be applied to a software package
to determine its efficiency or even its operational suit-
ability. The testing of the software portions of large-
scale electronic equipment is a rclatively new cxperience
for the Army. There is littlc backlog of expcrience in
this type of testing on which to draw. The TACFIRE
system will be the first large-scalc tactical data system
to bc testcd by the Army, and, because of this, great
pains will have to be taken when describing individual
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test objectives, procedures, data, evaluation criteria,
and results.

Of course, onc arca of cvaluation which is important
and quite apart from testing is the cvaluation of pro-
curement prososals. Herc again the Army is gencrally
inexperienced though every day this experience broad-
ens. Many of the arcas which currently have relatively
undefined value when related to “cfficiency” during pro-
posal cvaluation will be easicr to describe preciscly,
wcight properly, and evaluate adequately after the Army
has experience with fielding several large-scale tactical
information systems.

Environmental tests

Such tests present a peculiar problem to the testers

of thc ADSAF systcms for a number of rcasons:

1. It is difficult to obtain and train truly expcricneed
personncl to opcrate a brand-new system during
an operational test.

2. It is difficult to writc a scenario which accuratcly
simulates the conditions of field use for such a
large system.

3. Because of the scope of cach of thcse systems
within the Army in the Ficld, accurate test of the
system in use would require the scrvices of at
least a type-Corps. The requirements in men and
matcriel for the cxtent of service or troop tests
make this somewhat impractical and expensive.

4. Thc balance point between a scenario which in-
adcquately simulatcs actual system procedural cn-
vironment and a full-scale troop test is not easy
to dcfine. What confidence does onc have that
test rcsults obtained from a simulated test will
accurately rcflect system behavior during troop
employment?

5. What part docs partial system performance deg-
radation play during the tcsting cyele? How is it
evaluated?

Complcte solutions to such problems arc not yct in
cxistence within Army test agencics, Until they are, we
must bc overly conservative and systcms will tend to be
ovcr-tested.

Onc arca where ovcr-testing is unlikely is thc area
of reliability. When onc asks for a particularly large
MTBF with 95 per cent confidenee, cither one has to
test a single system for a prohibitively large number of
hours or test multiple systems for a correspondingly
shorter period of time. Normally these tests oceur rela-
tivcly carly in the test cycle and hence in the production
cycle, so that it is unlikely that more than one system
will be available. It is cqually unlikely that sufficient
hours of test will be available sequentially to test the
confidenec requircment. What, then, is the trade-off?

Therc arc other arcas where complete testing prior
to ficlding is impossiblc. But the Army wants assurance
of thc safety margins of a system bcfore it is fielded.
Thesc questions and others like them remain to be
answercd.

SUMMARY

In this short and cssentially non-tcchnical discussion, I
have tried to convey some idea of the test and evalua-
tion framework in which the ADSAF systcms find
thecmselves. Personncl within the Army arc sccking, and
finding, answers to thesc questions daily, but it is rcal-
izcd that cven when the systems are ficlded, there will
rcmain unanswcrcd questions. Our problem then be-
comes that of reducing any adversc impact of such
unanswcred qucstions.




The role of the user in the procurement

of information systems

by ROBERT F. WORLEY, Major General, USAF
Tactical Air Command
Langley Air Force Base, Virginia

The political requirement for centralized decision-mak-
ing at highest governmental levels, aided and abetted by
thc remarkable progress in electronics for data process-
ing, has rcached all branches of government, causing
a tremendous amount of cffort and moncy to be di-
rected toward the refinement of information systems.
Most information systems, whcther in industry or gov-
crnment, arc used most of the timc for management’s
timely cnlightenment so that courses of action called for
by analysis of the data passed through the system, may
be planned. Since information is obviously the primary
commodity in any information system, the differcneces
between various systems arc determined by what is to
be done with the information, where it must flow, the
characteristics of the hardware, the nature of the soft-
warc, and thc environment, both physical and electronie,
in which it is to function.

It is rclatively simple to develop specifications for
fixed information systems. Complexity, sophistication
and information flow can be cstablished with cnviron-
ment not a scrious consideration. The processed data
arc uscd in a fixed or spccialized pattern and flexibility
is not paramount. Technical intcrfaces can be predeter-
mined and communications lines do not change. In
contrast, few, if any, of these static characterictics are
found in a tactical air control systcm (TACS). The con-
ceptual and physical characteristics of a tactical com-
mand and control system differentiate it from any other
type of information system. The developer of a tactical
command and control system quickly discovers that
converting these characteristics into hard and software,
surfaces an almost infinite number of conflicting design
problems. The purpose of this paper is to discuss some
of these design problems in terms of conceptual and
physical characterictics of thc system and, using the
407L procurement, to point out the role of the user dur-
ing the translation of this design into hardwarc.

Conceptually, information handling in any command
and control systcm is a closcd loop involving a scrics of
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repeating steps. recycled to obtain a desired detail or
level of data. Steps in this cycle may be deseribed as
observation, intcrpretation, integration and two-way
communication of information. This cycle forms the
nucleus for the functional attainment of command, com-
munications and control within a C* system. Command
assists the commander in performing intellectual tasks
such as memory, interpretation of new information with
respect to accumulated information, recognition of a
pattern or meaning in a complex of data, and quickly
projccting a course of action as required for the deci-
sion-making process. Inserted between command and
control is the communications function. It providcs the
transition from one to the other. Flexible communica-
tions cnable the system to impinge on the real world,
to operate internally, and to conncct with other similar
systems. The control function allows the application of
command, whether execution is centralized or decen-
tralized. Control is the action interface with wcapons
systems. Even though the C* system itsclf owns no
weapons and is thus a distinct entity from other tactical
weapons systems, the information passed through it is
a wceapon in itself, the use of which will make or break
an opecration.

All three of these functions are common to any mili-
tary information system, but the tactical system has onc
distinctive requircment uncommon to the rest: it must
accommodatc these functions with mobile equipment.
Its design must be bascd on the premisc that it will be
required to operate anywhere in the world, under any
climatic conditions, and under various political and
military constraints. This calls for the cpitome of
mobility and flexibility; it calls also for maximum reli-
ability. These physical characteristics seriously impact
upon the degrce of sophistication and complexity per-
missible, which in some cases determincs the quantity
and quality of information and the rapidity with which
it can bc handled. Thus, the balance between physical
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and conceptual characteristics is much more acutc than
with a fixed information system.

Furthcrmore, since the trend is toward a higher and
higher level of control, these field or tactical command
and control systems must fit into a national command
and control environment and the degree of sophistica-
tion must be compatible with the conceptual and the
physical characteristics of lateral and highcr command
and control systems, at least at points of interface. The
mobilc command and control systems might be thought
of as forming part of a hypothetical worldwide network
of command and control systems of all types—military,
political, economic, or what have you—all of which
are tied togcther to form a national control system.
While it may be argued that conceptually thc entire
network would bc the same, the physical appearance
and environment of this nctwork changes as we movc
from the Washington level to the jungles of Viet Nam.
Thus, conceptual design of a tactical command and
control systcm centers about information flow but in-
cludes such other considcrations as integration into a
national system, interface with lateral systems, military
doctrine and tactics, cost effectivencss, etc. Physical de-
sign centers about the packaging of thc clectronics,
communications, and data processing into modular con-
figurations that are mobile, both air and surface, yet
which provide needed operational capability. The fun-
damental problem, thcn, in developing a tactical com-
mand and control system is to determine the optimum
point between conceptual requirements for information
flow, and physical restrictions dictated by mission en-
vironments, rcalizing that we must often make “tradc-
offs” between the two parameters.

Moreovcer, the physical and conceptual parameters
whose balance we must seek are not static entities. For
example, not all conflicts will be like Viet Nam. Not
all of the physical, gcographic, and political environ-
ments will be like Viet Nam. Thcse environments, what-
ever they are, are not explicitly predictable in either
their combination or in their impact on systcm opera-
tion. Conccptually, if it were possible to have a stand-
ard tactical commander and a standard tactical situa-
tion, the definition of the quantitative and qualitative
spectrum of information that we need to process would
be less complex. But a cursory examination of tactical
mission rcquircments makcs it crystal clear that the
problem is massively intricatc.

The tactical control system must bc dynamic, adapt-
ing to changing needs. Conceptually and physically,
it must bc capable of evolving with scientific advance-
ment and it must bc morc responsive than any enemy
system. Conceptual development appcars likely in the
areas of symbology, information stimulus and response,
information requircments, and programming of informa-

tion flow. The trcnd in information-flow hardware is
toward grcater specd, morc capacity, and sizc/wcight
reduction. These trends, hopefully, will be accom-
panied by incrcased rcliability.

Thus, the goal of ovcrall system design is a tactical
command and control system composed of hardware
that is lightweight, mobilc, reliable, and modular; that
will gather, process, communicate and display the
large volumc of information needed in today’s tactical
operations; and that is capable of worldwide operations.
To meet this goal, the designer of the system must
thoroughly understand the uscr’s requirements and the
user must be cognizant of existing and predictable
technical capabilities.

The term *“‘user” refers primarily to the operational
cchelon which actually uses the data produccd by the
system. At the top, the prime user is the commander
of the combat forcc. At lower cchelons, users include
intermediate commanders, personnel who operate the
equipment, and large segments of the commanders’
staffs involved in production and use of the informa-
tion processed by the systems. In very broad terms
within the Air Force, the tactical command and control
users arc the tactical operating commands—TAC,
PACAF, and USAFE.

It has been a truism that the user determines the
product; that hardware procurement begins with a
stated requirement from a user. And this is normally
thc way a procurement cycle does commence, though
the user may have been prompted, at least initially, by
guidance from a higher cchelon or through learning of
advances in the state-of-the-art in industry.

Historically we can say that whereas aircraft weapon
systems have bcen designed primarily around machines,
and man adapted to them, a command and control
system should bc designed around the man and the
machinery adapted to him. Further, aircraft specifica-
tions can be expressed in such physical terms as
weight/thrust ratios or energy maneuver curvcs, but
such physical terms will not adcquatcly describe the
human enginecring for tactical C* systems. The com-
mand and control system and its opcrator form as
pcrsonal a man-machine relationship as can bc imag-
ined. If thc uscr does not participate during the com-
plete system dcvelopment cycle or if his participation
is stcrile and artificial, the resulting command and
control product will be simply a machine—sterile and
artificial—and not a r7ue command and control system,
It is this man-machine rclationship, couplcd with the
complex of conceptual and physical variables cited
above, which makcs the role of the uscr so important in
the design and development of the system.

This user role—and his participation with the en-
gineers and tcchnicians who arc planning and dcvelop-
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ing new hardware for tactical command and control—
has been rcpeatedly illustrated in Air Force System
Program 407L. The user has been an active member
of every stage of this procurement, from the statcment
of basic requirecments to testing of finished hardware.
During this active participation, the user and all other
members of the procurement cycle have engaged in a
process of continual refinement and clarification of
necds and technological feasibility. The result has been,
perhaps, a new form of symbiosis between the user, the
technician, and industry which may well mark the path
for future development of all command and control
systems and perhaps other weapon systems.

The 407L life cycle began with the user production
of a specific operational requirement (SOR) for new C*
hardware. This document, published in September 1964,
showed an carly systemic approach to command and
control by combining several previously unrelated hard-
ware requirements—mobile command centers, light-
weight radar, mobile air base equipment, new com-
munications complexes—into a single, definitive user
requirement for improved command and control equip-
ment. Despite the inclusiveness of the document, how-
ever, there was nothing else to indicate that this was
anything other than a standard beginning for a normal
procurcment action.

However, in February of 1965, tactical C* users and
technicians participated in a worldwide advanced tacti-
cal air control system study (ATACS) which would
form the basis for many of the more definitive hardware
parameters for 407L. The study was a user-sponsored,
engineer-attended, and joint user-technical product. It
represented an attempt early in the system life cycle to
orient all agencies along similar paths. More important,
though, was the tacit recognition that the user could no
longer sit back and write operational requircments that
specify technical parameters too far beyond the realm
of capability, nor could he state requircments that do
not take full advantage of recent scicntific change. For
many years, the military requirements writer was not
responsible for precise statements of requirements.
Today he is. The ATACS study was conccived as an
effort to satisfy this demand for precision.

The study relates Air Force doctrine, operations,
and organization to tactical command and control equip-
ment and capability, even though the study was pri-
marily conceptual, and dealt almost cxclusively in terms
of information flow. User inputs defincd the numcrous
terminals of the command and control system and de-
tailed the information flow between these terminals in
the form of what data are needed, who needs them, and
in what form. Perishability and priority of data were
also considered. The question of interface between the
TACS and cxternal agencies served to point out diffi-

cultics in defining system limits. This problem led to
new definitions and changes in requircments. In several
areas, the study served to identify new problems which
could seriousl yaffect later procurement. Most impor-
tant, perhaps, was the user-technician rapport estab-
lished carly in the procurement cycle by a study, not
a part of the procurement system.

Programming of new command and control equip-
ment was cxpressed in the proposed system package
plan (PSPP) for 407L, published in May 1965, by Air
Force Systems Command, as a normal part of the pro-
curement cycle. Closely related to the ATACS study,
the PSPP discussed a system of many pieces of hard-
ware, all related, but which could be procured through
different contracts from different manufacturers at dif-
ferent times. Thus, phasing of these procurements was
a most critical action. The PSPP was a combined cffort
of the technical agency Electronic Systems Division
(ESD) of Air Force Systems Command and the user,
Although it was previously normal procedure for the
user to contribute most or all of the operations section
of such documents, user-representatives participated in
the preparation of all sections of this document—
overall programming, operations, logistic, manpower,
personnel, budget, etc. Thus, the user and the engineer
could evaluate mutual impact on the program of such
factors as delivery schedules versus training require-
ments and operational capability versus available man-
power. The result was a schedule which realistically
related operational needs, technical feasibility, and in-
dustrial capability. Corporate preparation of the publi-
cation rather than mere coordination after the fact
insured that the technician understood operational re-
quircments and the user understood technical feasibility
and cost.

Detailed physical parameters were introduced into
the cycle during the preparation of various requests for
proposals (RFP) to industry for specific hardware
items. Each RFP has been developed as a joint user-
technical publication, and meectings with industry for
discussions on these proposals have been joint user-
technical mectings.

Each formal guidance meeting scheduled by ESD
and hosted by the participating industry was hcavily
user-attended. Here, the user was able to give negative
guidance as to specific undesirable designs or ap-
proaches in addition to positive guidance provided by
written specifications.

All of these interactions, as with the ATACS study
and the PSPP, generated changes which have been re-
flected by revisions to basic specifications. For example,
initial requircments for a lightweight 3-D radar were
not in consonance with available technology, i.e., the
specified range and altitude parameters could be ob-
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tained only in a relatively heavy set. However, trade-off
between mobility and performance was found feasible
and desirable. In this case, the user preferred mobility
over some of the performanee parameters, and a revised
set of speeifieations cvolved. Similar trade-offs have
been made in additional areas of 407L as mutual un-
derstanding of operational needs and teehnieal eapability
has grown. Usually the question of ehange has revolved
about sueh factors as timeliness of delivery or sophisti-
eated performanee versus weight or reliability. There
has been no set pattern of responses. The user, however,
has been an aetive participant in each deceision and has,
on several occasions, revised his original speeifications
to agree with new, evolved coneepts or changed tech-
nology.

The degree of user-participation that I have deseribed
during some of the beginning processes of procurement
has been equally true for cach other step of the system
life eyele. Souree Sclection Boards have been equally
user-technieal staffed. Testing and monitoring of the
design of all hardware, beginning with the first article
eonfigured for inspeetion (FACI) and extending
through Category 1, II and III testing, have and will
continue to have detailed partieipation by the potential
user of the system. In general, the user has been an
active participant in every step of the proecurcment
cyele. These interaetions have generated changes. The
quantity of changes—call it refinement of requirements
—has in itself been far greater than usual, but beyond
that is the important innovation that the user has been
willing and able to partieipate in each of the mediations
ineidental to the changes.

Beyond the scope of the normal procurement cyele,
several other aetions have also played a significant
part in 407L C® proeurement and further emphasize the
speeialized nature of this C® life cycle. One such aetion
is the series of special meetings, sponsored by the 407L
Systems Projeet Offiee. These quarterly planning eon-
ferenees have been attended by all military ageneies
that are now, or will be involved with the new TACS
equipment. Confcrees inelude representatives from
DOD, USAF, TAC, PACAF, USAFE, AFSC, AFCS,
AFLC, and ATC. The full range of problems relating
to 407L are diseussed, ineluding programming of all
areas to insure timely accomplishment of produetion,
supply proeedures, personnel training and manning,
neeessary organizational or operational or any other
unforeseen changes. Host for the eonferenee is rotated
among the using commands and the 407L SPO. These
meetings have served to emphasize the wide seope of
tactical command and eontrol and have allowed the
faee-to-faee interaction of the many ageneies that are
involved in its development, proeurement, testing, and
operational use.

Another such action is the change in emphasis on
tactical command and eontrol by the user, best evi-
denced by organizational ehanges within the Taetieal
Air Command. The number and level of staff opera-
tional personnel direetly involved with taetieal eom-
mand and eontrol has been dramatieally inereased.
These operational personnel have been eombined with
Air Foree eommunieations and teehnieal speeialists into
a single staff ageney in order to provide an integrated
and emphasized approach to taetical eommand and
eontrol. Additionally, a new taetical eommand and
eontrol unit, the 602nd Taetical Control Group, eon-
sisting of over 1,400 personnel, has been formed within
TAC substantially raising our eapability in this area.

What I have been deseribing is the taetieal eommand
and control procurement system as it really exists.
There is a new awareness among all ageneies that deal
with tactical eommand and econtrol, of special require-
ments or proeedures for its development. 1 have em-
phasized that the user must understand the eomplete
proecurement eyele and must participate in the whole
eycle. He must communicate with other people who
work in the eyele. This user-partieipation involves user-
obligation and expertise. Other partieipating personnel
are similarly obligated. The teechnician must understand
the needs of the user; he must insure that he ineludes
operational expertise as a eontinuous ingredicnt in the
amalgam of talents that contribute to the final shape
of the system.

Beyond this, the dynamies of our time require con-
tinuous eonsideration of many different variables. The
most obvious factor that impacts on the system life
eycle is technologieal ehange, but other variables sueh
as eost, mission priorities, political and soeial ehanges,
and conditions of eonfliet eombine and interact to
neeessitate a eontinuous re-evaluation of requirements
and hardware. In a sense, our evolutionary C* system
mutates c¢ven as it is being produeed, so that, as mueh
as possible, we reeeive operable hardware that is as
current as the state-of-the-art will allow, while eon-
sidering sueh factors as timeliness, operational eapabil-
ity, and eost.

Our requirements statements must be developed in
eonsonanee with today’s teehnology to meet tomorrow’s
military need, and must provide for evolution into
future systems. The answer to this ehallenge is in a
system where frequent reviews of dynamic factors are
aecomplished and where the system is allowed to evolve
while it is being designed and produced. The speeialized
eoneeptual and physical charaeteristies of a tactieal
information system coupled with the peeuliar man-
machine relationship of any true eommand and eontrol
device make the role of the user dynamie, unique, and
absolutely essential during equipment development.
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Session Summary

The “Brooks Bill” was passed by the Senate during
the final days of the first session of the 89th Congress.
It had been passed by the House earlier in the same
session. The Bill was signed by the President during
the first week of November 1965 and became law
(P. L. 89-306).

This legislation provided specific authorities to:
the General Services Administration for the procure-
ment, utilization, and disposition of automatic data
processing equipment, including administration of an
ADP revolving fund; the Department of Commerce
(National Bureau of Standards) for the development
of data processing standards, the conduct of research
in computer sciences, and provision of technical
assistance to Federal agencies; the Federal agencies
to retain their responsibility for the determination
of their individual automatic data processing require-
ments, including thc development of specifications for
and the selection of the types and configurations of
equipment needed, and the use to be made of the
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automatic data processing equipment and com-
ponents; and the Bureau of the Budget for exercising
policy and fiscal control over the management of the
Federal ADP program.

The management programs of the BOB, GSA, and
NBS are being expanded and intensified to provide a
greater measure of central policy direction, coor-
dination, and guidance to the Federal agencies in the
development of computer-based systems and the ac-
quisition and use of ADP equipment, and to provide a
more concentrated effort in dealing with Govern-
ment-wide problems that involve external relation-
ships with the computer industry, American Stand-
ards Association, and others.

The purpose of the session is to review the status
of the above described BOB, GSA and NBS manage-
ment programs including future expansions now fore-
seen, togethcr with their impacts on thc management
of military ADP systems.
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By way of introducing our four papers, I would like
to give some comments that I had planned to make as
introductory remarks had the Third Congress been
held.

First, 1 believe that our authors share, perhaps
more than 1 had hoped at the time we established our
group of experts, in our opinions as to how much can
be done and wherc. 1 think that we are all indebted
to Tom McFee for thc phrase, “Command Support
Systems,” to describe what we are really planning to
discuss. Let me outline my personal position as to
what | believe we can agree on with rcspect to that
portion of a Command Support System which can
bc designed and implemcnted outside the framcwork
of an individual command. These functions are
typically tools which are used in implementing the
actual operational programs which are part of the
Command Support System. Many of them do not
interface directly with using personnel. Whcre they
do, they can usually be designed so that the specific
language used in the interaction can be (and should
be) tailored to the needs of the specific using per-
sonnel. These capabilities provide the following
functions:

1. Monitoring the operation programs which
actually carry out the desired tasks (the execu-
tivc program).

2. Storing and retrieving data. This capability will
provide for determining what information is to

45

be stored, from what sources it arises for actually
storing the data, and for retrieving data. Two
elements are important in describing thc data
and their sources. The first is a capability for
adding or deleting elements of information from
the files and thc second is providing technical
or administrative capabilities to delimit those
individuals who may changc the file structure.
When data are to be inserted into the files, they
may arise from processing of reports or telc-
communications entering the headquarters or
as the result of operations carried out within the
headquarters. In eithcr case, thc system must
provide the capability to acccpt data from an
appropriate source. It must provide a capability
to change the source or conditions under which
information may bc accepted and it must limit,
by administrative or tcchnical means, those in-
dividuals who can so change the system. The
system must provide a powerful retrieval capa-
bility to retricve information from these files.
To accomplish this, a capability to actually
carry out the rctrieval is required. This must
bc supplementcd by a control mechanism to
limit which information may be retrieved by
what individuals and again there must be a
mechanism for identifying who may change the
system.

. Proccssing the information which has been re-

trieved from the files in moderately complex
manner. This capability includes both the pro-
cessing tools and a set of delineators which
determine who may add processing capabilities
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to the system or may modify the existing capa-
bilities.

4. Tools (compilers, debugging, editing, etc.) for
producing new programs to be added to the
existing complement, together with the necessary
controls to prevent unauthorized changes in
the system’s program structure.

It seems to me that within this framework a com-
mand system can be implemented respective to the
user requirements and which meets Mr. McFee's
constraints with respect to the design of the command
and control system. [ believe that the specifics inter-
acting with programs which I have just discussed will
typically be hidden from most of the users in the real
system, such that the requirements to tailor the
language used for performing these functions to the
command is not really necessary, which I, therefore,
believe also conforms to Mr. Wessell's objections to
laboratory-designed subsystems. Since Mr. Vance
appears to be more convinced than | of the feasibility
of carrying out laboratory designs, I feel that he also
concurs. The element around which we had planned

to center our discussion was, therefore, precisely
who and how and when do the parameters, which
are left open by the system components I have just
described, become established.

The other question is the extent to which having
built the system in the laboratory facilitates the de-
velopment process in the field. | believe that it at
least halves the time required to get a system operat-
ing in response to the requirements of the command.

The final question which I had planned to raise, if
there were time, is a discussion as to whether the
capabilities that [ have just described might not
facilitate the problems of intersystem communication
and, particularly, of the fact that the over-all, world-
wide command system is not implemented as a mono-
lith but rather grows by evolution of its independent
parts. I submit that the capabilities required to pro-
vide the needed flexibility within the command also
go a considerable way towards solving those same
problems for the inter-command communications
problem.




Laboratory design of command and control systems
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INTRODUCTION

The question I would like to address is the cxtent to
which it is feasible to dcsign a command and control
systcm for a military hcadquarters at the facilities of
the developing organization. My opinion is that, be-
causc of variations bctween military headquarters and
the closc user involvement required in the design of
many system functions, it is not possible to dcvelop
an cntirc systcm in the laboratory. However—and
this is thc major point of my thesis—thcre arc certain
common clcments of such systems which arc known
in advance and which will providc a set of general-
purpose tools that can much shorten the process of
implcmenting a command and control system at the
uscr’s facility.

For this discussion, thc¢ term “command and con-
trol” should bc qualified to that of “command.” By
“command” I mcan those functions of a headquarters
that arc concerned with planning and carrying out
military opcrations a day or more in advance, moni-
toring the operations as they unfold, and making
changes in thc plan to meet thc exigencies of the
situation. [ specifically exclude the control, or ‘“‘rcal
time,” function which is addrcssed to producing direct
controlling instructions to weapons and defensive sys-
tems. A great dcal of the confusion with respect to
command and control may bc duc to an unwillingness
to admit that thcsc tend to be scparatc functions. The
control problcm is, of coursc, far from trivial. How-
cver, for present purposcs, I am addressing thc prob-
lems of a hcadquartcrs which either has a small
contingent responsible for such real-time control or
which relegates this area to subordinate headquarters.

The problem

The functions that I want to discuss arc thosc of
providing support to thc commander and his staff in
their day-to-day and longer-term planning. The reac-
tion time for these operations is typically measured
in hours or even longer. It is primarily to personnel
operating on such a time cycle that command systems
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automation can provide rcal support. These personnel
arc concerncd with data problems—in particular, with
problems that arise when one has large volumes of
information that are or may be pertinent to the deci-
sions to be madc. Often the information required to
assist in making thcse decisions is in the hcadquarters
tut is unavailable, because it is inaccessible or because
it cannot readily be put together in the form that is
responsivc to thc particular problem.

An automatcd command system, then, should pro-
vidc the capability for receiving inputs to such a file
of information, for storing it away, for updating and
validating it as appropriate, for rctrieving information
from the filc, and for performing the required opera-
tions on that information to make it addressive to the
problcm at hand. This last requircment is crucial
to an adequate solution to the command problem.
Simply providing large files of information, even with
a relatively prompt but inflexible retrieval means, can
result only in flooding the decision makers with large
amounts of largely irrelevant data. We necd the capa-
bility to rctricvc flexibly and to proccss the data into
a form casily assimilatcd by the using pcrsonncl.

Characteristics of command headquarters

Lct us inquire whcther there are underlying attri-
butes that arc common to many headquarters and that
arc invariant as the personncl within a headquartcrs
changc or as the mission of the headquarters changes.
I asscrt that thcre arc such constant factors and that
by addressing ourselves to them wc can producc a
system which, prior to installation in the headquartcrs,
has solved many of the problems that have proven
very time consuming and difficult in the past when
donc in the opcrational context.

As we compare various headquarters, certain dif-
fcrences are immediatcly apparent. Almost no two
headquartcrs have filcs with the same structure, al-
though somc clements of the files may be widely
shared between hcadquartcrs. The amounts of infor-
mation stored and reccived in a hcadquarters are
highly variable. The processing of data to make them
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meaningful to the using personnel is highly dependent
on the mission of the headquarters and on the person-
alities and eapabilitics of the headquarters personnel.
On the other hand, eertain eharaeteristies are eon-
stant throughout the eommunity:
® large quantities of information must be filed;
® the preeise nature of the retrievals ean only
partially be specified in advanee;
e over time, different elements assume different
importanee in the files, and
® data selection and formatting must be respon-
sive to ehanges in personnel and in mission.
Considering the problem historieally, and foeusing
on the large L-systems, we find that they consist of
three clements in addition to the personnel: a eom-
plement of hardware for the communieations, eom-
puting, and display funetions; an aggregate of com-
puter programs to eontrol the operations of that hard-
ware; and the proecedures used by operational person-
nel to direet the hardware and eomputer programs. It
is largely through these proeedures that the user ean
exereise whatever flexibility remains within the hard-
ware and software environment.

More often than not, the press of system develop-
ment schedules has left the developers with no ehoiee
but to provide a system that leaves little flexibility for
the users or, if it is there, provides it in an extremely
awkward way. We find that the hardware, particularly
the eomputing elements, eontains an inherently large
but finite degree of flexibility, which is eonstrained by
the software. When a headquarters needs to adapt to
changing situations, it attempts to modify its procedures
and to utilize what little flexibility remain in the hard-
ware/software system. The personnel are limited in
their ability to exploit this flexibility by the extent to
whieh they know and understand the operations of the
hardware and software system. Typieally, they do not
understand them well enough to make on-the-spot ad-
justments effeetively, so they end up by making entirely
manual fixes and bypassing those parts of the system
which they ecannot readily modify to suit their own
needs.

Generalized software support

Of the complement of eomputer programs that op-
erates in a eommand headquarters environment, a very
large portion, sometimes well over half, is eoncerned
with tools for produeing and eheeking out eomputer
programs—in short, for the means of modifying the
software part of the system. The remainder consists
of operational programs that provide for retrieval of
data and for processing these data in response to the
speeific requirements. The general package that I
would propose be developed in advanee of implemen-

tation of the system at a headquarters will take eare
of the support functions and will provide a number
of the tools which make the retrieval and proeessing
of data easy. On the other hand, I do not believe that
mueh ean be done in the laboratory to actually tailor
these tools to the operational needs of the headquarters.

These operational programs have to be jointly
worked out with the actual using personnel for two rea-
sons: first, user personnel find it diffieult to formalize
their requirements for a eapability which they may
as yet only dimly understand, and seecond, many of
the requirements, partieularly for output formats, are
rather personal and are not an invariant to be settled
onee and for all.

What, then, ean be done before a system is installed
and completed at the user’s site? I believe that flexible
hardware ean be provided with a memory large enough
for an initial installation and eapable of expansion
as the requirements increase with time (which they
invariably do). Then, I believe that we ean provide
basie software which the user will treat as though it
were a part of the hardware, that is, something whieh
is maintained by the supplier and which the user does
not need to modify. This basie software holds the an-
swer to the flexibility problem—Dby providing the capa-
bility for the user to easily implement the operational
portions of his system and to modify them with little
or no support from the professional programming
community.

The ingredients that belong in such a software eom-
plement inelude:

e A time-shared exeeutive whieh permits the user
to earry on program development and experimen-
tation concurrent with his operations, and to
link a number of remote data sources to his
eomputer.

® A general-purpose data base handling system
which makes it easy for his operational personnel
to speeify whieh data to inelude in their data
base, the form in which they wish to insert those
data, and the modifieation to these deseriptions
as eireumstanees indieate. This data base handling
system would also permit casy, flexible, user-
oriented retrieval of information, and would pro-
vide for eonvenient loading and updating of the
data base.

® A reporting and display system which makes it
easy for operational personnel to specify formats
for reporting and for display of information and
provides a simple complement of easily used
arithmetie eapabilities for proeessing data re-
trieved from the data base prior to display or
report preparation.

o A higher order language eapability for produeing
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efficient operating programs specific to user
needs.

* A set of conveniently usable tools for debugging
and checking out programs both from the stand-
point of the nonprogrammer, data-oriented user
and from the standpoint of the professional pro-
grammer.

All these capabilities are within today’s technology.
We have systems in existenee today in a variety of
loeations which provide each of these capabilities. Some
of them are further developcd than others. Program-
ming languages and exccutive systems are in pretty
good shape. The general-purpose data base handling
systems and report generating and display systems,
while they exist, tend to be poorly human-engineered
in their present forms for an operational environment.
To really satisfy the requirements, they should be sim-
ple and straightforward enough so that a reasonably
intelligent user, familiar with the data that he wishes
to proeess, can learn to operate the system in, at most,
a week or two of part-time instruetion. We seem to
be on the verge of being able to provide that capability.

The primary limitation to our progress with such
systems is not lack of technieal facilities but the faet
that the systems are not yet eonvenient enough to
attraet sizable numbers of opcrational users. As soon
as we get more such users we can shake down the
systems faster and turn them into really useful tools.
Then we ean begin implementation of a general-pur-
pose software package having these basie eapabilities.
Sueh a package would shorten the development eycle
for tailoring the eommand and econtrol system to the
actual requirements of a headquarters by a faetor of 2
or more, and the impaet on the ability of that head-
quarters to evolve its own system would be even more
substantial.

Installation of the generalized software

I would like to diseuss the mechanism by which
sueh a eapability eould be phased into the operations
of the headquarters. Let me postulate that the hypo-
thetical headquarters is now operating with a system
utilizing an IBM 1410 and uscs that headquarters’
variant of the 473L System. The system consists of a
set of files, a set of the basie proeedures supplied
through 473L essentially unmodified, a second set of
proecedures that have been adapted with minor modi-
fications for the uses of the headquarters, and, finally,
a signifieant collection of programs that is specifie to
the headquarters and was developed there to meet its
own needs.

The basie software package that I have deseribed
previously will provide the equivalent eapabilities of
the unmodified programs from 473L. Typically, these

are the programs assoeiated with inputting, storing, and
updating information, and retrieving from the data
base. The phasing in of the new system will eonsist
initially of replicating most of the externals of the
capabilities available to the staff personnel within the
framework of their old system. After the staff is con-
vinced that the new system, operating in parallel with
their old system, provides the same or comparable
capabilities and is easy and straightforward to use, the
old system will be phased out and the proeess of modi-
fying the new system to exploit its enhanced capabili-
ties will begin.

Replicating the old system starts with the ability to
storc the information contained in thc files of the old
system and to retrieve from that store. It should be a
straightforward proeess to generate file deseriptions for
the eategories of information contained within the old
file by a system such as the data base system deseribed
above. Taking the actual file of information from the
1410 System and converting it to the new data base
system is somewhat more complieated. Although this
requires the services of a professional programmer who
understands the strueture of the old file, it is not a
terribly eomplex task and is one that has been done
frequently. Since the new system makes it casy to
change the strueture of the files, it seems desirable
to initiate the ehangeover by preserving the old file
strueture as seen by the data user (not the program-
mer) within the new system, and adding capabilities
and evolving them only after the new system had
demonstrated its ability with the old strueture.

Next, the proeess of trying to replicate the eapabil-
ities of the operational programs for the 1410 System
within the new system ean begin, starting with the less
complex ones. Much of the eomplexity of the old pro-
grams relates to the now straightforward tasks of infor-
mation retrieval and display. These funetions ean
usually be readily accomplished with the general-pur-
pose, user-oriented tools provided in the new system.
This process should be undertaken jointly by the imple-
menting organization and personncl familiar with the
old system so that reasonable tradeoffs ean be made
between slavish eopying of the old query capabilities
and different but simpler eapabilities available through
the new system. As the capabilities eome into being
they will be tried in parallel with the old eapabilities
and it ean be demonstrated that they do (or do not)
produce the same result. Personnel will become famil-
iar with the new and slightly different ways of doing
business and may even, at this early stage, begin to
experiment with modified ways of performing some
of their tasks.

Finally, the proeess of converting the remaining, and
typically command-speeific, programs to the new sys-
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tem begins. Personnel from outside the headquarters
will probably be needed to supplement the headquar-
ters staff for this task. This conversion should begin
slowly, since a great deal of programming will probably
be required and it would be a shame to tie this too
firmly to the old modc if the new capabilities offer
greater power. | would recommend that the opera-
tional programs be priority-ordered and the most im-
portant oncs tackled more or less one at a time so
that the learning process can be brought to bear on
later portions of the conversion process as early as
possible. Bceause the time-shared exeeutive enables
several users to have access to the systcm at one timc,
therc need be no interference between development
and implementation.

CONCLUSION

The proeess I have just described holds many potcntial
problems with respcct to reliability. It is very impor-

tant that the general-purpose tools provided by the
new system be extensively checked out before the eon-
version process is attempted. Inadequacies of the tools
nccessarily reduee user acccptance of the new systcm.
This is particularly true of the exceutive system which
can clobber the parts of the operational program that
the command staff might like to exploit.

In eonclusion, 1 should point out that there is a very
serious problem, particularly in the Air Foree, in
bringing such a package into being. In prineiple, it
is ESD’s eharter to produce sueh tools but, for what-
ever reason, it has proven virtually impossible for
ESD to achieve the funding support required to eon-
tract for such efforts. Until one, or prcferably more
than one, effort to provide sueh eapability oceurs, this
will be talk and not action and we will never be able
to find out whcther these conccpts held by many of
us are valid.



A case for the right

by THomas S. McFEg*
FExecutive Office of the Presiden
Washington, D. C.

“All twelve violins were plaving identical notes.
This seems to e unnecessary duplication. The
staff of this section should be drastically cut. If
a larger volume of saound is required, it could be
obtained by means of electranic apparatus.”
(Author unknown, 1955)

INTRODUCTION

1 quote part of this study becausc it is an excellent ex-
ample of what can happen when classical analysis
mcthodology 1s applied by an outside analyst. It was
contained in the report of a work study engineer after
his study of a symphony concert at the Royal Festival
Hall in LLondon. This report was probably based on in-
terviews, visits, simulations, and other activities
which can be done in a laboratory environment with
a minimum amount of disruption to the user’s en-
vironment.

| realize it is an exaggerated point; but it 1s the out-
come which we must continually guard against when
we try to design automated support for an organiza-
tion without a thorough understanding of the inner
workings of that organization. | use it only to open my
part of the discussion on Command Systems Simula-
tion and Design.

IT you look at the agendas for the last two Informa-
tion System Science Congresscs. you will notice
that we have had sessions similar to this: and if you
read back through the papers that were presented and
remember the discussions at each of these sessions,
you will find that they cover a wide range of subjects.

The ends of the spectrum

The Congress discussions and papers, as well as
the trends in system design technology over the last
*On loan to 1he Office of Science and Technology from 1he Weap-
ons System Evaluation Group, Department of Defense. The ideas
presented in this paper are the personal opinions of the author and
do not necessarily refleci the position of the Office of Science and
Technology or the Department of Defense.

six years, have been controversial. There seems to
have been two general philosophies. and they have
been quite divergent and, in fact, have ranged some-
where between two ends of a wide spectrum.

At one end of this spectrum has bcen the philosophy
that becausc of many problems—administrative,
technical, security, etc.—it is going to be impossiblc
to allow the technicians to become intimately involved
in the day-to-day operations of a command or corpora-
tion. Therefore, the only alternative is to conduct
surveys, interviews, study documentation and organi-
zations in the abstract and to make heavy use of simu-
lation in a laboratory environment. All of these arc
used to produce an ultimate flexible systcm with
many general purpose characteristics which can bc
installed in a customer’s environment. Without any
connotation to any current political philosophies,
and for purposes of this paper, let us call this the
“left” of the spectrum.

The best example that | could find of this “left”
position was reported in a trade journal. | have deleted
any referencc to the well-known systems dcsign or-
ganization involved.

“Secondly, . .. hopes to avoid the sad experience

learned from SAGE. After SAGE was installed,

the operator discovered that information he often
needed was not available to him. It could not lre
requested, could not be displayed, nor was the
computer able to praoduce it. By a series of new
developments not yet disclosed, . . . plans to de-
sign flexibility into the system and into the pro-
gramming of the svstem, that will make it auto-
matically responsive 1o new, unfareseen require-
ments as they emerge, the system will be able to

change itself as it operares.” (Mason, 1963)

At the other end of this spectrum (the “right”) is
the philosophy that only through an involvement with
the user, and with the user himself participating to
the fullest with the designer in his own environment,
can any progress be made. The advocates of this posi-
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tion propose that the technician move into the user’s
environment. They advocate that it takes a continuous
process in which the operator and the technician work
together learning each other’s problems as a team
effort, while they develop and define areas for support
and feasible ways of doing the job from a technical
standpoint.

1 happen to feel that this was closer to what Dr.
Fubini meant in his opening address to this Congress
two years ago:

“The purpose is not simply defined by simple

statements. 1 am saying to you gentlemen—do

not overplan; do not design the software as if you
know what the user wanted, bring the user right
into the middle of your machine and make him
work with it, and you’ll be surprised at how good
the man is. . .. This is why the DOD has recent-
ty changed the rules on military systems. We try
not to deal with Weapons Systems alone, but to
bring the users in. We want to increase interac-
tion—continuons interaction between the user
and the doer.” (Fubini, 1964)

The philosophies at each end of this spectrum have
their advantages and their disadvantages. 1 need not
point these out to this audience as most of you have
bcen involved in systems development somewhcre
along this spectrum. In fact, the very purpose of this
session is to discuss the extent to which success can
be achieved and how far towards the “left” or the
detached, laboratory approach, designers can oper-
ate. Of course, to be practical, somewhere between
these two divergent views there must be a trade-off
point. Taking the particular command, the particular
improvement desired, and thc particular financial,
personnel, technical limitations which have been im-
posed, one can arrive at a “*best fit”’ to the situation.

My position in this paper is to support the ‘‘right”
—if not to convince you completely, at least to swing
the pendulum as far in this direction as 1 can. 1 am
speaking from a number of years of experience work-
ing with various users in their cnvironment, or trying
to convince others that this is the only way to work.
I have been attempting to bring about an improvement
in the development of various support systems to
assist users in performing their jobs.

I have not always been successful, and 1 cannot
come bcfore you with a list of spectacular, technically
clegant, multi-computer systems that have been de-
signed applying this technique. In fact, it is difficult
to measure accomplishments in this area, and some
have a distorted view as to what is an accomplish-
ment; but the only valid measure of success is an im-
provement seen through the user’s eyes. Here, 1
have succeeded.

Some qualifications

There are some definitions and a few qualifications
that should be made early in this paper. First, 1 will
limit my comments to what is known today as com-
mand system design. To make sure that you under-
stand that my comments are meant to apply to the
design of systems to support organizations that per-
form command functions, 1 would like to discuss
very briefly some of these functions.

Command functions involve broad analyses of
strategic problems. This involves allocating re-
sources; alerting, committing and assessing the
capabilities of both your own and enemy forces.
These functions require the gathering of large amounts
of information, aggregating this information, analyz-
ing and processing it in many different ways and dis-
tributing it throughout an organization. Command
functions deal with ambiguous circumstances. Com-
mand functions involve questions like: What are the
courses of action open to my enemy or competition?
Command functions involve planning.

A staff must modify, suggest, and define the com-
mand functions as new situations and problems arisc.
When a plan is selected, command functions include
issuing of orders. They include monitoring the execu-
tion of these orders against the plan. Finally, intelli-
gence may start the cycle over again, generating a new
command, a new plan. In summary, command func-
tions are concerned with the total management of
the resources of a command or a corporation. Or-
ganizations that perform these functions are the com-
mand systems themselves.

I am addressing my comments concerning the Sup-
port Systems that can be designed to assist thcse
organizations to perform better these functions. In
fact, a much better name would be Command Support
Systems. If we did this, it would help us realize that
we are not designing a Command System or replac-
ing, or even augmenting one that is in existence. We
are only providing support to an already existing
system that is already performing the functions dis-
cussed above.

| can speak from experience in the military environ-
ment. 1 have a feeling that the things we are dis-
cussing here today are just as pertinent to the in-
dustrial management environment at the command
function level as it is to the military. Discussions with
friends in industry havc substantiated this; but 1 will
let you make your own extrapolation to the industrial
environment.

Secondly, | wish to make clear that | am not talking
about research in the information systems area. If
1 were, | think 1 would take a complctely opposite
view. One of the real problems with operating in the
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“right™ mode is the tendeney of this environment to
inhibit major and long-range innovation. The user has
a job to do. He is going to be involved in his present
position, probably for only a short period of time. He
wants to see some payoff that will help him. He,
naturally, is going to take a dim view of any long-range
or any non-mission-oriented researeh. Yet there is a
very great need for researeh in the command informa-
tions systems area. We have mueh to learn about
modcl building, gaming and simulation, rctrieval, data
analysis techniques, indexing, document storage, dis-
play methodology—to name only a few. Software
research efforts need to eontinue, and we definitely
need realistic problems and realistic data to use in
these researeh efforts. But the user’s environment is
not the setting for this type of work.

I am not too eoneerned about the status of this type
of research because work in the areas that [ have just
deseribed ean be donc quite well in the detachcd
laboratory environment. In faet, there i1s muech re-
search of this nature being sponsored for application
on non-military problems. Government, libraries,
edueational groups, commereial and industrial groups,
all have a need for this rcseareh.

Another reason | am not coneerned about this re-
seareh stems from the fact that [ have not found prob-
lems in the military that are so different from problems
eonfronting the rest of the world that they require
independcnt rescarch efforts for exelusive military
appliecations. These basie problems are in existenec
everywhere and realistie problems as well as realistie
data ean be drawn from less sensitive areas. In faet,
from a teehnieal standpoint, even more challenging
problems are in existence outside the miltary en-
vironment. This is not to say that thc military does not
have a need and an obligation to sponsor basie re-
seareh in eommand information systems area—it
just should not be done in the user’s environment.

Now probably not many people will argue with me
on this subject, so why did we get in the position of
attempting or advocating research in the user’s en-
vironment? [t seems to have eome from a problem of
semantics. and this was brought about by some arti-
ficial definitions which we had to dcvelop in order to
get around some serious funding problems. Wc have
not in the past, nor do we have today, any really
good guide lines as to how mueh to spend on develop-
ment, and how mueh to spcnd on researeh, hardware,
ete. This problem is not unique to the military eom-
mand arca and is one whieh seems to plague researeh
managers everywhere. But in this area, because the
teechnology was new and managers did not have the
understanding of the eomplexities involved, we have
been able to get away with some eolossal misnomers.

We have had some tremendous developmental ef-
forts whieh have been ealled researech for funding
purposes; and some tremendous researeh jobs whieh
have been funded under developmental budgets.

Unfortunately, these misnomers have done no one
any good. It has eaused apprehension on the part of
some users who were expeeting an operational sys-
tem, and [ am sure it has drawn away some exeellent
rcsearch talent and relegated them to menial develop-
mcntal tasks.

1 cannot help but remember a definition in this area
that I overheard at the 2nd Congress at thc Home-
stead. If you remember, implieit programming was
the number one item for discussion. They said. **You
have heard of problem-orientcd languages and you
have heard of maechine-oriented languages, and pro-
ecdurc-oriented languages —well, implieit program-
ming is a fund-oriented language.™

I offer no solution to these problems of funding.
and | hope some of thc other sessions either at this
Congress or those that will follow will try to tackle
this problem.

So | am talking about the development of an opera-
tional system—not rescarch. A eertain amount of
experimentation for immediate systcm improvement
is necessary in the user’s environment and is the only
place where it ean be done. But research is better
done elsewhere. [ will assume that the researeh has
been sueeessfully accomplished, and this researeh is
readily available to the development effort.

In summary then, we are discussing development,
not research; eommund support systems, not com-
mand systems: eommand funetions, not control or
tactieal; and we realize that we have some serious
funding problems.

Keep in mind that my prime purpose for this paper
is to eonvinee you that developmental work ean only
be suecessfully performed within the user’s environ-
ment on a day-to-day basis, with his staft, and that [
hold little hope for any successful developmental
work being done in the detached laboratory which
will have any rcal payoff or any possible application
when later installed in the user's environment. | plan
to use the following method to eonvinee vou of my
position. In my experiences | have eome across somc
very basie characteristies of the organizations at the
eommand function level. Most of these ehuaracter-
isties are probably quite obvious to you all regardless
of whether you have been working on the inside or
the outside. What probably is not so obvious to the
outsider is the importancc that intimate knowledge
of these eharaeteristies plays to the development of
any system that would support the organization.
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The hypothesis that 1 will leave for you is that only
through the type of relationship which I am advocat-
ing is one ever going to be able to determine these
charactcristics and the parameters ncccssary for
dcsign of a successful system. As 1 explore a few of
thesc characteristics, ask yourself, first of all, the
necessity of knowledge of these characteristics in
the design of a system; and second, the feasibility
of determining these relative parametcrs on the basis
of interviews, laboratory simulation, questionnaires,
and documentation. These are the only things that
are available to my friends on the “left.”

The new environment

Probably the most important characteristic of or-
ganizations that needs to be examined in the design
of a command support system is the cnvironment
within which these organizations have to operate.
Although much has been written on the subject, 1
feel that few people on the outside have a real feeling
of the depth and size of the effect both in organiza-
tions and facilitics that has rcsulted from the change
in environment over the last 10 to 20 years.

1 am talking about the complexity of the new mili-
tary responsibility caused by the impact that modern
tcchnology has had upon our command environ-
ment. Modern complex weapons systcms and new
tcchnology of warfare have contributed greatly to
this change. The number and complexity of our
wcapons systems, the speed of transmission of in-
formation, and the advances in communication and
transportation tcchnology, have brought closcr to-
gether the nations of thc world. This has caused an
abrupt change in our basic concept of operations.
Our command organizations have continually striven
to evolve and change their ways of operating to keep
pace with the changes in environment. The change
has had such a far-reaching effect that only those or-
ganizations have been able to survive which could
change their objectives, their methods and their struc-
tures rapidly enough to keep pacc with the changing
environment.

Not only has this change come about over the past
20 years, but the situation is so dynamic that the en-
vironment changes on a day-to-day basis. Our national
objectives supporting a basic foreign policy position
have been known to change on a moment’s notice,
affecting many thousands of people and producing a
nippling throughout all agencies of the government.
It may have not only military and foreign policy im-
plicdtions, but profound political effect, both in this
country and in others. Entire countries in which we
have had little or no interest, have come into the spot-
light overnight. Obscure Army Master Sergeants in a
far away country become leaders of national import.

Events which in the past have had little or not effect
on military or political operations, all at once be-
come of great importance at national level. In order
to survive in an environment such as this, people,
machinery, communications, procedures, organiza-
tional arrangemcents, have had to be as dynamic and
responsivc as the environment itself. The organiza-
tions that are with us today have adapted to this en-
vironment. Many that haven’t are no longer with us
or have been relegated to positions of unimportance
and we hope will some day disappear from disuse,
because as long as they remain out of step they can
only work against the interests of the government.

What 1 have just said you have heard before. But
| emphasize again that the effect that this has on com-
mand support system development must not be fully
appreciated by all of the computer industry or 1
wouldn’t be seeing proposals that contain hardware
with Cuba buttons or software that requircs modifi-
cations to change the Cuba button to a Dominican
Republic button. Our command organizations today
are changing so rapidly that even if they do have time
to make up a simple organization chart, it is obsolete
by the time it is off the press. Documentation of pro-
cedures is a rarity. Some have stopped printing phone
books, and the travel office has become one of the
best places to find out “‘whois in charge.”

The implications that this has to our systcms de-
sign is basically this: If we want to know anything
about the environment of an organization, we had
better move in and live with it. They cannot afford
the luxury of stopping long enough to tell system de-
signers what is going on. And if they try to send a
user representative to the laboratory, he can tell us
only what it was like when he left, and then only one
man’s view of the organization.

How they work

Organization is the next basic charactcristic of
commands. One must find out how they work. In-
formation on this aspect of a command is vital for a
system design. But where do we go to find it? The
classical way of doing this is to look at organiza-
tional charts, charters, directives, executive orders,
statements of procedures, rules and regulations,
and any other formal documentation on how an or-
ganization works. Now even if the changing environ-
ment discussed above were not true and organiza-
tions did not change and evolve as rapidly as thcy do
—and if thc above things were in existcncc and were
up-to-date, how far can they go to hclp us in under-
standing the organization and the operation of a com-
mand? Based upon my experience, | can say that they
are almost uselcss, or at the most, they lay only a
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very broad groundwork for what can turn out to be a
tremendous data collection effort that is necessary
to find out how an organization really works. But the
things mentioned above are the things that are avail-
able in the outside laboratory environment, and are
some of the things that one will collect from brief
interviews or questionnaires.

Probably the most important single thing that I
have learned is that if we are to provide a command
with a support system or support aids, we must have
a fairly intimate knowledge of the inner workings of
an organization. Many of the intimate and close-
working relationships that exist in the command en-
vironment become known only after long association
with the command. These relationships are vital to
the exercise of command and must be dealt with in
any command system designed to support that com-
mander.

The formal documentation of organization and pro-
cedures many times tells only a small part of the total
story. Many of the procedures, if they are not obso-
lete, are impractical and people do not use them. Many
procedures just don’t work and people have learned
this and they have long since fallen into disuse. Some
procedures just take too long and people have found
that they can get away without using them.

Completely outside the formal organization is the
informal or back-door method of operation. These
are the personal relationships, the temporary innova-
tions that prove effective, the cross-organizational
communication channels, the by-passes, both up and
down. All these have been developed to meet better
the challenge of the changing environment. The larger
the organization, the more of these back door routes
are developed. Some of these are legal and definite
improvements to these procedures, and soon they
may even be formalized. These, with a little digging,
are not too hard to discover. Most users are proud
of their innovations and when they come to know
you they will be glad to share them with you.

Thc others are the ones that are almost impossible
to discover—the illegal operating procedures. When
[ say “illegal,” I mean, of course, in relation to their
formal charter, etc. Innovation in this area is important
if an organization is to survive. Knowledge of these
procedures is as important to the system design as
the legal ones, but this knowledge does not come
easily. Before a commander or his staff is willing to
share any of these procedures with an outside group,
he must be convinced of their intentions —convinced
that they are on his side. This confidence does not
come from an occasional visit or an interview, but
can only come from a long term personal involve-
ment with each other. He handles these procedures

with utmost caution because, if they were cut off or
in many cases formalized, he could not do his job and
his organization would soon be out of business. What
we are discussing is his very future, his career, and
what is more important, the actual well-being of our
country.

Some of my colleagues may argue as to whether
knowledge of these factors is really necessary to the
development of a system. To this I can only say that
without the knowledge of the detailed workings of
an organization, it is almost impossible to measure
progress. Unless we are able to determine how an or-
ganization really works and be able to determine
where we are in relation to where we're going, we
have no way of knowing whether we-re improving the
situation. All too often I have seen groups recom-
mend changes which they thought were improve-
ments based upon formal organizational arrangc-
ments only to find out, too late, that these changes and
many more had long since been made. Without this
intimate knowledge we have no way of knowing what
is realistic, what is relevant, what is practical, or how
large a step we should make in improvement. In fact,
in a practical sense, we need to know who really can
make the decisions as far as continuing the system
design effort.

The decision process

Another organization characteristic is the basic de-
cision process itself. I assure you that I have a com-
pletely different view today of how decisions are
made in command level organizations than I had some
years ago. This is also something that one cannot pick
up secondhand. This is something that one has to sec,
to be involved in, to have a real understanding of how
decisions are made and more particularly, the use of
information in this process. This is the aspect of the
process that is of most concern to system designers.
The ultimate system pictures the decision-maker sit-
ting in front of a screen, a console, or in a board room.
listening and viewing the most accurate, up-to-date,
well-organized, carefully filtered information —mak-
ing various decisions which are then handed down to
his staff. In reality, this is not the case at all. But
how this process really works in a particular organiza-
tion, what information they use, when they use it,
and what they do with it, is vital to the design of any
information system. It is, of course, the key to how
the organization works.

Some have tried to gain an insight into this decision
process by studying records of processes in various
crises. Here one has tried to determine who made the
decision, what the decision was, when the decision
was made, who was involved in it, and what informa-
tion they used. This process, in general, has met
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with almost complete failure. The reason for failure
is important. It has failed because it had been as-
sumed that decisions were made at one particular
time, based on a collection of the best information
available at that time; while in reality, the decision
process involved the whole organization and many
other groups. The decision, although it may be man-
aged by a commander, involves his entire staff. This
staff is continually making decisions. This staff is
recognizing, filtering, sorting, editing, selecting,
translating, inputting and outputting, making deci-
sions on what to throw out, what to leave in, what to
get more of, whom to coordinate it with, and whom to
inform. Decisions are being made as to relevance and
importance. Information that has been stored in li-
braries and information that has been accumulated
in the staff’s own minds maybe many years before,
are being called upon and used. Mistakes are being
made. Data are being translated and summarized.
Data are being misinterpreted. Many specific human
processes are taking place. Many of these are difficult
to understand, much less record and study. The staff
is trying to judge, is trying to relate, is trying to re-
member, is trying to prcdict, infer, create, associate —
all of these involve decisions. And when we put these
all together and final decisions are made, they may be
based on many other factors, prejudices, agency pre-
rogatives, jealousies and the like, both relevant and
irrelevant. Much of this information in decision-mak-
ing progress is unrecorded. Much of it is done verbal-
ly. It’s not only the commandcr for whom we must
provide this command support system - it is his total
organization.

I repeat, study of an organization and its dccision-
making process as described abovc is not something
we do secondhand. It is something that takes a long
time, close involvement, mutual trust—evcn to get a
partial picture of what really goes on within an or-
ganization.

But these things arc thc very parametcrs needed in
the design of an information system. Without them,
information requirements arc lacking. Without them,
information flows, storage capacity, loading limits and
other necessary and very vital inputs for the design of
asystem are meaningless.

The importance of information

Although the concept of information and its im-
portance to both an individual’'s and an organiza-
tion’s existence has been known for a long time, we
seem to have shied away from considering this as a
basic design parameter as if it were something almost
immoral. Neverthelcss, it is very clear that the posses-
sion of information is the very essence of power in
command level organizations. Show me the man who

has exclusive possession of information in an organi-
zation, and 1 will show you the man who is thc most
powerful in his organization, regardless of his po-
sition. Although most peoplc will agree with me on this
subject, few will admit it openly. Ignore it if you want,
but it is a fundamental fact and a real characteristic
of organizations at this level and must bc dcalt with
by any system designer.

The effect that information systems have on the
distribution of information, and therefore on power,
is of course, obvious. Any change or disruption in
access to, possession of, or distribution of informa-
tion will be resisted by those who may think they will
lose power by this innovation. Intimate knowledge
of an organization, how it works and who posscsses
information, is necessary. The ability to be the sole
possessor of a piece of information and to gain access
to the boss because of this information is so important
to organizations at this level that a system dcsigner
would do well to remember this when he proposes
unlimited, on-line access across organizational lines
to various lateral as well as subordinatc units. No
commander in his right mind will allow such a systcm
to operate unless he knows he has full control over
who has access, over what he gets, and when he gets
it. Security is only a minor problem compared to what
I am discussing.

These are not things that are talked about in the
open—they are not things that you will come across
by a casual association with an organization —they
are things you must dig for. Unless the user has been
so involved in the development of his own system
that he can assure himself that his information is
being protected, he will not use the system regardless
of how well it works. Actually, this characteristic
of an organization can work to the system designer’s
advantage. Automated support can provide the user
with more, better, and faster information, and pro-
vide better controls and better access to information
than he can possibly hope for without automation.
You cannot just tell him this. He has to see it. He
has to be convinced that he can use it to his advant-
age.

Flow of information and exercise of authority

One must also understand the differences bctween
flow of information and the execution of command
authority. Unlcss a system designer can determine
the differcnces between flow of information for these
two purposes, he cannot properly design a system to
support the command. This distinction is not easy to
understand; and it is not just the system designer
that has troubles with this one. The user needs real
help here too. Professor Oettinger describes this
problem very well:
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While there are legitimate reasons to guard
privacy, at least part of this concern arises from
a mistaken confusion of information gathering
with the exercise of authority. Clearly, the open-
ing of information lines up, down and across,
would legitimize a leaping over organizational
boundaries that, while essential for real accom-
plishment, is done nowadays only at official risk
and peril. Organization lines reflect lines of au-
thority, but while knowledge is power, the gather-
ing of information is not the exercise of authority.
It seems, therefore, perfectly proper for a man-
ager to leap several levels down in search of an-
swers, or for a subordinate to leap across or-
ganizational lines and occasionally over his
boss’ head, so long as decisions and orders travel
by normal channels and care is taken to protect
legitimate confidences such as, for example,
actual salary figures.” (Octtinger, 1964)

Resistance to this method of operation is natural,
but | feel it comes more from misunderstanding of
the differences between the two information flows
and that they must and can be separated. How to
do this requires some real ingenuity and detailed
knowledge of how the organization works.

This method of operation is part of the Ncw En-
vironment and it is here to stay. Dr. Hollomon
pointed out that:

“President Kennedy ... has insisted not only on

the right, but the necessity to talk to those who

are informed, and not only to those who, by some
quirk of accident, occupy positions of authority.”

(Hollomon, 1964)

This was not a peculiarity just of the Kennedy Ad-
ministration, but has become a method of operation
throughout the government. It actually started with
the change after World War Il when this country
assumed a global concept of operations. There is a
nced for current information in each agency of the
government at all levels. Who needs it, when, in what
form, etc., are inputs for system dcsign. As you can
see, this is not just an internal problem for a par-
ticular command. To gain an understanding of the
interagency. intercommand communication problems,
you have to be there when it happens.

Command resources

When we discuss resources of a particular com-
mand, we normally think of financial rcsources.
When we are writing a proposal, we always have in
the back of our mind, regardless of the job we've
been asked to do, the question of just what is realistic
from a financial standpoint, and try to hit within that

ballpark. There are many other resources of an or-
ganization which are normally overlooked. Some of
these resources we can discover quite easily, but
others can only be discovered by operating in the
user’s environment.

We need a knowledge of the staff itself, its educa-
tion, its background, its training, its abilities and its
limitations, its technical qualifications and experi-
ence, and many other intimate factors and charactcr-
istics. Although this information is not needed at the
level of a particular individual, it is nceded in general
to help determine the best way to provide support
systems for an organization. Answers are needed to
questions such as: How far can one go in formatting
input? What procedures and methods are conve-
nient? What is realistic within current and projected
personnel limitations? In my role as a systems evalu-
ator, 1 have seen systems that would take Philadel-
phia lawyers to operate them when only seamen are
available. 1 have seen systems that would require full
colonels *“mark sensing” to make them work. In or-
ganizations at this level, wc don't retrain people for
a particular job. Unlike SAGE, we can’t build a
simulation lab and train new console operators. We
are dealing with busy and senior people. At this lcvel
we don’t restrict them for hearing or visual deficien-
cies because this has little effect on their ability as
commanders, but these deficiencies have a lot to do
with how they use a system.

A characteristic of organizations at this level is that
they are top-heavy with high-level people. There
never seems to be enough clerks, typists, and en-
listed men to go around. There are some very im-
portant reasons why this is true, and some equally
important reasons why this is not likely to change.
1 think this comes from the fact that there is not nearly
as much routine, delegatable work going on at this
level as one might think. Systems designers very often
overlook this fact.

Knowledge of the resources of a command arc
necessary if we arc to determine what are somc of
the trade-offs between operational convenience and
utility. It is necessary if we are to do any cost benefit
analysis and develop realistic alternatives. | have not
yet found a way by which 1 can determine these char-
acteristics of an organization from the outside. The
problem of self-criticism is very important here.
Command level organizations are very sensitive to
criticism. They keep their mistakes to themselves.
Self-analysis is almost unknown eXxcept in a very small
segment of an organization. This is not only true due
to the psychological and personal aspect of this analy-
sis, but also due to the political and security aspect.
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Security

Now let’s look at the last characteristic of organi-
zations at this level that we will discuss—security.
This is something that has plagued system designers
and all organizations that have attempted to use sup-
port from outside groups in designing and building
systems. I realize that it has been used as an excuse
many times to inhibit innovation. But in spite of the
abuses of security, it is real indeed. I have never been
convinced that it is a problem peculiar to military or
intelligence groups, because the problem is broader
than one of national security, in its strictest sense.

And if we look at it in this broader context, I think
we will see why it is such an important problem. We
will also see why it is one of the characteristics of
organizations at this level which makes it almost im-
possible to use groups outside of the administrative
and security control of the particular command. To
get around some of the security problems, we have
tried to design some systems using simulated data,
sanitized scenarios, and hypothetical situations.
We, of course, have run into the pitfalls of the tech-
nician working on the outside not knowing what is
reality and therefore not knowing if his ersatz data
is realistic. When we tried to have the user provide
us with realistic data, he did not know enough about
the technical characteristics of the system to be able
to provide technically complete data. We have had to
build and design based on what we thought it was like
on the inside. I see no acceptable technical solution
to this problem. I have yet to find a system that was
fully checked out on simulated data that didn’t hang
up the first time I put in a real message.

While working within the user’s organization, many
of these problems can be solved. There are areas
where security and administrative problems prohibit
the user from delegating his responsibility to an out-
side group, or even from presenting information out-
side his immediate area. In the development of our
tactical systems, we were able to get a pretty complete
knowledge of a small portion of the total system.
But system designers at the command level become
intimately involved with the totality of information
which is known to only a few, even inside the organi-
zation. This information could never be released to
a group of outside technicians. A commander does
not release this information to just anyone, regardless
of his security clearances. But by becoming involved

with his organization, working on a day-to-day basis
trying to solve the technical problems, a mutual trust
is developed and certain administrative controls can
be established, allowing the technician to have access
to information that could not be generally released.

The technician must, in turn, give up some of his
freedom in return for possession of this information.
He finds himself in a position where it is difficult to
speak or publish reports about his work. He can easily
find himself restricted in his technical approach and
required to attack the ‘“brush fire” problems part
of the time. But the access to this information and the
reward that a technical person gets from the chance
to use this information in the application of advanced
technology, and the personal satisfaction that he gets
from seeing his development being applied to real
problems, providing real solutions, far outweigh any
of these restrictions.

Not everyone will work in this environment. But
1 am convinced enough of its importance to try to con-
vince others that this is the only approach to making a
useful contribution to the problem. The *‘other way”
is not very rewarding or productive.

CONCLUSION

In summary, I have tried to explore some of the char-
acteristics of command level organizations that
make operating in the ‘left” mode very difficult.
There are, of course, many others, and I have only
briefly touched on the problems that the “right”
mode of operation can have. This is the subject of a
whole paper itself. In all fairness, I must close on the
point that system designers are not the only people
that need convincing on this method of development.
Many of the users and a lot more of the financial
managers still do not support this position.
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The development of a

by PuiLiP R. VANCE
The MITRE Corporation
Bedford, Massachusetts

INTRODUCTION

Don Drukey has asked me to diseuss the ‘“‘extent
to which a ecommand and control system e¢an be de-
signed on the basis of interview and laboratory
data and other faets which can be gathered without
aetually implementing the system in the customer’s
environment.”” | should make it elear at the outset
that 1 am addressing the problem of command system
development, and that many of my comments would
not apply to the subject of control systems.

We might ask: Why after six to eight years’ ex-
perience in the development of eommand systems
are we still addressing this sort of topie? The answer
is that we have been plagued by serious technieal and
management problems in every eommand system that
we have attempted to implement, and have yet to
find a really satisfactory approach to system de-
velopment. However, a promising new approaeh is
evolving within the Air Foree, based upon the eon-
eept of a standard command system.

Most of the impetus for the generation of this
concept has eome from the aetivity associated
with the installation of a 1410 system at five of
the major air ecommands. This system was an out-
growth of the early stages of 473L and is referred
to as the Air Foree Interim Command and Control
System (AFICCS). The AFICCS approach has been
to standardize on the hardware configuration and the
support software—whieh ineludes utility routines,
information retrieval and file building routines,
an exeeutive program, etc. Changes to these items
are rigidly controlled by Air Force Headquarters.
However, the individual users are free to develop
specific operational programs within the eonstraints
of the standard hardware and support software pack-
age. The concept is simple: Standardize on the eap-
abilities that are required by all users such as the
storage and retrieval of information, and the tools
for building the speeial eomputer programs to meet
eommand-unique requirements. This coneept, | am
sure, will earry over to the follow-on standard sys-
tem; and the capabilities will be extended to include
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standard system

such features as a time-shared exeeutive that will
permit multiple users at remote stations to aceess
the data proeessor simultaneously, an improved
programming language, better program debugging
aids, and the like. We can also expeet heavy emphasis
on the capability to upgrade the data proeessing
installation and still retain the existing programs,
without resorting to recoding or to awkward emulation
techniques.

There are two distinet aspects to the standard
system approach. One is the technical development
of the standard system itself. The other is its appli-
eation to the unique needs of each eommand. My
contention is that a different approach is required
for each aspeet of the problem. | would like to discuss
these problems in terms of requirements definition,
system development, and laboratory support. My
opinions are based partly upon a recently eompleted
survey of our experience in the development of the
last generation of ‘‘L-Systems,” and partly upon
direet involvement with several of them.

Requirements

In the past the initial command system requirements
statements were based upon ad hoc studies eharac-
terized by discontinuity of effort and superficial
analysis. The analysis efforts were often direeted
more toward supporting the development of the
official requirements doeuments QOR, SOR,
PSPP, ete. — than toward providing a meaningful
input to the system designer. These statements
typically eontained broad, and sometimes vague
definitions of requirements. On this basis specific
equipment configurations were tailored for eaech
command, but the details of application to functional
problems were often left as an exereise for the soft-
ware contractor and the user. Six- to seven-year lead
times were not uncommon for the implementation of
the systems; and the rather hazy funetional require-
ments did not provide a good basis for a detailed
projection of the system eonfiguration and the re-
quired component eharacteristies.
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The standard system approach attempts to avoid
the problem of tailoring the basic system components
to each command’s unique functional requirements
by orienting the design toward the basic information
processing requirements of many users, and by pro-
viding the capability to expand the system as the
user’s requirements develop. My opinion is that
the initial design will be based upon data collected
on the basis of interviews with the users, and upon
a technical assessment of the state-of-thc-art.

A method for identifying specific functional

applications of the standard system is also needed.

My feeling is that an on-going analysis and require-
ments-definition activity should be established within
each using command. For lack of a better name, 1 will
call this an operational system improvement program.
Such a program would be controlled by the user, and
directed toward identifying the operational improve-
ments needed to enhance mission performance, re-
gardless of whether they be implemented through
simple improvements to manual operations, pro-
cedural changes, or the application of data auto-
mation techniques. The primary objcctives of this ac-
tivity would be to state requirements in a meaningful
level of detail, and to establish overall priorities
for implementation. This activity would provide a
growing definition of the information processing
requirements of the user. It would be conducted
in the user’s environment.

System development

Our experience has shown that many of the prob-
lems encountered in the acquisition of command
systems were directly attributable to developmental
hardware and software items. In the early conceptual
and design stages, the tendency was to overlook the
developmental problems, to assume that off-the-shelf
components were available, and to schedule accord-
ingly. However, in spite of the desire to make ex-
clusive use of off-the-shelf components, all of the
systems have included developmental hardware
items. In some cases, they were required; and in
other cases, they were inadvertently chosen during
the source selection process. These developmental
items were almost always late, or were unreliable
when first delivered, or both. The software was
generally recognized as developmental from the
outset, although there was a general tendency to
underestimate the size and complexity of the effort.
In addition, software production was often plagued
by equipment problcms, and sometimes by inade-
quate facilities for program checkout. In general, the
overall impact of component development problems
was far less severe when the acquisition program

provided a full system prototype before attempting
implementation in an operational environment.

The task of developing the standard system is pri-
marily a technical one, requiring a strong system
engineering effort, and should be the responsibility
of the developer. My feeling is that the design and
acquisition activities should be centered around a
full-blown system prototype. No hardware or software
item, whether off-the-shelf or developmental, would
be scheduled for use in the field until it had passed
thorough acceptance tests in the prototype environ-
ment. Maintenance and revision of elements of the
standard system would also be centrally controlled
by the developer, using the system prototype as a test-
bed. The testbed would also be used as a vehicle for
training military personnel in the technical aspects of
the systems operation.

In the terms of Mr. Drukey’s question, the activity
I have just described is not appropriate for the user’s
environment, nor for the laboratory. It is an engineer-
ing activity that stands between the two. In fact, one
of its purposes is to ensure that laboratory items are
brought to a reasonable state of engineering develop-
ment before being considered for use in the field.

Laboratory support

So far I have not identified a role for the laboratory
in the generation of requirements, or in the develop-
ment of the standard system. lIs there a role in the
application of that system to the unique requirements
of individual users? The key to the answer hinges on
how well the laboratory can simulate the environment
in which the applications must ultimately blend. My
feelings on this subject are colored by two efforts
which 1 followed closely, and which provided an op-
portunity to compare the development of data pro-
cessing applications in the laboratory and in the field.

The first effort is the Experimental Planning Facil-
ity that was developed by MITRE, and sponsored by
the 473L SPO. The main purpose of the activity was
to gain some insight into the problems of automating
the planning function. It was also expected that the
first-hand experience gained in integrating the data
files, computer programs, and input/output devices
would be an important by-product, since 473L was
being implemented without the benefit of a prototype
development program. We selected airlift planning as
the problem vehicle, and established an informal
working relationship with MATS to develop the oper-
ational requirements. The experimental system was
implemented on the old SAGE XD-1 computer at
Hanscom Field, and the initial capabilities were suc-
cessfully demonstrated in early 1962. The system was
later extended to include support to the planning of




The Development of a Standard System 61

tactical fighter/bomber deployments requiring in-
flight refueling.

The question is: How much did the expcrimental
activities hclp 47317 Actually, the effort impacted
the 473L program much sooner than we had antici-
pated. The initial work of developing the opcrational
requirements for thc cxpcrimental facility influenced
thc specifications for an interim data processing sys-
tem for thc Air Forcc Command Post that was also
being sponsored by the 473L project. However, the
actual experimental work had very little impact. The
experimental system suffered from a sterile cnviron-
ment, since it could not compete for thc uscr’s atten-
tion with the interim system that was being developed
in his own facilities.

Although the experimental aspects of the laboratory
program had little effect upon 473L, it did have some
important side effects. The experience gained inimple-
menting the experimental system led to the general
purpose data managcment concept as personified in
the ADAM and COLINGO systems, provided a test-
bed for some early experimental work in PACCS, and
cducated a small group of technical pcople in one
aspcct of the military planning problem. Ironically,
Project 4921 (USSTRICOM) reaped more of the ben-
efits than did 473 —the project that funded the effort.
The COLINGO system was implemented at
USSTRICOM, and two of the people that were
traincd in the process of developing the experimental
facility were ablc to make an important contribution
in the dcvelopment of an improved planning systcm
at that command. This brings us to the next effort
that 1 would like to discuss.

The USSTRICOM planning system that 1 just
mentioned was developed in the user’s environment.
It is used to generate combined Air Force and Army
force lists with a time-phased deployment schedule
for contingency operations; and to test the feasibility
of the schedule on the basis of various combinations
of airlift and sealift capabilities. A significant factor
in the successful development of the system was
that the MITRE technical people worked as mem-

bers of a military team, with one of the key users
leading the effort. The MITRE people were first in-
doctrinated in the USSTRICOM planning process
by assisting in the generation of some actual con-
tingency plans. They then assisted the military plan-
ners in developing an improved planning procedure
that would be amenable to data processing support.
Finally, they took the lead in developing the spccifica-
tions for the data processing support system. The
computer program was produced and checked out
by military programmers, and has made a real con-
tribution to the STRIKE planning operation. How
could it miss? Every step of thc way thc user was
either leading the development or approving design
decisions. The system had built-in acceptance.

On the basis of experience, I must conclude that
command-unique data-processing applications arc
best developed with user participation, and in his
environment.

By restricting myself to a discussion of the develop-
ment and application of the standard system, | have
given a rather pessimistic picture of the role of the
laboratory. Actually, I believe that laboratory experi-
ments can be catalytic in developing more imagina-
tive application of data-processing techniques to
military problems. The example of the Experimental
Planning Facility illustratcs the importance of labora-
tory work in terms of stimulating and channeling
technological development, although it also points
out some of the difficulties in attempting to justify
it in terms of solving a specific user’s problem on a
schedule. It appears that laboratory efforts should
not be focused on short-term solutions, nor should
they be expected to produce products that can be
transported directly to the field. Perhaps the most
effective way to inject the laboratory experience and
technical developments into the field, and to bring
the key user problems and environmental character-
istics to the laboratory, would be to rotate technical
people between applications projects within the
laboratory and field assignments within thc user’s
environment.
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by ANDREW E. WESSEL*
The RAND Corporation
Santa Monica, California

A few years ago S. M. Genensky and I wrote a paper
titled, Some Thoughts on Developing Future Command
and Control Systems.** This paper briefly states the
position taken in that earlier paper in order to raise
some questions as to whether the newer capabilities for
“on-line” interactions between users and automated sys-
tems have outmoded our previous thinking on the sub-
jeet of command system design.

In bricf, the carlier paper argued for a version of an
“on-site” development and design philosophy supported
by a military service center which would provide the
appropriate specialists on loan to the given user com-
mand. Do the newer on-line software packages, the
so-called “friendly systems” which are either currently
or about to be available, permit the design and develop-
ment of command systems to be returned to the labora-
tory? As Don Drukey stated in his letter of invitation
to participate on this panel, the question is “the extent
to which a eommand and control system can be designed
on the basis of interview and laboratory data and other
facts which ean be gathered without aetually implement-
ing the system in the eustomer’s environment.”

The heart of the matter has not changed—can we
determine the system requirements in sufficiently real-
istic detail to permit us to produce a system design
capable of being implemented in the time period for
which the obtained requirements are appropriate?

I quote my previous views on this point:

... Even with significant user participation, it has not

been possible for the system developer . . . to obtain a

detailed description of user's needs and operational re-

quirements that could be translaied into a coherent func-
tional design and satisfactorily guide the system designer

in the long-term development of command and control
systems.

*Any views expressed in this paper are those of the author.
They should not be interpreted as reflccting the views of The
RAND Corporation or the official opinion or policy of any
of its governmental or privatc research sponsors. Papers are
reproduccd by The RAND Corporation as a courtesy to
members of its staff.

**P-2941-1, October 1964, The RAND Corporation.
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Furthermore . . . any such description [of the operational
requirements) is of necessity not invariant with respect to
time. . . . [Beforel completion of a major system develop-
ment that might satisfy the specified operational require-
ments, changes in national policy, military strategy,
weaponry, roles and missions, and advances in technology
would have outmnoded the developmental system.

Historically, the attempt to resolve the basic difficulties
in obtaining operational requirements for command and
control systems led to the creation of special agencies
within the mulitary services and, recently, within the De-
partrnent of Defense. The overall management responsibil-
ity for the development, acquistion, and delivery of com-
mand and control systems was located in such agencies.
In general, the eventual system user had representatives in
the appropriate agency and was thereby able to participate
in the system design phase. In this maner, the system
user could introduce up-dated functional requirements that
often resulted in program-design changes. However, com-
promise was inevitable. In order that the established de-
livery schedules might be met, great pressure was applied
to freeze the system design early so that hardware pro-
curement and development could begin. Soon after the
selection of the contractors there was a tendency to fix
upon an initial operational capability, reserving changes
for the second phase of complete operational capability.
It was quickly discovered that most aspects of the system,
both (thel hardware and software, soon became cast in
concrete. At this point, introduction of even relatively
small program-design changes, however important these
changes might be, proved costly in terms of both funding
and delivery time. As this experience became the com-
mon pattern in the broad systems approach to command
and control developments, the need for a change in
developmental philosophy became apparent.

I see no reason to retract any of these statements.
However, the next quotation from the earlier paper
raises some interesting questions.

While one aspect of the military approach to the develop-
ment of the command and control systems has always
been to involve the user as deeply as possible in the sys-
tem design phases, another aspect has been essentially
technological. In light of the difficulties described above,
some of the iilitary services have songht to develop
general purpose data processing equipment and general
purpose computer programming. This technological ef-
fort has been directed towards the development of the
equipment and associated software packages flexible
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enough to permit a resultant system to be transformed
by the user as his needs clanged and became better
known through operational experience. Whatever future
technological developments may bring, it is clear that
current equipment and computer programming tecliniques
continue to impose severe difficulties upon the system
user. A major time- and manpower-consuming effort is
still required for the user to achieve an operationally use-
ful system given the delivered hardware and software
packages.

While thiere are remote indications that technological de-

velopments, such as implicit programming, may make the

user's task somewhlat easier, one must remember that
similar hopes were raised by technology a decade ago.

It is realistic to note that no currently visible magic tech-

nological wand appears likely to be able to solve all of

our command and control developmnental problems.

Let us take three somewhat different approaches to
this issue:

1. Do currently available software packages permit
us to dcliver to a user systems which can readily (on-
line, machine-aided) bec modified to create useful, func-
tional software on site?

Direct experience with one such package, JOSS, and
knowledge of some of the work sponsored by ESD and
ARPA (ADAM, LUCID, Lightning, GENISYS, and
GENISYS revisited), lead me to reassert that currently
available equipment and computer programming tech-
nology continue to impose severe difficulties upon the
systcm user. A major time- and manpower-consuming
effort is still required for the user to achieve an opera-
tionally useful system, given the currently deliverable
hardware and software.

2. Do current developments in this technology indi-
cate solutions to this problem which will be available
by 1968-70?

The hopes that were raiscd 10 years ago have not
been fulfilled in several user commands. However, it
appears that on-line, machine-aided, “friendly”-to-the-
user capabilities for on-site functional programming
can be reasonably extrapolated from current technology
if the appropriate developmental approach is taken.

3. Can we hope to develop in the laboratory such
uscr-oriented softwarc for usc with the next round of
data automation equipments, or must it be donc on site?

Any answer to this qucstion must be based, at least
in part, on opinion. We can hardly infer success from
past failures, but neither should wc expect that labora-
tory-devcloped software will find no extcrnal use. What
we can, and I believe should, do is to hedge our bets
by opting for on-site dcvelopment of specific portions
of the rcquired software package.

First, such on-sitc dcvelopment would by its very
nature involve somc of the potential users quite carly
in the program, providing the technical devclopers
with continuing and much needed user inputs. Equally

important, the “education” of thc user would procced
hand-in-hand with his participation. As an outgrowth
of this, we would be in a position to obtain meaning-
ful user support for other appropriate dcvelopmental
programs. Finally, and most important, user-oriented
software would have been devcloped in time to take
advantage of the next generation of data processing
cquipment. For these reasons, and in connection with
the more gencral and abstract laboratory software de-
velopments, it is my hope that the on-site software
development program described below will be initiated
in time to produce results by 1968.

The pilot program should do the following:*

® Retain and re-cmphasize the “lead-user” con-
cept shown to be so valuable in the 1401-1410
Air Force interim system development.

® Insurc that the ncwer tcchnologies, particularly
the potential capabilities of the “friendly,” on-
line, time-sharing technologies will bc imple-
mented and explored in a user-command environ-
ment and that the successful results will be made
available to other Air Force commands.

* Provide a direct mcans for the Air Force to
stimulate and influence the softwarc and hard-
ware manufacturers to see that such techniqucs
arc developed with Air Force command system
needs clearly in mind.

® Make available to the Worldwide Military Com-
mand System (WWMCS) softwarc and hardware
which has been proven to be reliable and opera-
tionally useful.

The pilot program is to provide certain capabilities,
described below, which arc to be available at a sclected
user command already possessing a 1410 interim com-
mand and control systcm. I do not belicve that the
pilot program should attempt to duplicate the capabili-
ties of the existing 1410 system. Instead, it should con-
centrate on providing the following working capabili-
tics at the user site:

® On-line** file construction and data entry: to

permit individual (non-programmer) uscrs to
build, maintain, and transform personnel files by
using ordinary logical categories and operational
terminologies. In addition, in accordance with
standard operating proccdure (SOP) to be estab-

*I havc chosen to describe the characteristics of the pilot
program in terms of an Air Force oriented program tied to
the already existing ADP phase of the 1401-1410 interim Air
Force systems. However, with suitable change of nomencla-
ture, I feel thc program could be made suitable for applica-
tion within any of the military services.

**Throughout this discussion, a time-shared system is assumed
which permits several users to have simultaneous access to
the available pilot program capabilities.
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lished, this is to permit individuals to use, build,
maintain, and transform organizational files.
Computer-aided guidance in typical, though se-
lected, operational language is to be provided.

® On-line input/output format construction: to per-
mit the individual users to construct data entry
and output formats with a frcedom at lcast equal
to that now available with the RAND JOSS sys-
tem. Computer-aided guidance to facilitatc the
introduction and definition of new operational
terminology in terms aeecptable to the machine
is to be provided.

®  On-line file retricval and data output: to permit
the individual users to retrieve cntire files or se-
lected portions (assuming SOP) and to retrieve
data previously cntered by the individual using
any of the constructable data output formats.
Computcr-aided guidance is to be available to
facilitate this process.

*  On-line/off-time transfer of 1410 system files and
data: to permit individual users to transfer, in
accordance with SOP to be established, com-
puterized 1410 data for the individual users in
the pilot program system. (This would be two-way
transfer in an arca to be explored but not re-
quircd initially.) Computer-aided guidance is to
bc available.

® On-linc product request aids: to permit individual
users to request lists of pilot program products,
and to request the instructions and/or rules for
using any product available on the lists (a product
is a softwarc package offcring the capability to
accomplish a specific operational task such as
building a given file, special kinds of arithmetic
processing data, or display eonstruction, ete.).
Machinec-aided guidance is to be available to
facilitate this process.

The first, second, and third items are working capa-
bilitics to te available for the initial phasc of the pilot
program. Probably the fourth item and especially the
fifth item will have to be developed on site.

Other results to be expected from the pilot program
apply to the following problem arcas:

* Standardization.
Technological devclopment.
User/technical developer relationship.
Education of the staff.

The recently held Air Force Command and Control
Users Symposium# clearly indicated that guidance was
required for at least the above topies. It is possible to

tAir Force Command and Control Data Automation Users
Symposium, December 6, 7, 8, 1965, The RAND Corpora-
tion, Santa Monica, California.

provide some gencral guidanee as to these and other
related issues, but dctailed answers can best be ob-
tained only by vigorously pursuing the joint user/
technical developer pilot program deseribed above. It
is a matter of obtaining sufficiently realistic detail to
provide a picturc which is clear enough to make basic
decisions. For example, “How much of what kind of
standardization?” is a matter that requires investigation
within the user eontext of a pilot program. Furthermore,
the development of standard techniques and procedures
is expected to be onc of the outputs of a suceecssful pilot
program. These standardized techniques and proce-
dures, with proven operational utility in at least one
user command, would provide tested standard products
for use and adaptation at other user commands.

As to technological development, while we know in
general the kind of statc-of-the-art development that
would be of value to command systems, the details are
again lacking. I believe that thcy will continue to be
lacking, or will be invalid if they arc not obtained by a
carefully conducted pilot program in a user context.

All this bears on the question of the user/technical
devcloper relationship. It seems obvious that both the
user and the technical developer must be involved in
the pilot program. We must provide the means for the
technical development agency to become aware of the
technical deficiencies that are brought to the surface
during the implementation of the pilot program. The
participation of thc technical dcvelopment ageney will
both accomplish this and help to create the willingncss
and capability to correct thosc deficiencies. It will also
help to obtain support and funding for thc necessary
development programs. It also scems elear that the
technical developer and the user still have to learn to
work more effectively togethcr. A joint user-technical
developer pilot program under the auspices of the user
command would do much toward meeting these needs.

To cducate high-level military staff in the art of
cleetronic data processing, words can only do so much.
As was said often at the Symposium: A produet is
worth a hundred thousand words. As carly as possible,
the pilot program must develop products which are
useful in the eycs of at least the battle staff of the given
user command. I do not think it unreasonable to assume
that products regarded as uscful by one battle staff will
be regarded as uscful by others. And if the battle staff
is “sold,” they arc the natural salesmen to the com-
mander. Further, I belicve that a significant cffort
must be made to sec that the story of the pilot program
is widely disseminated and that demonstrations are held
at the user eommand conducting the pilot program with
appropriate staff from other commands attending and
participating.

To sum up, it appears that current technology offers a
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potential software development which would permit on-
site, on-line functional programming. Such a develop-
ment would permit direct user construction and adapta-
tion of man-machine routines as a normal on-site activ-
ity. Success in this area, at least in the sense indicated

by the pilot program and in conjunction with other
continuing laboratory developments, would ultimately
permit the return of system design to the laboratory,
even though the path back to the laboratory leads
through an on-site development program.
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The initial drive to achieve an interactive and direct
working relation between the many organizational
users of a computer and the computer itself first ap-
peared in the design of the SAGE Air Defense Sys-
tem, now over a decade old. Since then, with the suc-
cess of that venture behind them, advocates of direct
on-line man-computer interaction have traveled far,
preaching the likely benefits of on-line user tech-
niques in business, engineering, architecture, educa-
tion, and any other serious human endeavor involving
logical processes.

Gradually over the past decade, we have begun
to accumulate a diversity of experiences with systems
designed to emphasize man/computer interaction.

INTERACTIVE SYSTEMS
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Some of the designers of these systems are passing
into third generation developments, others are actively
experiencing the results of initial system design ef-
forts, and still others are just now entering the arena
of on-line interactive processing for the first time.

This session planned to bring together a group of
system engineers and designers with some significant
current commitment to interactive processing. The
subject of discussion would have been related to
matters of value, utility, economics, and the ad-
vantages and disadvantages of on-line interactive
processing. The emphasis was to be placed on the
appropriate role of such processing in the variety of
services supporting the military community.

The session participants were invited to supply
technical descriptions of the systems in question to
be available at the time of the meeting. Because of
the postponement only one such contribution was
submitted in suitable form for publication.



AESOP—A final report: a prototype

information control system

by JouN K. SUMMERs and EDWARD BENNETT
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Bedford., Massachusetts

INTRODUCTION

AESOP (An Evolutionary System for On-Line Pro-
eessing) Is an experimental on-line 1nformation
control system realized in the eomputer faeility at
The MITRE Corporation. It serves as a prototype
for a elass of management or command information
systems eapable of giving the user as mueh on-line
eontrol over system performanee as possible. It
is a display-oriented system in that a eathode ray
tube provides the primary means for man/machine
communieation. In a system of this orientation, a
light pen provides the primary means of user eontrol.
This eontrol is not limited to that level of the organi-
zation responsible for programming the system, but
applies upward to the highest level of exeeutive
personnel interested in obtaining direet aeeess to
the system.

The AESOP system is eoneerned with those eat-
egories of problems that ean be eharaeterized by
large amounts of data to be stored, retrieved, pro-
cessed, manipulated and ehanged. The system design
criteria inelude the following eonsiderations. First,
it is intended for operation by users whose knowledge
of data proeessors eovers a wide spectrum. The range
of intended users ineludes top-level managers, opera-
tions analysts on their staffs, and system program-
mers. Sueh a wide range of users imposes unique
requirements. Some of the system eapabilities must
be simple to use and should entail an absolute mini-
mum of training. Other features should allow the
staff operations analyst to make immediate and per-
sonal use of the data proeessor as an analytieal
tool. The seeond design eonsideration acknowledges
the need to meet ehanging and new requirements
as they are imposed. Features are incorporated
whieh enable the systems programmer to change
the system on-line.

A display and a lightpen provide the primary
means of man/maehine eommunication. The display
represents a very good means of communication
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on-line interactive

because it ean be used not only to present the data
and those commands required for operation on the
data but also instruetions on how to use the system.
By simply pointing his lightpen at a seleeted option,
the user tells the data proeessor what to do.

The AESOP-A prototype* operates on an IBM
7030 (STRETCH) eomputer (65K memory with
64-bit words) and an 1BM 353 disk storage unit with
a eapaeity of two million words. The four user sta-
tions each eonsist of an on-line Data-Display Ine..
display eonsole (DD-13), a photoeleetrie lightpen,
an on-line typewriter, and a Stromberg-Carlson
3070 medium-speed printer. The AESOP system is
designed to take advantage of the range of eapabilities
implied by the 7030 eentral proeessor and the user
station equipment. While taking advantage of the
range of equipment eapabilities implied, the design
philosophy is tailored to respond to the needs of
management and eommand users.

The design of a smooth man/machine interface is
not an easy task. Design eonsiderations assoeiated
with the development of a display-oriented system
will be eovered first, followed by a review of the
salient aspeets of the software architecture and a
deseription of the user’s view of the system.
Design philosophy

A keystone of the AESOP design philosophy is the
evolutionary approach to the development of the
system. As a partieular eapability was implemented
and tested, the insights gained from its use were
applied to the development of new eapabilities.
In partieular, this approaeh was applied to the design
of the display programs in the system. The display
formats and proeedures for man/computer interaetion
ean proceed only so far at the designer’s desk. The

*An earlier model of AESOP was reported in E. M. Bennett,
E. C. Haines, J. K. Summers, AESOP: A Prototype for On-
Line User Control. AFIPS Conference Proceedings: Fall Joins
Computer Conference, 1965, 27, 435-455.
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detailed sequence of user actions and choices for dis-
play interaction were thoroughly discussed and spec-
ified before construction of the data processing
programs was initiated. However, as soon as a capa-
bility was operational and tested on-line at the display,
additional design refinements frequently became
obvious.

One concrete example of this concerns the develop-
ment of skeleton messages for syntax control (see
Syntax Control section). The system prevents syntax
errors by the user; if he tries to make an error, it
indicates the legal set of actions that can be taken.
Experience and insights gained from operation of the
system show that a better design is one that indicates
to the user what set of actions are legal and, if an error
is made, merely provides an error feedback signal.

Experiences such as this led to the following mode
of action in software development. When the essential
parts of a new interactive display capability were
implemented, the feature would be tested and design
adjustments identified. Then the additional features
needed to complete the capability were programmed
and made operational.

Intra system communication

The evolutionary design philosophy applied to
the AESOP system imposed a similar requirement
on the design of the data processing programs to
ensure that new capabilities could be easily incor-
porated. This was solved by using the AESOP User
Language not only as the means of communication
between man and the data processor but also as the
means of communication between program modules
in the system itself. This led to the organizational
structure of computer program modules shown in
Figure 1. This figure shows how the program modules
feed requests into the retrieval program for infor-
mation from the system data base.

The retrieval program was constructed to interpret
messages composed by the user on either the type-
writer or, by means of the communication tree, on
the face of the display. Any other programs that
require data from the retrieval program construct
messages identical to the user’s and pass them to the
retrieval program. The retrieval program does not
know whether the messages it processes are user or
compute program-generated. Thus the display pro-
gram that generates a display of 30 lines of data
obtained from the data base also composes and sends
30 retrieval messages to the retrieval program.
The concept of intra-system communication was
further extended to permit many of the lightpen
actions to be converted internally into AESOP
User Language messages.

Figure 1—Simplified schematic of program module
organization.

This approach has several benefits. New programs
can be added which simply call upon already-existing
programs to perform operations in a specific sequence.
Consider, for example, the COPY program which
transfers data from one data base file to another. In
so doing, it first uses the retrieval capabilities of the
retrieval program to obtain the required data and then
uses the updating features of the retrieval program to
place the data in another file. The COPY program
itself does little processing other than message analy-
sis and message sequencing.

The technique of intra-system messages also con-
tributes to the problem of interface specifications be-
tween program modules. In defining the User Lan-
guage, the program input interface specifications also
are defined.

The simplicity of the intra-system messages concept
is a definite asset. As large computer systems evolve,
their organization tends to become too complex to be
remembered by any one of the system builders. As
a result, the coordination required among the system
builders increases tremendously. Any design approach
that tends to maintain simplicity within the system
architecture will postpone the day when the size and
complexity of the system makes it difficult for the
system builder to understand and alter the system to
meet current operational requirements.

System Languages

Five different programming languages were used in
the construction of the system:

STRAP STRETCH Assembly Language
SMAC STRETCH Macro Language
FORTRAN
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TREET*
TAP

List Processing Language
Macro Language for the List
Processor

All of the programs sit in a FORTRAN environ-
ment to take maximum advantage of the FORTRAN
utility system provided with the 7030 software sys-
tem. The TREET list processor contains both an in-
terpretcr, especially useful for program checkout, and
a compiler. The programs are debugged on-line in the
interpretive mode. When they are accepted for opera-
tional use, they are compiled to provide grcater speed
of opcration.

® MESSAGE DRIGINATORS FORM COMMANOS THAT ARE IN THE LANGUAGE
OF THE INTENDED RECIPIENT

® |NTERFACE PROGRAMS PERFORM FORMAT CONVERSION

gf;g{a“L INTERPRETER
BLACK BOX ATDMS
SYNTAX § PROGRAM
coPY PROBLEM
ERASE PROGRANS
WHYT
STATEMENT PRDGE&: TAP MACROS
DISTANCE
PRINT
STRAP CDDED TREET AND
PROGRANS TREET CDDED
PROGRANS

Figure 2—Communication paths between conventional
and list processing

Applications programs written in TREET can ac-
cess and modify the data base in the same manner as
other programs in the system. A schematic representa-
tion of the method of communication between the
list proccssor and the conventionally coded programs
is shown in Figure 2. Communication is a two-way
process in that either party may originate messages.
The originator composes messages in the language
and syntax of the intendcd recipient. The message
then is passed through the format conversion pro-
grams (WHYTBOX and BLACKBOX in the figure)
to convert these messages into an internal format ac-
ceptable for use by the recipient. This approach led
to an cconomical interface in the construction of a
hybrid system that employs both conventional and
list processing programs. The same approach was
used to allow communication between programs
written in the FORTRAN language and programs
written in other languages.

*The TREET language is described by E. C. Haines in The
TREET List Processing Languages; Bedford, Mass., The
MITRE Corporation; SR-133, April 1965.

Space allocation

Several applications programs have been overlaid
on the basic AESOP system. The demands for space
created by their inclusion could not be satisfied by
the available core memory in the STRETCH com-
puter. To satisfy this requirement, the memory was
logically divided into two areas (Figure 3), one con-
taining the AESOP executive and basic programs and
the other the problem programs. Programs, such as
the retrieval program, that are used by all problem
programs are stored permanently in core. All problem
programs are stored on disk. Whenever a spccific pro-
gram set is required to process a request, the pro-
grams in core are transferred to disk and thc necessary
programs on disk are transferred into core.

STRETCR
WASTER
PNt T
CORE
PROCRANS AESOP EXECUTIVE
AND CONTROL
OATA DASE RETMEVAL
SHARED BV
PROSLEN SYSTEN ANO
PROCHAN PROBLEN
AREA PROCNANS
n A
408 WOROS DEMARD
SIS

[N ]

DATA
DASE
JUARIPULATION
AND
STATAX
CONTROL

TACTICAL
PLARRING
TREET

LINEAR SYSTENS EET
PROG RANNIE tonmnd T,
PACRAGE TREET

CLRERAL

Figure 3—Core memory allocation
AESOP data base characteristics

AESOP is a data base-oriented system; this char-
acterization can be applied to both its basic programs

and to its applications programs since these are pri-
marily concerned with retrieving data from the data
base, performing operations upon it, and storing the
results into the data base. Since the AESOP on-line
capabilities are dependent upon the data base struc-
ture, it is essential to first describe the organization
of the data base.

The data basc contains an arbitrary number of files
where a file is a named collection of information about
similar entities. The entities in a file are called objccts;
each object is identified by a name or by a number
which corresponds to its relative position within the
file. The various kinds of information which can be
stored about an object are called properties. Each
piece of information storcd for an object is the prop-
erty value of some property in the file.

File displays present requested data to the user, and
are arranged in matrix form as shown in Figure 4.
Each row contains data for one object in the file; each
column contains values for one property in the file
and is headed by the name of the property to which
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Figure 4—File display format

the values belong. The leftmost entry in cach row is a
line number which indicates thc relative position of
the objcct in the data base file. A line number can be
used in place of the object name in any input message.
The entry to the right of the linc number gencrally is
the object name; it can, however, be omittcd. The re-
mainder of the entries in each row contain property
values.

A maximum of 30 rows of data can be displaycd at
one time. Many data base files, however, contain
more objects than can be displayed in 30 lines. Such
files are divided into pages where each contains 30
objects. A page number shown in the upper right
corner of the display (see Figure 4) is associated with
a given subset of the objects in a file. The first 30
objects in the file are on page 1, the second 30 on page
2, and so forth. A section number appears bclow the
page number and is associated with a givcn subset
of the properties in a file. The number of properties
in a section varies; it is determined primarily by the
size (length) of the property values and names. In
general, the properties in a particular section are
logically related.

On-line input capabilities

The AESOP systcm provides two differcnt ways
for entering inputs on-linc: typewritcr and lightpen.
There is a set of legal typewriter messages which
spans the complete range of user actions (sce the Ap-
pendix). Every system function can be activated by
inputs from the typewriter; and many of thesc can be
activated by lightpen inputs.

In general, lightpen inputs are easier, faster, and
less error-prone than the typewriter inputs. Tradi-
tionally the lightpen has only been used to make
simple requests or inputs. In the AESOP system, how-

ever, the lightpen is used to compose complex file
modification and data rctrieval messages.

The light-pen is a photoelectric sensing device cap-
able of detecting information on the display scope.
The user focuses an aiming circle (a ring of light) on
information on the display scope and dcpresses a
switch on the handle of the lightpen. This user action
causes information to be transmitted to the program;
the program can then determinc what datum on the
scope face was lightpenned.

The face of the display scope is subdivided into four
areas: the center or main screen display, thc upper
margin display, the left margin display, and the right
margin display. The main screen display area is 12
inches square. The margin areas arc 12 inches by 3
inchcs. Data displayced in the upper margin arca con-
tain information concerning legality and rcsults of
actions taken on other areas of the display scope.
Both the right and left margins contain commands
from which thc user selects the functions to be per-
formed. The upper right margin contains five com-
mands, each of which defines a modc of operation for
lightpen inputs at the display: TABULAR, TREE,
FILE MANIP, ERASE, and COPY. The last four
modes (see Syntax Control section) are used to com-
pose messages with the lightpen. Each time the user
activates a modc, a set of commands associated with
that mode appears in thc lower right margin of the dis-
play. For the TABULAR mode, the commands
are:

Action
Next Pagc
Previous Pagc
Next Section

Right Margin Command
* NEXT PAGE
« PREV PAGE
* NEXT SECT

Previous Section « PREV SECT
Restore « RESTORE
Display Line ¢« DISP LINE
Execute Stored Statcment « DO

Print « PRINT

The commands in the right or Icft margins are exe-
cuted by firing the lightpen at the command dis-
played in the margin. The DISP LINE command al-
lows the user to requcst an object display for any ob-
ject in a file display. The DO command allows a
user to cxccutc a stored statement in one of the statc-
ment filcs (scc Syntax Control section). The PRINT
command allows thc user to obtain from the Strom-
berg-Carlson printer, a hard copy output of any dis-
play (cxcept trees) shown on the main screen area of
the display scope.

The lower left margin contains commands to pro-
vide a shortcut method by which a user can display
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Page 1, Section | of a file without eomposing the full
input message. Through use of these eommands the
user can build a list of 10 file names in the upper left
margin. This feature is useful for both the easual and
the steady users of the system.

An example of the display before a list is seleeted
is shown in Figure 5a. When the lightpen aetion is
taken on SET FILES in the left margin, the display
changes to present a list of all files in the system as
shown in Figure 5b. Each file name seleeted by light-
pen action appears in the upper left margin as shown in
Figure Se. A maximum of 10 file names may be se-
leeted in this manner. When the eommand, FINISH,
is lightpenned, the previous file display is restored
(see Figure 5d). Whenever a user now fires the light-
pen on any file name in this left margin, Page 1,
Seetion I, of the seleeted file will be displayed.

Figure Sa—Initial file display and margin commands

Figure Sb—File index from SET FILES action

Syntax control

In the TREE mode a eommunication tree is avail-
able to compose messages for requesting displays,

Figure Sd—Left margin after FINISH action
changing data values, or for retrieving information
from the data base. It is a very useful device for the
easual user since it serves as a visual aid for remem-
bering the syntax of the AESOP User Language and,
at the same time, provides a look-ahead feature to
guide the user down the tree. In addition, eertain prob-
lems assoeiated with typewriter inputs are eliminated.
Some of these problems are: (a) remembering message
formats, (b) remembering the spelling of file names,
objeet names, and property names, and (¢) typing
aeeuraey.

Assume, for example, that the user desires to
ehange the Cireular Error of Probability (CEP) for
a weapon against a specifie target type (see Figure 6).
Lightpen aetion on the word TREE in the upper right
margin of the display initiates the tree mode and
eauses the communieation tree to be displayed as
illustrated in Figure 7. This tree eontains the syn-
tax of a subset of the legal messages of the AESOP
User Language.
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Figure 7—AESOP communication tree

The rules for using the tree are very simple. A user
can lightpen only those options appearing at the top
of the tree. A legal message is formed by proceeding
down a path joined by vectors. Initially, GET is shown
at the top of the tree (Figure 7). When the lightpen
is fired on GET, the display changes (see Figure
8a), and GET now appears above the tree to form the
beginning of the message the user is constructing. At
this point, the user has only one option; he must
lightpen FILENAME. If the user lightpens any
other word on the tree ERROR flashes at the top of
the display.

If the user has taken a legal action, the resulting
display (Figure 8b) contains a dynamically generated
index of the current files in the system. The user
chooses a particular file by firing his lightpen on its
name. He is next presented (Figure 8c) with three
options: RENAME, which will permit him to change
the name or names of one or more entries in the
WEAP-DATA file; DISPLAY, which will permit
display of a particular page and section of the file; and
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Figure 8b—Result of FILENAME action—list of
data base files
OBJECTNAME, which permits the user to choose a
particular file entry in order to retrieve or change some
of its properties.

When the lightpen is fired on OBJECTNAME,
an index of the objects in the file is generated (Figure
8d). Since, in this example, the target type to be
changed is A201, the lightpen is fired on this label.
On the resulting display (Figure 8e), we can choose
to rename this target-type, or to display some or all
of its properties, or to change the stored value of
some of its properties. When the lightpen is fired on
CHANGE, an index of the property names is gener-
ated (Figure 8f). Since the property we wish to change
is the CEP, the lightpen is next fired on CEP1.
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in WEAP-DATA file
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A word composer (Figure 9a) is next displayed. The
word composer permits any alphanumeric symbol
up to a maximum of 10 characters to be generated by
successively firing the lightpen on the characters
in the matrices. As each character is fired upon, it
appears in the character accumulator between the
two parentheses. Firing upon the numerals 1, 5, and
0 in succession, generates the value of 150 (Figure
9b). If a mistake is made whilc a word is being com-
posed, a lightpen action upon the word, CANCEL,
in the right margin causes the character accumula-
tor to be erased so that a fresh start can be made.
When the light-pcn is fired on PROCESS the symbol
in the character accumulator is added to the message
being composed at the top of the display (Figure
9¢). At this timc additional properties may be selected
in order to change their values or the message may be
terminated by firing the lightpen on EOM (end of
message) in the right margin. The resulting display
with the changed data value is shown in Figure 9d.

Figure 9c—Result of PROCESS action

When he is composing an input message the user
often requires the file display in order to sce the data
to bc modified or manipulated. In such cases, another
form of syntax control is used; the COPY mode is an
example. When COPY is lightpenned, the commands
associated with this mode appear in the lower right
margin (see Figure 10a).

When one of the first five commands is light-
penned, the skeleton message for that COPY option
appears in the upper margin display area. This mes-
sage is a legal input message, where a string of dots
represents each parameter to be inserted by the user.
A pointer indicates which parameter the user must fill

ke
Tk
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Figure 9d—Result of EOM action—file display
with changed value

in next. This message will be used to copy thc data
from the Airfield file in Figure [0a into an individual
working file in the system. Figure 10b shows thc mes-
sage with the first two parameters filled, i.e., the Air-
ficld line numbers and properties specified. The
ALLPROPS option indicates that all property data
is to be copied. These parameters were filled in by
firing the lightpen on the line numbers and on the
appropriate commands in the lower right margin. In
Figure 10c the empty Work filc is shown with all
the parameter values inscrted for the skeleton mes-
sage. The Airfield data will be loaded into the Work
file starting at line |, with the properties of the Air-
field file mapped one for one into the Work file. Fir-

UNELASE T ICD

Figure 10a—Skeleton message from COPY action
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ing the lightpen on EOM in the lower right margin
causes the message to be processed and produces
the results shown in Figure 10d. A private copy of
the public data stored in the Airfield file has been
made. Changes and alterations can be made to this
data without affecting the public data which other
users may need.

The remaining lightpen modes, ERASE and FILE
MANIP, provide a set of data manipulation actions
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Figure 10b—Parameter insertion of airfield line numbers &
properlies to be copies

Figure 10c—WORK file & completed input message

that work in a manner similar to that illustrated for
the COPY mode. The right margin commands for
the FILE MANIP mode are shown in Figure Ila
and the construction and result of a SWAP message
in which lines of data in the file display are swapped
are shown in Figures I1b and 1l¢c. The COPY mode
allows the user to bring together in one file data from
many different files. The user may then rearrange
and format the data into the form for a report, using
the FILE MANIP and ERASE modes. A hard copy
of the display can be obtained on the Stromberg-
Carlson medium-speed printer located next to the
display console.

Figure 10d—Result of EOM action—duta transferred
into WORK file
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Figure Ila—Skeleton message & right margin commands for
FILE MANIP mode
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It often happens that a user repeats certain se-
quences of actions over and over. The messages for
these actions can be stored in the AESOP data base
as Stored Statements and executed by lightpen ac-
tions. The use of Stored Statements is illustrated in
Figure 12a by means of a subsetting operation on the
Satellite file. Statements can be stored in the data
base in files named by a single letter of the alphabet.
The B file is shown in Figure 12b. The statements are
stored in a line. To look at the complete contents of
a line, the lightpen is fired first upon DISP LINE in
the right margin and then upon the line number con-
cerned. Figure 12c¢c shows the statement, named

Select, that will be operated. This statement contains
two system messages, separated by the word, EOM.

Figure 11b—Completed SWAP message in upper margin

Figure 11c—Result of EOM action—two lines of data swapped

First, the Satellite file is displayed, and then all of
the satellites launched between 1959 and 1962 are
selected and stored in a new file. The output file is
shown in Figure 12d before the statement is executed.

The Stored Statement is initiated by a lightpen action
on the DO command in the Statement file display
followed by a lightpen action on the line number of
the statement. When Select is executed the selective
retrieval program changes the output file so that it
duplicates the source file format and, in addition, con-
tains the results of the subsetting operation (see
Figure 12e). Stored Statements can be created on-
line, stored in the data base, and operated over and

over.

Figure 12a—SATELLITE file display
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Figure 12b—B file display containing stored statements



AESOP 79

Procedure generation

Other methods for processing system data are by
either executing or modifying established routines or
by constructing new routines using the lightpen and
display. For these purposes, a routine called OAK-

Figure 12c—Object display of statement to be operated
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Figure 12d—Initial display of the IF file
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Figure 12e—Results of store stalement operation in
the IF file

TREET is called into operation. OAK-TREET, a
tool for on-line programming and debugging, is written
in TREET, a list processing, procedure-oriented
language. There are three modes of operation: OAK,
DEBUG and SYMBOL. OAK is used to construct
and execute procedures; DEBUG permits the user
to display and modify previously constructed routines;
and the SYMBOL mode is used to modify individual
symbols and their properties. The lightpen serves as
the basic input device for all three modes.

The displays are divided into four areas: left margin,
top margin, right margin and center display areas (sece
Figure 13a). The center display contains the work

Figure 13a—Initial OAK display

Figure 13b—ARITHMETIC operators in upper right margin

#
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space for construction of algorithms and routines.
Algorithms and routines called into the work space
are represented as tree structures. The commands
in the lower left margin are used to define a mode and
to operate on the work space as a whole. The com-
mands in the upper left margin determine how subse-
qucnt light-pen actions in the work spacc are in-
terpreted. A lightpen action on one of these com-
mands causes the command to appear in the command
box area in the top margin. The lower right margin
contains a set of data classes. When a lightpen action
is taken on a data class, a set of operators associated
with the data class is displayed in the upper portion
of the margin. For example, when a lightpen action
is taken on the data class, ARITHMETIC, its set of
operators appears in thc top right margin as shown in
Figure 13b.

A simple arithmetic operation can be used to il-
lustrate the OAK mode. First, REPLACE is fired on
by the lightpen and appears in the command box to
show that it is the active command. Next, a light-pen
action is taken on the word, EXPONENT, in the
arithmetic operators which causes the symbol to be
placed in the data box area in the top margin, as shown
in Figure 13c. A light-pen action on EXP (expres-

Figure 13¢c—EXPONENT algorithm in workspace

sion) in the work space replaces it with EXPONENT.
EXPONENT has two limbs to show that it requires
two numerical expressions as parameters for its opera-
tion. The data class, COMPOSE, is fired on by the
lightpen to generate the numbers for the algorithm.
The right margin display allows a user to compose any
desired alphanumeric symbol by successive lightpen
actions on the characters (see Figure 13d). As each
character is lightpenned, it is placed in a character
accumulator above the Word Composer. Lightpen

actions on 2 and on PROCESS place the 2 in the data
box shown in Figure 13d. When a lightpen action
is taken on one of the nodes of the tree, the node is
replaccd with the 2. In a similar manner, 10 is con-
structed and replaces the second node of the tree (see
Figure 13e). The procedure now constructed i1s 2
raised to the 10th power.” The routine is executed
by a lightpen action on EVALUATE in the lower
left margin, and the routine and its results are printed
out on the console typewriter.

Figure 13d—OAK-TREET word composer right
margin display

Figure 13e—Numerical values inserted in the tree

The OAK capability permits even more compli-
cated expressions to be constructed. If the entire tree
representation of a routine cannot fit on the display,
then the workspace can be assigned to display some
subexpression of the routine. Figure 13f illustrates
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Figure 13f —LOGIC operators in right margin &

IFOR cxpression in workspace
the sct of logical operators in the right margin and one
of these operators, FOR, in the workspace. In this
case, the list of operators fills the right margin; hence,
the special operator, MARGIN appears at the bottom.
A lightpen action on MARGIN restores the data
class display.

The detailed structure of existing routines or pro-
grams can be examined and modified in the DEBUG
mode. In addition, new routines can be generated in
this mode. The initial display is called by a lightpen
action on DEBUG, in the lower left margin. Changes
in the workspace area and in the lower left margin
commands for the DEBUG mode are shown in Figure
14. A routine displayed in the DEBUG mode is shown

Figurc 14—Initial DEBUG mode display

Figure 15a—~KTIMEMIN routine in DEBUG mode

in Figure 15a. The routinc, KTIMEMIN, converts
military time, e.g., 1330, to time in minutcs. Using
the word composer, the name of the routine is placed
in the data box and displayed when a light-pen action
is taken on NAME in the left margin.

The left limb of the tree shows the actual code for
the routine writtcn by the programmer. The next limb,
R, shows that this routine is a type R routine in that
it requires a fixed number of input arguments. The
ARGS Ilimb shows that this routine has one input
argument, KT. If bound variables had been included
in this routine, they would have been placed on the
next limb under PVARS. To illustrate how a routine
is modified, a check can be added to the routine to
test for a given time greater than 24 hours. An IF

Figure 15b—IF expression added to the routine
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statement is added to the routine in Figure 15b, by
means of the ADD-RT command. The ADD-RT
command causes an expression to be added on the
same level and to the right of the node lightpenned.
The IF expression in this figure indicates the param-
eters that must be added for its proper execution.

Some of the steps in constructing the new check for
a time greater than 24 hours are shown in Figures
15¢ and 15d. First, the conditional test phrase is

Figure 15c—Conditional test inserted

Figure 15d—True condition inserted & else limb erased

inserted. Then the next part of the IF expression is
inserted to change those input values that are greater
than 24. Finally, the ELSE limb is erased, since the
test is needed only for a true condition. The modified
routine replaces the original routine by means of a
light-pen action on DEFINE in the lower left margin.

An on-line debugging tool such as this is a valuable
aid in reducing the elapsed time between the require-
ment for a change to the system programs and the
time when the new or modified routine is operational.

Every TREET symbol has a unique value. This
value can be either another symbol or a list of symbols.
A symbol can also have properties associated with it.
Each property, in turn, has a value which is a symbol
or a list of symbols. The SYMBOL mode deals direct-
ly with any symbol used in TREET and permits one
to modify the symbol and its value and/or its proper-
ties. The SYMBOL mode is entered when the light-
pen is fired on SYMBOL in the lower left margin,
and the workspace and the margin are again altered
for the new mode (see Figure 16a).

Figure 16a—TInitial SYMBOL mode display

Figure 16b—ARITHMETIC symbol cxpression in workspace

The contents of the margins in the OAK-TREET
displays are properties of system symbols. These
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symbols control the information displayed in the
margins. A user can change the commands, data
classes, and operators available to him by changing
the property list associated with the system symbols.

For example, the value of a property of the symbol
ARITHMETIC can be modified by expanding the
list members of the property RIGHT MARGIN
(RTMG) for thc symbol. In essence, the right margin
for the ARITHMETIC data class will be changed to
include more operators. With ARITHMETIC placed
in the data box, a lightpen action on VALUE causes
the symbol and its value to be displayed in the work-
space (see Figure 16b). In this case, the value is
Nil.. The ARITHMETIC property RTMG is
brought into the work space when a light-pen action
on PROPERTY is taken and after the symbol RTMG
is placed in the data box (see Figure 16c¢). This display

Figure 16c—RTMG property and its list brought
into the display

now shows that ARITHMETIC has a property
RTMG whose value is a list. The fact that it is a list
is indicated by the dominating node of two dots. The
list members are the operators of the ARITHMETIC
data class that were displayed in the right margin.
Now the list is modified by adding other members:
FACTORIAL, SIN and COSINE. Each new mem-
ber is placed in the data box and brought into the work
space by the ANRS command.

The ANRS command specifies that a node is to be
added as a sister to the right of the node lightpenned.
After the SIN member is added to the list (see Figure
16d), the FACTORIAL and COS members are
added but not displayed. Instead, as Figure 16e il-
lustrates, a dot is placed to the right of the SIN node
to indicate that there is not enough room to display
the other known members. Although these members
are not displayed they are, in fact, included in the list

Figurc 16d—SIN added to the list

since the upper right margin for the ARITHMETIC
data class shows all the operators after a light-pen
action is taken on the DEFINE command in the lower
left margin (see Figure 16e).

Figure 16e—Result of DEFINE action

Applications

T'his report has described the general purpose
features of the AESOP system. The availability of the
general purpose features has eased the task of em-
bedding special purpose applications programs within
the system. A number of applications program have,
in fact, been placed in the system. For example, an
on-line linear program for deployment planning has
been included. All of the input parameters reside in
data files so that the user may use the general purpose
features, viz., file displays and data updating, to view
and change the input parameters, respectively. When
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the linear program is operated, the results are placed
in output data files. The user views the solution in a
file display and can obtain printed copies of it. If
the solution is not satisfactory, the user can change
the input parameters and request another solution.
This mode of operation puts the operations analyst
on-line with the computer in an interactive, problem-
solving mode.
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APPENDIX
AESOP Users Language
Typewriter Message Notational Conventions
Upper Case Words
Underlined Words

Upper case words which are underlined are key, ac-
tion defining words which must appear in the actual
typewriter input message.

Words Not Underlined

Upper case words which are not underlined are op-
tional. Their presence or absence in a typewriter mes-
sage docs not affcet the meaning of the message. They
can be included to cnhance readability; they can be
omitted to reduce typing time.

Lower Case Words

Lower case words describe the kind of information
to be inserted by the operater at that point in the mes-
sage.

EXAMPLE: GET filecname . . .
Punctuation
Brackets

Brackets arc used to indicate portions of a message
which may be included or omitted. The presence or
absence of these portions does affeet the meaning of
the message.

Brackets are nested. A bracketed portion of a mes-
sage may not be included unless all bracketed portions
of which it is a subportion have been included:
EXAMPLE: . . . PAGE number [SECTION num-
ber] ]

“SECTION number” may not be included if “PAGE
number™ is not ineluded.

Braces

Braces are used to indicate alternative inputs. One of
the alternatives must be chosen. An alternative cxtends
along a horizontal path until the right (as opposed to
left) brace is encountered; one cannot switch paths with-
in a sct of braces.

EXAMPLE: ... {ALL : }
property list
Parentheses

Parentheses are used in the COPY messages to en-
close the object specification. They must appear in the
message and be scparated from data by spaces.

Abbreviations and Run-On Words

Abbreviations and run-on words, used in message
deseriptions, are listed below together with their mean-
ings:

(a) filename—the name of a data base file

(b) object—in all cases, either the name of an
object (objeet namc) or the number of an
objeet (objeet number).

(c) objectspee—specification of what objects are
to be opcrated on. An object specification
can be any combination of the following:

1. Objeet name
Object (line) number
Ascending range of object numbers, writ-
ten #—4. Eg. 1520 specifies objeet 1
through object 20.
(d) z—line number
(c) property list—a variable length list of prop-

crty names.

w N

Key Words Followed By Dots
Two “phrascs”, the LIST phrase and the CHANGE
phrase, appear as optional portions of several mes-
sages. For the sake of simplicity, they are denoted by
LIST ... and CHANGE ... except in the messages in
which they are the principle elements. They are defined
as follows:

LIST ... means LIST [{ALL : }]
= i property list
CHANGE ... mcans CHANGE property name, property

value ... property name, property value,

Message Explanation

Message 14 cnables onc to change the value of a
single property for scveral objects. The number of
values following the property name must equal the
number of objects specified in the object spec.

Message 16. The objects to be operated on are
specified in the objeet spec. The data to be erased is
specified by one of the following:

ALL specifies the object name and all
property values

ALLPROPS specifics all property values but not
the object name

OBJECTNAME speeifies the objeet name only

property list speeifies the values of the prop-
crtics listed
Message 30 causes the currcnt versions of the data

base files to be saved on magnetic tape.
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A. Data Retrieval Messages
Display Request Messages
(1) GET filename DISPLAY [PAGE number [SECTION number]]
(2) DISPLAY PAGE number
(3) DISPLAY SECTIQON number
(4) RESTORE
(5) GET filename object DISPLAY [{ AL : }:l
property list
ALL
property Iixl}

(0) DISPLAY LINE number [{

Hardcopy Output Request Messages
s i . . ALL
(7) GLET filename object LIST [{ ALl ; }]
property list
Booster System Typewriter Input Messages

(9) GET filename PRINT it T s {latitude longitude
atinds: (ohgimte T filcname object

AN : : stitide longitud
(10) FIND DISTANCE FROM z g {Iautudc Jongitu e} S

(8) PRINT DISPLAY 2

[filenamc] object

B. File Modification Messages
(11) GET filcname object CHANGE property name, property value, ... property name, property value,
|[RENAME ncw object name] [LIST....]
(12) GET filename {%b[{_;;\ﬁEN;TgE} new object name [CHANGE....] [LIST....]
(13) GET filecname RENAME objcct; new object nam, ... object, new object name,
(14) GET filename objectspec CHANGE property name value, ... value,

(15) GET filename object {ADD”} integer, property name, ... integer, property name, [LIST....]
C. Erase Message
ALL
(16) GET filename objectspec ERASE OBJECTNAME

property list
D. Line Move Operations
(17) GET filename SWAP {LM } {zfsl) # #—)#}

(18) GET filename REORDER {[%T'EES} Boft AS HHH ...

bba

f 3
(19) GET filecname INSERT {‘L—”ﬁ } H#oH# {B'E'EQRL} #

LINES ! AFTER
TR e
E. Column Move Operations
(20) GET filenamce objectspce SWAP { %LS } propertynamc AND propertyname
e . coL } . {M } propertyname

2 ‘e a SOt x .
(21) GET filenume objectspec INSERT {COLS propertylist AFTER

F. Copy Message

) ; : LLPROPS S : {ALLM.S’ }
95 e ] ‘na Spe : sname sctspe 2
(22) COPY EROM filename (objectspec) | Py | INIO filename. (objcetspee) | prortyis

L ———————————— e —
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(23) COPY WITH OBJECTNAMES FROM filename (objectspec) INTQ filename (objectspec)
] . LLPROPS
COPY WITH QRIECTNAMES FROM o=l gy |
(24) PY WITH OBJECTNAMES FROM filename (objectspee) propertylist
. . ALLPROPS
INTO filecname (objcetspee) {property]ist }

(25) COPY WITH PROPNOMES EROQOM filename (objectspee) {

{ ALLPROPS }
propertylist

ALLPROPS }
propertylist

INTO filename (objeetspec)

OBJECTNAMES AND PROPNAME

(26) COPY WITH {PROPNAMES AND QBJECTNAMES} FROM filename  (objectspec)

ALLPROPS : y ALLPROPS
{ propertylist }LNIQ filename (objectspec) {W}
G. Selective Retrieval Message
LT LIE
LEQ AND LEQ
(27) GET filename [objcctspec] IF propertyname; EQ  tvalue {QR } propertynames EQ value . . .

GT GT

GREQ GREQ

H. Statement Message

(28) DO filcname object [parameter, ..... paramcter,|
I.  Miscellaneous Messages

(29) DATE dd-dd

(30) SAVE
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Introductory Remarks
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1 am most pleased to havc this opportunity to par-
ticipate in thc Third Congress on Information System
Science and Technology and to talk to you about one
of my favoritc subjects —*Tactical Command and
Control Systems Compatibility.” | fcel that it is worth-
while to devote some timc to this subject from the
point of view of the Department of Defense. ‘‘Tac-
tical Command and Control™ is being discussed, and
programs developed for implementing systems, at all
levels in all four of the Military Services. Of course,
today’s tactical forces possess command and control
capabilities. However, a principal goal of our present
DOD effort is to make command and control more
effective by relating them to “‘real time” in the ‘‘real
world.” The tcrm “Tactical Command and Control™
as used here covers the total capability of a command-
er to order his forces and control his weapons. This
capability consists of the staff and facilities at the joint
tactical command headquarters, the communications
to his component commanders, the staff and facilities
of subordinate commands, and so on down through
the various echelons to the combat forces.

Looking at it in another way, the tactical command
and control capability is the sum of the human contri-
bution, the contribution of machines, the organiza-
tional structure in which both work, and the proce-
dures used to perform the tasks which are, themselves,
usually dictated by the assigned mission. In this struc-
tural organization, men are assisted in these tasks by
communications systems, computers, input-output
equipment, display devices (from simple ‘‘grease pen-
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cils” to sophisticated automatic displays) and all the
other paraphernalia incident to the accomplishment of
the task. It is this particular interrelationship which
should make our subject of interest to a *“Congress on
Information System Science and Technology.”

Our primary area of concern is related to the words
“SYSTEMS COMPATIBILITY.” Here, we are
concerned not so much with thc “*Intra-Service’ sys-
tems compatibility problem (which also exists) but
with the “Inter-Service™ systems compatibility prob-
lem. The problem of inter-Service systems compati-
bility is generated where thcse “systems’™ function
in support of military forces operating ‘“‘jointly’ or
as components of a Joint Task Force. This is the
type of operation currently being conducted in Vict-
nam. Warfare such as this is characterized by its highly
fluid nature. Units are shifted rapidly and may be
committed to widely dispersed offensive and de-
fensive operations. The associatcd tactical command
and control systems capability will, accordingly, be
stretched and strained over the extended areas of the
operation.

Tying togcther the characteristics of complexibility,
great flexibility, diversity and mobility, all normally
inherent in the conduct of tactical operations, is no
small challenge. Providing *‘Inter-Systems compati-
bility” for the command and control of this compli-
cated machinery is an area all too often overlooked
in the normal preoccupation with the individual tasks
of designing and building the “individual” wcapons
systems, control systems and command systems
needed by the tactical forces.

In order to view inter-systems compatibility in its
proper perspective, it has been necessary to broadly
define what the phrase means and then to examine
both the operational and technical aspects of this def-
inition. Since command and control systems and the
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associated communications (commonly referred to as
C? systems) are basically ‘‘Information handling sys-
tems,” achieving compatibility between them has been
treated as a process of accomplishing an effective in-
formation exchange between them. The goal is to pro-
vide the “commander’ at each specific echelon with
the information required to aid him in arriving at
timely decisions or to accomplish his required com-
mand functions. Although this may be an easy state-
ment to make —it is a far more difficult task to accom-
plish. For example, compatibility between systems
should be included as a requirement for system design
only where necessary for intercommunications in
joint operations. Therefore, someone has to be
charged with first analyzing this specific problem from
a ‘‘joint operational standpoint” in order to specify
such things as:

Who must communicate with whom.

What information must be exchanged.

The character of the information.

It was also quite apparent that tactical C? systems
embrace a wide variety of systems and, therefore,
compatibility between such systems in a ‘“‘joint envi-
ronment’’ cannot have a singular meaning. In some
cases, systems perform similar functions; in other
cases, the functions performed may be different but
related. An analysis shows that different information
transfer requirements can be associated with each of
these types of relationships. This implies a recogni-
tion of the use of different information *‘sources” and
“sinks” within systems, as well as the different kinds
of information being transferred within the context of
being ‘‘compatible.” The appropriatencss of bcing
compatible becomes the key consideration. This in-
volves such matters then as timeliness, detail, accu-
racy, and other such descriptors of information con-
tent to be meaningful. This problem was referred to
the JCS by the Secretary of Defense in July 1964.
Captain Vernon Micheel of the JCS Joint Command
and Control Requirements Group will shortly tell you
where we stand now in relation to this particular prob-
lem area.

If we look at the JCCRG action in analyzing the
“operational” requirements for joint systems compati-
bility, as the first step, then we should look at the
actions of the JCS Joint Standardization Group as the
second important step. The JSG is primarily con-
cerned with the technical aspects of inter-systems
compatibility. This aspect of the problcm is primarily
communications oriented since the information trans-
fers between systcms take place as signal transmis-
sions. This area also is not complctely under the pur-
view of an “‘individual” system designer sincc his sys-
tem is always only one “end” of any required inter-

system communications link involved. Without ad-
vance agreement between the two individual system
communications points on all of the required technical
characteristics (channel characteristics, modulation
techniques, synchronization schemes, character cod-
ing and formatting, etc.) not only can the required
message transmission bc blocked from gctting
through; it may not even be able to get started. Tac-
tical data systems standards, as the name implies, rep-
resents actions being taken to standardize on some of
these variables when the inter-system exchangc of
data between tactical systems is required. Lt. Col.
Marcus Jordon of the JCS Joint Standardization
Group for Tactical Communications and Control Sys-
tems will cover this particular problem area, and dis-
cuss the efforts of the Joint Standardization Group
in the related area of ensuring compatible tactical com-
munications equipment for use in the C? systems.

A third important step in our efforts to solve the sys-
tems compatibility problem was taken in March 1966
when Deputy Secretary of Defense directed the estab-
lishment of the Joint Service Office for Advanced
Tactical Command, Control and Communications.
This office, in itself, has no directive authority. It is
really a very small, full-time group of Service techni-
cal cxpcrts serving as a coordinating committee to as-
sist the Director of Defense Research and Engineer-
ing. The primary group activity is focused on the re-
search and development programs of the Services to
help achieve tactical systems compatibility by seeing
that equipments are developed for use by more than
onc Service, where possible, and recommending for
consideration the initiation of new developments, if
necessary to improve Service operations and wher-
ever possible to augment and improve joint operations.
Putting it another way, the JSO assists DDR&E by
performing detailed reviews of the on-going or pro-
posed Service R&D programs in the tactical C? area
in an attempt to determine that unneccssary dupli-
cation does not exist and that the Scrvice considers
all possible technical, as well as operational compati-
bility aspects. Major General Kenneth C. Dempster,
Director of Operational Requirements and Develop-
ment Plans, DCS/R&D, Hgs. USAF, will cover this
area.

Finally, we have the problem facing the Military
Services in the actual creation of the tactical C? sys-
tems. Designing and building a tactical command and
control ‘“‘system’ is a complex and difficult undcr-
taking. Managing the birth and evolution of one is
even more difficult. It was a difficult enough problem
when thc manager was faced with the task solely of
crcating a “‘system” that would accomplish the desired
goals of its intended user. When we compound this
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problem by adding in the requirements for maximum
use of standardized, readily supportable ‘“‘common”
components; the desires of the “‘user” to obtain equip-
ment that never fails in use, requires little or no space,
consumes practically no powcr, weighs next to noth-
ing, can be moved anywhere, at any time, by any
means, and above all, mects all the requirements for
inter-system compatibility in a joint tactical environ-
ment, we can see that the Military Services have a
very difficult task. The critical factor is not one of
technology alone, but rather one of insuring the prop-
er balance between the “‘users,” the *‘joint require-
ments,” the ‘“‘technical manager,” and the actual
builder. General Earl E. Anderson, Deputy Chief of
Staff (Research, Development and Studies), Hgs.
USMC, will cover this very difficult problem area.

In conclusion, 1 would like to once again point out
that the requirement for inter-systems compatibility
in the tactical command and control environment has
been well documentcd, aggressively supported at top

DOD levels, and is being addressed by many agencies
throughout the Military Departments. It is, however,
a very complcx and challenging task. It cannot be
solved by *‘dictum’ alone; it will take place by strong
and intelligent evolution. Similarly, solutions to the
broad problem of inter-system compatibility are not
to be found alone in the specific development of equip-
ments or standards. The solution will come only
through an understanding of the whole problem across
the board and then by the complete and wholehearted
cooperation of all parties involved, not only within
the military family, but those representatives of in-
dustry and thc scientific community such as repre-
sented here today.

Our goal is clear, our task difficult. The final meas-
ure of our success, however, may only be determined
in the field. Since, when all is said and done, actual
inter-systems compatibility is achieved only when the
respective systems are operationally deployed and
the required information exchange acrually rakes
place. We cannot afford to fail.



The role of joint command and control requirements group

in tactical command and control system compatibility

by VERNON L. MICUEEL, Captain, USN
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INTRODUCTION

It has long been recognized that a eommander neceds
the best command and control system he can get. It
wasn't surprising that the Services were quick to apply
advances in information system technology to improve
their command and control systems.

It wasn't long before it was recognized that there was
a nced for compatibility at the national level. In Janu-
ary 1960, the Joints Chiefs of Staff (JCS) undertook a
study leading to the devclopment of a comprehensive
plan for a joint military command and control system.

In the implementation of the plan, joining into a single
system cach of the command and control systems of
the Services, Commanders in Chiefs of unified and
specified commands (CINCs) and supporting Depart-
ment of Defense (DOD) agencies, there was a serious
compatibility problem between the systems because
each system had been developed to meet individual
requirements.

It took a bit longer to recognize that the Services
were going their individual, separate ways on tactical
command and control without any coordinated effort
being made to insure that the tactical systems could
exchange neeessary information during joint operations.
To forestall a compatibility problem in the tactical area,
the Secrctary of Defense, in July 1964, requested the
Joint Chiefs of Staff to conduet a study which would
give considcration to:

e The degree of commonality of operational, pro-
cedural and functional goals of service systems
then under development.

® The doctrinal, data cxchange, and procedural
standardization necessary to facilitate compatibil-
ity when these systems are automated.

® The suitability of developing formal requirements
for deployable joint task forece command and
control faeilitics, which would satisfy the re-

o quircments of the 1968-75 time frame.
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Joint command and control requirements group in
tactical command and control compatibility

Within the Organization of the Joint Chiefs of Staff
(OJCS), the Joint Command and Control Requirements
Group (JCCRG) under the Director, Joint Staff, is
the central point of contact for World-Wide Military
Command and Control System (WWMCCS) matters.
The assignment of the study on problems associated
with tactical command and control systems was a new
ficld for this Group but was a logical assignment con-
sidering the Group’s past expericnee in developing the
Concept of Operations for the WWMCCS and the
Master Plan for the National Military Command System
(NMCS).

So, JCCRG, together with Service representation,
proceeded to develop a study which would provide a
solution to the problems the Seerctary of Defense had
posed. The result was the World-Wide Tactical Com-
mand and Control Study, August 1965. While this
study did not provide the answer to all the problems
posed by the Seeretary of Defense, it was a start in the
right direetion and formed the basis for continuing
programs.

The rationale used in approaching the compatibility
problem was basically to go back to the operational
requirements of the user.

First, determine, by Service, the operational tasks
and functions of the user which must be supported by
the command and control system. (Land mancuver,
close air support, amphibious operations, ete.)

Second, determine the operational tasks and fune-
tions common to more than one Service.

Third, suggest appropriate areas for standardization.
(Terms, language, procedures, cte.)

Fourth, determine the supporting command and
control compatibility requirements. That is: Who must
talk to whom? What information must be cxchanged?



92 Information System Seience and Technology

What is the character of the information? Note that
the study is not hardware oriented.

By following this rationale it was felt that the analysis
would support conclusions and recommendations which
would lead the way to the point where the technicians
could take over and give technical character to the
solutions to the problem.

Early in the development of the study it beeame
apparent that doctrinal differences between the Serviees
for certain operational tasks might form a block to se-
curing agreed solutions in the study. In order to prevent
this block from occurring, a separate study was con-
ducted by the Joint Chiefs of Staff to determine the
unresolved (divergent) issues between the military
Services in the tactical command and control area. The
study revealed only one divergent issue which the Joint
Chiefs of Staff were required to resolve; the coneept for
airspace control. Specifically, the degree and manner of
control of airspace over the combat zone. Onee this
problem was resolved no other doctrinal issues pre-
vented the acecomplishment of the study.

The mechanics used in expanding the rationale was
to:

a. Compile and compare the operational tasks and
functions of the Services in joint operations.

1 A total of 12 broad operational tasks were
addressed.

(a) Land combat

(b) Close air support (CAS)

(e) Air strike/interdiction (less close air sup-
port)

(d) Air defense/AAW (Interceptor)

(e) Air Defense (SAM)

(f) Airborne/Air

(g) Air Reconnaissanee/Surveillance

(h) Arty fire/Naval gunfire support

(i)  Air space mgt/air traffie regulations

(j) Amphibious

(k) Anti-sub warfare

(1) Search and rescue

2 Each of the above tasks was evaluated by de-
termining:

(a) Where the information (requests, intelli-
genee, orders, assessment, ete.) appears
geographically or organizationally in each
Serviee ecommand and control system.

(b) The immediacy of the commander’s need
for information (“short term,” “long
term’).

(¢) The veracity or reliability of information
in terms of elass (I greater than 0.95%;
111 about 0.65%).

(d) The degree of detail required (how far
down—platoons).
(e) When information is required (demand
timing, e.g., 3 per half hour).
b. Determine the compatibility requirements, that is,
provide solution to the interface problem and informa-
tion exchange requirements.

Further evaluation was made on the above functions/
information to determine the flow of information among
Service forees operating jointly. Diagrams were pro-
duced to show “boundary crossings” on the kinds of
information flowing to and from the Service systems.

¢. Analyze the tactical command and control system
in joint operations from the data compiled in order to:

1. Determine which tasks are accomplished by
more than one Service and establish need for com-
patibility among the Service systems.

2. Assess the approximate extent of functional
commonality which Service tactical command and
control systems would probably need to possess in
order to provide effective support.

3. Recognize the operational requirements of the
supporting tactical command and control systems,
and, from guidance provided therein, ultimately to
derive their technical design.

4. Isolate similarities and dissimilarities in terms,
titles and proeedures in order to determine areas
suitable for standardization.

The conelusions which followed from the study were:

a. The operational, procedural, and functional goals
of all the Service tactical eommand and control sys-
tems have a high degree of commonality.

b. The survey of the operational information flow
across the “boundary line” between Service forces op-
erating jointly and between such forees and the joint
headquarters controlling them are first approximations
of user requirements.

e. There is a requirement for compatibility among
future taetical command and eontrol systems. However,
the requirement for inelusion of compatibility considera-
tions within system design is to be implemented only
in those systems having a predictable requirement for
compatibility with other command and control systems.

d. Many terms and titles as related to joint tactical
operations should be standardized.

e. There is a requircment for standardization in auto-
matic data exchange of message formats, message trans-
mission procedures, and message transmission eharac-
teristies.

f. It is highly desirable to standardize procedures
employed by different Serviees in aceomplishing the
same tactical operational task in joint operations.

g. There is a need for a joint agency to be responsible
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for necessary compatibility, standardization and eom-
monality of taetical command and eontrol systems.

h. The World-Wide Taetieal Command and Control
Study can form the basis for development of technieal
standardization eriteria to insure eompatibility of future
tactical command and eontrol systems.

The following rceommendations were generated by
the conelusions.

a. That the World-Wide Taetiecal Command and
Control Study be referred to joint groups for:

1. Development of standardized proeedures, terms,
and titles.

2. Coordination of qualitative opcrational require-
ments for tactical communication-clectronic equip-
ments when a problem of compatibility cxists.

3. Dcvelopment of standardized message formats,
proecdures, and transmission characteristies.

4. Dcvelopment of teehnieal standardization cri-
teria.

b. That the Joint Chicfs of Staff establish improved
procedures for ensuring inter-Serviee eoordination in
the development, acquisition and operation of taetical
eommand and eontrol systems.

As a result of the approval of the Study by the Joint
Chiefs of Staff and the Sceretary of Dcfense, the follow-
ing oeeurred:

a. The World-Wide Tactical Command and Control
Study was approved for use by tlic Serviecs 2s a state-
ment of basie military operational requirements.

b. The Chief, JCCRG, was appointed chairman of &«
Joint Tactical Command and Control Procedures Stand-
ardization Working Group eomposed of Serviee repre-
sentatives to:

1. Establish and eoordinate a standardization pro-
gram for operational proecdures, terms and titles.

2. Develop inter-Serviee eoordination proeedures
for development, acquisition and operation of tac-
tical command and control systems.

3. Review and, as
WWTCCS.

4. Review and make reecommendations for the res-
olution of unresolved tactical command and control
systems compatibility problems brought to the atten-
tion of the Joint Chiefs of Staff.

e. The remaining reeommendations were approved
and arc being implemented within the Directorate for
Communications-Electronies, J-6.

Continuing aetions are now going on within the JCS,
prineiple cffort on the operational side by JCCRG and
on the technieal side by Dircetor, Communieations-
Eleetronies Direcetorate, J-6. The Tactical Command
and Control Procedures Standardization Working Group
(TCCPSWG) from JCCRG and the Joint Standardiza-
tion Group for Tactical Communieations and Control

appropriate, update the

Systems (JSG/TCCS) from J-5 have been and are
working hand in glove coordinating throughout the
process of arriving at standards.

Under JCCRG the TCCPSWG developed the Inter-
Service Coordination Procedures which were promul-
gated to the Services. The TCCPSWG is establishing a
number of Standardization Field Panels (SFP). These
panels meet for a period of time in the ficld, cach pancl
addressing a speeific operational funetion area such as
Close Air Support, Air Strike/Interdiction, Air Inter-
eept, cte.

The panels are composed of officers, scleeted by
their parent organizations becausc they are highly
skilled in the operational tasks which the pancls are to
cxamine. They are scleeted from all the Services and
certain unified and speeificd commands and have a
working familiarity with their Service’s doctrine and
operational requirements. These officers have no other
duty than to study and analyze the opcrational task in-
volved and to assemble a doeument eontaining the most
opcrationally uscful, mutually eoneurred in, eommand
and control proecdures, terms, and titles that their
combined expericnee in joint operations ean produce.
With this combination of professional competenee so
precisely focused on a task, the resulting conclusions
(derived from mutual agreecment) have the highest
possible ccrtainty of being acceptable as US standards.

Completed SFP reports are forwarded to the
TCCPSWG for revicw, approval and proeessing through
the Serviees and Joint Staff. Approved terms and titles
will be incorporated into the Joint Dictionary by
Direetor, Personnel Direetorate, J-1, both in the main
body of the dictionary and in glossaries (by funetions)
to be added to the dictionary. In addition a new JCS
Pub,—(X) for the present, will be developed whieh
will eontain all the standardized proeedures.

The standardized itcms arc translated or transeribed

by J-6 into tcchnical terms and standards and placed
in JCS Pub. 10.

SUMMARY

In summary, the problem in compatibility was reeog-
nized by the Sccretary of Dcfense and studied by the
JCS and the Services. The resulting study did not
answer all the problems but dirceted attention to a
means of solving the problem. Assigned Responsible
Ageneics were specified in scleeted fields of endeavor:
JCCRG in requirements for operational compatibility,
standardization ficld pancls and resulting JCS publica-
tions; J-6 in the technical field—to recommend stand-
ardization and eompatibility eriteria for tactical com-
munieations and control systems to be incorporated into
JCS Pubs. 10 and 11; and DDR&E to coordinate, re-
view and make recommendations on Service proposced

#
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R&D programs to insure rcquired inter-Servicc opera-
tional compatibility among future tactical command
and control systems, in accordance with criteria estab-
lished by the JCS. Thus, the Joint Chiefs of Staff have
dcveloped programs which will provide the tactical
commander with a compatible command and control
systcm. One program will improvc the mutual exchange

of information by establishing world-wide standards
for procedures, terms and titles. Another will develop
criteria for the technical exchange of information be-
twecn the various systems, both manual and auto-
mated. The third will insure Inter-Service coordination
in the development, acquisition and operation of future
tactical command and control systems.



The joint standardization group

for tactical communications and control systems

by Marcus C. JORrRDAN, Lieutenant Colonel, USA
Joint Chiefs of Staff
Washington, D. C.

INTRODUCTION

The Joint Chicfs of Staff have given increasing rec-
ognition to the vital importance of compatibility of
tactical command, control, and communications systems
and equipment during the past several years. Com-
patibility of cquipment has always been recognized as
a requircment for joint operations. The increasing in-
terdependence of forees engaged in military operations
and the continuing introduction of more tcchnically
advanced systems and equipment, however, necessitate
greater high-level attention being given to ensure com-
patibility and thc appropriatc amount of commonality.
The Joint Standardization Group for Tactical Com-
munications and Control Systems (JSG/TCCS) is one
activity within the Organization of the Joint Chicfs of
Staff which has been given a significant rolc in ensuring
compatibility and commonality of tactical command,
control, and communications systems.

In April 1964 the Joint Chicfs of Staff were requested
by the Sccretary of Defense to “devclop standardiza-
tion and compatibility eriteria that can be used in the
sclection of equipment for worldwide tactical com-
munications and control systems of the military serv-
ices.”!

Alrcady in cxistence at that time werec numerous
civilian and military activitics engaged in standardiza-
tion and compatibility in the C-E ficld. Thesc included,
among others, the Military Communications Systems
Technical Standards Committee, the Military Commu-
nications-Electronics Board, and various groups under
each of thc Military Scrvices, as well as international
standardization activitics. Each of these activitics was
interested in compatibility of tactical communications
and control systems to some extent; however, there
was an apparcnt need for the Joint Chiefs of Staff to
cstablish criteria for standardization and compatibility.
This nced was made more urgent by the knowledge that
compatibility problems would be tremendously in-
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creased as the newer and more sophisticated systems
in development were perfeeted for introduction into the
tactical forces.

The JSG/TCCS was crcated within the framework
of the Joint Chiefs of Staff to recommend these stand-
ardization and compatibility criteria. This Group, which
functions under the Director for Communications-
Electronics of the Joint Staff, was provided membership
from ecach of the military services as well as the joint
staff and certain defense agencies. It was charged with
recommending:

¢ Criteria to insure necessary compatibility among
existing systcms and between existing and future
systems if required.

¢ Standards applicable to existing compatibility re-
quircments and for the development of future
systems.

¢ Equipment commonality consistent with individual
opcrational requirements.

* Solutions to problems of interface between non-
tactical and tactical communications and control
systems when required.”

Excluded from consideration by the Group were
operational requircments and considerations of mission
and doctrinc.

In cstablishing this Group the Joint Chicfs of Staff
recognized that onc tactical communications and con-
trol systcm to mecet the necds of all Services, while it
might be desirable, was probably unrealistic and un-
attainable and that the Secrvices had invested heavily
in systems now in use, that these systems will continue
to be used for some time, and they will be phased-out
over a considerable period beyond that.

Tactical Communications and
Control System Standards

An obvious arca in which jointly agreed standards
were required was for the exchange of real-time digital
data between automated air defense communications
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and control systems of the various services. JCS Pub-
lication 8° states that organizational arrangements for
accomplishing air defense functions must provide eom-
patible electronie coordination and control means,
operationally connected, when air defense forees of
the various services operate within a region. With this
established requirement the first major activity of the
JSG/TCCS was to develop JCS Publication 10, Tac-
tical Communications and Control Systems Standards.
This publication was approved by the Joint Chiefs of
Staff and the Sceretary of Defense and published in
May 1966.

The Tactical Communications and Control Systems
Standards (TACSTANS) econtained in JCS Pub. 10:

®* Are developed for systems and equipment ap-
plicable to funectional arcas in which the need
for compatibility has been validated as essential
by the Joint Chiefs of Staff.

® Are based upon the philosophy that the interface
between taetical systems should exploit the maxi-
mum capability of sensors and processors to pro-
vide preeise information interchange.

¢ Ultilize system characteristics previously approved
for Serviee use where these characteristics meet
the joint requirements,

TADIL A

¢ Define interface standards in adequate detail to
guide the design and/or procurement of systems
and equipment so that inter-operability in the
field will oceur without modification or degrada-
tion.

® Include message format standards designed to

support established doectrine and known require-
ments.*

The standards in JCS Pub. 10 are designed to be
complementary to those in Mil. Std. 188.° The data
elements and codes are being further proeessed for
standardization under the DOD Data Elements and
Data Codes Standardization Program. In the develop-
ment of these standards, international standardization
requirements, particularly those of NATO, which are
the responsibility of the Electronie Data Transmission
Working Party (ELDATRAWP), were also given con-
sideration.

Chapter I of JCS Pub. 10 contains technieal stand-
ards for air defense and aireraft control which will be
used by all US tactical systems which have a require-
ment for inter-Service data exchange. The tactical digi-
tal information links (TADILs) for which standards
are currently approved are shown in Figure 1. For
each of these TADILs, characteristics have been stand-
ardized. For example:

— NETTED DIGITAL DATA LINK UTILIZING PARALLEL TRANSMISSION FRAME

CHARACTERISTICS AND JOINT STANDARD MESSAGE FORMATS AT 2400 BPS.
A — 1 — INTERCONNECTING NAVAL AND GROUND ENVIRONMENT SYSTEMS.
A — 2 — INTERCONNECTING NAVAL UNITS.

TADIL B — POINT TO POINT DIGITAL DATA LINK UTILIZING SERIAL TRANSMISSION FRAME
CHARACTERISTICS AND JOINT STANDARD MESSAGE FORMATS AT 1200 BPS.
B— 1— INTERCONNECTING SAM WEAPONS SYSTEMS AND GROUND ENVIRONMENT AIR
DEFENSE SYSTEMS.
B-— 2 — INTERCONNECTING GROUND ENVIRONMENT AIR DEFENSE SYSTEMS.
TADIL C — TIME DIVISION DIGITAL DATA LINK UTILIZING SERIAL MESSAGE FRAME
CHARACTERISTICS AND JOINT STANDARD MESSAGE FORMATS AT 5000 BPS,
C—1— FOR CONTROL AND RECTORING OF INTERCEPTOR AIRCRAFT.
C—2— FOR AIR TRAFFIC AND LANDING CONTROL..
C —3— FOR SNJRFACE TARGET RECTOR CONTROL..

Figure |—Tactical digital information links (TADILS)
from JCS pub. 10

¢ modulation and signal,

* frequeney setting, accuracy and stability,
* timing,

s control code structure,

® procedural signals, and

¢ communications channel.

Chapter Il contains messages approved for joint
usage, together with their charaecteristics and a state-
ment concerning which messages are used on which

TADILs. There are 16 messages for use between con-
trol stations and between control stations and surface
to air (SAM) weapons systems on TADILs A and B,
and 31 control and 16 reply messages for use between
control stations and aireraft or airborne wecapons sys-
tem on TADIL C. For cxample, one standard message
is designed to report the position, identity and track
number of an air track on a coarse seale. Included in
the publication also are a number of messages used by
the individual services in performing their air defense
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missions but which have not as yct been agreed upon
for joint serviee usage.

Work is continuing within the Joint Standardization
Group for Tactical Communications and Control Sys-
tems on developing additional standards for applica-
tion both to air defense and other tactical funetions to
be performed by automated techniques. Certain of the
messages now reserved for use by individual services
are also being proeessed for joint approval. Standards
for a low-spced TADIL (TADIL-D) have becn de-
veloped and are being proecssed for approval of the
Joint Chicfs of Staff.

The results of the Worldwide Tactical Command and
Control Study conducted by the Joint Command and
Control Requirements Group of the Organization of the
Joint Chicfs of Staff and the follow-on effort to stand-
ardize procedurcs, formats, terms, and titles for use in
joint operations will provide the basis for the continuing
development of JCS Pub. 10. With the opcrational re-
quirement for compatibility as well as the amount and
kind of information that requires interchange estab-
lished, the /JSG/TCCS will be able to effectively de-
velop the standardized rtansmission characteristics and
message formats and transmission proecdures to insure
compatibility of automated systems where compatibility
is required. The further deveclopment of these standards
is obviously a major under-taking and will represent a
significant part of the aetivitiecs of the /JSG/TCCS
for several years even after all required input infor-
mation has been developed, approved, and received by
the Group.

Tactical Conununications Planning Guide

The other major activity of the JSG/TCCS is con-
tinuing development and maintenance of JCS Publica-
tion 11, Tactical Communications Planning Guide.
This guide is a direet outgrowth of a comprehensive
study of tactical communications made by the Joint
Chiefs of Staff in 1965 at the request of the Deputy
Scerctary of Defense. The main objectives of the study
were to:

* Ascertain and recommend means of increasing
commonality and compatibility of communica-
tions equipment uscd by tactical forces.

® Rccommend means of decreasing varicty and
quantity of tactical communications cquipment.

¢ Recommend mecans of limiting erowding of the
radio frequeney spectrum.

* In cach of the above to give due consideration
to dollar and manpower costs involved.®

The study was conducted over a six-month period
by a study group of approximatcly 20 personnel from
the Services, the joint staff and defense agencies under
the chairmanship of Major General W. T. Smith, Dep-

uty Director, Communications-Electronies, Organizi-
tion of the Joint Chiefs of Staff. A part of the report
of the study group addressed policy and proccdural
matters affecting commonality and compatibility. It in-
cluded discussions, conclusions and recommendations
covering

e communications doctrine,
planning and programming,
operational requircments,
defense standardization program,
procurement,
radio frequency spectrum, and

* communications sceurity.

A second part of the report of the study group was
centitled Tactical Conununications Planning Guide. This
part was designed to be the first edition of a document
that would be maintained and improved upon by the
Joint Chiefs of Staff in the future. The purpose of this
publication is to provide guidance to the Services in tac-
tical communications equipment planning and to assist
the Office of the Secretary of Defense in reviewing tac-
tical communications matters. The concept of this guide
was aproved by the Joint Chiefs of Staff and the Scere-
tary of Defcnse, who, in January 1966 approved the
Tactical Communications Planning Guide as a general
guide for use in planning future tactical communications
and requested that it be updated for use in appropriate
1966 program reviews.” The updated edition was ap-
proved by the Joint Chicfs of Staff for promulgation
as a JCS publication and forwarded to the Secretary
of Defense in April 1966.

The guide contains four major chapters covering
Categories of Tactical Communications and Compati-
bility Requirements, Current Equipment Compatibility,
Operational Requirements, and Technological Com-
patibility Objectives. It should be emphasized that this
document is concerned at this time solely with tactical
communications and not with any of the multitude of
other aspects of tactical command and control. Even
within the area of tactical communications, coverage
is seleetive in the chapters dealing with operational re-
quirements and ecurrent cquipment.

Opcrations eonducted by joint forces involve various
combinations of closely interrelated operational tasks
and numerous funetional applications of communica-
tions nccessary for task accomplishment. Compatible
communications equipment must be made available
wherever intercommunication is required. The require-
ment for compatibility can be stated in at least three
ways: in terms of the opcrational task, in terms of the
communications funetion, and in terms of the technieal
characteristics of the equipment. A technical categoriza-
tion was considercd to bec most appropriate for the
guide; accordingly, Chapter I identifies a number of

#
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technical categories within which compatibility is rc-
quired.

In the Worldwidc Tactical Command and Control
Study, developed by the Joint Command and Control
Requirements Group, 12 broad opcrational tasks arc
identified and requircments for intercommunications
between units engaged in performing these operational
tasks specified. Based upon this information, the tech-
nical categories of communications compatibility, and
a similar categorization of the applications which com-
munications perform, a series of matriees werc de-
veloped which describe:

* Who must intercommunicate with whom in pcr-

forming each broad operational task.

* Why they must intercommunicate (i.c., for what

communications functional application).

¢ How thc intercommunication can take place

(which of the technical categories of communica-
tions compatibility).

* When intercommunication is rcquired (in sup-

port of which broad operational task).

Figure 2 is an example of one entry from one of
these matrices.

LAND COMBAT OPERATIONS MATRIX

s H NUMBERS SHOW
] b3 / COMMUNICATIONS FUNCTIONAL
UNIT y
57 APPLICATIONS
co
AR DIV <o
7 S — COMD ELM AND OPN CEN COMM

7 = TAC AREA SPT COMM

LETTERS SHOW TECHNICAL CATEGORIES OF COMMUNICATIONS
COMPATABILITY.

C — HF/AM

D — HF SSB

E — VHF FM 20 — 76 MC/S

R — RADIO RELAY

Figure 2—Matrix example from JCS pub. 11

In Chapter II a total of over 700 major items of
tactical communications equipment cither in the active
inventory or in devclopment with opcrational use in-
dicated in the ncar future are catcgorized by technical
categories of communication compatibility. Each of
the more than 100 Currcnt Equipment Compatibility
Sheets lists thc compatible cquipment in a category and
gives an indication of the extcnt of commonality. Fig-
ure 3 is an example of one of these sheets.

In Chapter III the operational requirements docu-
mented by the Serviccs in Qualitative Material Re-
quirements, Specific Opcrational Requirements, etc.,
are categorized in a manner similar to that employed
for current cquipmcnt, and analyzed to determinc the
extent of joint interest in each requircment. About 100
requirements were documented by the Services. 10

EXTRACT CURRENT EQUIPMENT COMPATIBILITY SHEET NO, D14
HF $S8 RADIO TRANSCEIVER, VEHICULAR
RECOMMENDED

NOMENCLATURE FREQUENCY MODULATION “;TLAAS[EA'%‘T/
AN/GRC~106 2-30 MC/S Al A3, A3A ASc STD
AN/MRC-83 2-30 Al A3 F1 STD

AN/TRC~73 STD
AN/MRC~-95 2-30 Al LAl SN/VSC—2
AN/PRC—47 2-12 A2, Ada NOTE 1
NEW DEVELOPMENT:
AN/VSC-2 2-30 Al,A3, Ada,ASc, F1 PLD STD

NOTE 1. AN/PRC~47 IS A 100W STD FOR U.S. MARINE CORPS,
AN/PRC~62 WILL BE A 20W REPLACEMENT FOR U.S. ARMY,

Figure 3—Example of current equipment compatability
sheet from JCS pub. 11

per cent of thesc werc considered to be only of interest
to a singlc service; the remaining 90 per cent were
considered as joint rcquircments (a total of 34) based
on exprcssions of interest by onc or more services in a
requirement doeumentcd by another servize. For each
of thesc joint rcquircments a cover sheet incorporates
an analysis of the degrce of joint intercst in the re-
quirement and a summary of future action to be taken
on the rcquiremcnt. Becausc of thc rather lengthy
proccss requircd for complete inter-scrvice coordina-
tion of rcquirements, the joint rcquirements in thc
prcsent version of the guide arc listcd as ‘“interim”;
howevecr, action is under way to complete the coordina-
tion and removc thc interim designation.

Chapter IV contains tcchnological objectives which
are considered important to achieving optimum com-
patibility of tactical communications in the future.
These objectives are of two types—general, which are
applicable to more than one of the technical categories,
and specific, which are applicablc to only one category.

Much development work remains to be donc in
cach of the areas addressed in JCS Pub. 11. In addition,
continuing maintcnance will be required as technology
and requircments change. These functions of develop-
ment and continuing maintenance will be accomplished
through thc mechanism provided by the JSG/TCCS.

Reorganization of Joint Standardization Group for
Tactical Communications and Control Systems

The Joint Chiefs of Staff have recently approved a
rcorganization of JSG/TCCS. Thc purpose of this re-
organization is to provide for continuing development
and maintenance of JCS Pubs. 10 and 11 and to permit
the Group to more readily recommend equipment com-
patability critcria and technical and procedural stand-
ards for tactical command, control, and communica-
tions systems in support of joint operations. The
permanent organization and membership of this Group
is now as indicated in Figure 4.
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CHAIRMAN:

MEMBERS:

JsG/TCCS
DEPUTY DIRECTOR, J—6

MILITARY SERVICES, J-3,
J-5, -6, JCCRG, DEFENSE AGENCIES

r

TACTICAL COMMUNICATIONS
AND CONTROL SYSTEMS
INTERFACE STANDARDS

SUB—GROUP

CHAIRMAN: J—6 ,

MEMBERS: MIUTARY SERVICES
DEFENSE AGENCIES

TACTICAL COMMUNICATIONS
CATEGORIES AND REQUIREMENTS
SUB—-GROUP

CHAIRMAN: J—6
MEMBERS: MILITARY SERVICES
JCCRG, DEFENSE AGENCIES

TACTICAL COMMUNICATIONS
EQUIPMENT AND TECHNOLOGICAL
OBJECTIVES SUB—GROUP

CHAIRMAN:  J—6
MEMBERS: MIWITARY SERVICES
DEFENSE AGENCIES

NOTE: AD HOC WORKING GROUPS FORMED AS REQUIRED. EACH WORKING GROUP
REPORTS TO ONE OF THE SUB—GROUPS SHOWN,

Figure 4—Permanent organization of joint standardization
group for tactical communications and control systems

In addition to the pcrmanent organization shown a
number of working groups arc actively cngaged in
working on individual actions.

In general terms, the objective of Tactical Communi-
cations and Control Systems Interface Standards
Sub-Group is to define standardization and compatibil-
ity criteria for information exchange between tactical
communieations and eontrol systems of the military
services. The work of this sub-group will be largely
devoted to continuing the development of JCS Pub.
10, Tactical Communications and Comrol Systems
Standards, and to related international standardization
efforts. The Taetical Communications Categories and
Requirements Sub-Group and the Tactical Communi-
cations Equipment and Technological Compatibility
Objectives Sub-Group both have basic objectives re-
lated to the further development and maintenanec of
JCS Pub. 11, Tactical Communications Planning Guide.
Over-all guidance and coordination is provided by the
parcnt group.
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Information in the military operational environment

by WiLL1aM E. Kuntz, Captain, USN
Defense Communications Agency
Washington, D. C.

During the past two and a half decades improved
capabilities in electrical communications and in auto-
mated data processing have received extensive ap-
plication in support of military operations.

At the risk of providing to the information system
scientist mcrely another glimpse of the obvious, this
paper is intended to review some of the facets and
consequences of applying current technology in these
fields to the solution of long standing military opera-
tional problems.

Information has always been, and continues to be,
the primary tool of military command. Information
serves as the basis for the commander’s decision-
making, and as the means for conveying his intentions
to his command and to others.

Consequently, the acquisition and dissemination
of information have preoccupied military com-
manders as long as they have existed.

Information, in the context of the military opera-
tional command environment, is selected, evaluated
data, relcvant to a specific situation in point of timc-
liness and content. Data are not information until
these data are perceived by the commander to be
valid, and of value. Furthermore, data cannot bc
transformed into information until the problem to be
addressed has been defined and classified. Until this
happens, no one can know what are the “pertinent
facts™"; one can only know data. Definition and classi-
fication determine which data are to be considered
relevant. Analysis and perception determine which
data are to be considered of value. In the military
operational environment, the means or method of
transferring these data is the classical “*communica-
tions system.”

With information — that is, relevant valid data—es-
sential to military command, this component sub-
system for the transfer of data, plus the mechanical
and electrical mcthods available to select, correlate
and display useful data for analysis, is essentially the

military’s equivalent to the scientist’s ‘‘information
system.”

An effective military communications/information
system must keep not only the commander but all
levels of a command adequately informed of changes
in the military situations which affect them. To ac-
complish this, personnel of the system’s organiza-
tion, both data handlers and data originators, must
know what data to collect and to process, and the
data users must be able to delineate their rcquire-
ments for information.

The effectiveness of a communications/information
system in supporting a command depends not upon
the amount of data flowing in the system, but upon
the amount of relevant data the conimander receives
and the degree to which the system can transfer that
relevant data to potential users.

Historically, military communications have been
virtually synonomous with the exercise of authority.
Further, from the commander’s point of view, his
organization is primarily a communications network.

One can conjecture that primitive military opcra-
tions were successfully conducted by a commander
who relied solely upon his own sensory inputs, rc-
called rclevant expericnces from memory, performed
mentally the comparative analyses required under
the circumstances, and communicated his intentions
or his will directly to subordinates (and to adver-
saries) by invoking appropriate action.

Proxy observations and the necessity to extend the
scope of the primitive military commander’s influence
dictated a need for assistance in achieving the desired
flow of information, and the role of the military com-
municator was born.

As the complexity of the military commander’s
operations further increased, two types of delegation
occurred: staff subordinates, to assist the commander
in performing his functions of data correlation and
analysis, and linc subordinatcs (i.e., subordinate
commanders) to assist the commander in thc com-
munication of his intentions.
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To provide for mutual understanding, to standard-
ize behavior, and to minimize information exchange
requirements, a third delegation of a sort occurred in
the emergence of predetermined and prepositioned
policies, plans, doctrines, and procedures, to govern
the performance of both the staff and the line hier-
archies, in the absence of direct communications with
the commander.

As military weapon ranges and lethalities increased,
as time available for response to changing situations
seemed to dwindle, as mobility and methods of com-
municating improved, as political, economic, and
social implications of military action became more
obvious and critical, significant improvements in
mechanical and electrical data handling capabilities
were sought by the military commander to assist
him and his staff and line subordinates in coping with
the increasing flow of data and the increased need
for more information associated with more complcx
military operations.

The communications/information systems which
have cvolved in support of the command structurc
in military organizations di{ffer among each other in
tcchnical configuration and reflect subtle differences
in military roles and missions, in the attitudes of the
military commanders scrved, and in the manner in
which thc command echelon is structured.

These differences fall generally into one of three
categories or types, probably best described by
analogy. One type of system might be characterized
by a “‘public utility”” concept. Responsibility for the
service and support thus provided to the command is
shared between the supporting organization and the
using command itself. The line of demarcation of
this responsibility falls roughly at the point data enter
into and leave this ‘“‘public utility” type system.

Its advantages are obvious. The ‘“‘public utility”
aspect of its operation is governed by relatively con-
cise technical principles and its management and oper-
ators can be, and are usually, technically oriented.
Its behavior can be carefully structured and its techni-
cal performance predicted in the prcsence of ap-
propriate standards. 1t is obviously economical of
resources.

The major disadvantages of this first type of system
are also obvious. The “‘public utility’” aspect of the
system and its personnel rely upon advance planning,
policy, doctrine and procedurcs; there is little, if
any, flexibility, obligation or capability to react
promptly to the dynamics of thc using command’s
changing rcquircments, Morcover, rcsponsibility for
“writer to reader” delivery of data is vested in more
than a single organization.

A second configuration employs the same fore-
going “‘public utility” concept for trunking and inter-
switch networks, but with a significant organizational
difference. An individual, usually a direct rcpresenta-
tive of the commander, is designated the command
communicator and assigned the primary responsi-
bility for “‘writer to reader” delivery of data. He is
technically competent to interface with the ‘“public
utility”” system into which the command has access.
In addition, he controls both the terminal portion of
thc system serving the commander and the staff,
and may pre-empt a predetermined portion of the
“public utility” network resources. He maintains the
close liaison with the commander and staff necessary
to observe and modify system performance to match
the dynamics of the command situation, and when
possible, to foresee and act upon changing conditions
before they occur.

Advantages include improved ‘‘writer to reader”
delivery time. Studies have shown that, other con-
ditions of the communications/information system
being fixed, the greatest potential improvement in
message handling times can be achieved in the term-
inal portions of the communications/information
system. Therefore, with the manager of thcsc data
handlers reporting directly to the commander, the
performance of the terminal portion of such systems
appears to be the critical feature which determines
the advantage of this configuration.

The second configuration also has thc same dis-
advantage as the first configuration, if to a lesser
degree, of inflexibility to respond to user’s changing
requirements. However, the role of the commander’s
direct represcntative has proven to be highly useful
in obtaining exceptions to doctrinal constraints to
improve overall system responsiveness.

The third configuration has essentially “‘private
line” characteristics. This is thc familiar dedicated
communications concept. Its advantages are obvious.
It provides the ultimate in foreshortened “writer to
reader” time. It can be cngineered to be available
when needed. It seldom saturates.

The disadvantages of this typc of configuration
are also well known. It is more prodigal of resources
than either of the other two types and is usually less
survivable in comparison with integrated switched
networks. More importantly, howevcr, from the vicw-
point of both line and staff command hierarchies,
this configuration has the inherent characteristic of
comparting data and information to an inacceptable
degree, and may bypass subordinate echelons of the
command.

At the outset, it was mentioned that these several
configurations also reflect the viewpoints of the com-
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mands served. Without belaboring this aspect of
military communications/information systems, it may
be observed that those highly structurcd military
organizations which operate with well cstablishcd
policics and doctrincs find the “public utility™ con-
cept acceptable. Those organizations whose missions
include a capability to react in extremely short times
favor the “private line” concept.

Therc appears also to be a direct rclationship be-
twecn the **depth of control,” the length of the chain

of command, and the type of communications/in-
formation system configuration employed. In shal-

lower organizational hierarchics, dedicated systems
appear more frequently.

Further, command organizations that traditionally
are highly structured with detailed doctrine appear
to be completely distrustful of the reliability of data
flow in any actual operational situation.

Convcerscly, less systcmatic organizations seem to
place a high dcgrce of faith in system reliability for
the conduct of military operations in the face of the
enemy.

The tcrm “automatcd information system'* has becn
uscd in connection with spccific military applications
of a wide rangc of capabilities. Conscquently, there
havc arisen major semantic difficulties rcflecting the
differences in viewpoints of the sponsoring agency,
the systcm designer, thc system implementer, and the
opcrational user.

Somc military automated information systems, in-
tendcd to support an operational military commander
and his staff, have been labeled “*‘command and control
systems.” Onc definition of this aggregatc of capa-
bilities states: “A command and control system
is . . . a composite of cquipment, skills, and techniques
which, while not an instrument of combat, is capablc
of performing the clerly defincd function of enabling
a commander to excrcise continuous control of his
forces and weapons in all situations by providing
him with:

e thc information ncedcd to makc operational

dccisions, and

¢ the means for dissecminating these dccisions.

A complete system includes all subsystems, related
facilitics, equipment, matcrial, services, and personnel
required for operation of the system, so that it can
be considered a self-sufficient unit in its intended
cnvironment.”

This all-inclusive view of a command and control
system would properly encompass, for cxample, an
automated wcapons control subsystem, although its
contribution to the information nceds or decision-
making capability of the commander, or its demands
upon his decision-making capability, may be relatively

small. Operating as essentially closed loops. from
target to weapon back to target, most automated
weapon control systems are characterized by integral
sensing, selection of an alternative in conformancc
with pre-established doctrine or by online, subordi-
nate level decision, and automatic commands to the
weapon to destroy a specific target.

Such weapon control systcms normally requirc only
a simple decision (input) by thc commander to initi-
ate or to terminate their use. Their data outputs to
the commander are generally restricted to periodically
reporting their status, targets engagcd. rcsources
remaining.

For purposcs of this discussion, automated mili-
tary command and control systems will be considered
those intended to satisfy requirements of thc com-
mander and his staff for mcchanical and clectrical
assistancc in carrying out the following military
functions:

» Scnsing significant perturbations in thc situa-

tion or environment.

» Storagc. rctricval, transmission of data.

e Manipulation and analysis of data.

*  Development of alternatives.

e Disscmination of decisions.

Several significant presumptions are inherent in
so describing automated military command and con-
trol systcms:

» It presumes a universal understanding, and
acceptance, of thc content and context of the
command function.

» It presupposcs an cqually universal understand-
ing of command’s line hicrarchy.

e It assumcs a differentiation between data and
information.

Technically, its design includes both a communica-

tions capability and a data proccssing capability.

Radical changes in scopc and methodology are
taking place in modern business managemcnt. Auto-
mated data are modifying the content of managerial
Jjobs at all levels, the roles of middle- and lowcer-levcl
managers, and the cntire structure of decision-making
within the cnterprise.

To the extent that military operational command
may bc similar to busincss management. equally
radical changes might be anticipated in military
command methods and organizations. Improved capa-
bilities of communications and awareness of data
processing applications in business have prompted
military commanders to rcview their situations and
seek to obtain an automated command and control
system. Thesc revicws also havc fairly consistently
seemcd to indicate the desirability of centralizing
the data—a consequence of a “total systecm™ ap-
proach, popular since about 1960.
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The total system implies that all data are collected,
transmitted, processed, and distributed to potential
users.

In highly structured situations, in which virtually
all contingencies are foreseen, in which preplanning
is thorough and the resulting plans and doctrine are
established, the total system approach can be ap-
proximated.

The thermostatic control is an example of such a
total system. Temperature and humidity ranges can
be maintained within pre-established limits; even
a record of environmental changes and system re-
sponses could be obtained very simply, from which
performance analyses and logistic support require-
ments could be derived.

However, a review of military organizations involv-
ing extensive communications and data manipulation
reveals that the total system approach must be used
with caution when one considers the nature of military
activities.

The total system concept presupposes acquisition
of data direct from source by means of communica-
tions capability integral to the automated informa-
tion system. Data so acquired may or may not be
available to intermediate echelons of the military
organization.

Assuming the technically optimum case, wherein
data from a source are simultaneously available to all
command echelons, unilateral decisions by higher
headquarters based on these data will deprive the
higher command of the judgment of intermediate
echelons.

In the case wherein the data sources differ for indi-
vidual commands or for functional subsystems serving
a single command, problems of ambiguity arise.

In the event that the upward flow of data follows
the command hierarchy and is forwarded only after
evaluation in the context of the forwarding head-
quarters, the ensuing delays are usually considered
unacceptable by the sponsoring agency, the system'’s
designer, and the system’s implementers. The opera-
tional users’ viewpoint is usually ambiguous.

What seems to be neglected is that, in the military,
the command hierarchy is and remains a multilevel
pyramidal arrangement of headquarters, each differ-
ing from the others. On the same echelon, the differ-
ence between commands lies in specialization and
functional cognizance. Between echelons of com-
mand, the differences in contexts stem from percep-
tion and scope of interest. This hierarchy is a result
of pragmatic empiricism, in the presence of constraints
of communications and the limits of an individual’s
ability to cope with issues in the time available.

The constraints of communications and individual
perception which are, in part, responsible for the
hierarchy also contribute to the demand for filtered,
evaluated data (i.e., information) between successive
levels of command.

At higher echelons of military command, there is
relatively less problem-solving, in which the situation
is postulated, requirements are evident, and the de-
cision, tactical. In this context, problem-solving im-
plies a single optimum solution. The situation is
given, and requirements are evident. The optimum
solution is the most economical adaptation of avail-
able resources.

Rather, higher command echelons are faced with
the necessity of determining the situation, even of
changing the situation; of determining resources,
either what they are, or should be; of developing al-
ternative courses of action or options, which are sel-
dom black or white and may include doing nothing.
Decisions are strategic in nature. Further, there is a
continuing requirement to identify missing informa-
tion, which in turn generates a requirement for judg-
ment, and for determining the degree of precision
allowable or acceptable in the decision.

At higher command echelons it is a rare situation
indeed in which all needed information is available
and there 1s one optimum solution. In fact, wherever
analysis of the situation leads to this comforting con-
clusion, one may reasonably suspect the solution of
being little more than a plausible argument for a pre-
conceived idea.

Intermediate and lower echelons of command can
contribute directly to definition and analysis of the
higher headquarters problem, to the development of
alternatives, and to the conversion of any decision
to effective action; and can make these contributions
with due consideration of the risks, economy of ef-
fort, timing and limitation of resources as understood
by these subordinate headquarters.

It is not apparent to me that any automated com-
mand and control system designed to date has ade-
quately taken into account the characteristics of the
military environment described above.

For example, one impact of automated information
upon the military command hierarchies might be il-
lustrated from considering the consequence of the
introduction of radar in the U. S. Navy early in
World War 11. Initially viewed as a substantial im-
provement in the sensory range of the naval lookout,
its potential contribution as a source of data and in-
formation to the command echelon was not recog-
nized by the designers nor the military at the outset.

Because radar provided not only detection, but
target location, its use was promptly pre-empted for
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target location, its use was promptly pre-empted for
dedicated application to weapons control problems,
often to the detriment of its improved ‘‘lookout”
or initial detection function.

Later, when radar’s potential for providing data
for a multiplicity of uses was recognized, two major
changes, one technical and one organizational,
occurred:

e Technically, the basic concept for presentation
of data had to be changed from the A-scope
to the plan position indicator, the PPI.

e Organizationally, a new group of operator-
tcchnicians emerged at the staff level further
to process the data now available in light of
on-going operations, not only of their own com-
mand but of adjacent commands as well.

One might have hoped that the trend taken in estab-
lishing this new group would have enjoyed universal
acceptance of the obvious benefits it could demon-
strate.

Actually, the notion that data should be available
to several potential users as a basis for each user’s
contribution to overall command analysis and de-
cision was far from universally accepted by function-
ally oriented staff elements. On thc contrary, today,
25 years after the introduction of radar one finds
military organizational arrangements still geared to
unilateral use of dedicated sensing systems, to the
exclusion of other potential users in the command
who may either duplicate the data collection and
processing capability, or do without it.

Sonar is another example of a space sensing system
viewed primarily as a dedicated data input for ASW
weapons control, rather than as a potential source of
data for rapid collation with other undersea space
sensing systems and intelligence sources, in both
strategic and tactical applications.

A more recent, and probably more widely recog-
nized example of the impact of an automated military
command and control system on the military com-
mand hierarchy is SAGE.

Disregarding service orientatcd opinions as to the
merits of its technical design, SAGE has had a pro-
found impact upon military organization and mission.
It provided a massive detection, data collection,
data processing, and data communications capability
which made technically feasible a highly centralized
command organization. In turn, this new command
undertook the detailed management, on a near real
time basis, of the air defense mission for the entire
North American Continent—a span of control of
military operations never previously envisioned.

Current policies for acquisition of automated
command and control systems to support military
command seem to stipulate:

¢ Evolutionary improvement of capabilities,
exploiting technological advances as they occur
and operating experience gained in copying with
changing situations.

¢ Flexibility in system performance to anticipate

possible future changes in the operational en-
vironment.

¢ Compatibility with associated automated in-

formation systems of coequal, subordinate or
superior echelons in the command hierarchy.

Implementation of these policies can lead to the
procurement of off-the-shelf ADP equipment and
software, the latter subsequently modified as neces-
sary in an effort to tailor the off-the-shelf ADP capa-
bilities to evolving requirements.

One obvious consequence of the introduction of
this type of automation into a military environment
is its impact upon organization: An entirely new
organizational entity is required (but seldom ac-
quired) to provide for data management and computer
program implementation and maintenance. The Na-
tional Military Command System Support Center,
operated by the Defense Communications Agency in
support of the National Military Command System,
and the Naval Command System Support Activity
operated by the Navy, are two examples of these
relatively new organizational adjuncts to command.

Understandably, such supporting units scek to
achieve an in-house capability to convert information
requirements of command into usable computer pro-
grams to produce useful information.

However, the ADP operator-technician-program-
mer has had no significant decision-making experi-
ence upon which to base his interpretation of user
demands. Moreover, the user group is inherently
distrustful of any data system with which they, as
individuals, are unlikely to have had any extensive
personal expcrience.

One hears criticism of the technical ADP staff
as lacking ‘“‘operational experience.” This criticism
should be interpreted more precisely as this ADP
staff lacks ‘‘decision-making experience” ar the
command level being served. 1ssues of risks, stakes,
and alternatives are implicit in this view.

On the other hand, senior dccision-makers at the
command level are equally unlikely to be conversant
with capabilities and limitations of ADP, either
now or in the immediate future.

Further, provision of mass data systems on an
incremental basis, using hardware and software de-
signed primarily for industrial or business applica-
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tions, appears to presuppose similarity between the
techniques of business management and of military
operational command.

As pointed out previously, there are marked dif-
ferences in the operational contexts at successive
levels in the classical military command hierarchy.

Decision can range from problem-solving solutions
at the lower echelons, to determination and elcction
of altcrnative courses of action at the higher levels.

Techniques to support this spectrum of activity
will seldom be similar throughout, and data require-
ments will not be similar at each level of command.

Nevertheless, automated command and control
systems using off-the-shelf ADP are being introduced
to support higher headquarters. These systems gener-
ate requirements for large amounts of data, stored at
a central data repository, and efficiency of processing
data demands that these data be acquired in standard-
ized formats.

But differences in information requirements at
intervening headquarters —not differences in ADP
equipment and programs—inevitably demand com-
promises in reporting formats and in data content,
or, alternatively, parallel reporting systems, or inde-
pendent levies for information upon subordinate or
collateral commands.

Next, an effort is made to obtain *“‘all” data for
storage at the central higher echelon repository, just
in case these data may be needed. The rapid pro-
cessing of vast amounts of data leads higher echelons
of command to believe they possess adequate in-
formation upon which more detailed decisions can
be bascd. The command organization at the higher
echelons then tries to participate actively not only in
strategic decision but tactical problem-solving as
well.

To the extent that the higher command actually
makes more tactical decisions, there is a diminution
of the role of intermediatc headquarters, its experience
in making decisions is reduced, and, in the event
portions of the centralized data acquisition, pro-
cessing, or dissemination functions fail, catastrophic
loss of overall military capability, rather than a more
graceful degration of performance, can well result.

Historically, military plans, doctrine and proce-
dures evolved to minimize the otherwise mandatory
reliance upon communications, to ensure standard
patterns of behavior and timely rcsponse by subordi-
nates in given situations, and to provide a residual,
though reduced, capability in the event of partial loss
of the command hicrarchy.

Improved communications and data processing
capabilities seem to have considerably lessened the

‘e

need for highly structured doctrine; in fact, as long
as it survives, the capability to obtain more and more
data rapidly to determine a situation, rather than to
postulate it, further reduces the traditional role doc-
trine plays in military operations, or substitutes for
it a more complex and more rapidly changing modus
operandi.

The concomitant ability to communicate tactical
decisions directly to the action unit in turn generates
the necessity for a higher degree of flexibility of re-
sponse by the action unit, which in turn generates a
requirement for rapid status and response reporting
back to the command level initiating the tactical
decision, which in turn generates a requirement for
more communications and more data processing, ad
infinitum.

SUMMARY

To summarize, it is my opinion that military organi-
zation is a result of pragmatic development. The
principal tool of command is information. The com-
mander has resources, such as weapons, personnel,
and vehicles at his disposal, but he cannot manipu-
late these resources effectively without this tool.

The command echelons have been structured, with
staff, line, and doctrinal delegates, to obtain data,
to manipulate data to derive information and arrive
at alternative courses of action, and to communi-
catc decisions, within the constraints of available
or nonavailable communications.

Increased capabilities in communications and in
data processing have vastly improved the ability of
commanders to acquire data, to have it manipulated,
and to transmit derived decisions.

The automated information systems now technically
feasible cover a wide spectrum of capabilities, rang-

ing from individual sensor systems gencrating data
for one or a variety of users, through weapons control

systems of varying degrecs of automatic response,
to mass data systems collecting and collating large
amounts of detailcd data. Howevcr, this spectrum of
automated information systems has widely divergent
characteristics in terms of military utility.

The sensor system'’s utility, with its design based
on relatively simple concepts and known doctrine.
is limited only by engineering ingenuity and ability
to control the physical cnvironment. At the other
end of the spectrum of application, mass data systems
have vast tcchnical capability but virtually no doc-
trinal basis for dcsign and employment, othcr than
conventional business management relationships.

Automated information systems, othcr than com-
mand and control systems, ¢cmployed in the role of
sensor systems to generate data, may have either a
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relatively little or a major impact upon military or-
ganization and mission. It is difficult for either the
designer or the user to anticipate the magnitude of
this impact.

Higher order automated information systems, such
as weapons control systems, cven though operational
concepts stcm from established doctrinc or can be
stated concisely and any required communications
are integral, ncarly always have major impacts on
both military organization and military mission at the
middle cchelon level. The designer and user jointly
can usually predict the magnitude of this impact.

Automated information systcms intended to sup-
port higher echelons of command always have a
profound, continuing, predictable, but seldom recog-
nized impact upon both military organization and
military missions.

New organizations with the mission of ADP
management and program maintcnancc are required
within the command. The tactical decision-making
capability apparently provided to higher headquarters
by these systems tends to obviate the necessity for
making decisions, and thus the learning experience,
at intermediate echelons in the operational chain of
command.

Finally, although the primary purpose of informa-
tion systems at highcr headquarters is to assist in
the strategic decision-making proccss—that is, de-
termination of real-world situations and development
of alternatives —automated data processing capa-
bilities continue to be woefully deficient in identify-
ing missing information, exercising judgment, or de-
termining the degree of precision acceptable, in the
light of risks and stakes involved and the resources
available.
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INTRODUCTION

Te purposc of this paper is to stimulate thinking on
the rclationship between the information handling
functions associated with command and control and
changing trends in military management. The intent
is neither to discuss the functions of command and
control nor to compare the values of centralized and
decentralized management and information systems.
The paper attempts to illustrate how the character
of organizations and related managcment functions
are influenced by information processing technology.
Thus it discusses how management practices may
change as better information handling capabilities
are provided, and how, in turn, these changes further
influence the character of the related information
handling functions.

In the interest of brevity and in an effort to confine
the scope of the paper, many military responsibilities
and functions are described only in the context of
this paper. Accordingly, these descriptions are not
wholly complete and may be erroneous if applied
in a different context.

Part one

Present-day military planning is characterized by
a broad spcctrum of military conflict, widely scat-
ered areas of operations, the involvement of many
agencies, and the concept of rapid mobility. For cx-
ample, the European and Pacific threatres of opera-
tion each have large forces and resources continu-
ously assigncd to the area. They can be augmented
as required with forces and resources normally po-

*The thoughts expressed in this paper are those of the authors, and
do not represent the position of the Department of Defense or any
Ageney thereof.
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sitioned in thc United States. On the other hand,
there are potential conflict areas where little or no
forces and resources arc in place, and for which pre-
planned packages must be organized and deployed
as the necd arises.

The concept of mobility packages, and the general
capability available for moving large force pack-
ages, permits a rapid response to many potential
levcls and areas of conflict without indcfinitely com-
mitting forces to each area. Whilc this permits world-
wide coverage with less ‘“inventory,” it greatly in-
creases the requirement for centralized planning and
coordination.

Thus the problem becomes one of competing re-
quire ents for finite resources. No one CINC*
or Service or Single Manager can unilaterally make
the decisions while significantly affect several othcr
Defense organizations. Questions, such as how much
of the MACH1 fleet should be held in rcserve, whether
to mobilize CRAF#+# aircraft, what the impact would
be of borrowing weapons from one theatre to use in
another, or the price to be paid for shortening closure
times, can often only be answered at the high, com-
mon level of the National Command Authority
(NCA). It is now recognized that the NCA requires
the capability for rapidly assessing fcasible alterna-
tives. This obviously has profound implications with
respect to information processing and organizational
responsibilities.

Therc arc clearly many functions which a CINC,
Military Department, Single Manager, or Component

*Commander-in-Chief.

tMilitary  Airlift Command (formerly Military Air
Serviee-MATS).

$1Civil Reserve Air Fleet.

I'ransport
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can do best. However, resource planning on a world-
wide basis, particularly when reaction time is at a
premium, must often be done at a higher command
level. In this respect, it is important to note that
most of the details with which each organization is
normally concerned will still be addressed by that
organization. It is the policy making, establishing of
priorities, and the rapid determination of the role each
agency will play in an unplanned environment that
must be the function of the highest level.

At a minimum, the information processing capa-
bility supporting the NCA level must be able to ag-
gregate, correlate, ana'yze, and evaluate that data and
information provided by all of the potentially affected
agencies. The question of level of detail of unpro-
cessed data to be forwarded to the NCA is of critical
importance, since the end result of the information
processing at the NCA level is intended to be the as-
signment of responsibilities to each of the major or-
ganizations involved.

It is not at all clear, however, that this will be where
NCA involvement will stop. Given the data process-
ing and communications to acquire and process vast
quantities of data, the NCA can, if they wish, ef-
fectively monitor and exercise considerable control
over the manner in which each organization carries
out many of its responsibilities. In the past, experi-
ence has shown that the best balance is achieved
by retaining only centralized policy making, overall
broad planning, and monitoring of operations at the
NCA level, and by decentralized control of opera-
tions at lower levels. Each supporting organization
must therefore have its own information processing
capability for detailed planning, and must also con-
tribute to the NCA broad planning role. This means,
for example, that the NCA can determine the feasi-
bility and capability of MAC support of a mission,
or to assess the impact of utilization of aircraft on
closure time, but leaves to MAC the problem of de-
termining and controlling flow schedules and cycling
of aircraft in coordination with other affected agencies.

This concept is based on the premise that the single
most important problem in both long-range planning
and crisis planning is the coordination of all affected
agencies. Under noncrisis conditions, the NCA could
afford the time required for numerous studies to be
made by competent organizations, each feeding in-
formation to the other, with many interactions be-
fore a final result is attained. Under crisis conditions,
or when a multitude of plans must be feasibility-tested
in a short time, the classic approach to planning may
need to be drastically curtailed.

The most valuable benefit of centralized planning
is that a great many alternatives can be considered,

i.e., a thorough sensitivity analysis can be performed,
in less time than was often required to examine one
untested course of action. As noted previously, how-
ever, there is an attendant danger. Since communica-
tions and data processing technology impose no
practical limitation on how much raw data can be ac-
quired and stored, it is possible for the NCA to have
in the centralized data base all of the data held by
all other organizations. (Often the highly detailed
raw data is required to insure that the aggregations
of the data is accurate.) But this level of detail also
permits the NCA to “second guess” the judgment
and actions of operational organizations. Movement
schedules can be developed as easily at the NCA
level as at any other level. The problem arises there-
fore in the manner in which parameters are applied
and results interpreted.

Part two

Present day technology, i.e., the present state-of-
the-art, imposes very little constraint on the determi-
nation of centralization vs decentralization, i.e.,
what functions are carried out by what echelons.
This 1s entirely a matter of the personalities involved,
and the willingness to implement a system which will
permit the degree of command and/or control inter-
relationships desired. In other words, any desired
organizational structure can be supported from an
information processing point of view; however, the
cost/effectiveness issue may impose realistic con-
straints. Management now has at its disposal an im-
pressive array of tools; the question is, how does
management choose to use what is available?

The previous point leads to a consideration of what
is perhaps the most significant issue. From the broad
view-point, what is the impact of information pro-
cessing potential on organization and mission? There
are many facets to this question. The question we
really want to ask is, what does information pro-
cessing capability enable us to do at this time that
we either could not do at all before, or could do only
with great difficulty, and so what effect does this have
on the way we organize and the functions we assign?

First, there is the classic case of using information
processing to automate an existing manual system.
This is to say that nothing is really changed except
that some people are relieved of tedious tasks, or
some tasks are accomplished faster. This is a very
important application, and the first and most important
task of system analysis is to determine whether or
not simply automating the manual processing is what
is required. For example: Optical character readers
can enable direct input of data to a computer, speed-
ing up the process and requiring less personnel; mes-
sages can be logged automatically; operational data
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can be cxtracted from files much faster than from a
multitude of messages and reports, ctc. Little if any-
thing changes in the fundamental way that the or-
ganization works.

By the same token, it is possible for an information
processing system to enablc a whole new spectrum
of functions to be performed simply because vast
quantities of data can be proccssed at a central lo-
cation, very quickly, and minutc details considcred
along with all implications, thus bypassing many
echelons previously nceded for the same information
processing. Now thcre can be a requirement for ad-
ditional staff elements to perform analyses and help
formulatc policy, functions which were previously
accomplished at a lower echelon or by a special group
established to provide these services. There are many
examples within the Services and industry of this
trend.

It is intcresting to note that, in the case where both
information processing and decision-making are cen-
tralized, there is not necessarily a modification to the
existing organization. One of the most significant
and obvious manifestations of this is the manner in
which thc National Command Authority, specifically
the President, Secretary of Defense, and the JCS
interface more or less directly with subordinate
commands of the CINCs. Part of this is due to com-
munications, which enable almost rcal time reporting
of cvents. Part is also due to the ability to store and
process vast quantities of data which previously would
have bcen aggregated by the CINC and forwarded
to the NCA as summary reports.

Although the CINCs remain in the direct line of
command, data flows directly from their subordinate
field commands to Washington. This data is simul-
taneously furnished to the CINCs and intermediate
levels so that they may process it for their own pur-
posc, know as much about thc situation as the au-
thorities in Washington, and be prepared to discuss
it with them. The availability of all such information
in the Washington area tends to generate questions
and discussions on matters concerning many echelons
of command. This in turn tends to encourage direct
discussions between authorities in Washington and
the field forces involved. Intermediate echelons
should, of course, participate in such discussions.
This way of doing business does not necessarily
mean that all decisions are made in Washington,
but the pressure for rupid and complete answers to
questions and the implied requirement for solutions
to problems is far greater than before.

Two possible approaches to data reporting and

proccssing might bc considered: One is to have all
data, howevcer detailcd, scnt directly to the highest

echelon. In this case, not only can the detailed data
be aggregated to provide summary reports appropri-
ate at the highest level, but the data can be used by
persons not familiar enough with current operational
problems to draw valid inferences. For example,
planning factors modified by recent operational ex-
perience may not be available to accompany the raw
data. There is no question that the same detailed
data can be used at all levels. The question is what
processing capability should be available to the highest
echelon?

The second approach is to have the detailed data
held in data bases at lower levels, not to bc tapped
as raw data, but to be processed or partially processcd
at that or an intermediate level for forwarding to the
higher level. Thus, when certain reports were re-
quired, the reports thcmselves, or summarized data,
would be available to the higher level on demand.
This would avoid having the data available with the
attendant danger of using it incorrectly. This also
enables the lower echelon to have at its disposal
data which can provide the basis for answering morc
detailed questions which may arise without being
pre-empted.

Part three

The organization of command and control functions
has a significant influence on the organization of
the associated information systems and vice versa.
It appears that there are at least five general con-
cepts which might evolve:

¢ The organization remains the samc and the
functions remain the same; information pro-
cessing merely enables more efficient carrying
out of existing functions.

e The organization remains the samc, but function-
al responsibilities change, e.g., a lower echelon
no longer has the same degree of local control
that it once had, some of this control having
been assumed at higher cchelons.

e One or more lower echelons are eliminated or
cut out with respect to being in the chain of
command upward, although they still remain in
the downward chain.

* The lower echelons can have semi-autonomous
local control, providing information properly
aggregated to higher echelons, resulting in
much closer coordination without giving up all
prerogatives.

» The information processing can be centralized
with an attendant increase in local control. The
only significant organizational change in this
instance is the tcchnical support at the higher
echelon.
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Most discussions of information systems consider the
subject in its continuum from source data gathering
through the various steps of communications to a
central location, automatic screening and manipula-
tion of the data, display or presentation to a user, the
user analysis and cvaluation process and finally the
decision and action rcsponse process. To the implement-
er this represents a series of scparate though closely
interdependent implementation proeesses demanding
differing techniques, technologies, diseiplines and sup-
porting organizations. To concentrate on implementa-
tion areas having some commonality of technology and
organization, this discussion will address only that
segment of organization concerned with implementing
thc data screcning and manipulation process and the
process of providing the resulting data or information
to the user; in essence, the conecern of automatic data
handling from the time data is received at a central
location through its application to a user problem.
Organizational elements concerned with data gathering
and reporting, with communications systems to support
this reporting and with decision and action response
are not specifically addressed although the remarks
presented are belicved to be gencrally applicable to
these areas of implementing activity.

Any discussion of information systems and their
impact on organization and mission or on any other
element of management or technology upon which
thcy impinge must be preceded by some descriptive
argument reconciling the ambiguities of the term itself.
This term, information system, like many others in the
current technical jargon bcars clear definition only in
the mind of the individual applying the term. The
vision may focus at any point in the spectrum from
the most rudimentary manual methods of collecting
data through the varying degrees of complexity as
found in large manual systems for reporting or sum-
marizing data, computer assisted systems for providing
a data bank, automated systems permitting inquiry
of the data bank, analog deviees for converting directly
observed data to useful information, complex systems
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of multiple users interacting independently in apparent
real time with a large automated central data bank,
and on to the vastly complex and interconnected sys-
tems of men and machines as may be bcheld only by
the visionary divorced from practicality. To select from
this span of diverse concepts common threads impact-
ing on organization and mission is not possible due to
the diversity of the supporting organizations themselves.
Rather, in ordcr to focus thc discussion to points ger-
manc to this Congress, it is necessary to delimit the
meaning of the term to some specific concepts and
capabilities recognized in current computer automated
systems or anticipated in the following generation of
systems.

The term, information system, as subsequently ref-
crenced will include computer systems containing an
alphanumeric data bank accessible in apparent real
time by each of a number of users, including automatic
response to critical parameter thresholds, to obtain
read-out of data or to derive information from such
data and providing the mcans for rapid display of thc
data or information so derived. While this somewhat
restricted definition is not nceessarily descriptive of
current national level command control data handling
systems with which I am closely associated and toward
which I will generally direet my remarks, and does
not reflect any specifically approved planning toward
such goals, it is representative of that minimum sys-
tem I believe necessary to satisfy current demands at
the national level. Indeed, in the absence of well de-
fined goals, an assumcd definition is nceessary to the
implementing organization if chaos is not to reign
supreme. The implementing activity is one close to
reality, solving today’s problems today, making dcei-
sions on methods and techniques applicable today but
which influencc tomorrow’s dccisions through the
impact of economic investment and continuity of appli-
cations, and providing system growth and transition
to meet daily changing requirements. Orderly and eco-
nomically sound growth demands well defined goals
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whether specified or assumed. The remarks which fol-
low will not propound philosophy nor arguc justifica-
tion of systems’ being. Rather, they stress the necd
for clear goals, whatever the justification, and the im-
pact of the existence or absenece of such goals on to-
day’s implementing organization and activities.

The dynamic growth of information technology dur-
ing the past 10 years has given rise to a numoer of
automated military information systems of varying com-
plexity utilized in storage and manipulation of alpha-
numerie data. Existence of these information systems,
though generally they may be better described as data
banks, has brought rceognition of the wide variety and
large volumes of data that may be efficiently stored
and manipulated. This facility for storage and manipu-
lation has in turn broadcned the demand for more and
more diverse and detailed data aceumulation at vari-
ous command levels. The past three years have scen
unpreecdented advances in communications to support
this demand and most notably have witnessed the evo-
lution of broad and well disciplincd reporting systems
oriented toward utilization of computer methods in
data transmission and data handling. These mecha-
nisms allow, and indeed today are aceomplishing,
the aceumulation of great volumes of data at many
levels of eommand. Unfortunately our alaerity in pro-
ducing the mecans for translating these large data vol-
umes into information assimilable by the interested
user has not matchcd our progress in providing the
data itself. T somewhat sanguinely presumc that this
will be the next revolution in the information systems
evolution.

Throughout the history of systcms relying on analog
methods for obtaining source data the conversion to
usable information has been an accepted part of the
system. This derives both from the generally unintel-
ligible nature of the sourece data to the ultimate user
and from the great volumc of individual data inputs.
In the typieal radar or sonar applieation the automatic
conversion of souree data to a few blips on a scope
depicting range and location of detected objeets is
only an initial step which partially reduces the vast
volume of source data. Useful information derives only
after extensive distillation of many such observations
into somc operationally mcaningful statement of number
of hostiles penetrating, their rclative location, their
eourse or closing rate, expccted time of closure, and sim-
ilar faetual details on whieh decisions can be made.
Sueh information, which in no way conveys the vast vol-
ume of source data from which it was distilled, is com-
monly accepted as system output. Similarly, the often
referenced Semi-Automatie Ground Environment Sys-
tem initially grew from these same precepts of the ana-
log system. It was early recognized that higher and high-

er levels of aggregate information were nccessary to
rapid-response decisions required in the air defense mis-
sion. Moreover this aggregation has bcen carried to the
integration of information from widely dispersed ecn-
ters; information aggregatcd to a level of eontext eom-
pletely removed from the source data. Here again infor-
mation reflecting in no way the vast conglomerate of
source data is accepted by the operational user.

Current alphanumerie information systems have be-
come quite analogous in eomplexity to these analog
systems; data volumes reporting facts and detail of
faets have become far too numerous for assimilation by
the individual user; data eoding makes direet reading
almost unintelligible; eomplexities of the interdepen-
dence and intcraction of these dctailcd facts preclude
intuitive judgments and deeisions; and distillations of
these data volumes into more comprehensive levels of
information are necessary if deeision responsiveness is
to be effective. The simple data bank or inventory con-
trol approach which aeeepts source data and subsc-
quently, only on demand, spews forth minutia or sum-
marized data sorted in many ways will provide an
initial level of volume reduetion eomparable to that
evidenced by the blips on the radar scope. Automatic
distillation to much higher levels of information eon-
tent are not possible in the data bank approach sinee
ncither thc hardware nor softwarc associated with this
approach adequately support the voluminous arithmet-
ieal and logieal ealculations necessary to the distilla-
tion. Even thc simplest extension of information level
to the sensing of paramctcr thresholds eannot be effec-
tively incorporated in the data bank environment.
Some such sensings that are at best limited include
indications that an event has or has not occurred,
parameter value has exceeded some specified bounda-
ry, rate of parameter value change has exeecded some
specified norm or that experienced in a previous
time period, or that the fraction of remaining resource
capability has fallen below some speceified critieal level.
Yet such minimum extension is necessary to direct
the user’s attention to areas of eritical change or occur-
rcnce demanding further investigation or aetion re-
sponse; else hc must make frequent and timc-consum-
ing inquiry into the status of a large number of indi-
vidual parameter conditions or must peruse volumi-
nous bateh proeessed printouts or papcr listings to sift
out thesc more critical changes as thcy oecur. Both
time for such random inquiry and the volume of data
detail to be perused preclude effective decision response
as data inputs eontinue to grow in size, detail and time-
lincss. Further extension to information distillates con-
veying the impact on operations of thc interaction of
multiple parameters involved in operations planning,
status of forees and resources, plan execution and fol-
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lowing, and transportation and logistics support can be
accomplished only by a comprehensive information
system as opposed to a data bank.

Distinct from the personal reasoning above, the im-
plementing organization, as an organization, is indif-
ferent to why a specific concept is accepted. It needs
only a generally clear definition of the near term and
longer range goals toward which the system is aspiring.
These goals must distinguish between data banks and
information systems or levels between, must be general-
ly accepted by management and operating officials
at all levels, and must be achievable in a reasonablc and
generally accepted time frame. The impact on the im-
plementing activity of thc system dcfinition implied
by such goals is very direct in both mission and organi-
zation. As regards the data bank definition on the one
hand, mission encompasses little more than providing
a storehouse for data and distributing the data in
various forms on demand to multiple users; the more
comprehensive information system, on the other hand,
extends mission scope to include development of the
necessary tools to permit automatic response as spcci-
fied conditions are met, to allow multiple users to
interact on-line with the data base, to permit complex
queries and analyses involving multiple parameters,
and to provide rapid display and distribution of signif-
icant results. These obvious differences in mission
dictate widely varying organization structures, demand
quite diverse tcchnologies, require quite different aca-
demic disciplines and experience backgrounds, and im-
ply completely eontrary views of user function. The
implementing organization, not being clairvoyant, re-
quires adequate mission definition if its efforts are to
be cfficiently directed. The alternative is to hedge
against the cntire span of possibilitics thus ensuring
that a large proportion of its efforts arc misdirected if
not totally lost.

H. D. Benington noted in 1964 in a somewhat
broader context that . almost everyone empha-
sizes evolutionary system design, not fully appreciating,
however, the eventual impact that this new approach
will have on the role of technologists, the goals of
our research, the development of tools, and the orga-
nization of the command.” At the level of the imple-
menter, evidence docs not indicate that two years have
added significantly to the appreciation of the impact
of this evolutionary approach other than to change
the verb tense of Mr. Benington’s statement from “will
have” to “is having.”

Distinction between the cvolution of hardware sys-
tems, software tools and applications programs is not
generally recognized. To the implementing ageney this
is reflected in a general slowdown or lack of progress
in applied research while information systems as refer-

enced hercin require a vigorous research program,
the basic role of the technologist is virtually ignored
as initial increments of the evolution almost totally
absorb available resources, development of information
systems tools spccifically for the evolutionary needs
of thc military environment receives only minimal
intcrest (other than in communications) defeating the
very concept of evolution, and organization at best
becomes unstable duc to the lack of appreciation of
the above. Information systems coupled with an evolu-
tionary approach require that the designer and imple-
menter provide a series of tools developed outside
the user environment to ensure a flexible system within
which the user can, in his own environment, develop
programs and proccdures applicable to specific prob-
lems. These tools ineorporate individually complex
control programs, programming languages, inquiry
languages, console dcvices, data transmission systems,
mathematical simulation and utility systems, and data
management and manipulation systems into a single
complex in which they effectively and efficiently inter-
act in a manner easily accessible to the user and the
applications programmer. Information systcms there-
fore require that the implementing organization include
an clement devoted to the applied research, develop-
ment and implementation of these tools. The com-
plexity of the tcchnology required for this develop-
ment demands expert technical and logical talent ex-
perienced in the disciplincs of complex computer sys-
tems and strong technical management to ensure com-
patibility of the many complex elements. This pre-
sumes that the evolution is directed toward the goal
of an information system rather than toward a data
bank which can be provided by well-known technology
with minimal developmental requirements. Since or-
ganizational elements and organizational competence
are not created, but are built over a period of months
or years, distinct goals toward which to build are
cssential. Based on a common understanding applied
research can be initiated, acquisition and retention of
technological competence can be accomplished based
on known discipline requirements, tools serving the
continuing system evolution can be developed, and an
organizational structure responsive to the technological
requirements and to the needs of the user and manage-
ment can be established.

Information systems bring to the implementer the
need for strong centralized control in both the imple-
mentation and operation of the system. The many
components of the central computer control system
are so complexly interrelatcd that a single manager is
necessary during implementation to ensure the efficient
functioning of these parts as a total system. Since such
a system serves many functional users a single manager
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must recognizc the needs of these many users to en-
sure that system scope is sufficiently broad, both func-
tionally and in detail, to meet these needs. He must
also control any changes or additions to the system
since even a minor change in one component may
impact on many other components. In operational use
strong control is necessary to reflect priorities, dcter-
minc saturation points, detect and corrcct system
errors, and most importantly to ensure that all users
are aware of all available standard algorithms and
routines; the latter to prcvent multiple duplication of
programming and oftcn inefficient programming of
frcquently used routines which are the two greatest
contributors to inefficiency in large information sys-
tems.

The implementing activity must provide the organi-
zational element and disciplines to assist the user in
the application of these automatic tools to his specific
information needs. The problems of the military user
have becomc vastly more complex during the recent
years that have embraccd the policy of controlled re-
sponse and have at thc same time seen the availability
of morc and more detailed data relating forces, plans
and actions at all command levels. This has required
a more complcx logical technology in evaluation of the
military environment. Man has of necessity learned
to copc with this increased complexity and contin-
uously becomes more technically sophisticated in order
to do so. The military user is indeed the expert in his
own cnvironment; understanding the problems; able
to definc what information is needed for their solution;
capablc of defining the general methods, procedures
and problem logic neccssary for developing applica-
tions programs. The implementer need only to guide
in the use of the automatic tools and assist in actual
programming where required. Yet, too often, the user
is coerced into spending valuable time in learning
thc details of computer programming, usually at a
machine language level remote from any application
he will ever encounter, in an attempt to unravel the
mysteries surrounding his information system. In order
to provide the user with the time to properly do the
job for which he exists rather than become an expert
in noncontributory peripheral areas, the implementer
must provide, as part of the user assistance, a mech-
anism for kecping the user informed of system capabil-
ities and limitations and the procedures for applying
the automatic tools available to him. These should be
explainable and applicable in technical English, math-
ematics, and logic without refercnce to the cryptic
language of the programmer and program systems.
Prcsentation must be in a manner which instills confi-
dence in the system, denoting simplicity and ease of
application. To provide less will only compound the

already complex problems of the user and divert him
from his primary functions. Here the technical com-
petence of thc implementer and of the scientific com-
munity in providing such tools is being tested, not
that of the user. Provided adequate tools and succinct
guidance in their application the user will advance at
a ratc dictated by his own requirements.

The phenomenal growth and advancing technology
of information systems also brings to the implementer
the traditional problems of an expanding organization.
Frequent change in organization structure to provide
response to new functional areas, success and failure
in the investigation and research into new technologies,
justification of increased resources, acquisition and
retention of competent personnel, training in appliea-
tion of new technologics, and confronting squarely
the decision required in the face of uneertainty are
all internal problems with which the implcmenter can
cope so long as his goals are well defined. In the
absencc of such goals each of these areas becomc, in
themselves, a time consuming and wasteful process
bent on outguessing the future.

While all of the areas of concern heretofore men-
tioned impact directly on the implementing organiza-
tion, nonc are insurmountable in the presence of clear-
ly established goals. Presuming their existence, one
area of significance remains, that is, the nced for
conveying to the basic rescarch and design activities
thc requisite changes and advanccments in the over-
all system. The implementer, being continously in
close contact with the users in their applications, is
the first to recognize the need for major changes or
additions to the then existing system components. In
an evolutionary environment these requirements for
change generally appcar in small increments and often
are incorporated as minor improvements or as part
of system maintenance. They dcrive from the obser-
vations of several organizational elcments and emerge
as basic design changes only after experience shows
the need for some gencral improvement in overall
capability; frequently in the form of a need to make
more efficicnt some processes already in bcing. A
specific element of the implementing organization with
the mission requirement of uncovering and defining
such needs is necessary if continuing liaison between
the dcsign organization and subelements of the imple-
menting organization is to bc maintained. The need
must be transmitted in some formal fashion from either
thc user or implementer to the design activity. This
separate organization aetivity will inevitably remain
onc step removed from the system and the uscr thus
diluting its cffectiveness. The manner in which the
need for basic design changes derive, the neeessary
formality of transmitting recognized design needs to
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clements cven further removed from the system, and
the necessity of scparate organizational clements main-
taining detailed knowlcdge of systcms programs and
procedures make this process at lcast cumbersome
and time consuming if not inefficicnt with inadequate
response. From the view of the implementer the mis-
sion areas of information systcm design and imple-
mcentation are not separable wherc the eonccpt of
evolutionary system dcvelopment prevails.

The eurrent challenge to the scientific community
and to the implementing activity, in thc continuing
evolution of information systems, lies in the full reali-
zation of the inundating volume of data rapidly be-
coming availablc to thc user and thc concomitant

demand for thc tools which will allow thc uscr to
automatically translate this volume into higher levels
of information assimilablc at the dceision level. Fur-
ther, though the tools themselves may bc complex, it
must be rccognized that the view presented to the user
should be one of simplicity and easc of usc, one which
instills confidence in the utility of the tools rather than
compounding thc problems and impairing the tcehnical
efficieney of the uscr. Equally important is the chal-
lengc to management at all Icvels of recognizing these
current demands, generally defining the longer term
goals, and of providing the policy guidancc and re-
sources through which the tools can bec developed
and their applications exploited.
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INTRODUCTION

The purpose of this papcr is to establish the basic
characteristics of a comprehensive and flexible capa-
bility for strategic mobility analysis. This objective
arises from the recent establishment within the
Organization of the Joint Chiefs of Staft of the Office
of the Special Assistant for Strategic Mobility
(SASM).

SASM is charged explicitly with a wide range of
missions, coverning the full spectrum of strategic
mobility. SASM is charged implicitly with executing
his strategic mobility functions with the best analysis
technology now available.

This analysis technology has three major com-
ponents. The primary impctus is that of systems
analysis, the generic term for rigorous analysis of
difficult problems. The second is the technology of
computers, required by the complexity of strategic
mobility problems. Thc third technology is the
accumulated knowledge of transport systems analy-
sis, together with the associated mathematical and
computer models.

In response to this implicit charge, SASM has
under way a major cffort to develop a broad analysis
capability for strategic mobility. Development of
this capability requires maximum use of the systems
analysis approach, of computer support, and of
transportation system models. The purpose of this
paper is to discuss the basic characteristics of this
analysis capability.

We begin with a discussion of the strategic mobility
problem, in order to clarify the substantive area of
concern. Next, we give a relatively cursory discussion
of 1ssues in developing models for use in stratcgic
mobility. Third, we discuss systems analysis as a
framework and indicate the limitations of this frame-
work and its implications for analysis procedurcs.
Fourth, we discuss briefly the kind of computer
environment which can be provided, and the impli-
cations this environment has for design of an analysis

capability. Finally, we summarize the implications
of the preceding discussions by identifying the basic
characteristics of a strategic mobility analysis capa-
bility.

The arguments of this paper are by no means de-
finitive and final, but are presented with the objective
of stimulating discussion in the technical communities
concerned with strategic mobility analysis.

1. The Strategic Mobility Problen:

A. The triangle of resources, requircments

and criteria.

The strategic mobility problem can be represented
by a triangle, whose three corners are: strategic
movement resources; strategic movement rcquire-
ments; and criteria for selection of strategic mobility
plans (Figure 1).

Requirements

Resources Criteria

Figure | — The strategic mobility Iriangle
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Strategic movement resources are all the trans-
portation resources available for support of world-
wide mobility, including military owned, commercial
for-hire, and non-military vehicles and networks avail-
able under alternative conditions. These are enumer-
ated in Figure 2.

A. Vehicles
Aircraft
MAC nucleus
Commercial, voluntarily available
Civil Reserve Air Fleet
Non-U.S. owned
Ships
MSTS nucleus
U.S. commercial, voluntarily available
Flags of Convenience
Other foreign-flag commercial, voluntarily
available
Reserve fleets
Other available
CONUS and Theaters
Rail cars—box, flat, heavy duty flat, POL,
passenger
Trucks — commercial for-hire, private carrier;
military —organic, non-organic, other gov-
ernment-owned
Buses —commercial, private carier, military,
other

Inland waterways
Special movements

LSD’s, LCM’s
Aircraft carriers and other helicopter
transports
Floating cranes
New technologies
Ground-effects machines

Containers
B. Networks

Installations
CONUS origins —home stations, depots
Theater destinations —depots, staging areas
Terminals
Water terminals (POE’s and POD’s) —
constructed and LOTS (logistics-over-the-
shore)
Air terminals (POE’s and POD’s)
Enroute air terminals
Enroute sea terminals
Links
CONUS —rail, highway, inland water, coast-
al
Inter-theater—air, sea
Theater—rail, highway, off-the road, inland
water, coastal
Figure 2 — Strategic movement resources

Strategic movement requirements are all move
ments through the worldwide transportation system
which are in support of a strategic plan or which
impact on the ability of the transportation resources
to support that plan. These include the forces being
deployed, including personnel fillers and replace-
ments and resupply, and reverse flows from the
theaters, as well as civilian and non-deployment
flows within the the theater, within the Continental
U.S. (CONUS), or between the CONUS and the
theaters (such as existing channel traffic and house-
hold goods and dependents movements). These are
summarized in Figure 3.

Units
Personnel
Equipment
Accompanying supply
Personnel
Fillers
Replacements
Resupply
Reverse Flows
Civilian dependents
POW’s
Medical evacuees
Prepositioning
Equipment
Supply
Reinforcements and redeployments worldwide
Special movement requirements
POL
Helicopters
AlD cargoes
Channel flows
Support of military forces
Support of civilian economy

Figure 3 —Strategic movement requirements

The third element of the triangle, criteria for se-
lection of a mobility plan, includes consideration of
the movement times and costs (fixed and variable)
associated with alternative strategic mobility plans,
and considerations of effectiveness of plans as re-
flected in the effectiveness of the forces delivered,
and vulnerability and reliability. These are further
detailed in Figure 4.

B. Problem types

The significance of this triangle is that it focuses
on the variety of problem types which can be formu-
lated for strategic mobility analysis. Any given prob-
lem can be characterized in terms of the three vertices
of the triangle, by indicating which vertices are speci-
fied in the problem statement, and which are to be
found by solution or analysis of the problem (Figure
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5). Various combinations are shown below, with ex-
amples:

Time (Arrival at destination)
Completion of total deployment
Specified phases: by force packages, or by mode
of delivery
Actual departure, relative to ready date
Actual arrival, relative to required dates
Costs
Capital costs
Operating costs —fixed variable
Effectiveness of forces delivered
Rate of force buildup
Unit integrity
Matchup of cargo and passengers
In-transit time and travel conditions
Time left available for training
Flexibility
Nature and location of constraints on flow
Actual utilization of movement resources as
compared to potential
Vulnerability
Convoy size and speed
Dispersion of vehicles and units over time
Dispersion of vehicles and units over space
Essentiality of specific links or terminals
Figure 4 —Strategic mobility criteria
(1) Requirements and resources are specified, find
performancc with respect to the critcria:
a. What time will it take to deliver the require-
ments with the specified resources?
b. What is the cost of using these resources
to deliver the requirement?
(2) Requirements and criteria arc specified, find
the resources rcquired:

a. Resources required to meet a specified de-
ployment completion timc?

b. Resources required for minimum cost de-
ployment which meets the required time and
effectiveness?

(3) Resources and criteria specified, find the re-
quiremcnts which can be delivered:
a. Quantity of personnel and equipment which
can be delivered in a given time?
b. Within specified cost limits?

All threc problem types arise.

This triangle is offcred as a conceptual aid only,
for it does submerge many subtle aspects. For cx-
ample, these problem types do not follow thc patterns
above completely:

(1) Requirements specified for different timc

periods, find minimum cost use of transporta-
tion resources over all time periods.

"(2) All transportation resources specified except
for the number of new large aircraft, which is
to be found. This is a special case of the more
general problem of finding the transportation
resources given the rcquirements and the
criteria; even with the restriction on transporta-
tion resources, the requirements and criteria
must still be specified for the problem to have

meaning.
Resources
Raquirements Criteria
Specified: Specified: Specified:
Resources Raquirements Rssources
Requirements Criteria Criteria
To find: To find: To find:
Criteria Values Resources Required Requirements

| f b

7 N |/ L L

Figure S — Problem types

C. Routing and scheduling

The core of the strategic mobility triangle is movc-
ment routing and scheduling. At the most detailcd
level of strategic mobility analysis, a completc de-
tailed movement schedulc is actually established, for
every movement unit being deployed. This schedule
traces the unit from initial origin through port of em-
barkation (POE) and port of debarkation (POD) to
theater destination, indicating for each leg the trans-
portation mode, route, vehicle or vehicles assigned
(e.g., ship name, number of aircraft by type), and de-
tailed timing information for arrivals and dcpartures
(Figure 6). Such a schcdule is the result of routing
and scheduling through multiple transport modes.

When the type of analysis does not require the level
of detail represented by the complete movemcnt
schedule, “‘routing and schcduling” arc still prcsent.
Even for the most general capabilities studics, rout-
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Vehicle Avoilobility
Dote

Begin Lood
Finish Lood
Depart Origin

Vehicle Relecse”
Date #

Vehicle Availabilit
Date 4 Arrlve POE

) Begin Uniood

Finish Uniood
Bogln Lood
0 Finish Lood

Deport POE

7 Inter-

Theater

Arrive Enroute Terminal
Depart Enroute Terminal

Arrive POD

Availability Begin Unlood
Dot Finish Unload
" /! Begin Lood
Vehicle , Finish Lood
l.l.uul
Date, Depart POD

Arrive Destination

@ = Mavement Schedule Elements

Figure 6 — Detailed movement schedule

ing and scheduling decisions are implicit; any state-
ment about the capability of a particular transporta-
tion facility is based upon an explicit or implicit as-
sumption about routing and scheduling within the sys-
tem. For example, an air channel capacity of 1000
short tons per day is based upon assumptions about
types of aircraft, operating policies and routing and
scheduling of aircraft and crews over routes in and
out of the channel (cycling to maintenance, etc.).

As shown in Figure 7, this has significant implica-
tions for the analysis of strategic mobility problems.
If routing and scheduling is not done explicitly in
the analysis, assumptions about routing and schedul-
ing and their impact on channel and other capabilities
must be verified. This argument is particularly im-
portant in understanding the relationships among
different types of transportation models.

There are four types of routing and scheduling

decisions:
(1) Mode selection decisions. These decisions de-

pend upon such factors as vehicles available,
time available for the move, route capabilities
(highways, rail lines, enroute airfields, etc.),
and cost (dollars and strategic value of re-

sources). ) )
(2) Route selection decisions. These decisions can

be broken into two parts:

a. Selection of POE’s and POD’s, which de-
pends upon such considerations as the mode
selected for inter-theater lift, port capability,

Origin Ready Date

and port vulnerability.

b. Selection of routes for a single mode, which
depends on such factors as POE’s and
POD’s chosen, availability of enroute sup-
port for vehicles being used, and flexibility
(potential for enroute diversion around con-
gested or vulnerable links).

(3) Vehicle selection decisions (within a mode).
These decisions depend on such considerations
as the number of each type vehicle available
at the time and place required, and the total
lift capacity of available vehicles as compared
to total lift requirements.

(4) Timing decisions. Establishment of movement
schedule times depends on the routes selected,
speed of vehicles selected, anticipated queues
enroute, and whether scheduling is done from
the availability date forward (availability date
plus travel time equals predicted arrival time
at destination), or from required delivery date
back (required delivery date minus travel time
equals required time of departure from origin).

Requirements

Movement
Schedule

S

Criteria

Resources

Figure 7 — Routing and scheduling

These routing and scheduling decisions interact
greatly. Decisions of each type will be influenced by
decisions of other types. Hence, the sequence in
which these decisions are developed will strongly in-
fluence the movement schedule developed, and the
evaluation of capability.

To the maximum extent possible, it is desirable to
consider the total transportation system as a single
system, not just one part. Decisions cannot be made
for any mode in isolation—for example, sealift or air-
lift. Strategic mobility analysis must deal with factors
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throughout the system, including the large number of
origins within CONUS, various unit readiness dates,
various required delivery datcs, various tradeoffs
between modes and within modes, between routes,
betwcen speed of dcployment and readiness status,
etc., as well as various constraints (POL availability,
port throughput capacity, cargo needing specialized
handling, etc.).

D. Time frame distinctions
A typical division of strategic planning problems
is based upon time framcs:

(1) Long-range planning —over fivc years.

(2) Mid-range planning—one to five years.

(3) Contingency planning—within the current
year.

(4) Operational planning and current operations —
right now to one to three months.

The triangle of resources—requirements—criteria
is valid for each time frame. The dominant aspect of
the problem is the relationship of the problem to the
triangle. For cxample, it does not matter whcther we
arc dealing with the transportation force structure of
the one-five year rangc or the over-five year range;
what is most critical for the mobility analysis is
whether this is a problem of the resources-given or the
resources-to-be-found type. Time frame distinctions
play a significant but lesser role in determining the
analytical techniqucs rcquired.

Certain general patterns do emerge, in normal
planning practice, relating the strategic mobility
triangle to time frames. The following types of stra-
tcgic mobility problems are typical:

(1) Operational  Planning. Transportation re-
sources and movcment requirements are specified
gencrally in detail; the problem is to determine the
most efficient application of resources to require-
ments. The criteria of efficiency are predominantly
time and effectiveness of forces dclivered.

(2) Contingency Planning. Transportation re-
sources arc fixed. Planner wishes to explore costs,
timc, and force effectiveness implications of thc most
efficient application of the transportation resources
to altcrnativc levels and mixes of movement require-
ments.

(3) Force Structure Planning. Sevcral sets of
movement requiremcnts are given. Each set of re-
quirements corresponds to a different contingency or
set of contingencies. For each set of movement re-
quirements, the least-cost mix of transportation re-
sources required is to be found for alternative levels
of efficiency (time and effectiveness of forces de-
livered). A dcsirable force structure is determined by
“avcraging” over all the scts of requirements.

E. Analysis functions

All strategic mobility functions can be summarized
under the major functional tasks of Force structure
planning, Contingency planning, and Current opcra-
tions. For instance, the function of monitoring re-
search and development in strategic mobility is
primarily concerned with the introduction of new
vehicles and transportation technologies in the long-
range time frame. The general issuc is, how docs the
performance of the transportation system change with
changes in vchicles or other technologies. This ques-
tion may sometimes be applicable to current opera-
tions also. Therefore, in all time framcs of analysis
there is a general option open to the planner to ex-
plore changes in vehicle characteristics.

This discussion of the strategic mobility problem
leads to Figure 8. This figure shows how the major
functional tasks in stratcgic mobility lead to decision
issues. These issues can be related to options open to
the planners, which in turn lead to the basic analysis
problem, balancing resources against requirements.
The product of analysis is information upon which
to base decisions.

Functional Tasks Decision Optiona Analysis Decisions
A=, 1ssues
PForca atructure

planning Reaourcaa
Contingancy e

planning

T

Current oparations i Criteria

—>
Requirements
Optiona

Resources

Thangas in networks and tarminals -
locatlona, characteriatica

Changas in vehiclea availabla -
number, charecteriatics,
availadbility rates

Changas 1in operating policles -
utilizetion ratea, sllocation of
vehiclea

Routing and acheduling of rssouross

Use of civilian tranaport -
mobilization of U.S. capabilitisa,
uss of theater labor and trana-
portation facilitias

Requirements

Forces to be deployed - destinations,
tima required, apecifio unita, origina

Supply - raoupply ratee, mtockage
lesvels, prepositioning

loading - combat or admihiatrstive
loadinga

Deciaion Issues

R&D on new vehicla type or new
tranaportstion technology?

Conatruct new port, airfield,
highway?

Improve or cloas existing facllitias?

Improve acceaa to post, campe and
stations?

Procura sdditional vehiclee?

Relocate transport forces?

Collact more trenaportation
intelligence?

Contingency plsn feasible?

Aaximum uae of resourcas?

Aaticipated bottlenecka in
ourrent operations?

Alternative solutioma?

Degree of mobilization to declsre?

Improve readineas atatue of unita?

What ehould ba prepositioned?

Change origine of unita?

Figure 8 — Functions of analysis

F. Conclusions

There is no single typc of strategic mobility prob-
lem. A system for strategic mobility analysis must
accept different formulations corresponding to dif-
ferent aspects of the triangle and different time
frames. Inputs to the system will gcnerally consist
of resources and/or requircments and/or performance
criteria. Even if routing and scheduling is not done
explicitly, all factors and assumptions used must re-
flect explicit consideration of implicit assumptions
about routing and scheduling.
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11. Modelling Strategic Transportation

The basic concern of strategic mobility is trans-
portation; the core of the strategic mobility problem
is routing and scheduling of transport vehicles. Tech-
niques and models developed for other transportation
problems are applicable to strategic mobility.

A. Principles of transport systems analysis

A number of general principles for the analysis
of transport systems are shown in Figure 9 (a more
concise statement of these principles is found in
Manheim, 1966 b). These principles have direct ap-
plication to the problem of modelling the strategic
transportation system.

1. Transportation systems=networks+
vehicles.
11. All modes of transportation.
111.  All movements.
IV. From initial origins to final destinations,
through all modes.
V. Decision variables: short-run to long-run
V1. Transportation-related decision variables —
particularly those influcncing demand.
VI1l. Full sct of consequences.

VI1ll. *“Market”: supply and demand reach
equilibrium within the constraining channels
of the transportation network.

1X. Comparative analyses must maintain the
samc set of assumed conditions.
X. Transportation is not an end in itself.

Figure 9—Principles of transport systems analysis

Principle 1

Transportation systems are composed of networks
and vehicles moving through those nctworks. Net-
works consist of nodes and links which connect
pairs of nodes. Some nodes may be interchange
points between links of the same mode; other nodes
may be interchange points between links of different
modes, commonly called terminals.

Application to strategic mobility analysis

In strategic mobility, the transportation system of
interest is, potcntially, thc complete world-wide
transportation network. A highly abstract model of
this network is shown in Figure 10.

The implications of this principle for modelling
strategic transportation are sufficiently great that we
reserve discussion for Section 111-B.

Principle 11

All modes of transportation must bc considered.
(A mode is a particular set of vehicle, supporting way,

and control and propulsion systems technologies,
together with a broad set of operating policies.)

Application to strategic mobility analysis

The strategic transportation system includes all
modcs of transportation utilized by the military, in-
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wrox SEALIFT  WPOD
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Figure 10— Strategic mobility factors
cluding military-owned air, sea, highway, rail, and
terminal transportation capabilities; and the same
capabilities in private or other governmental owner-
ship and potentially utilizable by the military. (See
Figure 2.)

For strategic mobility analysis, models must be
developed for all modes of transportation. Further,
models must be able to represgnt proposed new tcch-
nologies.

Principle 111
All movements through thc transportation system
must be considered.

Application to strategic mobility analysis

Analysis must consider all movement requirc-
ments moving through the world-wide transportation
system at the same time: units and accompanying
supply being deployed; personnel fillers and replace-
ments; resupply; reinforcements and redeployments
world-wide; reverse flows from the theaters; existing
or assumed channel flows to support forces already
deployed; and flows to support the civilian economics
in the CONUS and in the theaters. (See Figure 3.)

Strategic mobility models must be able to simulate
the flows of all of these movement requirements, con-
sidering the special characteristics and resource needs
of each.

Principle 1V
Movements must be considered from their initial
origin to final destination, through all modes.

Application to strategic mobility analysis
Models of the strategic transportation system
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must eonsider the movements of forees and supplies
from initial origins (home stations or depots); through
the CONUS transportation system to the air and sea
ports of embarkation (POE’s); through the inter-
theater air and sealift systems to the theater ports
of debarkation (POD’s); and through the theater
transportation systems to destinations (staging areas
or theater depots). (See Figure 6.) It is not sufficient
simply to model the airlift phase. Models must also
eonsider movements from one theater to another or
from theaters baek to the CONUS.

Models must eonsider, not only the performanece
of single modes in isolation, but also interaetions be-
tween modes, at terminals and other interfaece points.
Models are required whieh speeifieally address the
relationships between movements into and out of
intcrface points where movements transfer from one
mode to another.

Principle V

The set of transportation deeision variables should
eover the full seope from short-run to long-range
options:

a. long-range investments, suech as changes in
the fixed faeilities (networks and terminals),
size and eomposition of available vehicle fleets,
and ehanges in transportation technologies
(vehieles, supporting ways, ete.);

b. mid-range options, such as options with regard
to the proeurement, distribution and alloeation
of vehiele resources, and network operating
policies (routing and seheduling polieies);

e. short-range operating deeisions, including de-
tailed routing and scheduling, and assignment
of vehieles.

Application to strategic mobility analysis

Long-range options inelude: ehanges in terminal
loeations and eapabilities; changes in locations and
capabilities of origins, ineluding home stations and
depots; ehanges in network eonfigurations and link
eapabilities: ineluding eonstruetion of new transporta-
tion links; changes in numbers, types, and operating
charaeteristics of aireraft, ships, railroad ears and
other vehieles; researeh and development of new
transportation  teehnologies ineluding vehieles,
faeilities, and networks.

Mid-rangc operating policies inelude: changes in
the numbers of aireraft, ships or other vehieles al-
loeated to a theater; ehanges in rcadiness status and
mobilization rates; changes in routing and scheduling
eriteria and other operating policies.

Short-run operating options inelude: routing and
scheduling of speeifie movements, assignments of
movement priorities, and dctailed decisions at the

installation, terminal and
levels.

Strategie mobility models must have provision for
analysts to express particular options of all these
types. The models will be used to explore alternative
options, and so should be designed explieitly for ease
of use for these purposes. This does not mean that
every model must incorporate the full set of options,
but that every option must be provided for in at least
one model in the set available.

Some of these options are illustrated in Figure 8.

transportation operator

Principle VI

In addition to dircct transportation decision vari-
ables, transportation-related deeision variables must
be considered, partieularly those variables whieh
ean influence direetly or indireetly the demand for
transportation (distribution of demand over space,
over time, and/or by type of transportation resources,
and level ol service required).

Application to strategic mobility analysis

Non-transportation faetors whieh influenee the
demand for strategie transportation include: uses
of prepositioning and forward bases; changes in initial
loeations and readiness status of movement require-
ments; echanges in consumption rates; ehanges in
eomposition of the forces in the theater or in tacties:
use of loeal produets as opposed to items moved from
the CONUS; and ability to do without speeifie kinds
ol items and/or forees.

This prineiple implies that in addition to various
transportation models, there must also be models and
procedurcs for expressing the indieated options. For
example: ehanges in movement requirements, in loea-
tions and readiness status of requirements; etc.

Principle V11

The full set of consequences of alternative trans-
portation systems policies must be considered, in-
eluding:

a. dollar eosts of eapital investments in transporta-

tion vehieles and facilities;

b. dollar-valued operating eosts;

e. dollar-valued ehanges in eosts born by users of
the transportation system,;

d. Non-dollar-valued costs born by users of the sys-
tem (such as transit time, comfort, eonveniencg,
flexibility, reliability, vulncrability, effective-
ness);

e. non-dollar-valued ecosts and benefits ineurred
by non-users of the system;

f. other non-dollar-valued or non-quantifiable as-
pects of the impaets of transportation alterna-
tives.
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Application to strategic mobility analysis

Capital investments in fixed facilities including
networks and terminals and in vehicles are direct and
obvious, as are also operating cost components such
as fuel, maintenance, personnel, ete. Dollar costs to
the users inelude direct transportation costs, as well
as such indireet factors as quantities of goods in the
pipeline; deterioration or wear and tear of goods;
cost of distribution systems, including warehouses,
inventory levels and reserve stocks. Non-dollar-
valued impacts on the users of the system are pri-
marily aspects of the military effectiveness of per-
sonnel and material, as affeeted by transportation
time, reliability, vulnerability, ete. Non-dollar-valued
impacts upon non-users include effeets on the civilian
economy (CONUS or theater) of the military use
of transportation resources. The broader non-quanti-
fiable aspects of impacts are the over-all vulnerability,
reliability and political desirability of the transporta-
tion alternatives.

The strategic mobility criteria in Figure 4 sum-
marize the major relevant impaets.

The purpose of a model is to predict the perfor-
mance of specified options with regard to relevant
criteria. Strategic mobility models must produce in-
formation appropriate for predicting the performance
of options described above with respect to criteria
concerning these impacts.

Principal VI

A transportation system is a particular form of
“market,” in which supply and demand reach equilib-
rium within the eonstraining channels of the trans-
portation network.

a. A number of “level of serviee” variables are
necessary to define the interrelation of supply
and demand.

b. The volume and composition of the demand
for transportation depend upon the level of
service at which transportation is supplied.

¢. The “supply” of transportation, represented by
the level of service provided, depends (for given
resource inputs) upon the volume and composi-
tion of the demand.

6. Determining the level of service at which supply
and demand are in equilibrium in a particular
eontext is usually eomputationally difficult, be-
cause of the complexities of the transportation
network and of the transportation demands.

Application to strategic mobility analysis

The basic “'level-of-service” variables in strategie
mobility are identified in Figure 11. For fixed trans-
portation resources, the level of service, as measured

in total trip time, for example, will depend upon the
volume of movements through the system. For a wide
range of low volumes, travel time is relatively con-
stant, but as the level of movement through the sys-
tem increases toward capacity, travel time increases
rapidly —i.e., the level of serviece depends on de-
mand.
Time
Total trip time
Reliability —frequency distribution of
times
Time spent at transfer points
Actual arrival versus desired arrival
Actual departure versus ready date
Closure dates of personnel, equipment, and
total unit
Cost
Operating costs
Fixed costs
Safety
Probability of fatality
Probability distribution of accident types
Comfort and Convenience
Physical comfort
Psyehological comfort

trip

Figure 11 —Level-of-service variables

Usual military praetice is to establish “firm”
movement requirements —that is, to fix demand.
The level of requirements is generally (but not al-
ways) based upon some initial broad estimate of the
demand which can be satisfied at an acceptable level
of service —for example, an estimate of the forces
which can be deployed in a specified time period. If
upon detailed analysis it is determined that the level
of service is unacceptable (such as movement times
too great), or alternatively that there is excess capacity
in the system, then the level of requirements will be
adjusted. Although demand is controlled by military
planners, it is a funetion of the level of service sup-
phied.

Given a level of demand, represented by the set of
movement requirements, determining the level of
service is computationally difficult. 1t is neeessary
either to do detailed routing and scheduling of move-
ments, or to use some aggregate flow model which
refleets the way routing and scheduling is assumed to
be done.

Models used in strategic mobility analysis must
address explicitly these “‘market” aspeets. The models
must be able to prediet the various level-of-serviee
characteristics, sueh as travel time, closure dates,
ete., of interest to the planner, for given options for
applying the resources against the requirements.
Thc models must be able to indicate to the planner
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potential changes in his options which will result in a
more satisfactory level of service. The models must
have provisions for the planner to revise his trans-
portation and transportation-related options to im-
prove the level of service. Because supply and demand
interact within the transportation network, models
are necessary to providc satisfactory core capability
for these functions.

Principle 1X

Comparative analyses of alternative transporta-
tion systems policies must maintain the same set of
assumed conditions. In particular, the same volume
of demand must be assumed for transportation sys-
tem alternatives, or else explicit correction for
changes in the level of demand must bec made.

Application to strategic mobility analysis

The basic implication of this principle is that
assumptions must be stated explicitly, and that al-
ternative analyses must be consistent. The key as-
sumptions in strategic mobility are shown in Figure
12.

Readiness status —movement requirements
(units, supplies)

—transportation resources
—overflight restrictions
—canal closures
Strategic Warning Time

Enemy actions —hostile actions

—intra-theater

—sabotage in CONUS

Network limitations

enroute

Weather

Local populace —labor availability

—hospitility

—transport capability
required to support

—consumption rates

—actual supply levels

Supply factors

Movement capability —maintenance require-
factors ments
— aircraft utilization
rates

—vehicle speeds
— port clearance times

Reliability of transportation intelligence
Figure 12— Strategic mobility assumptions

The implications of consistency are best illustrated
by an example. Consider the problem of force pro-
gramming, wherc the issue is which alternative level
of transportation force structure to sclect. Assume
the alternatives have significant differences in move-
ment capability. To analyze the alternatives, the level
of movement requirements must remain the same for

each alternative force structure. Otherwise, evaluation
of the alternative force structures must balance the
cost of each alternative transportation force level
against the costs and benefits of each of the diffcrent
levels of movement requirements satisfied.

Principle X
Transportation is not an end in itself.

Application to strategic mobility analysis

The ultimate concern of strategic mobility is the
effectiveness of the strategic response to an actual
or potential aggressor. There are many alternatives
to transportation, including prepositioning, changcs
in force requirements, changes in movement char-
acteristics of equipment, etc. (See Principlc VI).
The strategic planner must

The strategic planner must continually evaluate
whether transportation is in fact the most effective
means of response.

More directly, this principle also means that the
mobility planner must continually verify that in his
attempt to achieve maximum transportation effective-
ness, he does not reduce over-all stratcgic effective-
ness. For example: maximum utilization of transporta-
tion capability may require excessive travel time for
personnel; or major disparities between arrival times
of personnel and equipment of units: or an cxcessive
grouping of lift vehicles or saturation of facilities,
thus increasing vulnerability to enemy actions.

B. Alternative levels of detail

In this section, we expand upon Principle 1. This
principle states that transportation systems consist
of networks and vehicles flowing through those net-
works. Thus, this principle establishes the most de-
tailed level of modelling required, in which every ve-
hicle is moved as an element over each link of the
transportation nctwork on its route. This detailed
level provides a refcrence point against which to dis-
cuss other levels.

The key elements in modelling a transportation
system are:

a. the transportation network —links connected at
nodes in a relatively complex fashion to form a
network;

(1) links —highways, sea routcs, air routes, rail-
roads, canals, etc.

(2) nodes—may be enroute terminals—for cx-
ample, an enroute air terminal: may be
storage points—for example, a holding and
reconsignment point or staging area; or may
be transshipmcnt points or interchangc




130 Information System Science and Technology

points between modes—for example, ports
of embarkation and ports of debarkation;

b. transportation vehicles—differ in their load
carrying characteristics (for example, bulk
load capability versus outsize load capability;
cube capability versus heavy-lift capability,
etc.) and in their operating characteristics (speed,
range, requirement for specialized loading equip-
ment, shallow water draft, etc.):

c. movement requirements —movement require-
ments consisting of personnel and cargo may
vary significantly in the characteristics which
determine what vehicles can carry them and how
they will move through transshipment points;
for example: weight, cube, pallet size, clearance
dimensions, whether heavy-lift, and other char-
acteristics of loads are extremely important in

determining their impact on the transportation
system.

Thc basic problem to be addressed in strategic
mobility analysis is the assignment of resources
against requirements, as described by the three-
cornered triangle. From a computer-systems point
of view, we can replace the requirements and re-
sources corners of the triangle by two corresponding
files of data:

a. a complete set of movement requirements, de-
fined in detail (origin, destination, date required
at destination, date ready to depart origin, move-
ment dimensions, etc.) as appropriate for the
specified analysis;

b. a file of transportation resources also defined
in appropriate detail (number of vehicles by
type, initial position, speed, load carrying capa-
bilities, initial availability time; transportation
network capabilities, links, terminals, etc.).

The assignment of resources against requirements
can take place at a number of different levels of
detail:

a. ton miles of capabilities against ton miles of
requirements (in general, or broken down by
channel; geographic area; passengers, short
tons bulk and short tons outsize; and/or time
period);

b. tons per day per channel, by gross types of
movement requirement (pax, short tons bulk,
short tons outsize);

c. so many vehicles per day capability over each
route —this implies being able to do routing and
scheduling of vehicles in an approximate man-
ner;

d. detailed assignment of requirements against
capabilities —assigning movement units to

CONUS modes and vehicles, ports of embar-
kation, vessels and aircraft, etc., constructing a
detailed, comprehensive movement schedule.
The relations between levels of detail are illustrated
in Figure 13. A basic problem in designing a system
for strategic mobility analysis is to establish the dif-
ferent levels of detail required for stating the move-
ment requirements, for describing the movement re-
sources, and for analyzing the relationship of require-
ments against resources. Obviously, the level ot
detail used for requirements should be approximately
the same as that used for capabilities, in any particular
analysis. The fundamental question is what alternative
levels of detail to provide.

Alternative forms of
expressing requirements:

Gross tonnages, pax gregate Requirement

"Standard" or preselected
mixes of units (e.g., plans)

Gross models
(flow model,
linear program-
ming, gross
feasibility
estimator)

Detailed selection of units Detailed

Requirement

Alternative forms of
expressing transportation
resources:

General resources — — 3 Aggregate (channel)
capabilities and

///,n productivities
//7 Simulation

Specific reaources Detailed
Svehicles by type model (especially
etail of network simulation)

Figure 13 —Conceptual relationships between aggregate and
detailed levels
Corresponding to the different levels of detail in
which requirements and resources files can be ex-
pressed, are different levels of models of the trans-
portation system:

a. Total throughput capability: in this, the most ag-
gregate level, transportation resources are repre-
sented by their total throughput capability, such as
three thousand ton miles per day. The image cor-
responding to this model is of a pipe through which
movement requirements can be passed at the in-
dicated rate. The extent to which the indicated
rate takes into account all the subtlety of trans-
portation system elements determines the relia-
bility of this kind of model. In particular, for highly
complex networks in which a variety of flows occur
more or less simultaneously, and in which the flows
have diverse patterns of origins and destinations
and have diverse movement characteristics, the
reliability of this “throughput” model is highly
questionable. On the other hand, a total throughput
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modcl may well be appropriate for such stcady-
state flow problems as represcnted by flow over a
very small number of parallel, non-interacting routes
for airlift to a fairly isolated theater, in which thc
number of vehicles availablc is relatively well with-
in thc capability of enroutc support facilities and
in which thc vehicles are recycled at a steady rate.

. Network flow model: in this typc of modcl, the
transportation system is represcnted by a net-
work in whieh eaeh link has a capacity, such as
short tons per day. One example is the Ford-Fulker-
son flow model (cf. Ford and Fulkerson, 1962).
This takes into account the intcracting or topo-
logieal eharaeteristies of transportation networks
and so 1s somewhat more realistic than thc gross
throughput model. However, like the throughput
model, it suffers from assumptions about vehiclc
capabilities nccessary in deriving the channel
capaeities.

. Vehicle rccycling model: in vehicle recycling
models, transportation nctworks are ignored or
rcpresented only as route distanees and perhaps
routc capacities; that is, the interactions of a varicty
of routes using several common links are ignored.
The major focus of the model is on taking a fixed
number of vehicles and considering thc impact of
their recyele timces: that is, the time it takes to move
them out to the origin to pick up the load, from the
origin to the destination, and back from thc destina-
tion to a rcpositioning point for pickup of thc next
load. An examplc of this is the Airlift Capabilities
and Requircments Estimator (ACRE) modcl of
thc U.S. Military Airlift Command, or the Airlift
Deploymcent Simulator (AIDS) model of Stanford
Research Institute. These models take into ac-
count the effccts of vehicle availability, at the ex-
pense of ignoring network interactions.

. Comprehcnsive transportation model: a compre-
hensive transportation model would take into ae-
count both network characteristics, and vehicle
recycling and availability charaeteristics. Sueh a
modcl might bc obtained initially by relating the
Ford-Fulkcrson flow algorithm to explicit use of
recycling models such as ACRE. However, a com-
prehcnsive model should be dcveloped which is
cxplicitly designed to considcr the flow of discrcte
vchiclecs through transportation networks, con-
sidering both the topology or intcraction char-
acteristics of the network, and the vehicle avail-
ability and reeyeling aspects. Initially, such a model
might make fairly gross approximations to a third
aspect of the problem, the loading problem (how
the detailed components of movemcnt rcquirements

are distributed over or loaded into thc available
vehicles).

We do not anticipate that such a “comprehensive”
model can bc developed as a single package. Rather,
we expect that various forms of ‘‘comprehcnsive”
models will bc obtained by linking together com-
ponents of other types of models. This is illustrated
in our discussion of the relationship bctween optimiz-
ing and simulation modcls following.

Channcl flow models and detailed modcls lic at
two cxtremes of the spcctrum of detail. For some
kinds of studics, channel throughput capabilities may
be a reasonable approximation to detailed nctworks.
These channcls may be obtained by aggregating links
and nodes in a detailed nctwork and estimating vehicle
utilization rates and carrying capabilities to achicve
a single numerical flow capacity for each channcl.
However, to verify such an approximation, and for
detailed analysis which explicitly considers the in-
teraction of different modes of transportation and the
effects of terminal or interchange capabilities, trans-
portation must be modelled in a way which takes into
account the movements of discrete vehicles singly
or in units through the dctailcd topological structurc
of the flow network.

Thus, the levels of detail in a strategic mobility
analysis system will range from detailed movcment
scheduling models which consider discrete vehicles,
to aggregate or gross flow models which considcr
only channel flow capacities.

C. Need for a variety of models

The overall implications of the preceding discus-
sion are that there is no single model adequate for
all strategic mobility analyses. Because of the wide
variety of problem types and modelling issues, therc
must be a variety of models and techniques availablc.
These models will differ in other aspeets in addition
to level of detail.

Other basic differences among models are:

a. the eost of using a model —in time and/or dollars;

(1) initial set-up cost;
(2) cost for each successive application;

b. accuracy or validity-probability that the model
gives the right decision; reasonableness of model
as representation of the rcal world;

c. scope —what planning options and performancc
measurcs are within thc scope of thc modcl;

d. sensitivity —degree to which results from thc
model vary with unccrtainty in key data;

*For a theorelical 1realment of 1he roles of models in a problem-
solving process, see Manheim (1966a).
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e. degree of ‘“optimality’” —extent to whiech model
produces a solution which is optimal with respeet
to some eriterion.

A strategie mobility analysis system must have a
variety of models, differing in detail, in degree of
optimality of the solution, in coverage of the prob-
lem, in level of computational eost, and in other re-
speets. Every model has its advantages and disad-
vantages. These models should be available in a single
system environment, with routines to allow as eom-
plete compatibility as possible sueh that the models
all operate off the same data base. Only after extensive
operational experience is aequired with a full set of
models, will it be possible to really identify the rela-
tive roles of different models. Until then, the analyst
must have freedom to experiment with using alterna-
tive models in a flexible environment.*

There should be one basic set of data files in a
strategic mobility analysis system. That is, any routine
which requires files in a non-standard format will
have to be preceded by pre-proecessing routines which

eonvert data from the format of the basic files to
temporary files in the formats equired by these

routines. This approach, while perhaps expensive in
computational time, allows implementation of a flexi-
ble environment in whieh simulation models, linear
programming, and other algorithms are used together.

The relationship of linear programming and similar
optimizing algorithms to simulation models may take
several forms, and illustrates the desired degree of
flexibility and interaction among models.

By simulation models we mean models which may
have partially optimizing eomponents, for example,
the assignment of loads to ships. However, a simu-
lation model is characterized by the faet that the
result is dependent upon speeifie values of parameters
given by the planner; the result of a simulation is more
a prediction of the consequences of the planner’s
parameter values than an optimal solution of a prob-
lem given those parameter values.

In contrast to simulation models, optimizing models
such as linear programming or Ford-Fulkerson flow
algorithms give a solution whieh is optimal within the
eontext of the model (which may be extremely
limited). For example, optimizing the distribution of
flow through a transportation network to achieve
maximum total throughput ecapability; minimizing
the total cost of strategie mobility resources to meet
given requirements. A simulation approach to this
last example would eonsist of the following: given a
speeifie fleet mix, what is its cost and does it meet
the movement requirements. Thus, the simulation
model would have to be used many many times, vary-

ing the fleet mix eaech time, to determine the least-
cost fleet mix which meets the requircments.

There is a role in a strategic mobility analysis sys-
tem for each type of model. Some of these roles are
as follows:

a. optimizing algorithms used to identify an optimal

solution at a general level;

b. simulation models used for detailed evaluation
of a particular solution;

c. simulation models used to determine coef-
ficients for input to optimizing models (See
Figure 14);

d. optimizing models used as components within
simulation models;

¢. optimizing models used to determine a starting
point for a simulation model.

This variety of potential interactions between simu-
lation and optimizing models justifies the basie design
deeision in the first paragraph. With one basie set of
data files and the development of appropriate data
eonversion routines, optimizing and simulation models
ean be tied together in a variety of ways to obtain
quite different kinds of strategie mobility models. It
is highly important that the system have this capa-
bility.

A. Basic

Bis

Network file
Hlliiiii

Vehicle file Basic editing functions

G iy y Modify vehicles,

factors.
Planning factors file

|

Simple Flow Problem

Basic cditing functions
Aggregate links smaller set
- 3 of links. (Replace onc link
by several; replace several
links by one.)

b
Simulation Mu@tﬂ
v

Flow rate over
each 1ink in aect-
work, as function
of number of ve-
hicles and mix of
types assigned to
that link

Network file
Designate source & sink

| ’ (dummy node or real)

¥
Productivities &
capacities

Set direction conventions
on all links

Set up flow conservation
equations for all nodes
except source, sink

Capacity con-
straint equations

Set up objective function

Linear Pro-|
gram Flow
Model

Maximal flow through
—» total network (in the
sense of minimum cut);
identify all constrain
ing arcs; capacity
ranging to analy:
bottleneck patterns

Figure 14 — Relation between linear programming and
simulalion models
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D. Implications for system design

The basic point of this discussion is that an analysis
capability for strategic mobility must utilize a variety
of models. A corollary argument is that the planner
must be able 1o use these models in an interrelated
fashion. To amplify:

l. models must be provided for analyzing all
modes of transportation,

2. models must be provided for simulating all types
of movement requirements,

3. models must be able to considcr interrelations
among successive modes of transportation as
requirements flow from initial origin to final
destination, and must specifically address thc
relationships between flows into and out of
terminals and other mode interchange points,

4. models must be able to analyze the full set of
transportation and transportation-related plan-
ning options, in all time frames from long-range
to currcnt operations,

5. models must provide information with which
the planner ean identify all the significant impacts
of the alternatives open to him,

6. models must explicitly recognize the interaction
of supply and demand in the transportation mar-
ket, and must provide the planner flexible tools
for exploring the levels of service which can be
achieved with alternative levels and mixes of
requirements,

7. models must allow explicit variation of key
assumptions,

8. models must be available at different levels of
detail and with different costs, emphases, and
eoverages of the options, so that the planner can
use the model most appropriate to the analysis
task,

9, modcls must bc available in a common environ-
ment, related to the same basic data base, so
that the planner can usc different models in an
intcrrelated manner.

111. The Systems Analysis Approach

A. Ideal approach

The basic theory of systems analysis is shown
diagrammatically in Figure 15. Systems analysis
works toward this theoretical approach as an objec-
tive. Under ideal conditions, this theory implies the
sequence of analysis shownin Figure 16.

In practice, evcn the best systems analyses don’t
achicve this ideal. Neverthcless, it provides an impor-
tant and useful conceptual framework (et Hitch and
McKean, 1960, particularly appendix by Enthoven;
also Henderson and Quandt, 1958), and an objective
to guide analyses.

The difficulties in implementing this ideal approach
in practice arise for the following reasons:

a) Production Possibilities input

b) Cost Alternative Inpat

¢) Optimum Production I t

d) Cost-Effectivencss Effectivene
Functior q
a2

3

Figure 15— Systems analysis: theory

a. Description of space of alternatives:

The set of all possible alternatives is not easily
described in terms of a small number of continuous
variables: for example, see thc variety of trans-
portation resources identified in Figure 2. Further-
more, the space of alternatives is large, and generation
of a single reasonable alternativc is difficult —for
example, the generation of a single transportation
plan which is likely to be feasible.

b. Measures of effectiveness:

In general, there is not a single major critcrion ol
clfcctivencss of a transportation plan, as indicated in
Figure 4. All of the measures shown there, and others,
are potentially significant at different stages of analysis
of a strategic mobility problem. It is not acceptable
to assume that all of these measurcs can bc uniformly
collapsed into two measures, one of effectiveness
and one of cost. Rather, several different measures
must be identified separatcly and so carried through
the analysis. Only under rather constrained conditions
or with a narrow scope of alternatives can a single
measure be used: for example, closure time can be
used only when buildup rate, transit timc, unit in-
tcgrity, and other criteria are all satisfactorily met,
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for a balanced deployment force with resupply
assumed in balance.

Define space of alternatives (x,y).

|
Identify measure of effectiveness q, and measure
of cost ¢.

!

Define models or procedurcs to be used to deter-
mine, for any alternat've (x,y), (1) its cost, c(x,y),
and (2) its effcctiveness, q(x,y).

4
For all alternatives (x,y), determine effectiveness
q and cost c.

¥

Construct  production  possibilities  curves:
identify all alternatives which produce same ef-
fectiveness, for different levels of effectiveness.

Construct cost alternatives curves: identify all
alternatives which have same cost, for different
levels of cost.

!
Determine optimum production points: for each
level of effectiveness, find that alternative which
has least cost.

A

Construct the cost-effectiveness function, based
upon the least-cost alternative for each level
of effectiveness.

d

By examining the cost-effectiveness function,
sclect the optimum alternative as that one with
greatest cost for which the marginal increase in
effectiveness per unit cost is greater than the
minimum acceptable rate of return.

Figure 16 —Systems analysis: ideal approach

c. Models for determining cost and effectiveness:

As we pointed out in Section 111, there are a variety
of models required in mobility analysis. Given a
particular alternative mobility plan, determination
of its costs and effectiveness is difficult, complex,
and expensive. Cost and effectiveness are not simple
analytical functions of the alternatives.

d. Identification of all alternatives which have

same cost or sanmie effectiveness:

Because of the variety and complexity of the alter-
natives and of the models for evaluating the alter-
natives, exploration of the space of alternatives to
identify equivalances of cost and/or effectiveness
is very difficult. A realistic approach must be a “trial-

and-error” approach: generate one or several alter-
natives, determine the corresponding costs and
effectiveness, and attempt to infer from the limited
set of alternatives the minimum cost alternative for
each level of effectiveness. If desired, return to gener-
ate more alternatives.

This ad hoc approach is necessary while dealing
with major alternatives. However, there is a useful
role for highly-specialized explorations of equiv-
alences over specific aspects of the alternatives:
for example, small changes in the number or mix of
aircraft applied to move the requirements; effect of
alternative locations within the US on airlift require-
ments, in terms of additional aircraft required to meet
same delivery times, or exploration of relation
between US location and ready date, with airlift
available held constant. There are many such partial
explorations possible, and the analyst can get impor-
tant insights into the overall problem through conduct-
ing such tradeoff analyses. However, to do these,
the majority of variables must be held constant while
those under focus are varied; and so the basic prob-
lem of finding major alternatives with equivalent
costs and/or effectiveness must be handled in the ad
hoc approach described above.

e. Determination of cost-effectiveness function:

The cost-effectiveness function represents the set
of all alternatives (x,y) such that for any alternative
in this set, there is no other alternative with lower
cost for thc same or greater level of effectiveness, or
with greater effectiveness for the same cost. This
assumes that the costs and effectiveness of all alterna-
tives are known with certainty, and so for all the rea-
sons identified above is unrealistic. The only feasible
approach in problems as complex as strategic mobility
is to array the alternatives in order of increasing cost,
and apply a dominance check. The dominance check is
achieved by considering each alternative in turn,
checking that there is no other alternative with lower
cost for the same effectiveness or with greater
effectiveness for the same cost. Wherever the domi-
nance check is not satisfied, the less desirable of the
two alternatives is discarded.

B) Practical approaches to systems analysis

These difficulties do not invalidate the ideal of sys-
tems analysis, provided the analysis approach is
modified appropriately. The first step is to adopt the
sequential process shown in Figure 17. This process
emphasizes the need to generate alternatives one by
one. Further, ¢ and ¢ may be vector-valued as
appropriate, to allow for multiple measures of effec-
tiveness. The idea of a dominance check is easily
extended to multiple dimensions.
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Define space of alternatives (x,y).

|
ldentify measure of effectiveness q, and measure
of cost c.

1
Define models or procedures to be used to de-
termine, for any alternative (x,y), (1) its cost,
c(x.y), and (2) its effectiveness, q(x.y).

i
Generate an alternative (x,y).

i
Determine the effectiveness q and cost ¢ for the
alternative.

1

Dominance check: Compare alternative with
all others previously generated. One alternative
dominates another if the first has higher ef-
fectiveness for equal or lower cost than the
second, or if the first has the same effective-
ness but lower cost. Discard the dominated
alternative.
1

Cost-effectiveness function: Array the un-
dominated alternatives in order of increasing
cost. (Check that effectiveness increases with
cost.)

1
By examining the cost-effectiveness function,
select the optimum alternative as that one with
greatest cost for which the marginal increase
in effectiveness per unit cost is greater than the
minimum acceptable rate of return.

1
Compare the optimum alternative found so far
with the prospective payoffs of additional analy-
sis. Decide whether to terminate analysis or to
generate another alternative.
S l

Figure 17 — Systems analysis: sequential approach

The second possibility is to extend the idea of
sequential analysis to multiplc levels of detail.*
A highly simplified example will illustrate this
approach.

Consider a deployment in which only one type of
aircraft and one type of ship are available. The alter-
natives can be expressed as: number of aircraft,
allowable load per aircraft in tons per day, number
of ships, and capacity per ship per day. (Assume that
the load capacities have already been scaled appro-
priately to tons per day throughput over the specified
routes.) The alternatives can also be represented in

*For a Bayesian Dccision Theory model of this process, sec Man-
heim (1966a).

another way: throughput by air and throughput by
sea (per day). Air throughput is calculated as the
number of aircraft times the allowable load per day
per aircraft. Sea throughput is the number of ships
times capacity per day.

For a given force to be deployed, the problem is
to find the cost-effectiveness function for the alter-
natives. The alternativcs can be treated at two levels
of detail. The *‘gross” treats alternatives defined in
the two variables, air throughput and sea throughput.
The “detailed” level treats alternatives defined in the
four variables, number of aircraft, aircraft load, nu -
ber of ships, ship load. With appropriate models, cost
and effectiveness can be determined at either the
gross or detailed levels.

The important point is that each gross alternative
corresponds to a large number of detailed alter-
natives: for example, an airlift throughput capa-
bility of 1000 tons per day can be achieved by 50
planes each carrying 20 tons per day, 25 planes
carrying 40 tons per day, or 40 planes carrying 25
tons per day. Therefore, the costs and effectiveness
of gross alternatives can only be estimated roughly;
and only for detailed alternatives can accurrate costs
and effectiveness be determined. However, the
models for evaluating gross alternatives may bc much
easier and cheaper (time, cost, data, ctc.) to use than
the detailed models. Therefore, the planner will want
to use both levels of detail in a balanced way: he will
use the gross level of analysis to identify the general
shape of the cost-effectiveness function, and will use
the detailed level to determine precise costs and
effectiveness for detailed alternatives of most interest.

The general methodology for doing systems analysis
in this “hierarchically structured” sequential manner
is shown in Figure 18.

C. Implication for system design

The systcms analysis ideal provides a general
framework of analysis which is not realizable in
practice. Design of an analysis capability must
recognize that this framework is an objective, but
that practical analysis of real problems will fall short
of the objective. This implies that the analysis capa-
bility must:

a. allow explicit generation of large numbers of
alternatives;

b. provide rapid evaluation of alternatives to
eliminate quickly those which are likely to be
dominated:

c. provide detailed evaluation of those
natives remaining;

d. allow planner control of explorations of trade-
offs among small sets of variables:

alter-
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Dcfinc space of alternatives (x,y).

J
ldentify measure of effectivcness q, and measure of
costc.

J
Define two scts of models for determining cost and
effectiveness of alternatives: (1) one set for precise
evaluation of detailed alternatives (x,y), (2) another
sct for approximate evaluation of gross altcrnatives,
or subsets {(x,y)}

v

Detcrmine whether to operate at gross or detailed
levcls.

b
' 1
(Detailed level) (Gross lcvel)
J I

Gencrate a detailed
altcrnative  (x.y).

I
Determine the effectiveness
q and cost ¢ for the alterna-
tive, using the detailed
models.

l

If this alternative can be
considered to be a detailed
version of somc gross
alternative, use {q,c)
evaluation of detailed al-
ternative to revise csti-
matcs of ({q.c}) for that
gross alternative.

&
Dominance check: Com-
pare this alternative with
other detailed alternatives.
Discard  dominated al-
ternatives.

l

Gencrate a gross
alternative {(x.y)}.
l

Estimate the approxi-
nate range of effective-
ness and cost ({q.c}),
for this alternativc using
the gross model.

!

Dominance chcck:
compare this altcrnative
with other gross alter-
natives. Discard domi-
nated alternative (tem-
porarily becausc later
detailcd alternatives
may cause rcvision of
estimate {(q,c)}).

Cost- /

cffectiveness
function:
array the un-
dominated
detailed
alternatives
in ordcr of
increasing
cost.

v

By examining thc cost-effcctive-
ness function, select the optimum
detailed altcrnative.

l

Compare the optimum detailed
alternative found so far with the
prospective payoffs of additional
analysis. Decide whether to termi-
nate analysis or generate another
alternative. |

Figure 18 — Systems analysis: hicrarchical structure (two-level)

e. provide ‘‘record-keeping’ facilities to allow the
analyst to store thc results of his analysis in a
way amenable to the systems analysis frame-
work.

f. allow the planner flexibility in using models
of different levels of detail at different points
in the analysis process (cf. Manheim, 1967).

IV. Analysis Environment

A, Relations between planner and system

In the prcceding sections, wc have indicated the
arguments for a highly flexible interactive relation-
ship between the planner and the ADP system. The
purpose of this scction is to briefly describc how this
can be achicved with current computer technology.

The analysis tasks will range over a wide spectrum
in terms of their requirements on the computer system
(Figure 19.) There will be many timcs when a planner
simply wishes to initiate the running of a large com-
putational routine, such as a lincar programming
or network flow model, or a complex simulation
model. There will be other times when the planner
will want to interact vcry rapidly and adaptively:
selccting items out of one lile and ordering them in
another, rcquesting subtotals of various kinds. and
pcrforming a variety of manipulations of the data.
In the first sensc, the planncr will be using thc com-
puter much as he has traditionally used it: he would
approach the computer only to initiatc a large pro-
cessing task, and then again only to receive the results.
In the latter case, the planner would be using the
computer as almost a sketch pad or notebook, inter-
acting with it as he would with a pencil and ordinary
papcr tablet.

The majority of planncr analysis tasks will bc
between these two cxtremes of the spectrum. A
typical analysis sequence will probably bc a mixture
of quick, highly interactive data manipulations:
selection of alternative processing routincs; ex-
ecution of processing routines of short, medium, and
occasionally significant Icngth; thec monitoring of
those routines, with consequent changes in pa-
ramcters as they are cxecuted; and display of results.

The basic operations of the analyst in this system
will be using programs and procedurcs availablc to
formulate alternative movement plans, and to analyze
thosc plans. As pointcd out in Section 11, all of the
analysis tasks, whether concerned with vehicle R&D
or network construction, would involve the same
basic function, balancing requirements against re-
sourccs. But in addition to executing this function
many many times, the analyst will also wish to explore
altcrnative movement planning procedures, such as
constructing planning procedures and larger models
out of component models and procedures. The planner
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will also be concerned with routine and semi-routing
maintcnance of the data basc, including review and
familiarization.
Data Access and Manipulations
Review of file contents (display, print) in variety
ol formats
Addition/deletion/revision of data
Creation of new file(s) from one or more filcs —
mergc, extraction
Change of file formats and sequences
Exccution of Computations
Set-up—dcsignation of data files,
valucs, computational options
Actual calculations —short bursts, long sequences
Monitoring long runs and modification of cal-
culations.
Review of results
Construction of New Computational Procedures
Linking of modules and naming of composite
sequence
Designation of conventions for data files, pa-
rametcr values, computational options
Construction of Modules
Programming
Debugging
Compilation
Testing
Acceptanee into repertory
Systems Programming

parameter

Figure 19 — Modes of use of the system

There will also be a nced for usc of the system as an
education and training dcvicc: some routines in the
system will be designed cxplicitly for programmed
instruection in the usc of the system.

In design and use of a system such as this, a carc-
ful balance betwecn rolcs of man and machine must
be maintained. Whercver possible, thc planner
should be forced to make explicit judgments about
parameter values, criteria, etc., as opposed to building
into the logic of a program a particular set of criteria
and a particular scheduling approach. (Howcver,
“standard™ values would be provided so that planner
need opcrate only on ‘‘exception” basis to override
“standard™ values.) This serves several purposcs:
first, it forces the planner to think about the problem
and to become involved with its details, thus trying
to impress upon him that he should not treat the com-
puter answer as dogma. Second, it assists in pre-
venting, to the maximum cxtent possible, the inst-
tutionalization of the particular prejudices of one or
several planners or programmers.

B) Basie technological capabilities
The basie computer capability necessary to provide

the highly interactive support required is the kind of
systcm now known as a multi-user, remote-access,
“timc-sharing” system. Through sharing the funda-
mental processing capabilities of the computer simul-
taneously among a large number of users, this kind
of capability can provide access, through consoles
at remote locations, to a large number of individuals.
Each individual ean utilize the computer in a highly
interactive way, having the computer respond to him
about as rapidly as he can absorb the information.
For processing tasks which require significant
amounts of computation, the user does not need to
stay at his input-output device, but need only initiate
the processing and return to receive the results; how-
cver, if he wishes, he may monitor the processing,
review intermediate results, and make parameter
changes.

These systems will have a variety of intcractive
capabilitics, including flexible problem-oricnted
languages which allow the planncr to utilize the com-
puter system very rapidly. Such a computer system
can approach the ideal of an electronic “writing tablet™
or “sketch pad,” in which the computer provides
services to the user as rapidly as he can formulate
his requirements.

Remote access consoles will be a teletypewriter or
other similar capability, and might also have graphic
displays and local capabilities for transmitting and
receiving facsimile reproductions. In addition, high-
speed bulk printing capability will be provided for
producing large, voluminous reports and details, and
permancnt records of analyses.

Such technological capabilitics are available and
are technologically fcasible for implementation at
this time.*

C. Coneclusions

The previous scetions of this paper have established
the requircment for highly flexible intcractive pro-
cessing. in order to cffectively accomplish stratcgic
mobility systcms analysis. Such capability is availablc
through multi-user, on-line, remote-access systems.
These systems will provide a highly responsive
capability, allowing thc planner to cxplore tradeoffs:
to explore alternative plans, including alternative
lcvels of movcment requircments and resources;
to explore the impact of assumptions: and in general
to become highly familiar with the shape of his prob-
lem, the alternatives open to him, and the issues.

With this kind of system, there is little danger that
the machine will replace thc planner: this kind ol

*See for example arlicles on Project MAC and Sysiem Develop-
menl Corporation time-sharing systems in 1he proceedings of the
Second Congress on lhe Information Sysiem Scicnces (Spiegel
and Walker, 1965).
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capability will force the planner to think through his
problem and to address the broad issues —what as-
sumptions he makes, what options he explores, what
criteria he uses—instead of being concerned almost
exclusively with clerical manipulations.

A flexible, on-line computer system for using a
variety of models is feasible and practical.

V. Characteristics of a Strategic
Mobility Analysis Capability

A. Variety of analysis tasks

The discussion of the strategic mobility problem
indicated that there is not just one ‘‘strategic mobility
problem,” but that there are many differcnt problem
formulations of interest. The basic issue in strategic
mobility is the balancing of resources against re-
quirements with respect to various performance
criteria. There are a wide varicty of different types of
transportation resources, including vehicles and net-
works. There is not one single criterion for effective-
ness of a mobility plan applicable in all contexts,
but a variety of potentially significant measures of
effectiveness must be considered. The strategic
mobility triangle focuses on the variety of problem
types in, which different elements of the triangle may
be stated as given, with the remaining elements to
be found by analysis.

The core of the strategic mobility triangle is move-
ment routing and scheduling. Even when the type of
analysis does not require the level of detail repre-
sented by a complete movement schedule, routing
and scheduling issues are still involved. This is partic-
ularly important in understanding the relationships
among different types of transportation models.
Typically, strategic planning problems are divided
by time frames into long-range, mid-range, con-
tingency and operational planning, and current opera-
tions. The triangle of resources—requirements—
criteria is valid for each time frame. Other distinctions
of problem types can be made, using the triangle as
a base, and corresponding to analysis functions.

The discussion of strategic mobility problems
indicates conclusively that there are in fact a variety
of problem types.

B. Variety of models

Next, we discussed models required to do strategic
mobility analysis. We enumerated basic principles of
transport systems analysis and showed their appli-
cation to strategic mobility.

These principles had a number of specific impli-
cations for modeling strategic transportation. In
particular, we discussed in detail the relationships
between alternative levels of strategic transportation

models, ranging from detailed vehicle and network
models to gross flow models. We identified possible
relationships between these models. The basic and
most important conclusion of this argument is that
there is no single model which is the model to use in
all strategic mobility analyses.

C. Systems analysis as a framework

The basic theory of what has come to be known as
systems analysis was discussed ncxt. The sequence
of analysis implied by this theory was shown to be
an ideal which is rarely achieved in practice. A more
realistic sequential approach was identified which
preserved the essential characteristics of systems
analysis, while recognizing the realities of limitations
of mobility analysis resources and tools. The systems
analysis ideal provides a useful objective for design
of an analysis capability, but the analysis capability
must recognize that the ideal will not be achievable
in practice. A variety of capabilities are identified to
provide the analyst the capability for striving toward
the systems analysis ideal as effectively as possible.
Essentially, in conjunction with the recognition of a
variety of models for strategic mobility analysis,
the objective of systems analysis argues for a highly
flexible analysis capability, in which the planner can
modify his analysis in many ways as he explores the
scope of his problem.

D. Flexible analysis capability

Discussion of the analysis environment began with
recognition of the variety of modes of utilization of an
analysis capability by the analyst. The basic tech-
nological capabilities which can be provided in a
highly interactive system were identified. Essentially,
the idea of multi-user, remote-access, “time-sharing”
systems is that they provide a large number of
individuals access from their desks to powerful,
sophisticated computing capabilities. This environ-
ment will allow the planner to focus on understanding
a particular mobility problem and exploring the
issues of that problem, freeing him from burdensome
clerical tasks and allowing him to exercise to the
maximum extent possible his experience and judg-
ment.

E. Conclusions

We conclude that a strategic mobility analysis
capability must be capable of addressing a variety
of analysis tasks, must have a variety of models
available to be applied to the tasks as the analyst
chooses, must provide appropriate tools for organizing
an analysis within the systems analysis framework,
and must be accessible to the planner in an inter-
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active, responsive, flexible way through multi-user,
on-line, remote-access computing capability.

These implications identify a number of major
tasks areas to be addressed in constructing such a
capability. First, and most obviously, thc initial out-
lines of the required strategic mobility models must
be established, and appropriatc data collection and
model vernfication initiated. Second, priorities must
be established and models implemented. Third,
analysts with extensive military experiencc and/or
extensive systems analysis experience must be
brought into the system development process to
assure dcvelopment of appropriate models, and to
be able to make effective use of those models. Fourth,
the appropriate type of computer environment must
be implemented as rapidly as possible. Fifth, basic
research must be initiated: to develop fundamental
understanding of strategic mobility as a function, to
develop new kinds of strategic mobility models and
analysis techniques, and to develop theoretical and
practical understanding of the effective use of a com-
prehensive and flexible analysis capability.

F. Closing comment

The new user of the computer, as well as the
neophyte systems analyst, tends to have an over-
simple view of how a computer is used in analysis.
In this view, the sequence of operations is linear:
assemble thc data, feed the data into the program,
and summarize the computer output.

In reality, analysis of problems as complex as in
strategic mobility involves many different sequences
of analysis, and many diffcrent uses of the computer.
Problem analysis is a process—a process in which
additional information is acquired as gaps and errors
are discovered in the data base, a process in which
models are revalidated and revised, and a process in
which the analyst is continually learning more about
the shape of the issues.

Strategic mobility analysis must be seen as a
process. The design. of an analysis capability must
address this explicitly.
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Three design dimensions

Thc designer of a military information system has
at least three dimensions to his job whose polarities
he should consciously appreciate. The purpose of
this 3rd Congress session of the panel is to supple-
ment the material provided by a similar panel at the
2nd Congress by illustrating and illuminating these
dimensions. Each of the three dimensions will be
discussed in turn. Each one, in a sense, is embrasive
of those that follow it.

The first dimension

The first and most basic of these dimensions is the
intended intelligence content of the information sys-
tem being designed. The “‘intelligence” dimension is
meant here to be that dimension along which the
degree to which human beings are informed, or pro-
vided with knowledge/intelligence, by the system is
measured. The scale involved is a function of human
utility, and may even be negative (i.e., have dis-utility
to people). Thus we may distinguish between those
information systems on one end of the spectrum of
the general class of information systems which havc
little direct human value and the others. The former
might be thought of simply as “data™ systems, or
systems in which the intelligence content of what is
bcing transmitted is neutral or low in human terms.
problems for their designers. Eldridge’s papcr is,
in fact, an example of the serious problems one can
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run into in designing such a system. In particular,
he attempts to illustrate thc difficulties one encounters
in performing the systems analysis related to such
design effort.

Carroll and Zannetos on the other hand, attempt to
show some of the difficulties of designing what might
be classified as ‘“‘highly intelligent” information sys-
tems. They also try to show conceptually at what point
in the spectrum of information systems such a systcm
may first be classified as an “‘intelligent” systcm in
the first place.

The second dimension

A second scale along which a military information
system designer might usefully classify his efforts in
an explicit way is in terms of available conceptual and
technological state-of-the-art. For military information
systems on one end of the spectrum, like weapon or
other vehicle control systems, the concepts and the
technology may be considered to be available, for
all practical purposes. What needs to be appreciated
here is only the massive systems engineering effort
that must be organized to acquire such systcms.*

On the other end of the spectrum, however, are
thc so-called “command” or ‘“command control”
types of military information systems. Here we have
a type of system whose available conceptual and tech-
nological inventory is low, undoubtcdly because they
so involve man and his higher order mental processes
as a basic part of the system. Significantly, Baruch’s

*See D. Israel’'s paper *“System Engineering Experience with
Automated Command & Control Systems,” clsewhere in this
volume, for a detailed treatment of the needed systems engineering
effort.
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paper, on an entirely different field than the military
—hospital information systems—amply illustrates
that the problem is not peculiar to military infor-
mation systems at this end of the spectrum. Indeed,
as he and the literature illustrate, military information
systems of this type share quite common needs for
concepts and technology with “information™ systems
being provided to serve a number of other environ-
ments or professions like medicine, law, and educa-
tion.

The third dimension

This last leads to the third dimension by which
information systems as a class might be measured,
with consequent significance to designers. And that
is the purpose, in professional or management terms,
intended to be accomplished by the system. Clearly
there is a difference between the approach that must
be taken to designing a management information
system for strategic planning purposes and that
which is being provided for various types of control
purposes.

McKenney’s paper is a detailed case example of an
attempt to create the former type of system, focusing
on the simulation model involved. The Carroll/
Zannetos paper develops some of the designer’s
concerns when attempting to provide ‘‘operating
process control” and ‘“planning process control”
information systems.

SUMMARY CONCLUSIONS

By way of introduction and synthesis of the indi-
vidual papers that follow, selected basic conclusions
reached by each of their authors are set down here
for readers’ comparison. No attempt has been made
to edit these conclusions, except to list them in
descending order of specificity of the problem they
address: from the very general to the very pointed.

“We conclude from our brief review that there

exists no publicized comprehensive realization of

intelligent management information systems.”
Carroll and Zannetos

“In total, many of the bits and pieces from which
higher level intelligence in management infor-
mation systems can be fabricated exist. The prob-
lem is to assemble these within one organization.”

Carroll and Zannetos

“In conclusion, we believe that increased orga-
nizational intelligence is possible and greatly to

be facilitated by new advances in information
technology. Perhaps the greatest progress can be
made, however, by simply recognizing that in-
creasing intelligence is a legitimate goal for in-
Sformation systems design, and that there are
some straightforward steps which can be taken
towards that goal.”

Carroll and Zannetos

“The professional-level dedicated system differs
both in degree and kind from the general system.
The involvement in the user’s problem it demands
of the system designer represents both a chal-
lenge and an opportunity. It is our belief that
there are so many professional areas that need
such help: education, the law, architecture,
libraries, etc., that the more generalization we
can do from our specific observations the better
off all of society will be. What is obvious in one
specialty may well not be in another.”

Baruch

“While our past five years of experience have
been associated with one hospital within the
medical profession, we believe that the four out-
standing requirements of which we have become
aware are generalizable to other professional
level dedicated systems. We have found that
our system must be:

1. Responsive

2. Reliable

3. Unobtrusive

4. Modifiable”

Baruch

“Better models are the result of a joint develop-
ment effort of the individuals who are to use the
model as a tool (the planners) and the individuals
who are designing and programming it (the
modelers).”

McKenney
“The rmost appropriate .. .reference base...
for the initial stages of model development . . .is
the planners’ definition of the pertinent in-
fluences in the environment and how he thinks
they relate to each other.”

McKenney
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“This improvement (in the modeling) process
seems 1o be one of continnous redefinition of the
panners’ concept of the pertinent forces in the
environment and growth in the modelers’ ability
to adequately represent these forces.”
McKenney

“An impediment 10 more adequate rapport be-
tween modeler and planner is the state of present
computer languages. The language of the pro-
gram for the model has to be interpreted to the
planner. This interpretation creates ambiguities
and misunderstandings which limit the effec-
tiveness of present simulations as a tool for most
planners. Hopefully new computer languages
will allow the modeler and planner to concep-
tualize the simulation model in the language it is
to be programmed.”

McKenney

“I will define information systems, here, as any
network of facilities that acquires andlor pro-
cesses data for use in controlling resources.
In this sense an information system can be either
purely automatic or it can contain manual ele-
ments for monitoring, display, control, or other
command functions.

“Associated with every decision are both pon-
derable issues and imponderable ones. The an-
alyst should concentrate on the ponderable ones.
The decision maker must consider both.
“There are several alternative approaches open
to the systems analyst who, once having identi-
fied the principal issues, undertakes to address
them. He can collect and analyze raw data or he

can build models of the system and synthesize
data that will serve to answer the questions or he
can do both. The analyst is advised to look at
both the hardware and the software, or (the)
operational aspects, of the system, in order to
develop a balanced context for his study. He
should relate the objectives and the missions
of a support system, such as telecommunications,
to the objectives and missions of the system that
it supports.
“The choice of suitable measures of effective-
ness is a critical part of the analysis. He should
be aware of what the system can do as well as
what it should do. By choosing measures of
effectiveness that are related to the missions of
the system supported he can avoid selecting
effectiveness criteria that relate to less impor-
tant side issues.
“Another critical function of the analyst is the
definition, for the decision maker, of suitable
alternative systems and methods of operation.
The analyst should consider a large enough study
context to allow for development of feasible al-
ternatives and trade-offs and to avoid unsuit-
able sub-optimal decisions. For instance, dif-
ferent nnme phasings of any one program are
important alternatives to be considered. How-
ever, the cost and effectiveness of alternative
programs are also usually very relevant.
“The analyst should call the decision maker's
attention to uncertainties in his study and should,
where possible, provide him with sensitivity
analyses for important but uncertain phasing,
effectiveness and cost factors.
“Finally, he should, where possible, indicate
which factors cannot be analyzed quantitatively
within the time frame of the study or the context
of the data available and, therefore, should be
left to the judgment of the decision maker.”
Eldridge
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INTRODUCTION

Since 1962 an intcnsive research effort has been under
way on a collaborative basis between computer tech-
nologists at Bolt Beranek and Newman Inc. and hos-
pital personnel at the Massachusetts General Hospital.
Under this projcct, a PDP-1 digital computcr has bcen
operated as a dedicated system under a Timc-Sharing
Executive to provide multiple terminal access at sev-
cra] cxpcrimental locations in the hospital. During these
past four years, various hospital personnel with a wide
range of training have opcrated thc tcrminals expcri-
mentally in such applications as admissions, bed oc-
cupancy, the ordering, administration and control of
mcdications and laboratory test reporting.

A largc library of programs which fluctuates in size
and composition is on easy call from the hospital ter-
minals and permits the various research teams under
the direction of Dr. G. Octo Barnett to experimcnt with
and evaluatc thc use of the terminals, programs and the
computer lying behind them in typical hospital pro-
cedures.

The computcr equipment is located approximately
seven miles from the hospital and all connections to it
are made by telegraph-grade land lines. The types of
programs implemented, thc cquipment uscd for their
implementation and much of thc hospital reaction has
already been reported eithcr in thc professional litera-
ture or in technical reports of the project, a list of
which is included at the end of this paper. The four
years have, howevcer, made clear the existence of certain
needs and desidcrata which a medical computer center
must fill if it is to serve as a useful dedicated system.
It is hoped that the naturc of these nceds and some of
the steps presently being taken to meet thosc needs on
a practical scalc may be of use to thosc readers who arc

*The work reported here was done in part while the author
was at Boit Beranek and Newman Inc., Cambridge, Massa-
chusetts. That work was performed under Contract PH43-62-
850, and Grant #GM 00263-01 with the National Institutes
of Healith, US.P.H.S. and under a grant from the American
Hospital Association.
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concerned with the implemcntation of othcr similar
systems.

A matter of definition

In the preceding seetion we used the words “dedi-
eated system.” Sueh a system, in our case, is dedicatcd
to the service of professionals engaged in the practicc of
their procession. As such, it has many of the character-
istics of an information system used for military com-
mand and control, for legal analysis and rcsearch or for
design. A dedicated system has ccrtain characteristics
which distinguish it from the general purpose informa-
tion system.

Some of the distinguishing characteristics arc:

® Users of the dedicated system may generally be

assumed to be unfamiliar with—and indifferent
to—the operation of a computcr.
While the gencral purpose system conccntrates
on supplying computational powcr, the dedicated
system scrves more as a data repository-com-
munication system. As a rcsult, data input, re-
trieval, dcscription and dissemination become
major system functions with sccondary attention
paid to raw computational power.

The dcdicatcd system servcs a reasonably well-
defincd population dealing with a gencrally re-
stricted vocabulary. Further, the problem areas
are relatively circumscribed at the initial stages
of a dedicated systcm.

While these distinctions may, at first blush, appear
to be designers’ advantagcs, in fact they imply ccrtain
responsibilities if thc long-term necds of the user group
are to be met.

In an effort to gencralize from the specific case of the
medical computer system, Ict us examine some of the
nccds which, to us, scem to bc characteristic of a dcdi-
cated system when used at the professional Icvel. These
necds may or may not be self-evident. To us—at the
start—their importance was not fully appreciated. They
havc, however, becomc the most important guides we
have in the second-pass system now under construction.
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Needs and desiderata

While our past five years of experience have been
associated with one hospital within the medical profes-
sion, we believe that the four outstanding requirements
of which we have become aware are generalizable to
other professional—level dedicated systems. We have
found that our system must be:

1 Responsive

2 Reliablc
3 Unobstrusive
4 Modifiable

Let us examinc each of these needs in some detail.
In our section on current approach we will discuss how
to meet thcm.

Responsiveness

A professional using an information manipulation
system is generally using it as an adjunet to his own
thoughts and decision-making processes. As such, it is
important that there be a reasonable match bctween
the system time constant and the timc constants of the
individual cngaged in these processes. Further, the user’s
satisfaction with the responsiveness of the system is
often conditioned by his expectations. Thcse expecta-
tions are based on his past experience and his estimate
of the “work” involved in what the machinc is doing.
These two aspects control responsiveness-in-time.

A simple example will illustrate time responsivcness.
The nurse or physician engaged in a patient care situa-
tion requires answers in a timc measured in seconds;
the researcher engaged in file retrieval exercises re-
quires his answers in minutcs or hours. Systems designed
to respond to the researcher much faster than this
represent a wasted asset. The “mulling time” required
in his overall task is such that the total clapscd time
from start of a problem solution to its cnd will not be
markedly decreased by increasing the rcsponse spced
of the information proecessing systcm alonc. If, on the
other hand, the response time is much slowcr than the
individual’s “mulling time” wc have the situation of
the individual waiting for the machine, losing his train
of thought, losing interest in the problcm or bypassing
the direet inquiry use of the on-line system.

This avoidance of dircet inquiry is most clearly
demonstrated in the ordinary batch proccssing system.
Herc the user eommonly asks for many, many tables at
any onc run. He then modifics his inquiry bchavior
from inquiring of the data to inquiring of this mass of
tables. Time responsivcness avoids this form of be-
havior.

It is also interesting to notc that if a user has grown
accustomed to half-second response in an operation he
does frequently, thcn an occasional three-second re-

sponse is virtually intolerable. We belicve, although we
cannot yet prove it, that if the three-second response
had been there initially, no adverse reaction would
have been noted.

A further characteristic of a responsive system is its
participation in the activity and education of the user.
Responsive in time, the system must also be responsive
in kind. Physicians, nurses and researchers must all be
assumed to be untrained in the use of sophisticated
informational systems; thc computer must, therefore,
be programmed to participate in their guidance. A
responsive system makes the entry of data and the
phrasing of analysis requests a simple and nearly fool-
proof procedure. Further, error correction, procedural
inquiry, and mind-changing are all to be facilitated in
a truly rcsponsive system.

Consider the data input or capture problem. We can
start off by saying that the general format will be a
question-answer program, with the machine asking a
question and the user supplying an answer. Such a
technique is analagous to the pre-printed form. For
a system to be responsive, however, we require that
it be better than a form. Thus, for example, wc will
only ask those questions that have a high probability of
being pertinent. In a simple “name-address-phone num-
ber” program we will ask all the questions, whereas in
a more complex program (a situation assessment, for
example) we may only ask a small percentage of the
total.

Further to its responsiveness, the system must be
able to answer questions about itself and its expecta-
tions during the above procedure. For example, what
format is required for this answer, what did I answer
earlier, etc.

Lastly, in our example, the system must provide for
the frailty of the human operator. The user must be
able to correct his mistakes as he goes along. In gen-
eral, these corrections will imply new qucstions to be
answered and new places for crrors to occur.

While we have here considered only data input,
responsiveness in kind must also be evident in the in-
quiry programs. More will be said about this, howcver,
under modifiability.

Reliable

Outside of the military sphere, thc medical com-
munity probably has thc highest generally accepted
requirement on system reliability of any group of users.
Failure in a hospital or other mecdical setting is con-
stantly guarded against and every cffort is taken to
ensure an ongoing reliable environment. The introduc-
tion of automated information handling must in no way
reduce the reliability of that ¢nvironment.

It is interesting to note that opcrating the computer
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system in parallel with the older manual systems during
early experimental phases seems to be a snare and a
delusion. In a dedicated system, which generally implies
a stressed system, the introduetion of a simpler tech-
nique in parallel with the standard techniques rapidly
results in the standard techniques being ignored and
atrophying. Cautions about the possibility of failure go
unheeded if the failure probability is reasonably low. If
the failure probability is high, the system will not even
be amenable to valid experimentation. We have learned,
therefore, that reliability must be built in even at the
early experimental system level and that, in an un-
structured community, one cannot rely on parallel
operation as a safeguard in the early stages of aetivity.

From our experience we have concluded that sys-
tem reliability in the medieal community must provide
for several levels of failure, leading to the term *fail-
soft” rather than “fail-safe.” We recognizc that the
level of reliability provided represents a balance between
the eost of failure and the cost of providing that level
of reliability. In the medieal as in the military profes-
sions, it is generally terribly difficult to assess the cost
of failure; these decisions are thus generally made
heuristically at the command level.

One speeial word about reliability must be entered
here and that is the reliability and preservation of the
data base itself. The professional-level dedicated sys-
tem has, as a major advantage, the provision of a com-
munal shared data-base. Much of its strength comcs
from that common store of information. Representing
a major advantage, that data base also represents a
major responsibility. One finds that it is most essential
to preserve the data base regardless of the kinds of
failure that may take place within the system hardware
or software. Indeed, I estimate that the social impor-
tance of such data bases will eventually lead to major
legislation in this area.

Unobstrusive

A profession engaged in the practice of its profes-
sion looks for aid in an existing environmental context.
Having evolved over the years, there is a high probabil-
ity that the operating system of that profession is rea-
sonably efficient if not optimum, but lags its technology.
The introduction of a major technological change such
as an information-handling system will imply a poten-
tial for change in some of the operating characteristics
of the profession. The discontinuity caused by its in-
troduction must, however, be minimized if the system
is to be both effective and accepted. We havc found
it to be essential that the newly introduced system im-
pose no requirement for the reorganization of the op-
erational environment. The new system must appear to

be a natural extension to already existing information
handling functions.

Ideally, an unobstrusive information system is one
that produces no marked change in immediatc function
but a marked change in both ultimate capability and
the rate at which the operating environment approachcs
that capability. It is our current hypothesis that users
are sensitive to changes in form but not to changes in
the first time derivative of form.

Modifiable

It is our belief that the most important single char-
acteristic of an information-handling system in a pro-
fession is its modifiability by the practitioners of that
profession. It is our major thesis that the introduction of
an information-handling system in a profession can in-
crease that profession’s capability for growth trcmen-
dously. As a corollary, wc believe that the introduction
of a rigid information-handling system can cripple that
growth, making the profession’s potential completely
unrealizable. Casting the information patterns of a pro-
fession in conerete, providing rigid “hard wired” com-
munication paths or trying to anticipate all of the in-
formation requirements for the profession represent
tremendous dangers. We consider that the information
environment must provide a nurturing cffcct and hence,
must facilitate change rather than restrict it.

In reviewing the required kinds of modification, it
has becomc clear to us that modifications should not be
interccssionist. One docs not wish to creatc a *“‘priest-
hood” of programmers or the ilk through which all
changes in the information-handling of the profession
must pass. Rather, we would like the practitioner him-
self to be able to experiment with the configuration of
his environment, to change the kinds of information it
contains, the definitions and the flow patterns of that
information. By providing such experimental capability
with minimal learning on the part of the practitioncr,
we will eneourage the user to recognize new nceds and
try to develop new scopes for his dedicated system.

Current approach

The MEDINET Department of Gcneral Elcctric
Company is eurrently cngaged in the dcsign and con-
struction of a large system for use by thc medical com-
munity. The new system aims at serving many organiza-
tions that are widcly divcrse. Let us examinc that system
for the design approaches being taken to meet the four
needs that we have just discussed.

Responsiveness

The current system is being designed around a rela-
tively standard Time-Shared digital computer with threc
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mcmory elements in a hierarchical structure. As is the
casc with many other such systems, core is used for
running programs, a high-spced drum is uscd for the
exchange of pages and a large disc is uscd for the bulk
storagc of libraries, data, dictionaries and so forth.
Provision is made for removing paticnts from activc
status to inactive status by transferring their rccords to
tape and for making such transfcrs revcrsible,

Each program on the library is to have one or more
qucuing codes incorporated within it to control the
minimum servicc level of that program during busy
running periods. The rcsulting priority chain will thus
be a combination of first-comc, first-scrved modified
by minimum levels of serviceability associatcd with
cach program. Such a system providcs a guarantec that
no low-urgency program will dctract from a high-
urgency prograin.

To provide for high-speed response during the data
input phase where the user’s speed cxpectation is high,
peripheral computers are used for message control. To
provide for stability of responsc in order that the user’s
expectation not be built up during periods of low sys-
tem use, an experimental initial artificial delay has
been built into the systcm to prevent responscs shorter
than 2% scconds. Early usc of the systcm will indicate
whethcr this response time is appropriate.

In the arca of kind-rcsponsiveness, we are funda-
mentally concerned with facilc data capturc. In order
for the system to be both responsive and unobstrusive,
it is nccessary that the cntry of data be matched to thc
professional level of those entcring it. Broadly speak-
ing, we deal with two kinds of data cntry, cxtracts
from an extensive voecabulary and extracts from a lim-
ited vocabulary. In the case of the cxtensive vocabulary,
as encountcred in making comments random notes,
and frce tcxt, we provide a kcyboard entry device.
Such a devicc may be uscd as an adjunct to dictation or
transcription or may be uscd dircctly in the opcrating
situation.

By far the grcatcst quantity of data input in the
medical cnvironment, howevcr, is of thc limited-
vocabulary typc. For this purpose a densely coded
entry device is provided on cach terminal. Operating
in conjunction with tablcs stored in memory and with
overlays, a multi-slide projector, and typescripts, thc
Datacoder permits entry of phrases, expressions and
other data macros at a rate exceeding one per second.
The vocabulary represented by either a small collee-
tion of overlays or a small set of slides is so very large
as to permit major branching input programs with very
few inapplicable choices.

This kind of system that replaces a check sheet or
printed form with the prcsentation of alternatives whose

pertinence to the situation is determined by the pro-
gram permits the logical entry of large masses of data
in a very short amount of time.

Reliability

In order to provide for gross reliability, the computer
center, designed to servc a group of hospitals and othcr
users in the medical community, will contain two com-
plctc computer systems, The present system design,
being restricted to statc-of-the-art techniques, calls for
reliance on users and opcrators for malfunction dctec-
tion. Corrcction of such malfunction will bc made by
switching to thc standby system whilc the malfunction
is being tracked down. Although thc status of running
programs may bc lost at such a time, they can generally
be reinstatcd by a small amount of user repctition.

In the case of hardware malfunction, such a shut-
down and transfer procedure will be generally both
nccessary and sufficient. In the casc of a software mal-
function, thc ability to resume operation while having
a completely frozen total system available for fault
analysis makes thc correction of software problems a
grecat dcal casier than would be the ease were only one
system availablc. In order to protect against failure
becausc of power loss, each center is to contain a two-
stage standby power system capable of taking over
with zero loss of operating time should commercial
power fail.

Should any major catastrophic failure occur resulting
in cither loss of communications, loss of hospital power
or failure of both of the computers, we must still cnsure
that the medical community can function. To provide
such assurancc in the hospital, we rely on the printed
word. Hard copy is gencrated at each opcrating ter-
minal in sufficicnt quantity and with sufficient time-
lincss to provide thc nceessary data for patient carc and
organizational operation. Thus, for cxample, drug lists,
lab reports and other clock-type retrieval programs
gencratc print-outs rather than just scopc displays.

Such means should yicld the desircd fail-soft opera-
tion. A typical machine or program failurc may cause
a one-to-five minute loss of service. A more severe
problem may causc a gradual degradation because of a
need to rely on print-outs and manual techniqucs for an
hour or morc. At no timc, however, are we in more
danger from information-system failure than from hos-
pital failure.

As mentioned earlier, preservation of the data base is
a prime considceration in the system design. To this ¢nd,
the information on thc master disc file is duplicated
elsewhere at the computer center. As cach cntry is
made on the running file, the location of that entry
and its contents are recorded on non-reversible mag-
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netic tape. The collection of such tapes from time zero
would then permit a very lengthy reconstitution of the
file were it ever accidently wiped out. Naturally, such
an update is impractical. At reasonable periods, the
tapes are used to update a sccond or standby disc.
Upon completion of this update, the standby dise is
dumped onto tape. The updated standby dise and any
tapes subscquent to the last update thus form a com-
plete file. In the case of memory destruct commands
from the computer, or a degradation in the accuracy
of what is being written that goes undectected for
some time, the audit tapes can be edited before up-
dating the standby disc.

There are, of course, many more reliability steps
that must be taken in softwarc, hardware and proce-
dures. The above cxamples (the most interesting to
this writer) serve, however, to illustrate their level of
rquirement.

Unobtrusiveness

In order that the system be as unobtrusive as pos-
sible when first introduced, the initial programs being
written for user hospitals are designed essentially to
implement thosc information-handling processes cur-
rently in use. This decision causes great strain on the
staff since it calls for postponing many significant and
obvious improvements. In order to allow users to use
words familiar to them rather than learn new ones, we
have investigated the language differences among hos-
pitals. We find that the major differences among hos-
pitals arc formal rather than substantive ones. We are
thus cndeavoring to include large multiply overlapped
dictionaries in the system. These will permit a high
degree of data sharing as the use of the system develops.

Contrary to our carlier expectations, the rcasonable
introduction of a dedicated system into thc medical
community appears to be rcadily acceptable by the
practitioners of that profession. By making the system
unobtrusive, we are trying to insure that “management”
will not use “the machine” as an excuse to bring about
other changes that it feels nccessary or desirable.
There seems no more likely a way of guarantecing the
rejection of a system than by introducing a simultancous
sct of procedural changes with the comment, “It has
to be done this way because of the machine. . . .”
Despite the fact that the system is being made initially
unobstrusive, extensive literature is being prepared to
provide instruction for the medical community in the
system modification. Knowledge of this modifiability
stresses the system’s subservient role and makes it more
acceptable as well as more useful.

Modifiability

In order to permit the members of the medical com-

munity to modify the programs that they use, we need
to express those programs and store them in an casily
understandable language. The rules concerning who
may change programs—and what ones they may change
—must be specificd ¢x-system. They are far too complex
in any real situation to permit of simple algorithmic
statcment.

While it is currently fashionable to seek for a “Nat-
ural English Language” form of programming, par-
ticularly in inquiry work, as a general curc to program-
ming ills, we have taken a somewhat more realizable
approach that recognizes the special nature of our users.
The RAND Corporation’s experience with the JOSS
language and BBN’s experience with TELCOMP, a
JOSS derivative, has led us to tackle the design and
implementation of FILECOMP, a JOSS-like language
suitable to medicine, incorporating file manipulation
capabilitics and an expandable library of system verbs.

Every general program on the stored library will
be carried in the FILECOMP language and may be
called in that form for modification. Aside from the
portions of the program that are incorporated in order
to provide data sccurity, the user will be able to control
format, program logic, branching, gencrated communi-
cations and inter-program communication to any de-
gree he may desire. He will, of course, also be able to
generate completely new programs.,

Since a FILECOMP Interpreter is available during
such a modification, the user may experiment until he
has a program running to his liking. Once the uscr has
a program that satisfies him, he will be able to add it
to the library. From then on, he and others who have
access to that private library may call it in “run mode”
just as they would call any other library program.

Frequently, programs thus modified may be of more
general public use. In such cases they may—with the
author’s approval—be transferred from a private library
to the public library. Such a transfer will be accom-
panied by a rigid quality control procedure that includes
testing, evaluation and documentation. It is our hypo-
thesis that medical personnel will not only use this
modification capability, but that they will take ad-
vantage of the wide public library audicnee and use it
as a form of professional publication. Needless to say,
the requirement for modifiability extends not only to
programs but to the data, the procedural tables, dic-
tionarics, cte. that go to make up the overall system.

CONCLUSION

While this author’s understanding of the epistemological
basis for system theory is too limited cither to allow
him to generalize rigorously from his restricted experi-
ence or to describe that restricted experience in scientific
terms, it is hoped that the four needs uncovered in our
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work in the medical community (obvious as those needs
may be) and the approach we are taking to eope with
those needs may serve as useful inputs to some readers.

The professional-level dedicated system differs both
in degree and kind from the general system. The in-
volvement in the user’s problem it demands of the sys-
tem designer represents both a challenge and an op-
portunity. It is our belief that there are so many pro-
fessional areas that need such help: education, the law,
architeeture, librarics, ctc., that the more generalization
we ecan do from our specifie observations the better off
all of society will be. What is obvious in one specialty
may well not be in another.
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INTRODUCTION
Statement of purpose

In reviewing existing statcments on what a manage-
ment information system should provide, we have noted
a singular lack of operationally viable goals. “To pro-
vide a basis for better decision making” simply does
not provide a basis for choice for the system designer.
It is to help fill this void that we are motivated. Con-
scequently, our purposc is to propose somc new doc-
trine for management information system design, to
state some explicit goals to be sought, and, in so doing,
to offer some new perspectives for designers.

What we propose is an information system which aids
in continually increasing management’s understanding
of its environment and in improving management’s
logic or rationality in dealing with that environment. In
short, we are suggesting information systems which
will allow management organizations to cxhibit more
intclligent behavior.

Let us stress that it is the organization which behaves
intclligently. We are not proposing an artificially intel-
ligent machine system, but rather men and machincs
collectively and cooperatively exhibiting intelligent be-
havior.

Structure of what lies ahead

In the remainder of Part T we discourse on the nature
of intelligence and management and define our frame-
work and terms. In Part II we attempt to provide
specifications for intclligent management information
systems. We review the current state of the art in light
of thesc specifications in Part III, and in Part IV we

proposc steps and some rescarch to be undertaken to
fulfill the specifications. This is followed by a brief
summary and conclusions.

On the nature of intelligence

To provide a rigorous definition of “intelligent be-
havior” is cxtraordinarily difficult, but we do wish to
offer a working dcfinition, to clarify our use of the
term as applied to management information systems.
Intelligent behavior is “doing what you do for the right
reasons,” roughly speaking. According to this definition,
intclligence has two facets: first, understanding of cause
and cffect, and sccond, logic or rationality in employ-
ing that understanding.* Notc that we haven’t said
“doing what is right” in an ex post facto sense. Our
definition admits of intelligent behavior in the face of
unccrtainty; it requires ncither omniscience nor clair-
voyance, and distinguishes between the decision-making
process and its outcome.

Let us be more specific about this concept of “un-
derstanding.” The better one understands a phcnom-
cnon, the more accurately he can predict its behavior.
And, for purposes of subsequent discussion we shall
find it convenient to associate understanding with a
predictive model of a phenomenon. That is to say, by
increasing managerial understanding, we shall mean
improving the manager’s modelt to be a better image
of the real world—his models, whether they be ex-

*“Underslanding” corresponds (approximately) wilh 1he in-

ductive aspecl of intelligence and “logic™ wilh the deductive.
tWe are implying many models in the mind of a manager. At
any poinl in lime, 1he models nced not be mulually consistent,
humans being humans.
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plicit or implicit, being his basis for prediction.}

The logic-rationality aspect of intelligence can be
described in this way: given a set of relationships and
facts, onc can be more or Icss adroit in exploiting this
knowledge for his own cnds. Therc arc at least two
types of situations in which logical usc of knowledge is
at least as important as knowledge itself. One is in
decision making undcr uncertainty. Here statistical de-
cision thcory is now offering a suitable rationale (al-
though in problems of large size, the computational
sidc of the logic beccomes important). The second situa-
tion is in systcm managcment. The detailed interrela-
tionships among systcm components may be well un-
derstood but overall system behavior is not, eithcr be-
causc of dynamic effccts or simply because of thc
combinatorial nature of the full system. Forrcster (1962)
has offered an approach in thc former casc, and
simulation or hcuristic programming some promise for
the latter.

We should also emphasizc that intelligence is both a
relative and dynamic quality of persons (and organiza-
tions). Wc cannot, cxcept arbitrarily, categorizc be-
havior as intelligent or unintelligent, but we can talk
about “levels” of intelligence. We arc willing to admit
that von Neumann was smarter than we, individually
and collectively (we have some suspicions about som™c¢
others as well). Henee, wec shall be concerncd with
organizations which arc more or less intelligent. In
stating that intelligence is dynamic, we simply mean
that one can grow (or cven regress) in the qualities
associated with intclligent behavior. In other words,
onc can learn.

In the light of the above, we can now be somewhat
morc precisc in our goal: Wc want information sys-
tcms designed to provide for more intelligent behavior
over time.

On the nature of management

Our assumption is this: A management organization
manipulatcs those resourccs under its control to achieve
results in accord with its objectives; this manipulation is
bascd on management’s collective understanding of
causal relationships among rcsource inputs, proccsses,
external environmental factors and outputs.

In our view, the main management processes
which requirc intelligenee arc planning and control.*

Planning, as wc construe it, subsumcs all considcra-
tion of the future course of events, whether the time
scalc is short or long and whether the proccss is formal

tPounds (1965) has made a strong case for the universality
of models in managerial behavior, in “problem finding” as well
as in problem solving.

*Qur classifications, planning and control, are quite inclusive.
They correspond roughly with Anthony's (1965).

or informal. Planning thus includes scarching for future
alternative courses of action, selection of goals, specifi-
cation of procedures to be followed or resources to be
acquired and utilized for the achievement of the chosen
goals.

We distinguish between operational planning, in
which the cmphasis is on what the organization should
be doing in thc rclatively short run as constrained by
the dominant characteristics of its current structure,
and strategic planning, wherein the emphasis is on pos-
sible changes in the dominant characteristics of the
structure (physical or organizational) or in major goals.
The nature of the planning process entailed is likely to
bc quite differcnt in the two types, to wit: Operational
planning is typically a continuing, systematic process
whercas strategic planning is more often ad hoc and
unstructurcd; opcrational planning is intimately linked
with control, providing milestones or other goals and
receiving current systcm status, whereas strategic plan-
ning is likely to consist of one-shot (‘“terminal”) dcci-
sions only loosely linked to the formal control system.

Regardless of emphasis, planning always involves a
model; the model is explicit in many cases, but is cer-
tainly implicit in any activity that projects the future.t
Control

The object of control is to obtain desired behavior
or results (often as sct forth in a plan). Given the
specification of the dcsired behavior or result in the
form of a quantified standard, goal or budget, there
arc certain processes which go into control. The first
is measurement of thc status or performance of the
controlled entity. But the mcasurcment has no meaning
until it is juxtaposed with the standard or desired meas-
urement, consequently comparison is a second basic
process. The third process is direction, a proccss of com-
munication in which the controlled activity receives
signals to alter its behavior to obtain closer conformance
with that desired.?

Measurement, comparison, and direction are com-
mon to all “feedback” control, but quite often there
are additional proccsses present. Classification is one
such proccss. It is required when one measurement
relates to scvcral different activitics or entities (this is
part of the notion of “integrated data processing”). The
fact of completion of a task in a manufacturing shop
may be reflccted in individual worker productivity, the
foreman’s direct labor expenditure, production progress
control, and the like. So within the control cycle there
is required association of the measurements with the
appropriate ‘“responsible” entitics, which is classifica-
tion.

tFor a thorough discussion see Emery (1965).

{There are situations in which deviations of one direction only
are “bad,” deviations of opposite sign therefore receive no
correcting signal; if anything, they receive “reinforcement.”
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Also, implicit in comparison-direction is thc neces-
sity for determining the cause of deviation between
actual measurcment and desired. Diagnosis is the term
we will use. Diagnosis is a trivial process in some in-
stances_ especially in automatic process control. In a
housché)ld temperature control system, the furnace is
always assumed to be the culprit (within the purview
of the automatic controller) when actual temperature
departs from that which is desired. On the other hand,
in a process of any complexity, particularly when prob-
abilistic elements such as human beings play a part,
diagnosis can bc an extremely complex process. A timc
overrun on an activity in a PERT network scldom has
a simple cause, for example. In manufacturing cost and
schedule control systems, allocation of blame between
performer and standards estimator has always been a
source of argument, to say the least. Diagnosis may
occur before direction, in which case causality is con-
sidered in formulating the direction, or it may occur
as a result of the direction, in which case it is performed
by the controlled entity.

Control systems diffcr as to the specificity of the de-
sired behavior. In simple cases, the purpose of control
is strictly regulative, keeping performance within rea-
sonable limits. But in other cases, again especially
when pcople are involved, the control system assumes
an educative role. There are two aspects to this edu-
cative role. In cases where direction is readily deter-
minable and diagnosis can be more effectively per-
formed at the activity level, the control signals motivate
search (sclf-diagnosis so to speak). In cascs where
diagnosis is performed prior to direction, the control
signals encourage dcsirable aspects of activity by “re-
warding” them in some way (or by “punishing” unde-
sirable aspects), thus leading in theory to proecess im-
provement, “lecarning” again. All incentive systems,
whether applied to top executive or to workers are
educative in purpose.

Control, just as planning, is always based on a
model. The model may be a simple expression of for-
mal cause and cffect relationships (e.g., furnace yields
heat, bad supervision yields unfavorable labor vari-
ance), or it may be highly informal, implicit in post
mortem analyses effected upon major deviations, or it
may be an cxplicit mathematical model.

Hierarchy in planning and control

All management organizations arc hierarchical to a
degree,* and this implies hierarchy in the processes of
planning and control. Even at a single organizational
level planning is “senior” to control in the sense that
it provides the goal for the control process. Another
potential interrelation between planning (particularly
opcrational planning) and control occurs in the diag-
nostic process. As the control model is revised, pre-

sumably the planning modecl should reflect the new
insights. We advocate that this process be formalized.

There are several levels of planning and control in
a management organization. We expect to sce at the
lowest level of the system detailed plans (often in the
form of schedulcs) driving the control of the basic
productive physical processes. At higher levels, we
expect to see efforts to coordinate (via a plan) the
control of multiple interdcpendent activities. Lower
level managers control operating processes, but higher
level managers control lower level managers. Anthony
(1965) draws a sharp distinction between “opera-
tional control” and “management control” (in the lat-
ter he is referring to the manager as the controlled
entity as well as the controller). We will be par-
ticularly concerned with a related aspect, that of con-
trolling the planning process. Consequently, we draw
a sharp distinction between planning process control
and operdting process control **

On the virtues of intelligent managemient

Campaigning for intelligent management does not
scem controversial on the face of it, but it does beg for
some consideration of the economic justification of
our particular forms of intelligence. We seck better
understanding—more valid models—and we seek bet-
ter logical understanding. A more valid model means
more predictable exccution of plans as previously
noted. Better logic in developing plans means better
alternative courses of action selected, other things
being equal. In regulative control, a better model en-
ables reduced variation in performance—output to
closer tolerances, for example; in educative control,
a better model cnables more accurate rccognition of
desirable behavior and hence more rapid improve-
ment.

The nature of this recognition can be illustrated by
the story of B. F. Skinner’s “superstitious pigeons”
(Holland and Skinner, 1961, p. 88). Several pigeons
were placed in separate boxes. A feeding mechanism
delivered food to cach pigeon cvery 15 seconds re-
gardless of what the pigeon was doing. After operating
in this way for some time, the experimenter observed
that one bird was sitting very still, another bowing,
another turning around in tight eireles, another hop-
ping on one foot, and so on. Each bird repeatcd its own
ritual between fcedings. Analogous (presumably civil-
ized) human reaction to indiscriminant rewards or

*We are well aware of even higher lcvels such as planning
process control planning and planning proccss control control,
and so forth. We assert that an information system sufficicnt

for planning process control is sufficient for higher lcvels as
well.

**For a thorough discussion, see Zannetos (1965b).
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punishment are frequently found in competitive athlet-
ics and, we suspect, ip management.

We also will offer subsidiary arguments for formal-
ity in planning and control processes. One reason is
that while various cognitive agents, namely peoplc, may
come and go, in order for the organization to increase
its intelligence over time, it must make some provision
for recording the accumulated planning knowledge. Tt
thus guards against loss of memory togcther with the
peoplc. A formal model can be stored in “memory”
and hence provide continuity in intellectual growth.

Specifications for intelligent information systems

Introduction

We are focusing upon operating process control and
planning process control as thc central cognitive proc-
esses of a managcment organization. In opcrating proc-
css control, we wish mainly to obtain specified be-
havior of the activities which comprise operations. In
planning process control, we assumc primarily an edu-
cativc goal, that is to say, we wish explicitly to improve
the planning procecss. We will first trcat the problem
of regulation and improvemcnt in operations and iden-
tify therein the potential for structurcs of different
“levels of intclligence,” and we will attempt to specify
the information system requirements implicd for the
highcst dcfined level of intclligence. We will then turn
to the more diffieult problem of planning process
control. The difficulty stems from less tangible proccss
goals, lcss formal proecsscs, and unclear boundaries
on the problems being attacked. The characteristics of
the control process arc thc same in planning proccss
control as in opcrating proecss control, but the process
being controlled is sufficicntly different in the former
that only a highly intclligent control system will suffice
to assure improvcment.

Operating process control

There is always a process model which underlies
control. It is on the basis of this model that the mag-
nitude and sign (in general, the nature) of the control
direction is determined, and, in more complicated sys-
tems, the particular agency to receive the signal is
determinced.

The model can be naive or sophisticated. This is
partially a question of the complexity entailed in the
model, but in our view, more fundamcntally related to
the depth to which underlying cause and effect rela-
tionships are captured. Applying a polar classification
to a continuum, we identify the extremes as symp-
tomatic and causal control. That there is a continuum
of causality should be clear to anyone who has at-
tempted to respond in good faith to a three-year-old’s
infinite series of “whys.” An example of clearly symp-

tomatic control is a wage incentive system used for
educativc productivity control. Output and reward are
directly linked, and little formal attention is paid to
causes of output (or lack of output) except when
major dislocations such as machine breakdowns or ma-
terial shortages disrupt the process. The implicit as-
sumption is made that high output results solely from
encrgctic or skilled attention to duty by the worker.
If this assumption is largely correct, the system works.
But if output is affected by a substantial numbcr of
causes other than the worker’s activity, the system can
be acrimonious in its administration and incffective
in its application.* A more causally oriented control
system applied to the same problem would attempt to
correct output variations for “degree of difficulty” so
to speak, by removing the effects of differences among
tasks (i.e., more precisc standards), differences among
matcrials or material suppliers, differcnces among ma-
chincs and the like. It would, in this case, isolate as
ncarly as possible that portion of output variation truly
attributablc to the worker. In the extreme casc, it
would attempt to classify dctailed elements of the
worker’s behavior as being causally related to output
and to reward cach appropriatcly, which is to say, it
would assist in discrimination.

The close connection between causality and under-
standing implies that causal control provides a higher
level of intelligence than symptomatic control.

Another dimension of classification related to the
question of intelligence is the adaptivity of the model.
At the lowest level in this casc is reflexive control,
which is based on a fixed model with fixed or externally
supplicd parameter valucs, The name derives from the
paralicl to a reflex in human physical behavior; the ef-
fect is that of a “storcd response” to stimuli. Habitual
behavior is reflexive. Reflexive control is employed in
very simple situations such as the house temperature
control as well as in highly complicated systems for
inventory control bascd on mathematical models. The
salient point is that the system behavior is not easily
modified and is certainly not self-adapting to a chang-
ing environment.

The next level is parametrically adaptive control.
At this levcl the model is fixed as to the constituency
of variables and parameters and the relationships among
them, but the values of the parameters are changed as
a function of experience or as cxogenously supplied
data vary.? This typc of system is oftecn scen in chemi-

*The baltle among workers for “make out,” ie., tasks for
which causes other than the workers' cffort make good per-
formance easy, is behavior symplomatic of this type of prob-
lem.

tSuch systems can be thoroughly sophisticated. See Bellman
(1961).
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cal process control, in which the model relates yield
to a variety of input and process factors. Thc weights
placed upon the factors are varied as experience ac-
cumulates, providing lagged response to new environ-
mental information. Another aspect of paramctric adap-
tivity is seen in inventory control based on “adaptive
smoothing.”t In this case, the smoothing parameters
are adjusted as data are processed in an attempt con-
tinuously to obtain a minimum variancc forecast.

At a still higher level, we can hypothesize inductive
control, in which the entire model is subject to change,
both in structure and constituency (i.e., functional
form) as well as parameter values. What we have in
mind here is continuous re-cvaluation of the model,
diagnosis being the central process. Inductive control,
in attempting to establish causality in greater depth,
involves formulation of new hypotheses and tests there-
of. Indeed, since it is advancing “hypotheses of causes”
it parallels closely the Bayesian ‘“prior to posterior”
process with highly complex multivariable models.$

We would ask an additional step in inductive con-
trol. Sinece the control model is being adapted, it would
seem essential to adapt the related planning model as
well. In fact, we will denote inductive systems which
provide for direct updating of planning models as
prognostic as well as diagnostic in purpose.

We know of no examples of formal induetive con-
trol systems in operation. To clarify the ideas, how-
ever, consider the following situation. There was a
statistical analysis of yield performed on a mechanical
process. The purpose was to relate process yicld to
various (controllable) input and process factors and
ultimately to increase the yield. A rather elegant pre-
dictive model was obtained, but the remaining unex-
plained process variation was still substantial. Addi-
tional variables were then studied to little effect until
the time of day during which the process was being
operated was tested. This variable showed almost domi-
nating significance. Further investigation showed that
the third shift superintendent was paying essentially
no attention to process yields with predictable cffeets.
While this situation may illustrate cither missing the
forest due to overzealous tree examination or seren-
dipity (decpending on what the responsibilities of the
analysts are assumed to have been), it is also a clear
example of economically significant increased under-
standing resulting from an inductive control process.

tBrown V(l963) has a complete description and discussion.

§The “hypothesis of causes” was Bayes’ own name for his
theorem. Basic references in Bayesian statistical-decision theory
are Schlaifer (1959) for the layman and Raiffa and Schlaifer,
(1961) for the expert. The process of modifying functional
form and variable membership in models is not at present
included among the problems solved by 1he Bayesians, but
“adapting” parameter values is.

We shall later cite additional cases where the purpose
of inductive control is implied in informal systems.
Levels of intelligence in operating process control

As must be clear, we would classify reflexive-symp-
tomatic control at the bottom of our scale and (prog-
nostic) inductive-causal at the top, since the latter pro-
vides the potcntial for achievement of the highest level
of intelligence in an organization—for learning, in the
general sense.

But let it be clearly understood that we are not ad-
vocating wholesale redesign of all operating process
control systems to achieve this sort of intelligence. In
faet, to the extent that the environment is stable and
very well understood, a reflexive control structure may
be wholly adequate. After all there are many cases
where response to the symptoms also cures the disease.
To the extent that constituency and general functional
relationships are well understood and stable, parametri-
cally adaptive control may be just right. On the other
hand, to the extent that the environment is not per-
fectly understood or is changing, then there exists an
argument for inductive control.* As we view the world,
the latter category appears to include the majority of
system control problems and the majority of activities
subject to rapid technological, political, or market
change.

We, therefore, advocate intelligent control as a rule,
but admit to exceptions and add that all types can
co-exist within the same overall system. In fact, an
intelligent control system may be viewed as having the
capability to sense (through scanning) what level of
sophistication should be applied to cach situation. As
we have already mentioned, planning and control are
hierarchical in nature.

Information system requirements for
intelligent operating process control

An initial stcp in establishing causality is to estab-
lish association between the basic variable or variables
of interest and other factors capable of being measured
and either eorrected for or controlled themselves. Thus,
the first step in uncovering the causes of lung cancer
has been to establish the association of the incidence
of that disease with cigarette smoking. Association is
necessary for causality but not sufficient to prove it;
it is a first step.? Since diagnosis in most eases ocecurs
after the fact, as with other post mortem (or post

*There is always a question, too, of the economically justifiable
depth of diagnosis in inductive control. Since causality is not
necessary for predictability (it is sufficient), it may be optimal
to cease searching at some symptomatic level.

TWith rare exception, causality cannot be established statis-
tically; proof of sufficiency often requires systematic elimina-
tion of all other possible causes or controlled experimentation.
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victoriam) activities, it begs for reconstruction, in a
flexiblc way, of the situation whcn the unexpected
occurred. This implics a rcquirement for a variety
of associations among factors, temporal as well as func-
tional, for adequate feeding of the diagnostic process,
especially if it is to be carried out before the unde-
sirable event completes its course. Furthermore, a
difficulty in cstablishing association is confounding,
which is the inability to scparate the effects of two or
morc variables due to overly gross or aggregated meas-
urement. Hence, we require in our supporting infor-
mation system the facility for functional and temporal
association with precision and in dctail. To be more
helpful this association must takc plaec as soon as
possible, on the basis of incomplete information, and
be refined as new data arc received.

The problem of deciding just which measurements
should bc maintained is difficult. Potentially relevant
data, not just known relevant data, are needed, if the
model itself is to be modified. This fact may explain
the popularity of parametrically adaptive control mod-
els; with them at least thc data base is well-defined.

Let us attcmpt to be morc specific about the idea of
association. What is neceded is a way of finding out the
values of a large number of variables which were cur-
rent at somc point in time. Funetional association re-
quires linkages among the factors and the basie proc-
ess measurement. In the yield analysis described above,
for instanee, all of the mcasurements of input and proc-
ess characteristies had to be linked to the yield on a
particular batch. The temporal association capability
allows for lagged effects, and for dynamic analysis of
phenomena in general.

A detailed associative data base is the raw material
for inductive control, but additional capabilities arc
required for the diagnostic elemcnts. Somc aspects that
are known to be present (but which are not well un-
derstood) arc pattern recognition and pattern genera-
tion. The former includes the ability to pcrceive relc-
vant associations and to match a given pattcrn to ob-
served bchavior. Often this involves “‘normalizing” the
data, putting them in a proper format or otherwise
transforming them to conform to the pattern or pat-
terns being tested. For example, simply arraying data
in time series form normalizcs them for eertain dynamic
pattern matching; in othcr cases, a graphing of fre-
quency spectra might be required.

Pattern gcneration is even less well understood, but
it elearly involves abstraction and quantitative hypoth-
esis formulation, which is to say, model building. The
question begged is what is thc source of the model.
Much opinion suggests that there cxist framcworks, gen-
eral theories, or taxonomics—broad categorizations of
phenomena—which suggest dctailed models for testing.

Freudian psychology, Marshallian economic theory, or
morc reeently, Forrester’s  “industrial  dynamics”
(1962), are cxamples of formal frameworks. In gen-
eral, however, the totality of one’s expericnec, observa-
tion, and education serves as the framework for a
human. Pounds (1965) suggests that the proccss of
diagnosis often begins (a “problem is found”) when
behavior departs from that suggested by one of thesc
frameworks.

An example may serve to elarify what we mean by
pattern recognition and generation. Forrester (1962)
has cited some instances of self-induecd oscillatory
behavior in business, one of which was evidenced by
incxplicable scasonal demand for a consumer product.
By drawing on his general framework he was able to
construct a model which (qualitatively) matched that
of the (normalized, mecasured) behavior of the firm.
From his model, he was able to dcduce that the cause
of the seasonal peaks and valleys were the firm’s tradi-
tional promotional patterns and its customers’ anticipa-
tion of this pattern.

Pattern recognition, abstraction and hypothesis for-
mulation remain shrouded in mystery as to their pre-
cise mechanisms; they arc apparently tied up with the
very most arcanc human capabilities which are often
collectively labeled “ereativity.”* The mystery notwith-
standing, we require these faculties as operative ele-
ments in inductive control. Also bear in mind that
they must be employed in the worst of all possiblc
inferential worlds evidencing as it docs probabilistic and
dynamically non-stationary bechavior and imperfect
mcasuring devices. And, given the mystery, we would
expeet humans, as opposed to machines, to supply the
capabilities required.

Planning process control

When the planning process is brought under sur-
veillance, all of thc previously cited aspeets of control
apply, but there arc some new problems to face as
well. Some of these ean bc stated as follows:

® Planning is always based on a model, so in control

of planning there is a mectamodeling problem. We
requirec a model of the (planner’s) modeling proc-
ess and a model of thc employment of the planning
model.

¢ Planning, especially strategic planning, is often

based on information about matters external to
the firm or organization. For examplc, predic-
tions of competitors’ bchavior or general cconomic
conditions are often basic to commereial planning.

*Minsky (1963) and Newell and Simon (1961) have much
to say on this. The fact is that, at this point in time, people
can do these things very well and machines not well at all.
See also Licklider (1965).
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The enemy’s order of battle oeeupies a similar
position in military planning. Henee, planning
proeess eontrol requires a data base that is not
neeessarily a eonvenient by-produet of operating
proeess econtrol or otherwise at the disposal of its
users.

e In order to establish control, there must be a
proeess goal or standard, in this ease an objective
purpose for planning. Yet it is not always abun-
dantly elear just what one is attempting to achieve
by planning, with the possibly innoecuous obser-
vation that he is attempting to bring about some
order to an otherwise ehaotic situation and so
strueture his problem.

® Planning is frequently intuitive and subjeetive
both as to proeess and to data. Yet in order to
exert control, the subjeetive estimates and valuc
judgments require quantification and their fune-
tional relationship with the planning goal requires
establishment.

* Planning, in many eases, looks far into the future.
It would be desirable to eonduet post mortem
analysis for proeess improvement, yet if the plan-
ning process eontroller waits for the future to re-
veal itself eompletely, the eontrol eyele time will
be too long.

* Planning is typieally a group rather than an in-
dividual proeess. We understand little enough
about individual behavior but even less about
group behavior. Operating also is often a group
proeess, but planning is “groupthink™ rather than
“groupdo.” Again, this is a matter of diffieulty
in associating cause and effeet.

® Correlatively, planning is a task still (if tem-
porarily) performed largely by people. Attempts
to observe or to experiment with people often
lead to the well-known “Hawthorne Effeet,” in
which the subjeets respond to the faet or condi-
tions of the experiment rather than to the en-
vironment being studied.* What is even worse,
often the environment surrounding the experi-
ment itself changes by the mere faet of being
observed.

This list is long enough to be diseouraging to the

most ardent of idealists; but the alternative of uneon-
trolled planning should be sufficiently dismaying to

*The name stems from some working condition experiments
conducted at lhe Hawthorne Works of Western Electric in
the thirties. A group of women workers was submilled to
varying lighling, healing and olher factors. Regardless of
conditions 1heir productivity rose. The experimenters finally
concluded that the women were responding to the attention
that accompanied the experimentation. Described in Roeth-
lisberger and Dickson (1939).

make the effort worthwhile. And this list suggests a

proeess suffieciently poorly understood to require in-
duetive-causal eontrol.

Information system requirements
for planning process control

We elearly require an upgraded data base for plan-
ning proeess eontrol. Its seope requires expansion to
include both external data (ineluding foreeasts of ex-
ternal variables) and subjective data. By the latter,
we mean that the planning assumptions, subjeetive
estimates, and value judgments should be formally
reeorded. And, of eourse, we require the same asso-
eiative faeility with these data as we did for operating
process control.

What this amounts to is a plea for formal models
in planning whieh we add to those previously voieed
by others, notably Emery (1965). Thc added motiva-
tion is the potential here for planning process improve-
ment. To this we add the requirement of formal goals
for the planning proeecss.

For eontrol, it is not sufficient merely to evaluate
the product—the plan-—we require aceess to the proe-
ess as it operates. This means somehow eapturing the
“stream of conseiousness” of the planner to obtain
his “traee,” i.e., the logie he has used to formulate his
plan. To tighten the loop in long range planning we
need a method for analyzing ineomplete returns, to
infer on the basis of partial data. And, we require as
before a powerful diagnostie faeility. Finally, some
provision, such as clandestine, unexpected, or eon-
stant surveillance must be made to avoid the Haw-
thorne Effeet.

Commentary on the current state of the art
Introduction

We will attempt to review what we pereeive to be
ecxamples of eclements of intelligent information sys-
tems which are generally or speeifieally in operation.
We faee a problem in so doing in that we suspect that
organizations whieh have achieved higher levels of
intelligenee in their information systems are probably
intelligent enough not to publicize the faet, so the
state may not be so primitive as we represent it.

The state of operating process control systems

Control systems for detailed produetive proeesses
have been growing in sophistieation ever since com-
puters beecame generally available. In eontinuous
proeess eontrol, for example, very elaborate formal-
model based systems for ehemieal proeessing are now
common. These vary in their eomplexity, but most
commereially available systems are eapable of multi-
variable eontrol at multiple levels (i.e, they adjust the
proecess to eonform with desired values on several

_#
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variables and also compute the desired values for the
variables based on external inputs). Parametrically
adaptive systems of at least modest scope arc opera-
tive as well. However, since these systems arc fixed
as to model structure, such inductive inference towards
modecl improvement as takes place must be performed
cxternally to the system. These systems are of interest
as modcls for man-machine system control, but while
sophisticated in model structure, they offer no guide
for model improvement—they do not evolve.

Another area of interesting development is that of
detailed job shop production scheduling and control
as practiced in Hughes Aircraft (Steinhoff, 1966) and
Westinghouse Electric (Trilling, 1964), among other
firms. The gencral structure of these systems is this.
A simulation model is fed with inputs of the current
order backlog (with routings, processing time csti-
mates, and due dates), the shop configuration (ma-
chines, and men), and some decision rules for dis-
patching the jobs. The model is run and rerun, simulat-
ing the future course of cvents, allowing for adjust-
ments to backlog (i.c., subcontracting), or capacity
(overtime, added shifts) and the decision rules. When
a “satisfactory” simulation is obtained, the simulated
start time of each job on cach machine is used as the
scheduled start time for the job in the shop. This
schedule provides the plan for production control.

These “finitc capacity” sehedulers (so-called be-
cause they explicitly consider the capacity available
at cach work station before simulating the assignment
of a task) arc considerably more complex than the
standard “infinitc capacity” scheduling systems in
which a scheduled date for cach task is obtained by
dating back from the job due date using “standard
lead times” (which allow for direct production time,
waiting, transit, sctup and the like) for cach operation
on the routing.*

One problem with infinite eapacity schedules is
that they arc generally not feasible, even in theory.
The schedule dates provide crude targets for progress,
but unless work station capacity is directly considered,
a deviation from schedule may only signify that the
schedule was impossible at the outset. Then, devia-
tions resulting from model inadequaey are confounded
with true process deviations. This is less a problem
with a finite scheduler. A deviation in the latter easc
generally indicates that something unexpeeted has oc-
curred such as low productivity, a bad proeessing time
cstimate, a material shortage, or failure to follow the
scheduled sequence. While causality is not pinpointed,
a point of departure is ecstablished. (Even in finite
capacity schedules, minor deviations tend to compound

*Emery (1961) provides a discussion in depth of various
allernalive scheduling syslems including these two.

after a time and schedule infeasibility again rears its
head. Potentially, this sechedule “decay” can be cured,
and discrimination of causes materially improved in
on-line, real-time control systems. This possibility is
discussed in the next section.)

The more detailed model (derived from the more
dctailed data base) used in finite secheduling, and the
built-in timec-based association of resources (work
stations) with activities provides the increased control
power. In effect, the better model climinates “noise”
from the information system and gives the manager
more confidence in the deviation signal. In eomparison,
the naive infinitc capacity schedule tends to “cry
wolf,” leading to incffective remedial action.

In conventional accounting control systems the state
of the art is rather primitive. Budgets and other stand-
ards are frequently almost arbitrarily arrived at and
often used on a memorandum basis. Few deviations
have any significance and they could easily result from
factors totally beyond the aegis of the controlled en-
tity. There is no systematic way of filtering noise from
the information system and no aids are provided for
causal diagnosis (beyond a superficial level or even for
determining  significance). This is not to say that
managers do not attempt to determine causes of budget
overruns, for example but, that such diagnosis ocecurs
scparately from the control system (and in some cases,
in spite of the control system). Often, because of
traditional accounting practices, data are averaged in-
discriminately and also “closed-out” destroying the use-
fulness of the data base for effective managerial con-
trol and decision making. We must stress that we are
not concerned here with the external financial reporting
aspects of accounting in which justification for the
conventional practices may be found. Our focus is
internal control. For this, at best, in the absence of
managerial brilliance, the conventional wisdom in ae-
counting control amounts to symptomatic-reflexive
control, the bottom rung of our intelligence ladder. It
is small wonder that managerial behavior approximating
that of the “superstitious pigeon” is not uncommon.

There are, however, some candles being lit in this
arca of stygian darkness. The gencral idea of the
“flexible budget,” where clementary causc-cffect rela-
tionships are derived to allow measurement and separa-
tion of deviations from plan due to volume of activity
(“volume variance) from deviations due to cfficien-
cy in labor performance and use of material resources
indcpendent of volume, represents an attempt to
separatc gross uncontrollable (by the production
manager in this case) ecffects from those which can
properly be laid at his door. But the accountants out-
side of limited use of this tool (in the arca of manu-
facturing operations) have not pressed on in this
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direction, neithcr in depth nor in order to apply these
tcchniques to other aspects of opcrations.

Morc cncouraging arc the recent attcmpts in the
Bell System (Harvey, 1966), the military and clse-
where (Black, n.d.; Zschau, 1964) to cstablish per-
formancc standards on thc basis of more precise
statistical modcls. For cxample, supposc there is a
multiplc plant company with cach plant producing
comparable products. An clectrical utility will serve
as an cxamplc. No doubt there will be variation among
plants in mcasures of performance, say average dcliv-
cred cost per kilowatt hour. Somc of this variation
is attributablc to plant managcment, but a numbecr
to factors arc outside the control of management, such
as fucl costs, age of generating cquipment, population
density, climate, size of the arca scrved, industrial con-
centration and classification and so on. Mcrely to
comparc plants on the basis of the raw performance
mcasurc is patently unfair to the plant manager who
has drawn unfavorable circumstances. Mcan perform-
ancc as a function of all of thc uncontrollable factors
can bc predicted for a particular plant on the basis of
statistical (i.c., multiple rcgression*) models. This
reviscd performance figurc rcprescnts a standard cali-
bratcd for “degrec of difficulty,” so to spcak. Pcrform-
ancc dcviations from this calibrated figurc represent
truc “managcd” performance plus a much smaller
“uncxplaincd” componcnt, and certainly provide a
morc accuratc basis for lcarning, reward or castigation.

These control systems, in their separation of un-
controllable causcs from controllable, represent a ma-
jor stcp towards causally oricnted operating process
control. While the particular techniques used in the
citcd studies may have been limited so far mostly to
relatively homogcnous product oricnted industrics, the
philosophy underlying thc usc appcars impeccable to
us, and can be cffectively cxtended, wc believe, to
many other situations. For example, the causes of vari-
ation in overhcad costs and central scrvices in gencral
may be cstimated in this manner. Another intcresting
possibility for cxtension would bec to associate the
residual variance with identifiable management-con-
trolled as well as cxtra organizational variables, c.g.,
work force composition, salary levels, some quantified
aspcets of operating stratcgy, competitive reaction, ctc.
Associations of this sort would lead naturally to diag-
nosis—inductive control.

Wc have observed cfforts toward diagnosis in sys-
tcm management, particularly in the PERT-based
planning and control systcm ecmploycd by NASA in
thc APOLLO program. First, there is a formal modcl
used for planning and control. Second, thc evidently

*Broad coverage of the technique can be found in Ezekial and
Fox (1959) and Graybill (1961).

widcspread doctrinc of “visibility” is cmployed in
project time and cost (and to a lesser degrec, technical
performance) control. This calls for focusing atten-
tion on responsible partics in cases of unfavorable de-
viation from plan. From discussions with both the sys-
tcm managers and contractors it scems clear that what
gocs on in the ‘“‘control rooms™ during the post mor-
tem project reviews is causally oriented diagnosis to a
substantial degrec. The significant point is that the
wholc information system appcars to be oriented to-
wards this process. We fecl that “visibility” insofar as
it cncourages diagnosis, is a uscful system design con-
cept.

In addition, scveral attempts have been madc by
peoplc at NASA to “calibratc” the bias of the plan-
ning cstimates of thc contractors and thencc to cor-
rect the plan for this bias as it becomes known, a
clcarly prognostic excrcisc.

The state of planning process control

In general, it appcars to us that organizations have
rccognized the nced for planning proccss control for
ycars, but have instituted little or no formal surveil-
lance. For cxample, there is usually some control cx-
crcised over the process of budget preparation in gov-
crnment and industry, in the form of critiques of as-
sumptions and also cnd-of-fiscal-ycar post mortems.
Onc of the clcarest examples of this is thc Westing-
house Electric “Profit Planning” systcm decscribed by
Evans (1959). High lcvel (product department) plans
arc cxamincd, rcvicwed, and critiqued on the basis of
thcir assumptions and substancc before the cxecution
begins, and pcriodically during the year, the cxccution
is reviewed. Carc is taken to scparatc cffects due to
poor planning or poor forcasting from those duc to
poor performance both by dialogue and in the struc-
turc of the planning accounts themselves. By classify-
ing costs into ‘“committed” (i.c. fixed, not under
managecmcent control), “managed” (i.c., discrctionary
overhcad such as management salarics, consultants,
computer rental) and “product” (i.c., dircct and in-
direct matcrials and labor), grecater precision in attribut-
ing variancc to particular gross causes is obtained. But
there is no evidence of formal diagnosis becing employed
in this approach, and thc control system is of an
ad hoc nature. It represents, in a sense, symptomatic
planning proccss control.

Another arca in which planning proccss control has
cvidently been pursued has been in the military. The
classic doctrinc of von Clauscwitz, which continucs to

iThe first item on the agenda is naturally an inquiry into
what can be done to correct the deviation as it exists, only
then comes the “Why?” In many situations diagnosis cannot
take place until after some action is taken.
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influence military planning all over the world, requires
the commander to state formally his goals and concepts
and “estimate of thc situation” at the outset of the plan-
ning process. Such a system forces an explicit state-
ment of premises and conclusions and facilitates after-
the-fact assessment of blame among assumptions, plan,
and execution. Confounding the causes of poor perfor-
mancc is avoided. More recently these traditional meth-
ods of military planning have been extended and also
enriched by the usc of simulation and game-theoretic
approaches. While planning proccss control has been
the objective of many of thesc improvements, it has
not, as far as we can assess, become a part of a reg-
ular feedback control system. No doubt the necessity
for determining strategy on a decentralized basis (in
the field) has some bearing on this issue. Also the
objectives of warfare are much simpler relatively speak-
ing than those of the firm (we arc talking in terms of
ease of definition not in terms of cxecution, magnitude,
or significance), so finding a substitute for an ad hoc
planning diagnosis may not be as critical for the mili-
tary.

Planning proccss control has often bcen employed in
military training; it is not so clear that it occurs under
the prcssure of actual operations. But the critiques of
maneuvers and large scale training exercises frcquently
focus on the planning process itself as distinct from
operations as exccutcd.

Informal, qualitative planning process control is lim-
ited in its effectiveness, again because of the discrimina-
tion problem. It is one thing to know that an estimate
was bad; it is another to know why it was bad. And,
because the planning process itself is rclatively un-
structured, it is difficult to pinpoint the particular sub-
processes that were defectivc.

As we argued earlier, one way to improve thc po-
tential of the control process is to move towards more
formal planning models. Rigid plan formats (the “five
paragraph” military format, and the Westinghouse
chart of planning accounts are examples) and specific
procedurcs are steps in this direction. We believe that
more detailed and morc complex models—in short,
mathematical or computcr models will be of even
greater value in forcing explicit assumptions and esti-
mates and organizing the proccss for controllability.

Onc example of a trend in this dircction is the
Apollo Project simulation modcl recently installed for
the NASA Office of Manned Space Flight.* Becausc
the planning assumptions are, in effcct, inputs to a
computer program, they are “visible”; bccause the
planning proccdure involves explicit recoursc to a com-
puter program to examine alternative procedures, it
would be possiblc to obtain a “trace” of the search
process. Hence, thc raw material, i.c., the basic “mcas-

urcments” of the planning process arc available. But
since the planning horizon for APOLLO is long (at
least to 1970), thc problem is obtaining fccdback on
planning rcsults, and one of accurate association. This
is a casc similar to that facing many non-military or-
ganizations, and onc which calls for partial data
analysis.

Another element of our spccifications is being im-
plemented at Wcstinghousc Electric, namely that call-
ing for expanding the corporate data base to includc
cxtra-corporate data.? This also contributcs basic mcas-
urements for planning proccss control.

Some conclusions on the state of the art

We concludc from our bricf review that there exists
no publicized comprchensive realization of intelligent
management information systcms. We also perceive evi-
dence that intclligence is sought in numerous cases.

Diagnostic control of operating processes seems
imminent in restrictcd environments such as continuous
process control and the basic pattern is being estab-
lishcd even in such messy discrcte process control
areas as job shop production control. Employment of
wcll-established statistical mcthodology holds promisc
for inductivc control at higher operating lcvels.

Planning proccss control at present is in somc cases
performed, but always performed informally. Diag-
nosis appears to be ad hoc and somewhat political in
flavor. It is at best qualitatively based and this, couplcd
with the generally informal nature of the control proc-
ess, Icad us to suspect that its effects arc impermancnt
even when it is cffective. But thc general trcnd towards
more formal planning models offer opportunity for
greatcr sophistication in control.

In total, many of thc bits and pieccs from which
higher levcl intelligcnce in management information
systems can be fabricated exist. The problem is to
assemble these within one organization.

Steps towards realization of intelligent
information systems

Introduction

The total realization of intclligent information systems
requires considerable research and development before
it can be accomplishcd. For example, there exists al-
most no general theory of diagnosis in particular, and
inductive infcrence in general. On the other hand, we
feel that some major improvements in thc statc of the
art could be effccted simply by recognizing the value

*The delails of this system have not yet been publicized. It
was designed by Peat, Marwick, Livingston and Company under
contract number NASw-1223 and installed this year.

tDescribed in Burck (1965, p. 113).




Intclligent Management Information Systems 161

of what we have called intelligence and reorienting the
information system to the cnd of acquiring it. Also, new
information technology (including modeling approaches
subsumed under operations research such as digital
simulation and hcuristic programming, as well as
“third generation™ computer technology cnabling real-
time data processing and time-sharing) now affords
some major capabilitics which can be exploited for
this purposc.

Therefore (with perhaps more allitcration than ac-
curacy) we have defined our steps toward realization
as recognition and reoricntation, real-time processing,
and rescarch.

Recognition and reorientation

Given the desire to increase the intelligence of an
organization, there are somc fundamental steps that
can be taken. In our view, the major discrepancy be-
tween typical opecrating process control systems and
those which we want is in the explanatory power of
the underlying process models. That is to say, conven-
tional operating process control fails to get at the un-
derlying causes of process variance. Relatively unso-
phisticated statistical analyses, such as analysis of
variance and covariance or multiple regression, can
shed considerable light in this arca in many situations.
And we suspeet that simple classification-association
would uncover some of the grosser causes. For ex-
ample, we recently observed a case in which a sales-
man’s pricing misbehavior was uncovered simply by
comparing his customer claims cxpericnce with that
of the rest of the sales force. The basic statistics
showed that his claims were far more frequent and,
on the average, larger than those of his colleagues.
Deceper investigation uncovered the fact that many of
his claims were unrclated to damaged, missing, or
substandard goods, but were simply his mechanism for
granting price conccssions to customers (his commis-
sions were not adjusted for claims). We could cite
numerous other cxamples of surprise resulting from
attempts to rationalize the causes underlying other per-
formance measurements. It is important that we stress,
however, that such rationalization of causes must
become part of the information system if intelligent
system behavior is to be obtained.

A present-day managerial accounting system has the
capability to store raw data and classify them. Classifi-
cation is done purecly on the basis of human interven-
tion, because the system docs not have self-organizing
characteristics. But given the classification, through
a matching process the system can extract differences,
which are then reported to management. But the
matching process does not at present tolerate any

ambiguity. It is deterministic in terms of the classifica-
tions assigned.

A diffcrence by itsclf, of course, does not mean very
much. Although “red” variances (dcbit balances in
manufacturing accounts, for cxample) are automatically
considered undesirable and “black” variances desirable,
in reality, much more analysis is necessary beyond
this stage to determine significance. At best these dif-
ferences may point to a potential problem. The ques-
tions that come to mind on observing these accounting
variances arc mainly of two types: (a) how significant
(in a probabilistic scnse) arc they, and (b) what do
they mean?

To enlarge the capacity of the data base and the
capabilities of the information systems, one may store
in the data base cues for automatic response at the
opcrating level. This response may be purcly of the
reflexive control type or the result of clementary
analysis performed by the system itself. Still, such a
system does not allow for any ambiguity, it is dcter-
ministic and inflexible. To generate intelligent be-
havior, the data basc must be capable of resolving
ambiguity, and possess understanding and learning
capabilities.

We mentioned above in conjunction with the output
of present accounting systems that the latter do not
tell how important are the variances they gencerate. It
is all left to the imagination of the manager. One ob-
vious improvement, therefore, is to introduce probabil-
ity distributions into the data base. Also dccision rules
for determining the probabilistic significance of the
observed deviations should be included. The system can
be instructed to sift through the differences, take reme-
dial action on the basis of prestored cues, or else report
the significant variations to the manager—"“manage-
ment by exception.” But we need not stop here. We
can also in a Bayesian scnse review the models which
govern the cxpectation of system bchavior, and also
updatc the relevant probabilistic distributions.

To facilitate understanding and improve learning it
is not sufficient to have a system which separates the
significant from the insignificant variations in perfor-
mance. Somehow the system must help the manager
focus on the underlying cause-cffect relationships.

A mcthod of introducing the necessary capability of
cause dctermination in the data basc is to store pre-
determined functional (cause-cffect) relationships and
explicit decision rules to facilitate their usc. Such an
arrangement, however, is not very different from re-
flexive control; it is inflexible and limited in its in-
telligence. No understanding or inference takes place.’
We could alternatively “instruct the data base™ in the
methods of arriving at hypotheses of cause and effect
relationships by itself (not a trivial task). This is a
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more promising avenue because it pcrmits adaptability.

Simple and naive tcchniques such as statistical vari-
ance and eovarianee analysis, if performed on the ae-
counting variances, can yield useful cause and cffect
relationships to be stored in the data base for further
analysis and testing hypotheses. This type of a system
was elsewhere called a functional accounting system
(Zannetos, 1966d) and many of its charactcrists and
prerequisites for implementation have alrcady been
discussed (Zannctos, 1966a, 1964, 1965c). We belicve
that with the present state of technology and knowl-
edge, the functional accounting system is recalizable
now. Furthermore, under such a system many facets of
the design of organization struetures are brought with-
in the purview of the system and resolved analytically
for the first time (Zannetos, 1965a).

The major discrepancy in planning process control
derives from the informality both of the planning proc-
ess itsclf and whatcver planning review procedures
exist. The initial step, we believe, is to impose some
formal requirements on the planning proeess for pur-
poses of establishing the basic measurements for plan-
ning proccss control. More specifically, we advocate
formal planning modcls, again as part of the informa-
tion system. It must be granted that formal planning
docs not imply formal planning process control, but it
is the point of departure for setting up the necessary
data base for evaluation of performance. Unlcss there
is a systematic method of scparating the assumptions
and forecasts (the model and its parameters), from the
logical deductions as to course of action to be taken
therefrom, and then the exccution, there is little hope
of improvement of the process. Emery (1965) has
waxed fervently and at length on this subject. Wc agree
with him.

Real-time systems: The new information technology*

Our contention is that the new computers offer
capabilities that enablc much casier construction of
intelligent management information systems. Both the
quality of the data base and the power of the pro-
cedures that can be brought to bear on it can be ma-
terially improved.

Consider first the now generally available faeility
for “on-line, real-time” data processing in gencral and
real-time operational control in particular. Since rcal-
time processing implies up-to-the-minute recording of
system-wide individual transactions (status changes),
it provides uniquely a current, global data basc (for
opcrations). In other words, the current status of all
operating system activities is known. Furthermore, since
all activitiecs are ‘“on-line” to the eentral proeessor,

*This section of the paper is a partial synopsis of Carroll
(1966).

aceess to large-scale computational power can bc
granted in order to respond to transactions as they
arise. This has distinct implications for thc situation
in which the desired response is in the form of con-
trol directions which, recall, are made on the basis of
a process model.

Time-sharing is a product of the same technology,
being essentially on-line, real-time computation for
multiple users. It provides for man-machine inter-
action in problem solving without creating idle time.
The close coupling thus afforded means that there
exists a flcxible division of labor bctween man and
machine, the man bringing to the process those at-
tributes in which he cxcels in close cooperation with
the superior computational powers of the machine.

Since real-time processing and time-sharing are based
on the same technology, they are mutually compatible
and both are compatible with conventional “batch”
processing, it has been noted by Carroll (1966). Conse-
quently, we can hypothesize thc ncar-tcrm existence
of generalized computers which possess real-time proc-
essing and time-sharing capabilitics in which:

whatever permutation or combination of
human and machine problem solving attributes
is needed can be supplied with data inputs of
whatever quality of currency or scope is de-

sired (Carroll, 1966, p. 10).

That thesc things are good in general is undoubtedly
truc, but they are particularly useful for the pursuit of
intelligence, we assert. In operating process control,
we have noted thc nced for detailed data and func-
tional-temporal association therecof. The global seope
and currency of the data in these generalized systems
meet this requircment. Furthermore, the availability
of thesc data, coupled with the computational power
in real-time, means that quite complex and hence
potentially more valid process models can be utilized
in control. And finally, wc have noted that inductive
inference is a faculty limited, for the moment at least,
largely to human beings, yet it is the fundamental
process of increased understanding. Through the new
technology, a human can be closcly coupled to op-
erating process information; hc can monitor the process
and cxercise his superior capabilities for pattern recog-
nition, abstraction, hypothesis formulation and tcst—
in short, his induetivc powers. He need not await ac-
cumulation of evidence; he is on-line to the operating
process even though it may be geographically dispersed.
As wc will observe shortly, this testing capability is
very important. Once recognition, rcoricntation and
understanding of the process is established, it may then
be introduced into the system itself for increascd
sophistication and intelligcnce.

Some of these points can be illustratcd by considera-
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tion of the application of real-time proeessing to the
job shop produetion control problems cited carlier.
In general, the simulation-based schedules were noted
as providing superior control because they provide a
more valid model of the process as earried out. Ob-
viously if the model is valid, departures from schedule
mean something. But this is truc for only a short period
after the new schedules are eomputed. In time, minor
deviations from schedule accumulate, machines break
down, workers are absent, and as a result, the model
(i.e., the schedule) and the real world begin to di-
verge. This is the “deeay” to which we referred pre-
viously. In a real-time produetion control system, de-
tailed decisions on produet movement, relating to
scquencing and routing of jobs, could be performed
by the computer (using the same type of deeision
rules employed in the simulation). But beeause the
status of the system is continually updated, the decisions
are made on the basis of true current status as op-
posed to the predicted status used in the simulation
approach. Consequently, “decay” would not occur as
casily and the resulting control system theoretically
would be more effective.* Also, we would have a
more uscful system for diagnosis because deviations
from cxpected behavior would more likely mean
precisely  that  something other than the model
is wrong. Analysis of causes could thercfore be un-
dertaken without risk of a wild goose chase, and the
fact that investigation can take place immediately
provides unparalleled opportunity for accurate rceon-
struction of the “crime,” it is conjectured. But good
diagnosis does not stop with erime reconstructions.
Its greatest value lies in its edueational aspects. The
more confident one is of cause and effect relationships
the stronger pattern association and the faster the
remedial action.

Diagnosis is, of course, often a more subtle proc-
ess than is implied by the running down of variations
from plan. It often requires “browsing” through his-
torical data, classifying, normalizing, rearranging and
the like. The flexible interaction feature of time-shar-
ing provides great convenienee and power for so do-
ing. Being able to think between interactions with the
computer is at the heart of the concept of “man-com-
puter symbiosis” advanced by Lieklider (1965) among
others.

The advantages of this new technology are perhaps
“The relative effectiveness of real-lime versus periodie sched-
uling was tested by Kogan (1966). In the cases studied. the
theory was found to be valid. Of eourse, we mwust admit that
the comparisons are influenced extensively by the expertise of
the one who simulates. Even so, since we are dealing with
non-deterministic systems, real-time eontrol will out-perform
controls based on fixed 1heoretical models.

even more marked in the planning process control
domain. First of all, planning itself is a natural man-
machine proeess, it has been frequently noted (Carroll,
1965b; Emery, 1965. Simply being able to intertwine
the heuristically well-endowed, intuitive and subjective
planner with his model offers ecnormous advantages.
But the greater advantage may come in the metamodel-
ing process, that is, modeling the planner’s behavior
for purposes of ultimate improvement (assuming his
use of a computer model). Capturing the planner’s
“trace,” the detailed sequence of steps he takes in
arriving at a decision, is quite possible. Given the
planner’s coopcration, it is simply a question of ob-
taining the hard copy transcript of his session with
the computer model, for example. And, of course, the
diagnostician is equipped with a unique linkage to the
process he is attempting to understand.

Exploitation of the power of these gencralized sys-
tems for operating process control, planning, and plan-
ning process control has been the subjeet of research
by Carroll (1965b) and colleagues at Project MAC.

Research in intelligent information systems

When we view where we stand in relationship to
our goal of intelligenee, we realize just how little is
known about the teechniques, the economies, and,
broadly, the phenomenon of intelligencc.

We list below a few arcas of research which we feel
represent promising starting points for improvement in
this regard.

Data base and information svstems for intelligence

One of the prerequisites for the implementation of
intelligent systems is an cfficient data base. For this
we need better understanding of the data required for
improved understanding. We have stated the general
speeifications for detailed and asssociative data; but
there are numerous questions begged by this, such as
what detail and what means for association. In short,
we need some operational speeifications (subjected
to cconomie analysis hopefully) and some demon-
strably better mousetraps in the data structure domain.
There is a dilemma involved in the question of what
detail, for example. One simply cannot speeify a priori
what detail or even what variables to measure until un-
explained differences, problems (or sueeesses) occur,
and hypotheses are generated. What needs to be cs-
tablished is the uscfulness, for diagnostie purposes, to
provide guidelines on collection of possibly relevant
data (as opposed to alrcady known relevant data). In
short, some theory is necded.

Some general research in the structure of the as-
sociative data bases and the procedures for exploiting
this association is in proeess by Zannetos and Sahin
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(1966). This can be described bricfly (and specula-
tively) as follows:

The data base requirements for an associative in-
formation system will be mainly the same as thosc of
a functional accounting system previously described,
with one major difference. Instead of using raw data
as the indccomposable modules for storage, manipula-
tion, and causal association, patterns or configurations
of data will now be used. The faculties of understand-
ing, we might even say “‘consciousness,” loom into
prominence and somehow must be captured and in-
corporated in the data base by means of these patterns.

To get at the question of procedure, assume that
we have an organization with well-cstablished objec-
tives and a dominant (i.c., chosen) plan to accomplish
them. Given the dominant plan, we assume that the
organization will be able to specify the operations that
are necessary to achieve its objectives. Now for cach
dominant plan there must be a given configuration
(pattern) of resource utilization, which will best im-
plement the dominant plan, at lecast on an a priori
basis. With the dominant resource configuration es-
tablished, a dominance ranking of these resources can
be made in turns of a onc-dimensional index. Such
ranking may be in terms of opportunity costs or loss
functions. Wec arc only interested in the dominant
plans, resource configurations, and resources, and in
proximate ordinal rankings. (The hypotheses which
the system will generate and the search which will
follow for testing, all of which are part of the system,
will compensate for such approximations.) Further-
more, we are only interested in probabilistic associa-
tions.

The next requircment is the association of resources,
at the point of acquisition, with the various (major)
attributes of such resources. These sets of attributes
are given a temporal index and also contain entries
indicating the major physical characteristics of re-
sources (among which are cost and capacity informa-
tion). The attributes of resources are ranked once
again according to dominance which obviously is die-
tated by the dominant plan.

Each one of the resources in the dominant configura-
tion, no matter what its ranking therein, may be the
dominant resource in another configuration of sub-
ordinate resources, as well as non-dominant member
of other configurations. By means of this “dominance”
procedure a hicrarchy of associations both vertical and
horizontal is established.

With the above as a bricf description of the system,
let us now look at (diagnostic) hypothesis generation
at the operating level, because this is one of the great-
cst attributes we wish to impart to the information
system. The signals which trigger hypothesis genera-

tion, are of at least three kinds. They may originate
n:

e The difference between resource utilization (both
quantities and attributes used) as speeified in the
prior dominant plan (model) and as reflected in
operations.

¢ The dominant resource configuration of a pro-
posed plan, if it does not use the most dominant
characteristic of ecach of the resources proposed
for the implementation of the plan. (If the new
plan, after scarch, is still found to be dominant
then an updating of the resource-attribute vee-
tors will be necessary to incorporate the latest
ranking.)

® The presence of “slack™ in some dominant resource
which will necessitatc a change in the opportunity
cost of this resource and a temporary change in
the dominance rank. (The system scans for slack
in capacity starting from the most dominant re-
source downward.)

Once the signal is received, on the basis of its content,
the system immediately associates at least two patterns
with it: the highest hicrarchical pattern where the
resource appears, whether in a dominant role or not,
and the pattern in which it is the most dominant re-
source. Now the search begins for term by term
comparisons of the prior patterns (plan) and those
derived from operations or included in the proposed
plans, and hypothescs are tested. Depending on the
results of these tests the descriptive sets of resource
attributes may be recarranged and assigned new tem-
poral designation for subsequent reference. Also, the
data basc is hicrarchically rcorganized.

In addition to its diagnostic properties, this system
also holds promise for providing information for prog-
nostic purposes. By studying the intertemporal changes
in the resource-attribute vectors, the system may now
gencrate hypotheses and test for the cxistence of pat-
terns of relationships which can be used for plan-
ning process control (and also assess cfficiency of the
decisions by bringing cverything back to the point of
origin and thus facilitate learning). For this latter task
we need systems with man-machine interaction fea-
tures.

In order to operate efficiently, a system such as the
one deseribed here cannot obviously depend on *‘brute
force” or exhaustive sequential scarch, because of im-
mense combinatorial problems. We suspect that we
must use, therefore, parallel scarch techniques or some
hybrid system.* Also parallel processing capabilities
arc desirable for reasons of efficiency. As for the cues

*Selfridge and Neisser (1963 ) have commented on the relative
merits of the two scarch stralegies.
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that trigger pattern retriecval and assoeiation, they must
not refer to locations of stored messages but to the
conent. Finally, we noticed that there is a nced for
some hicrarchical organization of the data base with
distributed logie. This relative decentralization allows
flexibility for learning and self-organization, but also
necessitates functional association of the various
modules of the data base. The problem of deciding
how mueh logic is to be distributed and where is not
an easy one to solve. We believe, nonetheless, that it
is not unlike other organizational problems, so the
theory and techniques suggested elsewhere for aiding
in the design and evaluation of the organization strue-
ture are also applicable in this case (Zannetos and
Carroll, 1966; Zannctos, 1965a, 1965b).

Theories of diagnosis and decision-making

We have noted that the “metamodeling” problem of
planning process control nceessitates modeling the
planning process itself. But planning is a deeision proe-
ess, so this amounts to modeling a decision-maker.
This has been an active area of research for some
years now, notably by students of Simon and Newell
such as Clarkson (1962). Other approaches have been
studied by Bowman (1963) and his students. However,
no rescarch has been directed to modeling the type of
modeling process involved in planning and we think
this would be useful.t

Moreover, diagnosis, in the sense that we have em-
ployed the term, is a poorly understood proecess at
best. There is much work going on in medical diag-
nosis, but unfortunately for our purpose this is what
I might be called “diseriminatory diagnosis,” in
which the relationship of symptoms to diseases is taken
as known (probabilistically), rather than “inductive
diagnosis” in which no sueh relationship is available.t
However, work in medical diagnosis will undoubtedly
provide some general insights. Particularly promising
is the research of Gorry (n.d.) who is attempting to
ereatc a general, diagnostic model (“general” means
environment independent—applicable to sick people,
sick cars, sick computer programs). His emphasis is
on diseriminatory diagnosis, but we suspeet that the
data structures and mueh of the logie of his procedure
are applicable to the less well-struetured inductive diag-
nostic problem as well.

In addition to understanding individual decision

“Newell and Simon (1963) did incorporate a “planning”
mechanism in their “General Problem Solver,” it should be
noied, but 1heir type of planning and ours are only generically
related.

tWhat must be supphed in inductive diagnosis is the hypothesis
of relationship, a task we have already allocated to 1the man
in the man-machine partnership.

behavior, we have noted that planning is often a group
proeess; it is performed by a “team.” Team decision
making is not well understood. The pioneering work
of Radner (1959); Marshak (1955) and Kricbel
(1963) brings some organization to this arca and the
recent work of Clarkson (1966) in deseriptive (com-
puter simulation) approaches to group decision-mak-
ing is direetly relevant to the problem. The coming
general availability of time-sharing, whieh enables
group cooperative, interactive problem solving and
monitoring, should greatly facilitate research in this
area.

SUMMARY AND CONCLUSIONS

We have speeified some features of information sys-
tems which arc capable of increasing management's
understanding of its environment and its rationality
in coping with it—its intelligence. In so doing, we
have focused our attention first on operating process
eontrol, in which intelligenee is inereased by causal
induetion, diagnosis of the factors which underlie
process behavior. This is eonveniently framed as im-
proving the model of the process. We then discussed
the higher level problem of planning process control
which we noted was typical of higher order intelli-
gence problems. This too involves model improvement,
but in this case it is improving the model of what is a
modeling proeess itself.

We have redueed our diseussion to size by ignoring
some aspeets of system design. For example, we have
ignored the general dimension of information availabili-
ty. There exist in this area several issues, to wit: Should
information relating to detailed performance of lower
level organizational subunits be frecly accessible to
higher level managers? To what extent should the
opposite take place? Should parallel organizational
units share data on their status and performance?
These are real issues which are related in part to “man-
agerial style” but they also impinge on organizational
intelligenee. The “multiple split personality” aspect of
organizational bchavior is, we suspeet, intimately
linked to the question of dissemination of information.

Another area that we have ignored encompasses the
perennial issues of “cost and value” of the generated
information. No doubt, trade offs must be established
between the eost of the system, detail and purity of in-
formation, reality of representation among other fca-
tures, and the objective as well as the often subjective
utility of the results. All these issues we chose to
leave outside the purview of this presentation for
reasons of expediency and without prejudice.

Within the scope of the general problem we have
attacked, we first delincated the basie proeesses under-
lying eontrol systems and stressed the significance of
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the diagnostic process in establishing cause and effect
relationships. Understanding of causal dynamics is
important to us not so much for its regulative power
but for its educative role. Learning and updating of
the modcls used are eritical managerial funections es-
pecially for the planner.

Although we view planning and control as two hier-
archical processes linked together hierarchically, for
purposes of exposition, we separated planning process
control from operating proecess control. We advocated
control not only of operations but also of the planning
process itself so that inefficiencies do not creep in-
cipiently through the fixitics of planning.

Formal models arc prerequisite before any type of
fecdback control process takes place. While there is
ample cvidence of their use for operating process eon-
trol there is very little indication that they are used for
planning process control. Planning, thercfore, remains
as an ad hoc proeess mostly outside the rcgular in-
formation and control system. But even in the case of
operating process control we found by cxamining the
state of the art that the models uscd are mostly naive
and capable of only cursory symptomatic eontrol. In-
duetive diagnosis for establishing of causalities and
changing the model and its parameters whenever ncces-
sary is in gencral missing.

In order to improve our prcsent control systems
for operations we advocated associative data bases with
pattern rccognition and pattern gcneration capabilities.
Funetional relationships (cause-effect), probability dis-
tributions, and proecdural instruetions (to be followed
upon association) must be part of the data base.

For planning process control, in addition to the
above specifications, we argued for system capabilities
to reecognize patterns in cases where ambiguity exists.
This will give the manager sufficient lead time to
prevent undesirable consequenccs, and also update the
planning model itself. If the remedial action specifica-
tions and the model refincment are part of the control
process then such a system we called prognostic.

Finally we suggested somc steps for the rcalization
of intelligent information systems. In the arca of op-
erating process control we belicve that we have made
cnough progress and also have the technology (rcal-
time systems) to improve significantly the intclligence
of our present control systems. As for planning process
control, we only speculated on the basis of our on-
going research dcsigns and suggested a proccdure for
creating dominant pattcrns which will allow associa-
tion and automatie hypothcscs generation and testing.
In addition to more progress in conceptual system
design, theories of diagnosis and decision making, we
scc also the desirability for hardwarc and software
which will allow associations on the basis of eontent

and parallel scarch, parallel processing.

In conelusion, we believe that increased organiza-
tional intelligenee is possible and greatly to be faeili-
tated by new advanees in information technology. Per-
haps the greatest progress can be made, however, by
simply recognizing that increasing intclligence is a legit-
imate goal for information systcms design, and that
there are some straightforward steps which can be
taken towards that goal.
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Guidelines for simulation model development

by JamEes L. MCKENNEY
Harvard University
Cambridge, Massachusetts

INTRODUCTION

This paper proposes a set of guidelines for developing
simulation model for planning. The guidelines
were formulated and tested in the process of develop-
ing scveral industrial simulations. One conclusion of
this cxperience which scems acceptable to most in-
dividuals involved in creating analytical abstractions,
is that better abstractions result when the decision
makers assume an active role in the development of
the abstraction. These suggested guidelines have facil-
itated the involvement of the decision maker in model
development in addition to being useful in the develop-
ment of planning models. The reasons for proposing
them at this time is to focus attention on the importance
of utilizing the decision maker’s concept of his en-
vironment, and the necessity that all individuals con-
cerned with the construction of a simulation model
understand the developmental nature of the project.

Our guidelines for model building are defined as the
attitudes, policies and postulates followed by those
involved during the design and development of an ab-
stract representation of an environment. A premise of
the guidclines is that better models are the result of a
joint developmental cffort of the individuals who are to
use the model as a tool (the planners) and the in-
dividuals who are designing and programming it (the
modeclers). The guidelines are as follows:

® The simulation model is conducted as a develop-
mental project to aid the planning process.
An important characteristic of the project is the
evolution of goals, uses, and specifications of the
model as it relates to the planning process.
The planner's intuition is the most appropriate
reference of the pertinent environment; therefore,
it is the role of the model to improve the con-
sistency of the planner’s intuition and to make
them aware of new information requirements.
A prime function of the model is to amplify the
intuition of the planner by gencrating a spectrum
of analyses for certain codifiable conditions.
There were other guidelines we followed in the
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development of planning models, but they either seemed
unique to the situation or too ambiguous to sensibly
defend. An attitude which is essential to all suceessful
model building is the cventual faith in the model as
a tentative statement of causal factors influencing the
resources to be allocated. There are sceveral published
sermons on the necessity of the belief in the order of
nature, and we will not dwell on the subject (Ackoff,
1962; Buzzell, 1964). Perhaps the above guidelines can
be considered a few of the neccessary conditions to
engender a planner’s conviction.

A discussion of the guidelines

The sole criterion of success in our discussion of
simulation modcls and planners is that the planner
utilize the model to improve his understanding of the
world in order to allocate resources. An unused model,
no matter how clegant, is a failure. It may be that the
significant “use” a planner makes of a simulation model
is in its development to refine his own concept of his
problem. The discussion below deals with how the
guidelines serve to encourage the planner to contribute
to the development of a model and what the modeler
should have in mind to facilitate this contribution.

The involvement of pertinent individuals in the de-
velopmental process of a model is critical for two
reasons: (1) to generate and distill an appropriate data
base from which a pertinent model can be created; (2)
to develop a commitment to the model as a professional
managerial goal. The first reason is obvious and would
probably not require a great deal of the planner’s time.
However, developing a feeling of commitment is just
as critical as “truth” and requires an adequate incuba-
tion period for modelers and planners alike.

The planners and modelers should individually con-
sider the simulation project as a means to increasing
their understanding of the operation of the firm and
thus their influence on the operation. To gain the most
insight from the project ecach individual should work
to improve the effectivencss of the model as it relates
to his activities.




170 Information System Science and Technology

It is eritical that all pertinent personages understand
the funectioning of thc model such that they feel a need
to participate in defining aspeets of the model germane
to their sphere of influence and in responding eritically
about the formulation of the simulation. Given ade-
quate participation the model ean become a unique re-
souree in that it represents the firm as an entity with
few organizational boundries. This seems to generate
a depersonalized professional attitude in the planner
toward the modcl, which allows the model to be seru-
tinized for appropriateness in painful detail without
bruising individual egos. A suceessful tactic to obtain
this eomplete involvement is to have the simulation
projeet a responsibility of the top planning exceutive.

As is obvious, having the boss head the projeet is
but one step toward ereating a deeent simulation. Tt
is necessary that all individuals conecerned have a
thorough understanding of the nature and potential of
a simulation projeet. It is suggested that by constituting
the project as a research and development venture on
the managing process an orientation is provided to the
coneerned individuals in whieh all are expeeted to learn.
This learning attitude is helpful when exploring how
one ecan formulate heretofore non-explieit relations.
In addition a devclopmental project by nature should
commit a management to a sizeable budget over an
extended period of time. The results of this expenditure
arc uncertain and therefore the project should regularly
be appraised as to its effectiveness. This appraisal
proecess is espeeially important in regard to simulations
intended to aid the planning process.

The definition of eriteria to evaluate improvement
of the planning proeess is a difficult art and requires
expcrimentation and attention. However, foeusing on
this aspeet of the model’s impaet provides an appro-
priate perspeetive for considering the effectiveness of
the model. The appraisal should allow adequate elapsed
time for the development of a series of plans eon-
current with the implementation of the model. During
this time the defense for continuing finaneial support
for the model probably rests on the degree to which
it stimulates the management to consider their planning
process. After the model is being utilized as an active
aid, support should be judged on documental evidence
produced by key planners. The model should not be
judged solely on appropriateness of results, number
of plans cvaluated, or meehanics of operation. These
can be modified by utilizing different resources to de-
velop the model. It should be judged on how effective
it is in improving the planning process. In essence a
decent model scems to require a budget for an extend-
ed time during which periodic reviews are made of
the deeision proeess, not model details.

The evolutionary nature of planning models

The prime reason for a pre-ordained extended life
of a planning model project is that the only constant
characteristic of a simulation model is ehange. The
produet of this evolutionary process is assisted if the
changing nature of the model is understood by all as-
sociated with the model from the very start of the
project. Models with a tradition of change will en-
courage the planners to attempt to define hazy ideas
and to experiment with formulating relationships, as
eonjeetures ean be changed if desired. It will also
induce the modelers to design their procedures to ae-
ecommodate changing definitions and specifications.

The most important reason for designing an adapt-
able simulation model development is the very survival
of the simulation. An adaptable and changing model
is essential if the model is to be used over an extended
period of time. Assuming the model is to operate as an
agent for improving the planning process, its main
funetion may well be as a stimulus to search for a
definition of what the planner has not included in the
model. This improvement proeess secems to be one of
continuous redefinition of the planner’s coneept of the
pertinent forces in the environment and growth in the
modeler’s ability to adequately represent these forees.
The model must continuously refleet the planner’s
improved coneepts or fall into disuse by the deeision
makers. A successful simulation project for planning
will stimulate the eontinuous growth of the participants
as cvideneed by an improving modcl.

The reference base utilized for the initial stages of
model development is eritical to the goal of generating
a useful tool. It is suggested the most appropriate ref-
erence is the planner’s definition of the pertinent in-
fluenees in the environment and how he thinks they
rclate to each other.

A planner with significant budgetary responsibility
is assumed to have had an adequate involvement with
his environment to have developed an understanding
of what elements are eritieal to the success of his opera-
tion. His measures of these elements often range from
precise dollar figures to vague intuitive impressions,
but all are important and real to him. It seems reason-
able to accept the planner’s notion of his business as
fact and to attempt to substantiate his concept by
programming a model to imitate the coneept. Normally
it is impossible to explicitly define all of the factors a
planner considers. In addition individual planners will
not be consistent with each other or emphasize the
same aspects of the environment. To eope with these
concomitant ambiguities, the model should be pro-
grammed to codify as many factors as possible with
freedom for the planner to modify the impact and
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range of cach variable. Where variables cannot be
defined, provision should be made for direct planner
influcnce as he sees fit. The goal of the modeler is to
generate an abstraction that adapts comfortably to how
the planner considers his resources allocation problem.
The proeess of programming the well-defined variables
should involve the planners and modeler in order that
both:

e Evaluate the sensitivity of the environment to

change in the sclected variables.

¢ Discover new methods of combining variables.

¢ Resolve inconsistencies or ambiguities between

planncrs and the cnvironment.
This latter process often serves as a basis for data
collection to definc missing relations or to test in the
cnvironment the validity of assumed rclationships. A
clear definition of how the simulation functions is es-
sential for the mutual consideration of relationships
that govern the operation of the simulation.

An overt goal of most simulation projects for plan-
ning is that operationally the simulation model is to
serve as an analytical tool for the planner. To serve
cffeetively it must be formulated to produce results
which are compatible with the planning procedures.
Elegant rcports can be generated, but care should be
taken to well define the limits as well as the potential
power of the model as an analytical engine. The model-
er and planner should continuously appraise what is
more cconomical and effective for the model to ac-
complish versus the planner. At this point in time it
does not seem economically feasible to model complete-
ly an environment as cffectively as a good human desi-
ion maker. However, a simulation model ean perform
quickly and accurately a long involved scquence of
well specified events to produce an answer in pre-
defined terms. How the planner will use these answers
is important in the development of the model and
should be eonsidered at each step of the program. The
goal of the model developer is to develop a model
which can amplify the planner’s insight to a resource
allocation problem. At present the method of am-
plification seems to be a prompt evaluation of a varicty
of plans under a range of assumed conditions which
the planner defines.

Using the guidelines to develop a planning model

How these guidelines might aid the development of a
simulation model is presented in the following synopsis
of a simulation projeet in an industrial firm. The firm,
a consumer goods producer, with sales in cxcess of
$200 million was planning to cnter the European
market. This was its first venture overscas and the
executives felt a need for improved deeision-making
proeedures to eope with the unknown seemingly more

complex situation. The staff aides to the executive
committee had suggested a simulation model might
assist the planners in allocating capital overseas to
assurc an orderly and profitable entry into the new
market.

A scries of seminars conducted by the staff with
outside consultants was initiated to explore methods
of planning in general and the potential of simulation
models in particular. A topic of onc of the seminars
was the cvolutionary naturc of simulation models with
the expectant change in understanding of their en-
vironment by the individuals using the model. This
session produced a lively interest in developing a model
tailored to the needs of the cxecutive committee. The
eventual result was a tentative five-ycar program for
the improvement of the firms strategic planning.” A
three-year capital budget of approximately $70,000
per year was allocated to the development of a simu-
lation model which was to be defined by the executive
committee. Progress review periods were to be held
cvery six months by the cxecutive vice president of
sales who was responsible for long-range planning. All
vice presidents of the firm and members of the executive
committee were active members of the projeet and
agrecd to spend up to four hours per week to de-
velop improved planning procedures.

The initial proposal developed in the seminar called
for a tentative model to be operational in onc calendar
year at which time a redefinition of project goals and
model specifications would take place. At the con-
clusion of the seminars the management concluded
that the development of a simulation model for plan-
ning seemed to be a viable method of improving their
planning process and could provide an analytical tool
which could aid them considerably. The planning
problem was to allocate probable capital resources
over an cxtended time in such a manner as to most
cffectively enter and become established in the Euro-
pecan market.

The initial model, as specified by the exccutive
committee, called for a representation of the nceessary
resourcecs measured in dollars and clapsed time to
produce given quantities of goods and the demand
generated by the world environment for the company’s
produets by price and type of product. It was the re-
sponsibility of the planners to identify probable gross
changes in the environment such as new models or
competitive actions and to define possible responses
in the use of the firm resourecs as inputs to the simu-
lation. The model would then give a profit measure
for ecach suggested responsc. The planners in this
project were the viee presidents of the corporation
responsible for the Sales, Manufaeturing, and Rescarch
and Development. There were six active model builders
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of heterogencous backgrounds. The group included a
market researcher, ecconomist, operations researcher,
financial aecountant, experienced staff planner and an
analyst programmer.

The modelers began the projeet by attempting to
codify what the planners felt were important influences
on their planning decisions and what questions they
wanted evaluated by the model. To accomplish this the
first six months of the project included a series of
meetings with cach planner to define what he con-
sidered the critical aspeets of the firm’s environment
and how they might be formulated in the simulation
model. During the time these mectings were being
held, a series of definition papers on how the relation-
ships defined by the planners might be combined, what
data would be required and what reports would be
generated were cireulated. These papers served as a
basis for seminars with all modelers and planners to
discuss what should be in¢luded in the simulation model
to improve strategic planning. After the seminars
small groups would often discuss a specific aspect such
as how a new product should be represented in the
production proeess. The seminars were followed by
additional two- to three-hour individual planner con-
ferences with two or three members of the group to
insure the planner’s ideas were accurately represented
in the model and to explain how the model was fune-
tioning with other planners’ definitions.

A continual effort was made by the modelers to de-
fine all terms as clearly as possible for inclusion in a
glossary that all participants reeeived. The glossary
established a common understanding on words all too
often not well-defined such as: assumptions. sensi-
tivity, programming, and planning horizon. The glossary
aided in educating the planner in a bit of modeling
jargon and preventing the modelers from using terms
without defining them. It was invaluable in documen-
tation of the model.

Concurrent with the planner conference, data were
colleeted as speeified by the planners to define the re-
sources of the organization in a manipulatable fashion
for planning purposes. This required the modelers to
work with the staff assistants of the planners in an
analysis of present measures of what the planncrs felt
to be important. The available aceounting data did not
prove sufficient and, therefore, new information had to
be created and stated in accessible format. For example,
data were collected and distilled to develop a pro-
ductive capacity model which related the total cost and
clapsed time of producing a given quantity of product
to the mix of produets the level of production. The
elapsed time required to acquire additional productive
capacity or change produet mix was defined in ac-

cordance with how the manufacturing planner thought
the capacity responded.

After six months of diseussion and three months of
data collection to formulate the planners’ coneept into
a model, the programming of the model for computer
manipulation was started. Simultancous with our pro-
gramming effort a second series of meetings were held
with the planners on how they might utilize the simula-
tion in their on-going planning proccdures. It was felt
important to maintain the planners’ interest in model de-
velopment and it was conjectured that during the
programming proeess a few revisions in the planners’
model would be neceessary. The individual meetings
soon became formalized into bi-monthly planning meet-
ings to discuss the state of the model and how it might
be used to cvaluate alternative resource alloeations.
being considered for future two year periods. These
discusstons aided the modelers in defining appropriate
time units, ranges of accuracy, specific output require-
ments and potential changes in the input variables.
They served to keep the planners informed on the
state of the model and its limitations.

As the model entered the final debugging stage the
mectings foeused more onto methods of testing the
model for validity and formulating plans for evalua-
tion by the model. In these later meetings the planners
began to develop expertisc in explicity defining a
feasible range of circumstances which could be tested
on the model. This in turn caused thc modelers to
improve the model’s ability to accurately represent a
set of conditions. The results of this iterative process
was an awareness of the importanee of cxperimental
design and new insight to the evolutionary aspeet of
the simulation projeet. Most individuals were eonvineed
it was a rewarding experience.

The strong commitment was fortunate as carly
simulation runs proved to gencrate quantities of useless
output. The first simulations were intended to repre-
sent 10 years of sales experienec in the international
market. The simulations on the average produced
rather bizarre sales figures and production demands.
The one bright side was that the cash flows resulting
from the sales were consistent with past experience.
They rediseovered that the process of predicting dynam-
ic demand factors and economic eonsequences for a 10-
year period in a fairly codifiable fashion allows errors
to accumulate to bias all results. The planners were
not dismayed and suggested procedures which the
modelers could incorporate which would aid in the
understanding of simulation results. Typical error pre-
vention proeedures called for the planners to estimate
for the next two, five, and cight years feasible product
price ranges, and estimates of production capacity,
given the present base of the company. These estimates
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served as minimum and maximum limits on capacity
and sales. Thc modcl operated within thesec bounds
to cvaluate the proposed price structure, time of product
introduction and other aspects of their plan. They then
considered thc output of the simulation in terms of
these limits. If the output indicated the simulation re-
sults hit an upper limit and remained thcre, the plan-
ncrs discounted the answer, because of model de-
ficiencies but would judge that thc plan might be a
better one than a plan which drove the model to the
lower limits. Thesc proccdures have afforded a basis
for jointly testing plans and their assumptions while
cvaluating the scnsitivity of the simulation model to a
varicty of inputs in order to invcsitgate thc model’s
validity.

Present stage of simulation utilization

There has bcen an obvious growth in the attitude
of the modelers and managers as to what should be
in the model and what should be cxcluded. A few of
the original factors included as determinants of
available resources of influences on demand have becn
tested and found unimportant. But of more interest
is thc number of new factors that scem to be
more basic and casual nature than our original
factors. Originally population had been considered as a
basic variable of demand. They are now considering
age distribution, wealth distribution, geographical dis-
tribution, and other factors of the economy in a given
country to consider its market potential. Many of these
factors arc still being tested to cvaluate whether they
arc significant in the long run and probably some will
be discarded. Continual evaluation of factors in thc
model including thc definition of assumptions and
defcnse or explanation of these assumptions is now
accepted by modclers and planners alike. Finally
mcasures spccified at the start have been superseded
by new ones. Specific dollar requirements and time
specifications originally desircd as outputs have becn
replaced by requircments of rate of market penetra-
tion or cquity growth. In gcneral most mcasures of
pcrformance are morc sophisticatcd than when the
project began.

The planners scem to be cvaluating alternative plans
with the model to support their intuition. They sug-
gest that the model has improved their judgment by
testing somc variables which hcretofore were thought
very important and found wanting as indicators of

future significant cnvironmental forces. The model
development in part has forced the planners to define
their time assumptions explicitly and to codify cost
assumptions to accommodatc manipulation. This has
resulted in part of the accounting system changing to
accommodate an evaluation of plans rather than a
reporting of the accumulated costs of past activities.
This change has improved the firms planning pro-
cedures and given a better data basc for developing
an improved model.

At present the modcl can almost be considered a
professional goal for the management of the company
as they are committed to its future development. They
do not rely upon it for specific decisions, but seem to
feel it a useful tool for improving their planning pro-
cedures, Perhaps at some future date they will rely upon
it as a partner in decision making as well as process
improvement.

CONCLUSION

Most modelers are aware of the importance of involving
the planners in the development of the simulation
modcl to achicve an opcrational model. We have had
a rcasonable degree of success in intcgrating the plan-
ners in the project by using the planner’s concept of
his environment as the point of departurc for the model
and stressing thc importancc of change from the begin-
ning. An impediment to morc adequate rapport be-
tween modcler and planner is the state of present
computer languages. The language of the program for
thc model has to be interpreted to the planncr. This
interprctation creates ambiguities and misunderstand-
ings which limit the effectiveness of present simula-
tions as a tool for most planners. Hopcfully new com-
puter languages will allow the modelcr and planner to
conceptualize the simulation model in the language it
is to bc programmed.
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The use of systems analysis in the acquisition of information systems

by Frank H. ELDRIDGE
Execulive Office of the President
Washinglon, D.C.

INTRODUCTION

In the past four or five years numerous attempts have
been made to apply systems analysis techniques to
problems of command control and communications
(C") in the Department of Defense. Some of these have,
it is generally acknowledged, been more successful
than others.

One of the principal problems in the carly 1960’
was the lack of an adequate resource strueture for C.
Hard work since then has, to a large extent, solved
this problem. Physical asscts, total obligational author-
ity and manpower have been speeified in great detail
for about 150 command control and communications
programs, rcpresenting the entire cffort of the De-
partment of Defense in this area. Having accomplished
this, studies of tradeoffs and alternatives can start
from a common data base—a neccessary prerequisite
for useful cost and effectiveness analyses.

The definition of C' mission objectives has, also,
been further clarified in the past few years. By the
carly 1960's the role of C® in nuclear warfare had
received considerable attention. For instance, a num-
ber of models had been constructed showing the ef-
feets on mission objectives of various types of thermo-
nuclear attacks leveled against military and civilian
headquarters as well as radio and landline communica-
tions. From this emerged a better understanding of
the use of mixed systems for survival and the nced for
more rapid and integrated intelligence to meet the
needs of different levels of command under various
conditions of thermonuclear attack.’?

More recently a great deal of actual experience has
been gained in the use of command control and com-
munications systems in crisis situations where the in-
tent is to achicve U.S. political objectives with the
minimum possible amount of conflict escalation. Leb-
anon, Congo, Cuba, Panama, Santo Domingo have
all provided opportunities to test our cvolving systems
and operational methods.

Many of the systems analysis methods developed
by the Department of Defense for command control
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and communications are now being adapted to informa-
tion system problems of other Federal Departments
and Agencies. 1 will define information systems, here,
as any network of facilitics that acquires and/or pro-
cesses data for use in controlling resources. In this
sense an information system can be either purely auto-
matic or it can contain manual clements for monitor-
ing, display, control, or other command functions.

Associated with every decision are both ponderable
issues and imponderable ones. The analyst should con-
centrate on the ponderable ones. The deeision maker
must consider both.

There are several alternative approaches open to
the systems analyst who, once having identified the
principal issues, undertakes to address them. He can
colleet and analyze raw data or he can build models
of the system and synthesize data that will serve to
answer the questions or he can do both. The analyst
is advised to look at both the hardware and the soft-
ware, or operational aspects of the system, in order
to develop a balanced context for his study. He should
relate the objectives and the missions of a support
system, such as teleccommunications, to the objectives
and missions of the system that it supports.

The choice of suitable measures of effectiveness is
a critical part of the analysis. He should be aware of
what it should do. By choosing measures of effective-
ness that are related to the missions of the system
supported he can avoid sclecting cffectiveness criteria
that relate to less important side issues.

Another critical function of the analyst is the defini-
tion, for the decision maker, of suitable alternative
systems and mcthods of operation. The analyst should
consider a large cnough study context to allow for
development of feasible alternatives and trade-offs
and to avoid unsuitable sub-optimal dceisions. For
instance, different time phasings of any one program
arc important alternatives to be considered. However,
th: cost and cffectiveness of alternative programs are
also usually very relevant.

The analyst should call the decision maker’s atten-
tion to uncertainties in his study and should, where
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possible, providc him with sensitivity analyses for
important but uncertain phasing, cffectiveness and cost
factors.

Finally, he should, where possible, indicate which
factors cannot be analyzed quantitatively within the
time frame of the study or the context of the data
available and, therefore, should be left to the judgment
of the decision maker.

Background for a case study

Our office rceently had the opportunity to analyze
some interesting information systecms problems dealing
with the telecommunications used for dispatch and
control of clectrical power networks. 1 intend to use
these as a case study here to show how system analysis
is being generally applied to the acquisition of infor-
mation systems throughout the Federal Government.’

In the case under consideration a program decision
had to be made whether to buy a microwave system
or to use common ecarrier circuits to control the in-
tertic of clectrical power nctworks in two widely
scparated areas of the country. Both Government-
owned and privately-owned systems were involved.
The purpose of these interties is to distribute to power-
deficient areas the cxtra power potential in rivers that
is available from the spring runoff of melting snows.
A number of electrical power utility companies arc
participating in intertics of this typc. Most cases, it
turns out, involve many complex technical, legal and
cconomic problems.

It is well known, of course, that public utility com-
panies, in general, differ from other types of businesses.
They supply transportation, water, gas, electrical pow-
er, telecommunications and other types of services that
are required by the entirc community. In order to pro-
vide a universally high quality of service, to avoid
redundaney, and to produce economics of scalc, these
companies are usually legal monopolies. They arc
granted franchises to operate in any given arca. In
return, the Government retains the right to regulate
their standards of scrvice and their tariff rates.

Normally, each type of public utility uses scrvices
supplicd by the others. For instance, the telephone
utilities’ primary souree of power is obtained from the
cleetrical power utilities. In addition, telephone com-
panies maintain standby generators and batterics to
provide backup power in case their primary sources are
disrupted, such as occurred last Fall in the North-
castern part of thc United States.

Many of the power utility companics obtain their
tclecommunications for primary control of their power
networks from the telephone companies and find that
this typc of service satisfies their requirements, How-
ever, many other power utilities throughout the United

States currently own and operate microwave telecom-
munication systems to provide primary communications
for control of their power networks. The total invest-
ment in microwave systems in the United States for
this purpose is estimated at several hundred million
dollars and can be expected to increase as large clec-
tronic computers are applied in the future to control
systems for thesc types of networks. Backup telecom-
munications for power control arc now provided both
by some power line carrier telephones owned and
operated by thesc power utilities and, in many cases,
by telecommunication services obtained from the tele-
phone companies.

The power companics that do own and operate their
own microwave systems usec many arguments for doing
so. They state that the cost of owning such a system
is lower than obtaining this service from the telephone
companics; that thc telephone companies are not com-
pletely responsive to their requirecments, particularly
with respeet to the reliability and availability of com-
munications that they neced for vital links for control
of their power system. They point out that the power
networks use cxtremely high voltages which present
many safety problems and are difficult to control. They
are particularly concerned with the safety of repair and
maintcnance mcn working on transmission lines, the
stability of the AC power networks, and the proper
performance of the ncw types of DC power intertie
transmission lines. They stress the fact that they require
overall system rcsponsibility for their power networks.
The normal mode of operation for present day systems
is necessarily automatic and requires an integrated
communications and control system with fast reaction
and rapid responsc to control signals. For instanee, in
systems containing about 1,000 miles of clectrical
power transmission lines, surges in the networks,
caused by lightning and other disturbances, will build
up to a maximum in about half of a second. Therefore,
eircuit breakers must be operated throughout the sys-
tem in a few tenths of a second, to prevent these surges
from burning out critical eomponents such as trans-
formers, generators and insulators. As more interties
arc crcated throughout the United States and Canada,
the intertied networks will become larger and morc
stable. Simulation models indicate that the time con-
stants of the surges will increase. Under these conditions
the overall reaction time for circuit breakers will not
need to be as fast as for the uncoordinated networks.
But the overall control of the larger networks will be-
com¢ more important since, when intertied, larger
sections of the eountry could bc blacked out if control
of the interticd network is disrupted.

On the other hand, the tclephone industry’s position
is that thecir companies arc public utilities too, and that
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they have been granted franchises to supply common
carricr services throughout specified areas. They have
large pools of specially trained, professional com-
municators for maintenance and operation of existing
systems and for R&D, design and engineering of new
systems. They have a large dispersed network of com-
munications and a sizable staff of maintenance men
and extra equipment that can all be used to reroute
and restore circuits that arc disrupted in times of dis-
aster. They argue that they have economies of scale
that produce cost advantages over smaller privately-
owned or Government-owned systems. Further, they
say that they fully realize the critical naturc of the
power utility communications and in recent years have
taken special steps to improve their service through,
for instance, the use of special operational control
rooms for monitoring and managing the restoration of
important telecommunication circuits for electrical
power control.

ODTM systems analysis

In cases of this type the Officc of the Director of
Telecommunications Management (ODTM) recognizes
and emphasizes the importance of preserving the Gov-
ernment’s freedom of choice between obtaining common
carrier services or buying Government-owned tele-
communications systems. This, it is felt, makes it pos-
sible for the Government to take into account all
current factors in making a decision on how to obtain
satisfactory services for the lowest cost. However, as a
general rule, the policy of the Federal Government, as
stated in Bureau of the Budget Circular A-76, is that
the Government should rely on the private enterprise
system to supply its needs.

Exceptions to this policy cited in the Circular are
cases where:

¢ Procurement of a product or service from a
commercial source would disrupt or materially
delay the agency’s program.

e It is necessary for the Government to conduct
a commercial or industrial activity for purposes
of combat support or for individual and unit
retraining of military personnel or to maintain
or strengthen mobilization readiness.

e A satisfactory commercial source is not avail-
able and cannot be developed in time to pro-
vide the product or service when it is necded.

e The product or serviee is availablc from an-
other Federal Agency.

e Proeuremcnt of the product or service from
a commercial source will result in a higher
cost to the Government.

Interpreting the applicable policy in terms of the

case studied, indicates that the Government should
lease the intertic microwave system unless one or more
of the following conditions exist:

® The telephone companies that proposed to
supply the service could not meet the schedule
phasing deadline for completion of the electric
power intertie.

¢ The telephone companies could not supply an
effectivc telecommunications system for con-
trol of the electric power system.

¢ The telephone companies’ service would cost
more than a Government-owned telecommuni-
cations system.
The applicability of these conditions formed the
basis for our systems analysis of these cascs.

Schedule phasing

Analysis of the first condition showed that although
the initial investment in the telecommunications for
the eleetrical power intertie would cost only about $2
million, the estimated loss in revenues would amount
to almost $0.5 million per month if adequate control
mechanisms, including required telecommunications,
were not completed by the time the power intertie was
ready for operation. Schedule phasing for telecommuni-
cations was, therefore, a critical although not an over-
riding factor in the decision.

Because the telephone companies planned to use
existing facilities for part of the required system, and
because of preplanning and scheduling flexibility in
the growth of their nationwide microwave system, the
telcphone companies were willing to commit them-
selves to meeting the operational deadlines for the
power intertic at the time the dccision was made to
proceed with the acquisition of the telecommunications
system. The suppliers of equipment for the proposed
Government-owned systems, on the other hand, could
not guarantee an operational telecommunications systcm
until about 45 days after this deadline, although they
felt they might te able to decrease their time require-
ments if production scheduling, and possible installation
delays caused by weather, permitted.

Effectiveness of telecommunications

As indicated previously, one of the most critical
functions of telecommunications in this type of task
is to provide a means for disconnecting an AC power
network if transients or surges threaten to overload and
burn out the elements of the network. A simplified
diagram of a typical control system is shown in Figure
diagram of a typical control system is shown in Figurc 1.

If a transient occurs, an overload detector, such
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Figure 1—Typical power line control system

as a potential or current transformer, gencrates a sig-
nal that is fed to a tone equipment where it is used to
modulate a carrier frequency. The output of the tone
cquipment is transmitted over a communications sys-
tem to a tone equipment at anothcr location. Here the
earrier is demodulated and the signal used to actuate a
circuit breaker for disconnccting power line loads or
dropping power generators at that point.

The objectives of the telecommunications portion of
this system are, thercfore, to insure that elements of the
clectrical power system will not be destroyed by in-
sufficient rapidity of control response and that tcle-
communications reliability will not significantly degrade
the rcliability of the system to cither act when action
is required or to not act when action is not required.

Measures of effectiveness of the systcm that were
studied, therefore, included:

e Timc dclays from detcction of an overload in
power transmission linc at Location No. 1 to
the completion of the circuit breaker action at
Location No. 2.

e Rcliability of the system in actuating the cireuit
breaker whecn an overload signal is reccived.

¢ The probability that noisc generated in the
system will not accidentally trip the circuit
breaker.

It is important to investigatc not only the effective-
ncss and unccrtaintics of thc tclccommunications por-
tion of the system but also the ovcrall effectiveness and
unccrtainties of the system described in Figure 1.

The relative contribution to the overall time delay
of thc various telccommunication system altcrnatives
under consideration can then be determincd. Also it is
important to compare thc uncertainties in effectiveness
of the overall system with the variations in effectiveness
produced by thc alternative modes of telecommunica-
tions in order to determine the relative benefits of in-
trodueing each of these altcrnatives into the system.
Time delays

The time delay in the system, T., will be

m
Te= 2 T
t
where T, = the time delay in the nth eomponent in
system.
m = the number of eomponents in the sys-
tem.,

In other words, the total time delay is equal to the
sum of the time delays in the individual componcnts.
Typical time delays are shown in Figure 2 for thc
components of the system indicated in Figure 1.

Our analysis indicated, thercfore, that thc time delays
in the overload dctector and the cireuit breaker and
the uncertainties in these time delays overshadowed
the timc delays and uncertainties in the communications
portion of the system (i.e., the two tone equipments and
the microwave link). An obvious conclusion, therefore,
is that, if reductions in total time dclays and time
delay uncertainties are required, improvements should
be made in the ovcrload dctectors and circuit breakers
rather than in the telecommunications portion of the
system. For instance, one issue that arose during the
analysis was whether wideband tone equipments should
be uscd to reduce total time delays in these components
from between 22 and 24 ms to betwcen 14 and 16 ms.

Overload detector 10 - 16 ms
Tone equipments (two) 14 - 16 ms
Microwave link (200 miles) 3-5ms
Circuit breaker 33 - 41ms
T 60 - 78 ms

Figure 2—Time delays in system components

Our analysis indicated that while this improvement
would be dcsirable, high quality voice band communi-
cation links and terminals would not improve the
quality of the circuit by any significant amount. This
point is discussed in morc detail in a section entitled
“Noise.”

Another issuc that was related to the decision was
whether microwave would be required throughout the
nctwork, and particularly on the longer links, or wheth-
er toll cable links eould be used without degrading the
system performance. Typical time delays for microwave
links are about 2 ms per hundred miles of route and
for loaded toll cablc systcms about 6 ms per hundred
miles of route. It was estimated, therefore, that for
control circuits not greater than about 300 miles in
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length, cither loaded toll cables or microwave or a
mixture of the two could be used interchangeably with-
out significantly degrading the time delay of the total
system. Only in exceptional cases will these types of
control circuits be greater than 300 miles in length.

In the case studied, both the Government-owned and
the common carrier alternatives proposed to use micro-
wave only. Some additional delays would have to be
added to the common carrier circuits tecause some of
the links would pass through telephone company central
offices. However, the common carrier network alter-
native was designed to minimize these types of delays.
In no case did the planned total time delay exceed Sms
for control circuits in this alternative. This factor, there-
fore, was not considered to be significant in reaching a
decision to buy or lease the system.

Reliability

The composite reliability R, of the system shown in

Figure 1 will be
m
R, ZH:R..
1

where R, = the reliability of the nth component of
the system.

In other words, the composite reliability of the system
will be the product of the reliabilities of the individual
components. Typical rcliabilities of components are
shown in Figure 3 for the system indicated in Figure 1.

Overload detector 0.9950

Tone equipments (two) 0.9995
Microwave link {200 miles) 0.9963-0. 9997

0.9810
R, 09719 - 0.9752

Circuit breaker

Figure 3—Reliability of system components

A study has been made that compared the reliability
of 38 Government-owned telecommunication circuits
with 46 common carrier circuits over the period of one
year. Each common carrier circuit passed through an
average of three telephone company central offices. The
Government-owned circuits did not pass through any
central offices. Figure 4 compares the number of out-
ages per year and the outage durations for these two
categories of circuits. Although the average rate of
outages was about the same for the two types, the
average outage duration of the common carrier circuits
is seen to be significantly smaller than the Government-

owned circuits. In other words, whenever an outrage
occurred it took less time for the telephone companies
to fix their circuits than for the Government to fix its
circuits. The average reliability of the Government-
owned circuits was found to be 0.9963 compared to
0.9997 for common carrier circuits.

Dual routing, using both microwave and cable, can
be used to improve the reliability of any telecommuni-
cations system, if required. This has been successfully
accomplished by the Power Authority of the State of
New York and others. The reliability of dual routed
circuits, assuming that they are completely independent,
can te expressed as follows:

R.=1-(1-R)(1-R)

where R, and R, are the reliabilitics of cach of the
dual circuits. For instance, if R, = 0.9963 and R. =
0.9997, then R, = 0.999999. Another way of looking
at this is that it would reduce the expected outage time
from 1,945 minutes per year and 158 minutes per
year on the individual circuits, to only about 1 minute
per year on the dual routed circuit.

However, the important conclusion hcre is that no
significant gain in overall system reliability can be
achieved by increasing the reliability of the communi-
cations components alone, if the reliability of the
overload detector, the circuit breaker and other system
components cannot be increased to a comparable level.
For instance, in the case studied, if the communications
system reliability is increascd to, say 0.9999 the re-
liability of the overall system would still be less than
0.98.

Noise

The composite probability, P,, that the circuit break-
er will not be accidentally tripped by noise in any of the
elements of the system is

m
| 23 :HP..
1

where P, = the probability that noise generated in
the nth component of the system will not trip the circuit
breaker.

The tests described below were used to determine
conditions under which noise, introduced into the
system by the telecommunications components, could
trip the circuit breaker. Unfortunately, no data were
available to determine the probability of tripping the
circuit breaker by noise generated in the non-telecom-
munications components of the system.

Actually, it was planned to use the same type of
tone equipment in ecither the Government-owned or
the common carrier system. The main issue, therefore,
was whether conventional telephone channels could te
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Figure 4—Comparison of Qutrages for Government-
owned and Common Carrier Circuits

uscd or whether high-quality, delay-equalized telecom-
munications links would be required.

The tests were made over a 350-mile cireuit. The
tonc cquipment was lined up according to the man-
ufacturers’ specifications. Tests were performed to
determine squelch activation time and squelch recovery
time for both impulse and whitc noise, the effect of
noise on false trip operation of the eircuit breaker as
well as range of reliable trip operation.*

The operation of the system was ecompared using the
conventional tclephone channel and the high-quality,
delay-equalized channel. The false trip levels were ob-
tained by dcactivating the squelch unit in the tone
cquipment on the recciving end and introducing im-

pulse or flat noisc at various points in the system.
This noise was introduced at both the output of the
transmitting tonc cquipment and the input of the re-
ceiving tone cquipment.

It was found that the tonc cquipment was eapable
of operating with impulsc noise levels in excess of
signal lcvels before false operation occurred. Impulse
noise eould exceed white noise by several db before
false trips occurred. A squelch setting Jevel of at least
7 db below the normal value, for false operation from
cither whitc or impulse noisc was used as a margin of
safety to allow for squelch threshold drift.

With the system maintained at the normal levels a
period of operation of four months resulted in only
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onc false opcration. This was caused by a frcquency
shift in the tone cquipment resulting from partial power
failure rather than from the cffects of any noise in the
system.

Our general conclusions from these tests were that
the common carrier service and the Government-owned
system would be equally cffcctive in rejecting noise that
might causc false operation of the circuit breaker and
that conventional telephone circuits would be adequate
for the degree of reliability required by the system.

Cost comparison

The final qucstion posed by Circular A-76 was
whether the telcphone companies’ service would cost
more than a Government-owned telecommunications
system.

The method of cstimating annual costs for the
Government-owned system as outlined in Circular
A-76 is first to determine the composite life of the
system, ineluding buildings, access roads, antennas,
transmission facilities, etc. and then to amortize the
initial investment over thc period of this composite
life. In dectermining the amortization cost, the interest
rate must be for the system must be discounted to its
value at the equivalent to “the current rate for long-term
Treasury obligations for capital items having a useful
life of 15 yecars or more and upon the average rate of
return on Treasury obligations for items having a uscful
life of less than 15 years.” Circular A-76 also stipulates
that allowances should be included for annual opera-
tions and maintenance costs and Federal taxes foregone.
In addition it requires that “ncw starts ordinarily should
not be approved unless cost of a Government activity
will be at least 10 per cent less than costs of obtaining
the product service from commercial sources.”

The cost of the common carrier service on the other
hand should be based on the existing tariff rates for
the service provided, together with any additional costs
not covered by the tariffs, such as engineering costs and
Government administration of the service contract.®

The principal cost issues that arose in the Govern-
ment-owncd casc concerned the determination of an
appropriate value for the composite life of the system
and the estimation of the annual cost of operations and
maintenance for the system.

The arguments for Government ownership centered
around the fact that a transistorized telecommunications
system was specified that would have longer life and
lower operations and maintenance costs than the sys-
tems previously used.

On the other hand, the telephone companies argued
that their quotation must be based on their tariff rate
structure which must necessarily reflect the cost of all
of their facilitics. These included some transistorized

equipments but their system is still mainly non-trans-
istorized. Therefore, their quotation did not reflect
possible future reductions in tariffs resulting from thesc
types of improvements.

The position of our office was that since both the
Government-owned and common carrier systems would
employ transistorized cquipment the comparisons
should be made either on the basis of present overall-
experience on composite system life and operation
and maintenance for both cases or that both should
anticipate decreased costs in the future because of the
shift to improve transistorized systems. On these bases
the annual cost of the two systems was cstimated by
our office to be about cqual in the two cases, excluding
the 10 per cent margin factor stipulated by Circular
A-76.

In an attempt to develop a better cost methodology
for these types of dccisions our office has contracted
with the Planning Rescarch Corporation. They are
developing alternative means of making lease-versus-
buy cost comparisons. One of the methods being studied
is to discount the stream of cost differences throughout
the life of alternative systems and then derive a “‘rate
of return on investment” as a means of comparing the
worth of the systems.

Other issues

The above discussion includes only a few of the
more important issucs that were considered in this
casc. There were, in addition, many dealing with legal
factors as well as the question of the responsiveness
of the various bids submitted.

For instance, this case illuminated a number of
tariff problems, including the wide disparity between
intrastate and interstate TELPAK scrvice rates. Fur-
thermore, it was found that differences in composite
depreciation lives resulting from different mixes of
equipment are not reflected in the current interstate and
intrastate tariffs.

Another issue that arose during the analysis con-
cerned the legality of leasing circuits in a Government-
owned microwave system to privately-owned publie
utilities rather than requiring the utilitics to lcase these
circuits from the common carriers.

At the present time some confusion scems to cxist
concerning the accounting of Fedecral taxes in these
cost comparisons. In accordance with the guidance sup-
plied in BoB Circular A-76, Federal taxes foregone
should normally be added to the cost of a Government-
owned system, if the comparable common carrier
service would operate with a profit. An issue raised
in the analysis was—if TELPAK offerings do not pro-
duce a profit for the telephone company should these
Federal taxes be included in the cost of the Govern-
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ment-owned system? The telephone industry argued
that the Federal tax applies only to the gross revenue
of the company. On the other hand the electrical power
utilities argued that the telephone industry is not making
a profit on TELPAK and, therefore, that Federal taxes
foregone should not be included in the cost of the
Government-owned system.

Another important issue arosc in regard to system
design and engineering costs. Costs incurred by the
Government for these types of services have been ap-
plied by the clectrical power utility to the cost of the
common carricr servicc. The telephone industry claims
that system design and engineering services are normally
performed by the telephone industry and that costs for
these services are covered by the tariffs.

With respect to the responsiveness of the telephone
industry bid for the intertic telecommunications, our
study concluded from the evidence gathered, that the
bid invitation was technically ambiguous in several ways.
Many of the principal legal issues that were raised in
this case have also arisen previously in similar Federal
Government contracts with the telephone industry.
They wecre resolved to the satisfaction of the Govern-
ment and the telephone industry.

It would certainly be helpful, in the future, if specific
policies could be established which would clarify the
types of exceptions that make a proposal unresponsive
to a telecommunications bid invitation and to outline
in more detail the procedures that should be followed
when a decision of non-responsivencss results from am-
biguities in the invitation to bid.

It appears, furthcr, that standards are needed for the
design of bid invitations for common carrier services.
It should te recognized that specifications for special-
ized telecommunications services, such as those de-
signed to meet the needs for clectrical power interties,
may require careful negotiation between the Govern-
ment and the telephone industry before the bid invita-
tion is issued.

In looking at the long-range issues associated with
power utility telecommunications therec is one that
appears to be of particular significance. In its bid
invitation the electrical power utility specified that mi-
erowave circuits must be used throughout the system to
reduce transmission time delays. However, in the future,

spectrum crowding may force the privately-owned and
Government-owned systems as well as the telephone
industry to convert to telccommunications cable sys-
tems. There is an indication that the power control
systems may in some long distance circuits, require
faster reaction times than could be supplied by cable
systems. However, as indicated previously the exten-
sion and intertying of the power grids will increase the
critical time constants of the system. The tradeoffs of
these factors should be the subject of continuing study
as the network configuration and the spectrum-crowding
situations change.

Because of the close interdependence of the telephone
industry and the power industry, as has been noted
above, consideration should be given to the formation
of an analytical and policy making task force that can
be asked to determine the most effective means of
assigning national assets, such as men, materials and
spectrum space to the nation’s composite telecom-
munications system including those of both the tele-
phone and thc power utilitics.

Our office plans to continue its study of these types
of cases since we feel that the lessons learned will
prove useful in formulating adequate policies for these
types of teleccommunications issues. In addition, an
Intra-Governmental Study Group, with representatives
from 12 Federal Departments and Agencies, has been
established to assist in developing and coordinating
further guidance for these types of decisions as they
pertain to Fedcral telecommunications systems.
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The future effectiveness of multiple-access com-
putcr systems as aids to the individual will greatly
depend on how well we will be able to match them to
their users, to their individual needs, and to thcir
community goals. There are many aspects to this
matching problem. The first and most elcmentary
one is the instructional aspect. Since the main value
of a computer system lies in the great wealth and
variety of scrvices that it can providc, Icarning how
to exploit them will be a continuing proccss for all
users. In particular a user should be able to learn, and
receive help when in trouble, from a remote loca-
tion, without depcnding on any next-door expert.
The second aspect, somecwhat more subtle, is the trust
that each user can be expccted to dcvelop toward
the computer system: trust that it will be available
when needcd, trust that it will not lose the products
of his work, trust that it will protect his work and his
private affairs against malicious or negligent actions
on thc part of other uscrs, and trust that other users
are not given economic advantages or other privileges
at his expense. The ramifications of these issues go
far into the design of computer systems and into their
operating policies and procedures. The final and most
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crucial aspect concerns the reciprocal influence of
the intellcctual complexion of thc community of uscrs
and the nature of the facilities offercd by the computer
system serving them. There are indications that thc
coupling between system and community may be so
strong as to quickly magnify initial characteristics of
either of them. For instance, if the system happens
to be especially effective for some particular type of
work, that type of work will prosper and even better
facilities for it will become available. Converscly,
activities for which thc system is initially poorly
suited will be discouraged and may eventually die
out. This phenomenon of selective reinforcement
may well change in a radical manner the intcllectual
profilc and character of a community.

The importance of properly matching a computer
system to its community of uscrs cannot be over-
cmphasized. As a matter of fact, we may well have
to think in the future of the community of users as
part of the system itself, or, perhaps more appropri-
ately, of the system as the repository of the com-
munity’s knowledge, and as the major channel for
intellectual communication betwecn its members.
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INTRODUCTION

This paper proposes an experiment in communication
in the computer science field. The experiment consists
in the development of a number of vehicles for inter-
changing information amongst a group of computer
users and developers. Each vehicle is designed to satis-
fy a particular need and the new features of the experi-
ment lic in the putting together of a number of vehicles
rather than in the novelty of any particular vehicle.
The choice of computer science as a technical area in
which to cxperiment was made for sevcral reasons.
There is a clear and great need for better communica-
tion techniques in this field. A number of communica-
tion vehicles involve the use of computers and com-
puter files so the technology to develop thesc vehicles
is available in the computer user’s group. However,
although the vehicles described here will be specific
to computer science, many of the ideas involved could
bc gencralized to other technical areas.

The particular characteristics of computer science
which will be uscd as a basis for proposing communica-
tion vehicles are:

e It is possible to delincate fairly sharply the limits

of the subjects in the ficld.

The field is changing very rapidly, so that speed
in communications is e¢ssential.

There is a real necd to disscminate information
amongst a group of very interested workers.

In order to make the vehicle seem somewhat more
realistic, I will take as a specific environment the
development of the sccond generation time shared
computer with remote access. This work has produced
a great deal of discussion, soul-scarching, confusion,
and general exchange of information and thoughts
amongst the communities which are involved. Inherent
in the process are:

¢ The development of the computer itself. Sub-

stantial changes have beecn made in the original
computing machines as a result of deliberations.
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*  Writing thce system programs which will make
thc computing machine available to a widc group
of users, particularly by means of remote con-
soles using time sharing.

® Describing these programs and disseminating in-
formation about them to the user community.

¢ Incorporating user generated needs in the com-
puting system.

e

Training users.

All these communication requircments are engen-
dered by the new machine and, furthermore, they are
typical of any large transition in computer systems.

At present thesc communication rcquirements are
being “satisfied” in a haphazard and unsatisfactory
way. Deccisions are made by various committees, but
the total community is not kept apprised of the delib-
crations or madc sufficiently aware of thc crucial
issues. Fecdback is insufficient from the general com-
munity of users to be cffective in directing the plan-
ning of the system. Aftcr the planning stage, it is
necessary to dissciinate information about various
programs that arc being written. Initially, information
must go to pcople writing other parts of the system
which interact with these programs; eventually, infor-
mation must go to the general users of the system.
At present, the adequate transmission of this informa-
tion is too dependent on the writing abilities and the
time taken by the individual programmers. Many
difficultics and mistakes arise from this poor commu-
nication; these range from errors in the system pro-
grams themselves to less cffective use of the system.

The communication problems in a computer com-
munity are made more difficult by the rapidity with
which programs in computers change. Howevcer, they
are typical of communication problems in many other
arcas of scicnce and tcchnology. And they will become
more typical if the pace of technological change con-
tinues to increase and the number of people engaged
in a particular technology increases.
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In order to faeilitate this eommunication I here
pose, as examples, seven vchicles, cach designed to
handle one particular facet of the problem. The vchi-
cles arc a newspaper; a eomputer user’s handbook; a set
of instructional programs; a person who is a combina-
tion of reference; librarian, instructor, and adviser; a
set of computer programs; definitive summaries of the
state of the computation art, and periodie meeting of
a computer user's socicty where oral papers are given.
The rest of this paper will outline these vehieles in
more detail.

Vehicle I—newspaper

A technical newspaper is an essential medium for
rapid dissemination information. Ordinary newspapers
ean serve as a model for this deviee. However, hope-
fully, this newspaper will be more acecurate than ordi-
nary papers sinee it will be direeted to a smaller eom-
munity. The paper will be published for news value.
Material will be published very rapidly, and the paper
itself will not be intended as a permanent record.
Thus, cvery effort will be made neither to save nor to
index nor to reference nor to cite material. It is not
always possible to prevent things from being saved,
particularly in a library environment. However, if the
functions of indexing, referencing and citing are not
done, then a few piles of newspaper or a few rolls of
microfilm will not cause too mueh damage. Indeed,
these may be of value as ultimate source material to
future historians.

As an experimental comparison, the newspaper
should be published in two ways. It may be presented
on a daily or weekly eomputer file, and distributed
over the nctwork of eomputer consoles. It may be
published in a paper form as ncwspapers are pres-
ently put out. A very interesting comparison of these
two media for very rapid dissemination of informa-
tion is thus possible.

Four types of material will typically be in the paper;
news items, letters to the editor, articles, and adver-
tisements. [ will give some indicative examples of each:

News items—Typical headlines of news items might
be as follows: Industry and sehools slug it out over
foreground versus background computing; eomputer
manufacturer accedes to user demands for hardware
page tuner—a ncw eomputer is born! Mrs. System-
Input-Output pregnant again—how ean we replace our
irreplaccable programmers? Intrex eonference debates
—should we go time-shaped or have a separate com-
puter faeility for Intrex?

Letters to editor—Typieal letters might eoneern the
following subjects; A repartee on PL/1 versue Comit
2 for text-editing; A letter leading for adequate eom-

putational faeilities for eomputer musie on the new
system.

Articles—A typical article by Art Telligence might
start: “I just had a great idea. Let’s writc the new
system in Lisp 3 beeause . .. "

Advertisements Many computer manufaeturers
would find a newspaper a good medium for advertis-
ing. These advertisements might serve a good purposc
in keeping the user community up to date regarding
cquipment.

Vehicle 2—ihe system user’s handbook

This handbook, whieh would be in the form of a
computer file, would give detailed deseriptions of the
eurrent publie programs in the system and the current
equipment availaole to the public. At present it is
difficult to maintain up-to-date information about
these programs, to disseminate this information and
to climinate previous information whieh has been dis-
seminated. The handbook file will try to achieve sever-
al objeetives:

e It will be kept absolutely current. When a “pub-
lie program” is ehanged the deseription in the
handbook must be ehanged at the same time. No
introduction of new public programs will be al-
lowed until the handbook changes are eompleted
for eoneurrent introduetion.

e No official printed version of the handbook will
exist. Thus changing the onc eomputer file will
be enough to officially crase all past versions of
a partieular set of information. Of eourse, it is
impossible to prevent some people from making
printouts of the offieial file. But they do so at
their own risk and, in general, such printed ver-
sions will be-discouraged.

e The user’s handbook will be written and edited
for comprehensibility to the “expericneed” sys-
tem user. By neceessity, a section deseribing a new
program will be written by the programmer pre-
paring the program. However, to achicve the re-
quired eomprchensibility, at least onc stage of
reading and revision by an cxperieneed and eriti-
eal outside programmer or editor will be re-
quired. If nccessary, several stages will be done.

The user’s handbook will be indexed in depth using

all available and useful indexing techniques. Thus it
should be possible to loeate information with the maxi-
mum facility allowed by the eurrent teechnology. The in-
dexing is most important.

Vehicle 3—instructional programs

The user’s handbook is intended as a source of facts
for cxperienced computer users. By contrast, the in-
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struetional programs are intended to edueate a elass of
neophytes up to a state of being experieneed users.
Beeause of their nature, instruetional programs will
take longer to develop than the user’s handbook. When
a major new program is introdueed, the handbook will
appear first and the instruetional program will lag be-
hind a certain time. This time delay is unfortunate and
will be minimized by eomputer editing teehniques.

The instructional programs will probably not be
classie programs of either the multiple-choiee-answer
type or the eonstrueted-an