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Abstract-A traditional trade-off when designing a mission 
critical network is whether to deploy a small, dedicated network 
of highly reliable links (e.g. dedicated fiber) or a large-scale, 
distributed network of less reliable links (e.g. a leased line 
over the Internet.) Previous work on this topic has widely 
focused on two approaches: probabilistic modeling of network 
reliabilities and graph theoretic properties (e.g. minimum cutset.) 
The reliability metrics do not quantify the robustness, the ability 
to tolerate multiple link failures, in a distributed network. For 
example, a fully redundant network and a single link can have the 
same overall source-destination reliability (0.9999), but they have 
very different robustness. Many proposed graph theoretic metrics 
are not sufficient to capture network robustness either; i.e. two 
networks with identical metric values (e.g. minimum cutset) 
can have different resilience to link failures. More importantly, 
previous efforts have mainly focused on the source-destination 
connectivity and in many cases it is difficult to extend them to 
a general set of requirements. In this work, we study network­
wide metrics to quantitatively compare the mission survivability 
of different network architectures when facing malicious cyber 
attacks. Specifically, we define a metric called relative importance 
(RI), a robustness metric for mission critical networks, and show 
how it can be used to both evaluate mission survivability and 
make recommendations for its improvement. Our metric can be 
evaluated for an arbitrarily general set of mission requirements 
(not just source-destination connectivity); hence, it quantifies 
the mission survivability of ditferent network architectures. 
Finally, we study the probabilistic and deterministic algorithms 
to quantify the RI metric and empirically ·evaluate it for sample 
networks. 

I. INTRODUCTION 

When evaluating different architectures for a mission critical 
warfighting or military network, it is important to quantify the 
probability of mission success in the face of typical failures or 
cyber attacks. A traditional trade-off in this area is whether to 
deploy a dedicated network of hardened links (e.g. dedicated, 
protected fiber) or a distributed network of less reliable links 
(leased line over the Internet.) The dedicated network can 
provide higher assurance links, but it is costly. The distributed 
network, on the other hand, is cheaper since the infrastructure 
already exists, but its links can be less reliable and more easily 
attacked. 
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Given a set of complex mission requirements, however, one 
cannot easily compare two network architectures. Specifically 
we are interested in two quantities: I) the probability that the 
mission requirements are satisfied under the typical failure 
rates (reliability), and 2) the probability that the mission 
requirements are satisfied given a number of components fail 
however low their typical failure rates are (robustness.) Note 
that the second quantity is especially useful when facing 
malicious cyber attacks because reliable links with low typical 
failure rates may still be attacked. 

Related efforts on this topic have mainly focused on two 
approaches: probabilistic modeling and graph theoretic prop­
erties, but they are not sufficient for two reasons. First, 
different networks with identical metric values can behave 
differently in reality. For example, two networks with the 
same minimum cutset values can have different robustness 
(as defined above.) More importantly, they focus on a limited 
type of requirement (e.g. source-destination connectivity) and 
are not easily extensible. In this work, we define a mission 
success metric which can measure the robustness of a mission 
critical network given an arbitrarily general set of mission 
requirements. The metric which we call relative importance 
(RI) can quantify the mission survivability of a network when 
facing malicious cyber attacks. We study the deterministic and 
probabilistic algorithms to efficiently calculate the RI metric 
for relatively large networks. We also empirically evaluate this 
metric for sample networks. The most important aspect of this 
work is the focus on the mission. Contrary to other work, 
we evaluate the survivability metric for a given mission over 
the network, not for the network alone. This ensures that the 
focus is given to what the network does instead of what it is. 
Evaluating the mission survivability emphasizes those links in 
the networks that are crucial in performing the mission while 
it deemphasizes the others. 

Our contributions are as follows: 

1) We define a network mission survivability metric for 
arbitrarily general mission requirements. 

2) We study efficient probabilistic and deterministic algo­
rithms to calculate the metric. 
We implement a fast algorithm and empirically evaluate 
the metric for a set of sample networks. 

he rest of the paper is organized as follows. Section 
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II provides an overview of the related work. Section ill 
describes the relative importance metric and the probabilistic 
and deterministic algorithms to calculate it. We empirically 
evaluate the metric for sample networks in Section IV before 
concluding the paper in Section V. 

II. RELATED WORK 

There have been many metrics posed to evaluate the surviv­
ability of networks based on different properties, but they can 
mostly be divided into two categories: probabilistic measures 
and those based on graph theoretic properties of a network. 

A. Probabilistic Metrics 

A well-studied and widely used metric for comparing the 
survivability of different networks is reliability. Consider a 
graph G, with edges { e1, ... , e .. }. Each edge ei is in an UP 
state with probability Pi· It is assumed that links in an UP state 
will successfully relay all communications going through them 
and links in a DOWN state will not relay any communications. 
That is, each link has a reliability of Pi· The probability that 
two chosen nodes s and t are connected at any given point in 
time is then called the 2-terminal reliability of G with respect 
to s and t . A generalization of the problem allows for a choice 
of k nodes and asks for the probability that all k nodes are 
connected. 

This is a very useful and intuitive metric for measuring 
the survivability of a network under normal operating condi­
tions. It allows for a whole-network reliability measure to be 
computed from individually defined link and node reliabilities 
which can be estimated through stress tests and benchmarks 
of their respective components. 

A simple algorithm to solve this problem proceeds as 
follows: 

1) Enumerate all paths {lt, ... , l .. } from s tot 
2) For each path, its reliability Ti = IIi Pi 
3) The 2-terminal reliability of G can then be calculated as 

<P(G) = 1- IIi 1 - Ti 

Unfortunately, the number of paths from s to tis exponential 
in the size of the graph so this algorithm is not tractable for 
any graph of a useful size. It has been proven that both 2-
terminal and k-terminal reliability are in NP-hard and thus 
unlikely to be solved exactly by any polynomial time algorithm 
[ 1]. There are, however, special types of graphs that can be 
solved efficiently. A tree graph has exactly one path from 
any node s to any other node t, so reliability is simply the 
product of the reliability of the edges along that path. It 
has also been shown that graphs which are not of a special 
form that is easily solved can sometimes be reduced to such 
a form through series-parallel reductions and application of 
a factoring theorem [2] [3]. These approaches do not work 
for all cases of graphs, and applying the factoring theorem 
successfully is itself a potentially difficult problem. It is also 
worth noting that the factoring theorem only holds for a small 
group of connectivity requirements such as source-to-sink and 
k-terminal. It does not hold for the more complicated notions 
of connectivity described above. 

To make the problem tractable for larger graphs there have 
been Monte Carlo methods developed that can achieve a close 
approximation of reliability in much less time [4]. The basic 
approach is to instantiate the network by generating a random 
number n for each link in the range {0, 1 }. Vi : eiis in G {:} 
n :::; Pi then ei is added to the graph. In this way, a single 
moment in time for the network is simulated. If there are 
links up such that s and t are connected, then a counter U 
is incremented, otherwise D is incremented. This procedure 
is repeated some set number of times and the reliability is 
calculated as U j D + U. 

B. Graph Theoretic Metrics 

One of the earliest used graph theoretic metrics for assessing 
survivability is minimum vertex degree [5]. The node in a 
network with minimum degree is considered the weakest, and 
its degree is used as a comparable metric for determining how 
survivable the graph is ( since at least that many links must 
be cut before any vertex becomes disconnected). Minimum 
degree can be found very quickly, but that is the only advan­
tage minimum vertex degree has. This metric is very primitive 
and really only provides any insight if your network requires 
complete connectedness of all nodes to survive. 

A similar but more advanced metric is the minimum cutset. 
A cutset is a set of links c E E such thatG = ( G - c, V) 
is not connected. If C is the set of all cutsets, then the 
minimum cutset of a graph is c E C ; Vx E Clcl :::; lxl. 
The size of the minimum cutset in a graph with 2-terminal 
connectivity is equal to the maximum flow from one terminal 
to the other over an equivalent flow graph where all edges 
have unit capacity. Using the Ford-Fulkerson algorithm this 
can be found efficiently. The minimum cutset is particularly 
useful because it gives the minimum number of links that need 
to be subsumed in order to disrupt network connectivity [6]. 
However, two networks with the same size minimum cutset 
could have different degrees of survivability depending on how 
robust the remaining network is. If a network has one small 
size cutset but all other cutsets are much larger, it would be 
easier to shore up that weak spot and increase the survivability 
substantially than it would be in a network with many small 
cutsets. 

There have also been other metrics based on cutsets that 
measure the survivability under specific scenarios. One such 
scenario is when the network is considered connected if it has 
at least a k of its nodes still connected to each other. In this 
case, a small set of weak cutsets can be found and used to to 
evaluate survivability without having to enumerate all cutsets 
[7] (of which there are an exponential number). 

The main weakness of many graph theoretic measures, 
including those based on cutsets, is that the algorithms for 
determining them need to be tailored to the connectivity 
notion used, and may not be easily adapted for some more 
complicated schemes. 



Ill. RELATIVE IMPORTANCE 

Reliability can give the expected uptime of a network but 
it does not specify which links are most vulnerable or can be 
improved to gain survivability. Minimum cutset does produce 
a set of most vulnerable links in a network but it cannot be 
easily adapted to arbitrary notions of connectivity and only 
identifies a single set of vulnerable links. 

Given the drawbacks of the existing methods discussed 
above, we propose a new metric, based on the BIM, that: 

1) Can be efficiently computed for arbitrary graphs. 
2) Is practical to implement and run on current hardware 

for graphs of usefully large size. 
3) Shows relative importance of links to the connectivity 

of the graph. 
4) Can be easily adapted to arbitrary notions of connectiv­

ity. 

A. Birnbaum Importance Measure 

The Birnbaum Importance Measure is a way of assessing 
the relative importance of links in a graph to its reliability. 
If 'II is a function that calculates the reliability of a network 
given a list of individual link reliabilities {p1 , .•. , Pn}, the BIM 
is defined as: 

BIMj "" o'll(pl, ... ,pn) = 
opj 

'lf(p1, ... ,pj- 1, l,PJ+b ... ,pn)-

'lf{pl, ... , Pj-t, O,Pj+l• ... ,pn) (1) 

Intuitively this is the difference in reliability between a 
network with component j replaced by an infallible component 
and one where j is removed entirely. Calculating the BIM 
for all values of j creates an importance spectrum whereby 
the contributions to network reliability of each link can be 
compared. This is a better metric than minimum cutset for 
determining network robustness because it allows for a more 
fine grained analysis of a graphs reliability. Directly calculat­
ing BIM would require O(n) exact solutions for the reliability 
of the graph in question, which are each difficult to compute. 

Fortunately, a connection between 1V and the network spec­
trum (first described by Gertsbakh [8]) provides an alternate 
approach to efficiently estimate the BIM of a network. A 
network with n links has n! possible permutations of those 
links, each of the form 1r = l1 , l2, ... , ln. If the network is 
thought of with all links starting off down, they can be brought 
up one by one according to the order they appear in rr. There 
exists some link l.: such that before adding l, the network is 
disconnected and becomes connected upon adding l,;. In this 
case, i is called the anchor of rr. The network spectrum can 
then be written as 

(2) 

such that x,; is the number of link permutations with anchor 
i. Then, the cumulative spectrum is 

& 

Y& = Z:x.: (3) 
i=l 

Gertsbakh has proven that the reliability of a network can 
be written in terms of the cumulative spectrum as 

n . 
p•qn- i 

w(G) ;:;:= L)~ ·1c _ ')I 
i=l ~- n ~ · 

(4) 

This result can be used to express the BIM of individual 
components in terms of the cumulative spectrum as 

n z pn-i (Y. z ) i n - i - 1 
BIM· ""'- L i ,j - i - i,j p q (5) 

3 
i =l i!(n- i)! 

where Z.:,j is the number of permutations where the network 
is connected after the first i edges and component j is among 
those edges used. Intuitively, Zi,i will be close to Y; for a 
component j that is very important to the network (i.e. it 
will be in most of the permutations of that size resulting in a 
connected network) and lower relative to Yi for components 
that are less important. 

At first, equation (5) not seem very helpful because there 
are an exponential number of permutations. However, Y and Z 
can be efficiently approximated with a Monte Carlo sampling 
method. Instead of enumerating all possible permutations (of 
which there are n!), Y and Z can be calculated with a random 
sampling of size m and then scaled by ~ before calculating 
BIM [9]. 

B. New Metric 

Since we are concerned with unpredictable component 
failure (i.e. sabotage, attack), the reliability terms used in 
calculating BIM are not necessary for our new metric. In 
defining Relative Importance, we are interested in which links 
are necessary to put the network into a connected state for each 
permutation. Let Xj be the number of permutations where the 
index of component j is less than or equal to the anchor of 
that permutation. That is, the number of permutations where 
component j is required for the network to be connected. 
Relative Importance is then defined as 

RI· = Xj 
J n! (6) 

We propose that this is a useful metric for determining the 
importance of each link in the network because important links 
will be required more often than less important links to make 
the network connected, and therefore will be at a position less 
than the anchor in more permutations than other less important 
links. For instance, a link that is not part of any path that causes 
the network to be connected will be counted in a permutation 
only with a probability proportional to the average permutation 
anchor. That is, it will only appear coincidentally so if the 
average anchor is a then the probability that it is in a location 
less than a in a permutation is afn. On the other hand, if a 
link is very important it will be part of the set of links that 
connect the network much more often. 



C. Algorithms 

The RI of a component can be calculated deterministically, 
like BJM, by enumerating all permutations and calculating Xi 
for each component. Also like BIM, RI can be approximated 
using Monte Carlo sampling by calculating X from m. The 
exact algorithm is as follows 

1) Initialize all x, to zero for i = 1, ... , n 
2) Randomly sample permutation rr from the set of all link 

permutations 
3) Bring the network up one link at a time from 1r until 

the network is connected, after j links 
4) Increment all x ; for all i $ j 
5) Repeat 2-4 m times 
6) Approximate X; = Xi * n!fm 
In practice, the n ! terms in the approximation and equation 

(6) will cancel and the RI can be calculated as 

RI= x, 
m 

(7) 

Using this algorithm, RI can be computed with respect to 
any definition of connectivity by using an appropriate function 
to check in step 3. The runtime of each iteration of step 3 
is 0( ag) where a is the anchor of 1r and g is the running 
time of the function that checks for connectivity. For instance, 
using standard source-to-sink connectivity running time can 
be calculated with g = IV I using breadth first search. Since 
a is at most E this makes the running time of each iteration 
O(IEIIVI) and the whole algorithm O(IEIIVIm). In practice, 
as with many sampling algorithms, a good approximation can 
be obtained with m being proportional to the size of the 
sample (in this case lED bringing the total time to O(IE[2 1V[). 
Additionally, with 2-terminal connectivity (and some other 
similar schemes) a disjoint set data structure can be used 
instead of BFS to make g = 0(1) amortized. This makes the 
algorithm actually O(IEI2 ) which is very efficient compared 
to other metrics. 

IV. EVALUATION 

In gauging the effectiveness of RI, we will present the RI 
spectrum for several small networks to demonstrate that it 
matches the intuition of robustness, as well as a larger network 
representing a possible real world situation. The first network 
is a star consisting of five nodes as shown in figure 1. 

We would expect the RI spectrum to be flat since each node 
is isomorphic to the others. No link is any more important that 
the others since it is a fully connected network. Additionally, 
we would expect the RI of each link to be significantly less 
than one since there is so much redundancy in the network. 
The results of our algorithm can be seen in figure 2. 

In presenting the problem we noted that there is a debate 
over the advantages of distributed and dedicated networks. 
Figure 3 shows a possible small scale dedicated network. 
With connectivity defined between nodes 1 and 6 it is easy 
to see that the (1,2) and (5,6) links are are more important 
than the links in the center. In fact, we would expect the RI 
of those links to be about twice that of the remaining links 

Fig. 1. Star network 

Fig. 2. Star graph RI 

since there are two distinct paths through the center diamond 
portion. Figure 4 shows that this is in fact the case. Since 
(1,2) and (5,6) are necessary for every instance of the graph 
that is connected, their importance is one, with the remaining 
links being around .5. 

Fig. 3. Graph representing a possible "dedicated" network 



Fig. 4. Dedicated network RI 

Fig. 5. Procedurally generated 2000 node network 

Figure 5 shows a large scale network that represents a 
possible real world situation. For our test, two nodes s and 
t (denoted by stars) were chosen on opposite sides of the 
network for the connectivity check. It is immediately apparent 
from figure 6 that one link is much more important that the 
others. Looking at the graph in detail shows that this link is 
the only one connected to t. Adding a redundant link as shown 
in figure 7 reduces the importance of that link significantly. 

Figure 9 shows the relative importance of the same network 
with a different connectivity requirement. The network is 
considered connected if each of three individual connectivity 
requirements are met: the same original two nodes must be 
connected, a different set of three nodes must all be connected 
and another set of three nodes must have two of them out of 
three connected. This demonstrates our algorithms ability to 

Fig. 6. BIM for 2000 node network 

Fig. 7. Previous network with additional links added 

Fig. S. New RI 

work with arbitrary connectivity requirements. 

V. CONCLUSION 

We have introduced the problem of network robustness and 
discussed its applications to real world scenarios such as cyber 
attack, in the process examining existing network metrics 
and demonstrating why they are insufficient to fully capture 
the robustness of a network. From the Birnbaum Importance 
Measure we have adapted a new Relative Importance metric 
that better evaluates the robustness of a network and leads to 
a comparison spectrum that can be used to make command 
decisions about changes in network topology. We have shown 
that RI can be computed efficiently for arbitrary notions of 
connectivity and that its results match with intuitive ideas of 
network robustness. 
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