
 

 

REPORT DOCUMENTATION PAGE 
Form Approved 

OMB No. 0704-0188 
Public reporting burden for this collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources, gathering and maintaining the 
data needed, and completing and reviewing this collection of information.  Send comments regarding this burden estimate or any other aspect of this collection of information, including suggestions for reducing 
this burden to Department of Defense, Washington Headquarters Services, Directorate for Information Operations and Reports (0704-0188), 1215 Jefferson Davis Highway, Suite 1204, Arlington, VA  22202-
4302.  Respondents should be aware that notwithstanding any other provision of law, no person shall be subject to any penalty for failing to comply with a collection of information if it does not display a currently 
valid OMB control number.  PLEASE DO NOT RETURN YOUR FORM TO THE ABOVE ADDRESS. 
1. REPORT DATE (DD-MM-YYYY) 
11-15-2011 

2. REPORT TYPE 
Final Report 

3. DATES COVERED (From - To) 
 July 15,2010-July 14,2011 

4. TITLE AND SUBTITLE 
 
(DURIP-10) A HETEROGENEOUS TERASCALE COMPUTING CLUSTER FOR THE 
DEVELOPMENT OF GPU OPTIMIZED HIGH ORDER NUMERICAL 
METHODS(DURIP-10) A HETEROGENEOUS TERASCALE COMPUTING CLUSTER 
FOR THE DEVELOPMENT OF GPU OPTIMIZED HIGH ORDER NUMERICAL 
METHODS 
 
 
 
 
 
 

5a. CONTRACT NUMBER 
 

(DURIP-10) A HETEROGENEOUS TERASCALE COMPUTING CLUSTER FOR THE 
DEVELOPMENT OF GPU OPTIMIZED HIGH ORDER NUMERICAL METHODS 

5b. GRANT NUMBER 
FA9550-10-1-0354 

 
 

5c. PROGRAM ELEMENT NUMBER 
 

6. AUTHOR(S) 
Sigal Gottlieb 
 
 
 

5d. PROJECT NUMBER 
 

 
 
 
 

5e. TASK NUMBER 
 

 
 
 
 

5f. WORK UNIT NUMBER 
 
 7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 

 
AND ADDRESS(ES) 

8. PERFORMING ORGANIZATION REPORT   
    NUMBER 

U of Massachusetts Dartmouth  
285 Old Westport Road 
North Dartmouth MA 02747 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

 
 
 

9. SPONSORING / MONITORING AGENCY NAME(S) AND ADDRESS(ES) 10. SPONSOR/MONITOR’S ACRONYM(S) 
U of Massachusetts Dartmouth  
285 Old Westport Road 
North Dartmouth MA 02747 
 

  
285 Old Westport Road 
 

  
North Dartmouth MA 02747 
 

 11. SPONSOR/MONITOR’S REPORT  
        NUMBER(S) 
   
12. DISTRIBUTION / AVAILABILITY STATEMENT 
 
all freely available. 
 
 

13. SUPPLEMENTARY NOTES 
 

14. ABSTRACT 
The main goal of the project was to establish a terascale parallel  computer cluster on our campus to be shared by the Scientific Computing  
group, comprised of members of five departments and three colleges at the University of Massachusetts Dartmouth. One of the novel 
aspects of  the proposed computer system is the use of many-core GPUs as  hardware accelerators for large scale scientific computation. In 
The procured system is a 256 CPU IBM iDataPlex system which includes 32 Nvidia Fermi M2050 GPUs as accelerators. The system has 
been installed, configured and is currently in full operation at the University Data Center. Members of the Scientific Computing group  (the 
investigators and their students) have been successful in 'porting' over their research codes to this new system and are currently in the 
process of performing detailed tests. Although the system has only been in operation for a few short months, the cluster was already used to 
perform  detailed simulations of the gravitational wave emission from an extreme-mass-ratio black hole binary system. This work resulted 
in a fast publication in Physical Review. More work is ongoing in the fields of computational mathematics, civil engineering, mechanical 
engineering, physics, and geophysics. 
 

15. SUBJECT TERMS 
high order numerical methods, GPU computing 

16. SECURITY CLASSIFICATION OF: 
 

17. LIMITATION  
OF ABSTRACT 

18. NUMBER 
OF PAGES 

19a. NAME OF RESPONSIBLE PERSON 
Sigal Gottlieb 

a. REPORT 
U 

b. ABSTRACT 
U 

c. THIS PAGE 
U 

UU  
 

19b. TELEPHONE NUMBER (include area 
code) 
401-751-9416 
  Standard Form 298 (Rev. 8-98) 

Prescribed by ANSI Std. Z39.18 

cruzd
Typewritten Text
AFRL-OSR-VA-TR-2012-0793


cruzd
Typewritten Text
1



 

 

 
 



(DURIP-10) A HETEROGENEOUS TERASCALE COMPUTING CLUSTER FOR THE 
DEVELOPMENT OF GPU OPTIMIZED HIGH ORDER NUMERICAL METHODS

Final Report

Aims: The main goal of the project was to establish a terascale parallel computer 
cluster on our campus to be shared by a number of research groups and departments. 
One of the novel aspects of the proposed computer system is the use of many-core 
GPUs as hardware accelerators for floating-point computation. In addition to advancing 
the specific computational research projects of the involved investigators, this campus 
instrument is also meant to enhance the educational mission of the institution through 
the training of students on its use and upkeep. 

Progress: The procured system is a 256 CPU IBM iDataPlex system which includes 32 
Nvidia Fermi M2050 GPUs as accelerators. The system has been installed, configured 
and is currently in full operation at the University Data Center. Members of the Scientific 
Computing group  (the investigators and their students) have been successful in 
'porting' over their research codes to this new system and are currently in the process of 
performing detailed tests. Within a few short months, the new GPU cluster installed at 
UMass Dartmouth is being deployed on a wide range of problems -- ranging from 
computational astrophysics to fluid mechanics to physical oceanography to 
computational chemistry -- by a variety of researchers across our campus. 

The use of GPUs as accelerators for scientific computing is a relatively new approach, 
thus there is a significant level of  education and training involved for all project 
participants. The various computer codes used by the involved research groups be 
developed to take full advantage of the different levels of parallelism that this computer 
system offers -- for example, a coarse-grain level of parallelism through the use of 
message-passing (MPI) over the multiple-nodes and also a fine-grain form of 
parallelism, based on the many-cores of the GPU accelerator on each node. In addition, 
making effective use of rapidly evolving computer processor technologies (such as 
CUDA and OpenCL) requires us to stay on a constant learning path.

Although the system has only been in operation for a few short months, the cluster was 
already used to perform  detailed simulations of the gravitational wave emission from an 
extreme-mass-ratio black hole binary system. This work resulted in a fast publication in 
Physical Review. 
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