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1 Summary 
 
This report describes work carried out on numerical modeling of flow control devices 
based on pulsed electrical discharges.  Given the lack of flow control options in the high-
speed regime, there is strong interest in developing such devices for control of laminar-
turbulent transition, turbulence, engine unstart, and inlet shock train stability.  Pulsed 
electrical discharge actuators offer the features of rapid actuation, low profile, and low 
mean power consumption.  Under this project, work was carried out on improving both 
the physical models used to represent the actuators and the accuracy of the numerical 
schemes used to implement them. 
 
Initial work focused on demonstrating the use of high-order, compact difference methods 
for discharge modeling.  These were initially demonstrated on canonical problems in one 
and two dimensions, and later on more complex problems.  Subsequent work compared 
different physical models for pulsed discharges: one-moment (drift-diffusion with local 
equilibrium with the electric field), two-moment (drift-diffusion with energy equation), 
and five-moment (continuity, momentum, and energy equations for each species).  The 
results were found to be sensitive to the model used for the electrons.  Later stages of the 
project involved collaboration with The Ohio State University (OSU).  Reduced chemical 
kinetic models for air were developed, and the importance of rapid thermalization 
reactions in pulsed discharges was explored.  Three-dimensional fluid dynamics 
computations were carried out to investigate flow physics and control in a Mach 5 
cylinder flow experiment carried out at OSU.  In ongoing work, the air plasma chemistry 
models are being combined with the different dynamics models (1-5 moments) in an 
attempt to further increase the fidelity of the physical model. 
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2 Introduction 
 
Interest in plasma-based flow control dates to the mid-1950s, when 
magnetohydrodynamic (MHD) reentry heat shields were first investigated.  Activity in 
the research area waned in the 1970s, with some work on drag reduction using corona 
discharges appearing in the 1980s.  A resurgence in the field took place in the 1990s, with 
the introduction of dielectric barrier discharge (DBD) actuators, a revisit of reentry 
magnetohydrodynamics, and the disclosure of the AJAX hypersonic vehicle concept.  In 
the fifteen years since this resurgence, plasma-based flow control techniques have been a 
topic of ongoing research, motivated by the possibility of extremely rapid actuation, a 
low-profile configuration, and the ability to operate in hostile environments. 
 
In the high-speed regime, plasma-based flow control devices have suffered the drawbacks 
of either excessive weight or insufficient control authority. Pulsed discharge devices, 
based on either arc or glow discharges, seem to be a promising way around these 
difficulties. Nanosecond-scale pulsed glow discharges are efficient generators of both 
ions and electronically excited molecules because of the presence of an extremely high 
instantaneous reduced electric field.  Through thermalization and electromagnetic force, 
the actuators can convert the input electrical energy into bulk fluid motion useful for flow 
control. 
 
Despite considerable effort by the research community on modeling plasma actuators, 
efficient numerical modeling techniques have remained elusive because of the complex, 
nonlinear physics and disparate time scales that govern discharge behavior.  To address 
this deficiency, this research program was to develop improved methods for modeling 
plasma discharges for flow control.  This report describes efforts from 2009 to 2012 
under the program. 
 

2.1 Background 
 
Research efforts under this project have focused on improving the physical models and 
numerical methods employed in computations of pulsed electrical discharges.  The 
general approach is described below. 
 

2.1.1 Physical Models 

 
This research program has focused on nonequilibrium plasmadynamics.  The aim of the 
work was to improve our capability for prediction by moving to more fundamental 
models, provided from the foundation of the field in statistical physics.  A brief 
introduction to the theoretical framework is given here. 
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We begin our description of molecular motion by assuming that classical Newtonian 
mechanics holds, and that the particle acceleration is generated by gravity and the 
Lorentz force.  The state of a particle can be specified by its position and velocity.  In 
principal, the motion of a large group of particles can be predicted from Newton’s laws, 
given all their positions and velocities at a certain time.  This represents the molecular 
dynamics level of simulation, which has been explored extensively in the materials 
science field.  In problems involving more than a moderate number of molecules 
(typically 103-106), however, molecular dynamics simulation is not possible because of 
computational cost and sensitivity to initial conditions.  We are therefore driven to 
describe the physics statistically, predicting macroscopic quantities, averaged over a large 
number of particles. 
 
The first level of statistical approximation is Direct Simulation Monte Carlo (DSMC). In 
this approach, the motion of representative molecules is determined by Newton’s laws, 
with a statistical treatment of collisions. The resulting data are averaged to determine 
macroscopic properties. The DSMC approach has proved to be a very productive means 
for treating hypersonic rarefied gas flows and microscale flows. 
 
An alternative approach is to employ the formalism of statistical mechanics. The 
fundamental dependent variable, from the statistical point of view, is the velocity 
distribution function for each species, which represents the probability of finding a 
particle in a particular small element of phase space (position-velocity space). 
 
In the statistical mechanics treatment, the electric and magnetic fields are taken to be 
macroscopic fields, which are obtained by averaging over a volume large enough to 
contain a large number of particles, but still small compared to the length scale of 
macroscopic property variations. Particle trajectories are assumed to be governed by 
Newtonian mechanics and the macroscopic fields, except during collisions where the 
motion is governed by intermolecular forces (and where quantum mechanical effects may 
be significant). The gas is also assumed to be sufficiently dilute that these collisions can 
be considered as rare, discrete, short-duration events. This is assumption is generally 
valid for the Earth’s atmosphere, but must be carefully evaluated in plasma applications.  
With these assumptions, and the restriction that a statistically significant number of 
particles be present in the small volume under consideration, the generalized Boltzmann 
equation, or equation of change of the probability density function, can be derived. 
 
The generalized Boltzmann equation can be interpreted as stating that the number of 
particles observed, while following a selected initial group along their trajectories in 
phase space, is altered only by their sudden appearance or disappearance in local phase 
space through collisions. In a gas mixture, there is a Boltzmann equation for each species 
present; the species are coupled through the collision terms.  If collision cross-section 
data are available for each collision process, the collision term can be evaluated through a 
convolution integral between each cross-section and the distribution functions of the 



4 
Approved for public release; distribution unlimited. 

 

colliding species.  Given a suitable collision model, the Boltzmann equation can be 
solved to find the time evolution of the distribution function. 
 
Besides the distribution function, statistical quantities of interest include average values, 
which are more readily-measured, macroscopic properties.   Equations for the evolution 
of average values can be obtained from moments of the Boltzmann equation.  The 
resulting equation of change is called the transport equation.  Moments of interest include 
the mass, momentum, and translational kinetic energy of the particles.  These equations 
include source terms that represent particle generation and destruction by chemical 
reactions, momentum exchange between fluid species, and kinetic energy exchange in 
collisions. 
 
To address modes of internal energy, such as rotation, vibration, and electronic 
excitation, we consider each internal energy level as a separate species. In analogy to the 
procedure described above, we write the Boltzmann equation for each energy level, take 
the moment with the associated energy, and sum over all internal energy states.  The 
resulting internal energy equation has a source term that represents the exchange of 
internal energy in collisions. 
 
Adding the translational and internal energy equations for a given species gives an 
expression of total energy conservation for that species, with a source term that describes 
the exchange of total energy between species. 
 
At this stage, standard definitions are introduced for the mean velocity, the kinetic 
pressure, translational temperature, thermal energy, viscous stress, and heat flux.  With 
appropriate closure models, the resulting equation set forms a five-moment model for 
each species (mass, three momentum, and energy equations). Coupled with Maxwell’s 
equations, this level of modeling has begun to show promise in describing the behavior of 
weakly-ionized, nonequilibrium plasmas, as well as fusion plasmas.  Unlike 
conventional, simplified models for weakly-ionized plasmas, the five-moment 
formulation includes particle inertia, which is important in the nanosecond-pulse 
discharges now being used for plasma-based flow control.  Further, the purpose of a 
plasma actuator is to add momentum and energy to the bulk, and solving for this 
quantities has an appealing directness.  In order to more accurately treat pulsed 
discharges, we are employing this formulation in our ongoing research efforts, which are 
described later. 
 
Simplifications are possible, however, if a degree of approximation is accepted.  In the 
drift-diffusion formulation, the inertia and viscous terms are neglected in the momentum 
equation.  This allows the equation to be solved algebraically, reducing the number of 
conservation laws by three.  Further, under the local field equilibrium assumption, the 
electron temperature is assumed to be a unique function of the reduced electric field (field 
magnitude divided by total number density).  This approximation eliminates the species 
energy equation.  The drift-diffusion formulation and the local field equilibrium 
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approximation form the basis of the one- and two-moment models, which are also 
examined later in this report. 
 
Considering the general conservation equations again, the conservation of mass, 
momentum, and total energy in collisions requires that the sum, over all species, of each 
of the corresponding collision source terms be zero.  These properties can be used to 
relate the species conservation laws to the conservation laws for the gas as a whole.  
Summing the equations requires converting the definitions of pressure, temperature, and 
the flux terms to a reference frame corresponding to the mass-averaged velocity.  
Summing over all species, and introducing appropriate mass-weighted definitions of the 
total quantities, the global conservation laws for mass, momentum, and total energy are 
obtained. 
 
All the collision source terms sum to zero, so that the global conservation contain no 
source terms except an electromagnetic body force and an electromagnetic energy 
deposition term.  The resulting equation set forms the basis of the gasdynamics of neutral 
fluids, and, when coupled to a suitable form of Maxwell’s equations, the one-species 
magnetohydrodynamic model for plasmadynamics.  
 
We have employed each of these levels of modeling in some way in the work described 
here.  Full mathematical details can be found in the Appendices. 

2.1.2 Compact Difference Methods 
 
In order to reduce the computational cost of modeling plasma discharges for high-speed 
flow control, new algorithms were developed, based on high-order, compact, spatial 
differences.  This section will briefly describe compact differences, for a formulation of 
up to sixth order spatial accuracy.   
 
Considering a one-dimensional, uniform mesh, the following central difference scheme 
with a 5-point stencil can be used to generate estimates of the first derivative 

i
x /  

with up to sixth-order accuracy: 
 
 

x
b

x
a iiii

ii i
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  (2.1) 

 
where , a, and b are constants that are used to alter the properties of the discrete 
approximation.  Taylor series expansions can be used to derive a family of 2nd-6th order 
accurate schemes corresponding to this formalism. 
 
Numerical stability was enforced using filtering, typically with a filter of two orders 
greater than the accuracy of the basic scheme.  The form of the filtering scheme for 
interior points was as follows: 
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Careful treatment of the boundary conditions was necessary to maintain the spatial 
accuracy of the scheme. 
 

2.2 Program Objectives 
 
The main technical objective of this program is to develop accurate and efficient 
computation tools to enable the design of flow control actuators based on pulsed 
electrical discharges.  These devices are an appealing flow control option for the high-
speed regime because of their low profile, rapid actuation, and ability to operate in hostile 
environments. 
 

2.3 Approach 
 
The technical approach has been to attack two areas that contribute to the accuracy of a 
numerical model: the physical formulation and the numerical algorithm.  An improved 
physical model may allow us to more accurately represent how a plasma actuator 
converts its electrical input into momentum and energy of the bulk flow for control.  
Higher-order numerical methods may allow us to achieve a given level of accuracy on 
coarser grid, for a net reduction in computational cost.  The physical model has been 
addressed both in terms of the accuracy of the model of particle motion (different 
numbers of moments) and the fidelity of the chemical kinetics model (different numbers 
of species and reactions).  The work on numerical algorithms has compared fourth- 
through sixth-order compact difference to conventional second-order upwind methods. 
 
The personnel involved in this work were Dr. Jonathan Poggie and Dr. Nicholas Bisek of 
AFRL/RBAC, and Prof. Igor Adamovich and Dr. Munetake Nishihara of OSU. 
 

2.4 Challenges 
 
Although past efforts have been fairly successful in duplicating the basic behavior of 
electrical discharges in high-speed flow, the computational cost of such calculations 
remains extremely high.  Relevant temporal scales vary by many orders of magnitude: for 
a discharge in 670 Pa nitrogen, electron impact ionization and dielectric relaxation have a 
characteristic time scale of 0.1 ns, whereas the ion diffusion time scale is on the order of 
0.1 ms.  With a typical time step of 1.0 ns obtained with a semi-implicit scheme, 105-106 
steps are required to ensure time convergence. 
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Further, extremely accurate spatial resolution is required to accurately predict ionization 
rates, which, in conventional plasma models, depend exponentially on the electric field, a 
first derivative of the computed solution.  Grid resolution studies have shown that very 
fine meshes are required for grid convergence using either second-order upwind spatial 
discretization or Sharfetter-Gummel exponential discretization. 
 
Thus there is a strong motivation to develop new, more efficient numerical algorithms for 
these problems.  Only when robust, efficient computer codes are available for discharge 
modeling will basic research efforts in this field pay off with a transition of the 
computational technology to industry. 
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3 Results and Discussion 
 
The following subsections review the work that was done under this project to develop 
improved numerical models for electrical discharges.  Additional details can be found in 
Appendices A-D.  These efforts included work on improving numerical algorithms and 
on developing more detailed physical models.  Starting in 2010, a collaboration was 
undertaken with the research group of Prof. Igor Adamovich at The Ohio State 
University.  This led to an effort to analyze experiments on nanosecond-pulsed electrical 
discharges carried out by that group in a Mach 5 cylinder flow. 
 

3.1 Compact Difference Methods 
 
In previous work, second-order finite difference methods had been employed 
successfully in the modeling of glow discharges for high-speed flow control.  Detailed 
grid resolution studies, however, revealed that very fine grid resolution was required for 
acceptable quantitative results.  High-order compact difference methods offer a possible 
means of achieving high spatial accuracy on coarser grids, potentially leading to a 
significant reduction in the computational cost of an accurate solution.  This portion of 
the project explored the feasibility of applying high-order, compact difference methods to 
the discharge modeling.  
 
In initial work, one-dimensional compact difference calculations were carried out 
(Ref. [1], Appendix A).  An initial formulation of a five-moment discharge model 
(continuity, momentum, and energy equations for each species) was developed.  Sample 
compact difference calculations were carried out for one-dimensional test cases, and 
accuracy was compared to a standard second-order upwind scheme.  Fourth-order 
accuracy was demonstrated with compact differencing for several problems.  In 
particular, example calculations were carried out for the structure of a neutral gas shock, 
a transient low-density sheath, and a shock in an ionized gas. 
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(a) Number densities. (b) Temperature. 
Figure 1: Three-species model of shock structure. Red lines: neutrals, green lines: 
ions, blue lines: electrons 

 
Figure 1 shows sample results obtained for a three-species, five-moment model of the 
internal structure of a shock wave in argon.  The continuity, momentum, and energy 
equations were solved for ions, electrons, and neutrals using a fourth-order compact 
difference scheme on a mesh of 1001 points.  The upstream conditions for the neutrals 
were 645 m/s, 1.3 kPa, and 300K.  The upstream fractional ionization was 10-6 and the 
electron temperature was 3.6 eV. The shock transition zone is seen to be substantially 
thicker for the charged particles than for the neutral gas. The large difference in mass 
between the ions and electrons leads to charge separation in the vicinity of the neutral gas 
jump, setting up an electric potential rise of a few volts across the shock.  Recombination 
leads to a drop in charged particle density downstream of the shock. 
 
Later, the work was extended to two dimensions (Ref. [2], Appendix A).  Sample 
compact difference calculations were carried out for several test cases, including a 
Poisson equation solution, a compressible Couette flow problem, a hypersonic laminar 
boundary layer flow, and a transient plasma-sheath problem.  Spatial convergence of 
second- through sixth-order compact schemes was investigated, and found to be 
comparable to the theoretical order of accuracy.  In particular, compact difference 
methods of up to sixth order can successfully achieve their theoretical order of accuracy 
for the coupled Poisson and Euler equations with source terms.  Further, a hybrid 
compact-difference / Roe scheme was implemented and successfully tested in a 
hypersonic laminar boundary layer problem. 
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(a) Ion number density at t = 18. (b) Spatial convergence study. 
Figure 2: Transient sheath test case. 

Figure 2 shows results from a two-dimensional transient sheath calculation used as a test 
of the coupled conservation equations and Poisson equation.  In this annular electrode 
configuration, the outer electrode was grounded, and a potential of -50 V was suddenly 
applied at the inner electrode at t = 0.  The working gas was argon at 0.07 Pa and 300 K.  
The electrons were assumed to be in Boltzmann equilibrium, and the neutral background 
gas was assumed to be uniform and at rest for these short time scales.  For the baseline 
calculations, the ion conservation equations were solved on mesh of 101 by 101 points 
using a sixth-order compact difference scheme (Figure 2a). 
 
The ionized gas has the following response to the change in boundary conditions. With 
the sudden application of a negative potential, the electrons are repelled from the 
electrode, forming a layer of positive charge. The relatively massive ions slowly respond 
to the changed conditions, forming an ion current into the electrode. As a result, the space 
charge diminishes, and the sheath expands. Ahead of the sheath, a quasi-neutral presheath 
propagates into the bulk plasma as an expansion wave. 
 
As a gauge of the quality of the solution for different numerical schemes, the ion current 
at the inner electrode for a nondimensional time t = 18 was examined. The error in this 
quantity, relative to a reference solution of 101 by 101 points obtained using using the 
sixth-order compact difference scheme, is plotted versus grid size in Figure 2b for grids 
between 41 by 41 and 71 by 71 points.  Each set of data was fit to a power law, and the 
curves are annotated with the corresponding exponent on the plot.  The computed 
exponents are seen to follow the value for the order of the scheme. These results show 
that compact difference methods of up to sixth order can successfully achieve their 
theoretical order of accuracy for the coupled Poisson and Euler equations with source 
terms. 
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3.2 Physical Models for Particle Motion 
 
After the initial development of the new compact difference code, additional work was 
carried out on the implementation of different physical models in the code (Ref. [3], 
Appendix B).   In order to investigate the role of inertia in pulsed electrical discharges, a 
five-moment model for charged particle motion (continuity, momentum, and energy 
equations) was compared to a two-moment model (continuity and energy equations). 
Three species were considered: ions, electrons, and neutrals. Either the two- or five-
moment model was used for the ions and electrons, but the five-moment model was 
always employed for the neutrals. Ionization and excitation reactions were included in 
each model. 
 
Two glow discharge test cases in 107 Pa argon were examined. A steady-state, one-
dimensional discharge was considered first. For this case, relatively subtle differences in 
the velocities and temperatures in the cathode sheath led to significant differences 
between the predictions of the two models for ionization rates and number densities.  A 
two-dimensional, transient discharge problem with an elliptical cathode was studied next. 
Relative to the two-moment model, the five-moment model predicted a slower response 
to the activation of the cathode, and lower electron velocities and temperatures in the 
later stages of the simulation. These differences can be attributed to particle inertia and to 
differences in the boundary conditions for the two models. Both models predicted that 
neutral gas velocities on the order of 1.3 m/s occurred within 1 s, with a negligible rise 
in neutral temperature (~ 0.3 K). More rapid heating occurs in molecular gases, which are 
discussed later in this report. 
 
 

(a) Configuration. (b) Centerline, horizontal velocity at 1 s 
for two- and five-moment models. 
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(c) Electron temperature, 1 s, 5-moment 
model. 

(d) Electron temperature, 1 s, 2-moment 
model. 

Figure 3: Transient Discharge with elliptical cathode. 

 
Figure 3 shows results from a test case designed to highlight the differences between the 
two- and five-moment models. It is a two-dimensional, transient problem, where particle 
inertia, electric field strength, and charged particle heating could be expected to be 
significant.  A schematic diagram of the problem is given in Figure 3a. The inner 
boundary is taken to be the cathode, which was brought suddenly to a potential of -120 V 
at t = 0. The shape of the cathode was a 4:1 ellipse, and the grounded anode formed the 
circular outer boundary. 
 
The initial and boundary conditions were as follows. The background neutral gas was at 
initially at rest at 107 Pa and 323 K. A uniform plasma of number density 1015 m-3, with 
an ion temperature of 323 K (0.03 eV) and an electron temperature of 11600 K (1 eV), 
was assumed to exist at t = 0 between the two electrodes.  The secondary emission 
coefficient was 0.05, and the secondary emission temperature was 5800 K (0.5 eV). 
 
Figure 3b compares the predictions of the two- and five-moment models for the 
horizontal velocity distribution on the centerline (y = 0) at a time of t = 1 s.  At this 
relatively late time, the predictions for the ion properties coincide closely for the two 
models, but the two-moment model predicts substantially higher electron velocities.  This 
discrepancy also appears in electron temperature, as seen in Figure 3c and Figure 3d. 
 
Calculations with the five-moment model were seen to be feasible, and may prove to be a 
useful tool in studying nanosecond-pulse discharges. The computational cost for the five-
moment model is about twice that of the two-moment model, as based on timings of the 
two-dimensional calculations presented here. Since significant differences in the charged 
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particle behavior are observed between the two models, the increased generality of the 
five-moment model may be worth the additional computational cost. 
 

(a) Solution for rectangular waveguide. (b) Transverse plasma waves. 
Figure 4: Solutions of the full Maxwell's equations. 

 
In subsequent work, the code was extended to three-dimensions (Ref. [4], Appendix B).  
The new computer code modeled the behavior of weakly-ionized gases through a three-
species fluid model coupled to either the Poisson equation or the full set of Maxwell's 
equations. The three-dimensional numerical implementation involved compact spatial 
differences of up to sixth-order accuracy, driven by a fourth-order Runge-Kutta time 
marching scheme. 
 
Sample calculations were carried out for three test cases: a DC discharge in one 
dimension, a three-dimensional rectangular waveguide problem, and a one-dimensional 
wave propagation problem in a warm, collisional plasma. In all cases, good agreement 
was obtained between the numerical solutions and either analytical solutions or 
previously-published numerical solutions.  The physical model for the electron motion 
was found to have a strong influence on the solution.  Boundary conditions and viscous 
effects were found to have a less significant effect.  The solution for wave propagation in 
a plasma using the full Maxwell’s equations represents a first step towards modeling 
microwave discharges, and toward incorporating wave effects in the modeling of 
nanosecond pulse discharges. 
 
Sample results for the solution of the full Maxwell’s equations are shown in Figure 4.  
The first test case (Figure 4a) was a rectangular wave guide.  Hollow conducting pipes, or 
waveguides, are a commonly used technology for transmitting electromagnetic waves in 
the microwave regime (1-100 GHz frequency or 3-300 mm wavelength) with low 
attenuation. Waveguides of rectangular cross-section represent a good computational test 
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case, since analytical solutions are available, and rectangular waveguides of 2:1 aspect 
ratio are commonly used in applications. Calculations were carried out for a 43 mm by 86 
mm rectangular waveguide, chosen to correspond to commercially-available 
configurations designed to transmit energy at 2.45 GHz. (The cutoff frequency for this 
configuration is about 1.7 GHz.) The basic computational mesh consisted of a uniform 
grid of 41 by 21 by 201 points, with the waveguide axis aligned with the z-direction. Four 
wavelengths were captured along this axis.  Waves were excited by imposing an 
oscillating current sheet at z = 0.  The numerical solutions agree closely with the 
corresponding analytical solution for the TE10 mode. 
 
A second test case involved transverse waves in a warm, collisional plasma (Figure 4b).  
This problem forms a good test case because it couples the full Maxwell's equations to 
the five-moment fluid model for the electrons and an analytical solution is available.  As 
with the waveguide calculations described previously, the waves were excited in the 
present case by imposing an oscillating current sheet at the station z = 0. Sample results 
are shown in the figure for a plasma frequency of 9.0 GHz and a collision frequency of 
53 GHz, corresponding to a 1.33 kPa argon plasma with fractional ionization of 3x10-8 
and electron temperature 11600 K. The numerical results are seen to be in good 
agreement with the analytical solution for an excitation frequency of 2.45 GHz. 
 

3.3 Chemical Kinetics 
 
The next phase of the project concentrated on developing an air plasma chemistry model 
suitable for reproducing the rapid thermalization effects observed in experiments.  This 
work was carried out in collaboration with The Ohio State University.  Numerical 
calculations were carried out to examine the physics of the operation of a nanosecond-
pulse, single dielectric barrier discharge in a configuration with planar symmetry. This 
simplified configuration was chosen as a vehicle to develop a physics-based nanosecond 
discharge model, including realistic air plasma chemistry and compressible bulk gas 
flow.  Discharge parameters (temperature, pressure, and input waveform) were selected 
to be representative of recent experiments on bow shock control with a nanosecond 
discharge in a Mach 5 cylinder flow carried out at The Ohio State University. 
 
In the first phase of the work, a four-species formulation was employed, including 
neutrals, ions, electrons, and a representative excited molecular species (Ref. [5], 
Appendix C). The following models were employed to predict particle motion: a drift-
diffusion formulation for the charged particles, a diffusion equation for the excited 
molecules, and a five-moment fluid formulation for the neutrals. The Poisson equation 
was solved for the electric potential. During a 20 kV Gaussian input pulse lasting 
approximately 120 ns, an average energy density of about 40 J/m3 was stored in excited 
molecular states. Quenching reactions released this stored energy within about 10 s, 
converting it into translational energy of the neutrals and forming weak shock waves. The 
maximum neutral gas temperature rise predicted by the model was about 40 K. 
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(a) Grid resolution study. (b) Results with different numerical 
schemes. 

Figure 5: Numerical accuracy in nanosecond-pulse discharge calculations. 

 

(a) Temperature. (b) Velocity. 
Figure 6: Bulk gas properties at 1.1 s. 

 
In the second phase of the work, more detailed model was developed (Ref. [6], Appendix 
C).  First, a reduced plasma kinetic model (15 species and 42 processes) was developed 
by carrying out a sensitivity analysis of zero-dimensional plasma computations with an 
extended chemical kinetic model (46 species and 395 processes). Transient, one-
dimensional discharge computations were then carried out using the reduced kinetic 
model, incorporating a drift-diffusion formulation for each species, a self-consistent 
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computation of the electric potential using the Poisson equation, and a mass-averaged gas 
dynamic formulation for the bulk gas motion.  
 
A careful grid resolution study was carried out as part of the project (Figure 5a).  A grid 
spacing of 4 m is required for strict grid convergence.  Since a variety of numerical 
schemes has been implemented in the code as part of the numerical algorithm efforts 
described above, calculations were carried out to compare the different schemes (Figure 
5b).  The numerical schemes included the Scharfetter-Gummel scheme, a second-order 
upwind scheme, and fourth-sixth order compact differencing.  For the fine grid employed 
here agreed well, except near the sheath edge.  There the additional dissipation in the 
lower order schemes led to a slightly different result. 
 
The computational results qualitatively reproduced many of the features observed in the 
experiments, including the rapid thermalization of the input electrical energy and the 
consequent formation of a weak shock wave. At breakdown, input electrical energy was 
rapidly transformed (over roughly 1 ns) into ionization products, dissociation products, 
and electronically excited particles, with subsequent thermalization over a relatively 
longer time-scale (roughly 10 s).  Figure 6 shows the changes in bulk gas temperature 
and velocity that occur with the discharge.  The rapid thermalization of the input 
electrical power leads to a sharp rise in temperature near the sheath edge, and the 
consequent formation of weak waves traveling away from this location. 
 
The motivation for this work was modeling nanosecond-pulse, dielectric barrier 
discharges for applications in high-speed flow control. The effectiveness of such devices 
as flow control actuators depends crucially on the rapid thermalization of the input 
electrical energy, and in particular on the rate of quenching of excited electronic states of 
nitrogen molecules and oxygen atoms and on the rate of electron-ion recombination.  In 
ongoing work, we are attempting to further increase the fidelity of the physical modeling 
by combining the two- and five-moment models of particle motion with the relatively 
detailed chemical kinetic models described in the present here. 
 

3.4 Fluid Dynamics and Three-Dimensionality 
 
The computational cost of a high-fidelity plasma model precludes its application to 
complex, three-dimensional configurations.  Therefore, computational studies were 
carried out with a reduced-order plasma model in order to explore the three-dimensional 
fluid dynamics of The Ohio State University Mach 5 cylinder flow experiments (Ref. [7], 
Appendix D). 
 
In the experiments, a Mach 5 air flow over a cylinder with a flush-mounted dielectric 
barrier discharge actuator was studied. The actuator was pulsed at nanosecond time 
scales, which rapidly added energy to the flow, thereby creating a shock wave that 
traveled away from the pulse source.  As the shock wave traveled upstream, it interacted 
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with the standing bow-shock and momentarily increased the bow-shock standoff 
distance.  These phenomenon were observed experimentally using phase-locked schlieren 
imaging. 
 
The focus of this project was to numerically reproduce the flow phenomena observed in 
the experiment in order to provide additional insight into the shock-shock interaction, to 
examine the effect the dielectric barrier discharge pulse had on the surface properties of 
the cylinder, and to develop a reduced-order phenomenological model representative of 
the nanosecond pulse discharge system.  The nanosecond pulse dielectric barrier 
discharge plasma actuators are known to operate with relatively low temperatures. This 
work explores the possibility that the induced compression wave is generated by rapid 
thermalization of the discharge which results in a local temperature rise occurring on 
longer time scales. 
 
Two-dimensional simulations were performed, provided many useful details about the 
discharge event, and showed reasonable agreement with experiment. However, the 
simulations indicated the experiment experienced significant three-dimensional effects, 
thus requiring a three-dimensional simulation of the entire experiment to accurately 
capture the complex cylinder / tunnel-sidewall interaction and replicate the resultant flow. 
 
Three-dimensional results of the discharge event revealed that the discharge pulse 
produced a compression wave that interacted with the standing bow-shock and that the 
momentary increase in the bow-shock standoff distance was not due to the interaction the 
three-dimensional compression wave had with the cylinder/tunnel-sidewall boundary 
layer. 
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(a) Temperature Distribution. 

 
(b) Comparison of shock standoff to 

experiment. 
Figure 7: Results of three-dimensional computations of Mach 5 cylinder flow. 

Selected results from the computations of the baseline flow (no control applied) are 
shown in Figure 7.  The temperature distribution in selected planes (Figure 7a) illustrates 
the complexity and three-dimensionality of the flow.  With the use of a well-resolved 
computational mesh (about 15 million cells), excellent agreement with experiment was 
obtained (Figure 7b). 
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4 Conclusions 
 
This project focused on numerical modeling of flow control devices based on pulsed 
electrical discharges.  Work was carried out both on improving both the physical models 
used to represent the actuators and on improving the accuracy of the numerical schemes 
used to implement them.  High-order, compact difference methods were initially 
demonstrated on canonical problems in one and two dimensions, and later on more 
complex problems.  Compact difference schemes appear to be a promising numerical 
approach for modeling plasma actuators for high-speed flow control.  Several different 
physical models for charged particle dynamics pulsed discharges were implemented and 
evaluated.  The results were found to be sensitive to the model used for the electrons, 
whereas boundary conditions and viscous effects were found to have a less significant 
effect.  Reduced chemical kinetic models for air were developed, and the importance of 
rapid thermalization reactions in pulsed discharges was demonstrated.  In ongoing work, 
the air plasma chemistry models are being combined with the different particle dynamics 
models.  The flow in the Ohio State University Mach 5 wind tunnel flow was found to be 
highly three-dimensional with the cylinder model in place.  Nevertheless, three-
dimensional computations were able to replicate experiment fairly accurately, and 
illustrate how discharge heat release forms a weak shock wave that can act to perturb the 
bow shock. 
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High-Order Compact Difference Methods
for Glow Discharge Modeling

Jonathan Poggie∗

Air Force Research Laboratory, Wright-Patterson AFB, Ohio 45433-7512 USA

This paper explores the feasibility of applying high-order, compact difference methods to the modeling of
glow discharges for high-speed flow control. Previous papers (AIAA 2007-0632, 2008-1357) have successfully
applied second-order finite difference methods to glow discharge modeling. Detailed grid resolution studies,
however, have revealed that very fine grid resolution is required for acceptable quantitative results. High-
order compact difference methods offer a possible means of achieving high spatial accuracy on coarser grids,
potentially leading to a significant reduction in the computational cost of an accurate solution. Sample com-
pact difference calculations are presented here for one-dimensional test cases, and accuracy is compared to a
standard second-order upwind scheme. In particular, fourth order accuracy is demonstrated with compact
differencing for several problems involving the internal structure of weak shocks and the plasma-sheath tran-
sition. Future work will focus on applying the compact difference method to problems of interest in plasma
aerodynamics.

I. Introduction

Since the mid-1990s, there has been considerable research interest in plasma-based flow control techniques for
aerospace applications. Because of their favorable weight and power consumption properties, small-scale actuators
based on glow and arc discharges have become increasingly popular, and much effort has been put toward numerical
modeling of actuator behavior.1–3

Toward this end, the author has developed a second-order accurate, finite-difference code capable of modeling
the region of finite space-charge present in the vicinity of electrode surfaces in the electric discharges used for flow
control.3–5 The physical model includes the fluid conservation laws for the bulk gas flow, a model for charged particle
motion, and a self-consistent computation of the electric potential. This code has been successfully applied to a variety
of discharge problems, including low-density plasma-sheath problems, DC glow discharges, and RF glow discharges.
Comparisons among different numerical methods have been carried out, and a central difference scheme, an upwind
scheme, and a finite difference implementation of the Sharfetter-Gummel scheme have all been found to give very
similar results.

Recently, an investigation was carried out on spatial resolution issues in modeling DC glow discharges.4,5 A
detailed grid resolution study was carried out, and very fine grid resolution was found to be required for acceptable
quantitative results. Coarse grids led to underestimates of number density, temperature, and current density and to
overestimates of the lateral extent of the discharge column.

High-order compact difference methods6,7 offer a possible means of achieving high spatial accuracy on coarser
grids, potentially leading to a significant reduction in computational cost. This paper presents a preliminary, one-
dimensional implementation of a compact difference scheme for plasma discharge problems. Sample calculations are
presented here for several test problems, including shock internal structure and the plasma-sheath transition.

II. Methods

The physical model and the numerical methods are described in this section. The physical model includes the
fluid conservation laws for the motion of each species and a self-consistent computation of the electric potential. The
numerical implementation involves compact spatial differences of up to sixth order accuracy, driven by a low-storage,
fourth-order Runge-Kutta time marching scheme.
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A. Physical Model

Continuum methods, based on moments of the Boltzmann equation, have been a popular and productive means of
modeling electrical discharges. One-dimensional modeling of direct-current glow discharges was carried out as early
as the late 1950s,8,9 and two-dimensional simulations were first carried out in the late 1980s.10,11 By the early 1990s,
two dimensional simulations of radio-frequency glow discharges12,13 and transient low-density discharges14,15 were
done. Three-dimensional simulations have appeared more recently.3,16

A variety of physical models have been employed in such work. One of the most common models is drift-diffusion,
assuming local equilibrium with the electric field, so all coefficients are a function of the local reduced field E/N .9–11

The next step up in generality is to solve the electron energy equation as well, and use the local electron temperature
Te instead of the local E/N to determine the transport and ionization coefficients.17,18

Some studies have used continuity-momentum equations in place of the drift-diffusion model, thus including
the effects of particle momentum. The role of inertia in DC and RF discharges has been examined, including the
momentum of the electrons,19 the heavy particles,20 or both.21,22 Ion inertia is important in the transient sheath that
appears in plasma-source ion implantation,23 and in modeling the low-density plasma-sheath transition.24,25

One aim of this ongoing project is to determine limits of the moment method in modeling electrical discharges,
specifically whether a three-moment model for each species can be accurate and computationally tractable. A rel-
atively general formulation of the conservation equations for electrical discharges is outlined below, based on stan-
dard references.26–28 Briefly, the conservation laws can be derived from moments of the Boltzmann equation, with
closure models utilized for the inelastic collision source terms,26 the elastic collision source terms,26,29 and the flux
terms.27,30,31 In this preliminary work, a one-dimensional form of these equations is used, suitable for the test problems
of shock internal structure and the plasma-sheath transition investigated in this paper.

1. Governing Equations

The focus of this paper is on one-dimensional shock and sheath structure in ionized argon. Gravity is neglected, and
the absence of an applied magnetic field is assumed. The conservation equations for each species are:

∂
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(1)

where the notation s = n, i, e indicates the neutrals, ions, and electrons, respectively.
The mass per particle of each species is denoted as ms, and the corresponding charge per particle is qn = 0,

qi = +e, and qe = −e. The number density is ns, the velocity is us, and the translational temperature is Ts. The
viscosity and thermal conductivity of each species are denoted as µvs and ks, respectively. The electric field is E,
and the symbol kB indicates the Boltzmann constant. The internal energy per particle is assumed to have the form
msεs = Hs + kBTs/(γs − 1), where γs = 5/3 is the ratio of specific heats. The heat of formation is Hn = He = 0
and Hi = H, whereH = 15.7 eV for argon ionization.

It assumed that the gas is weakly ionized, so that the primary elastic collisions are with neutral particles. For the
inelastic collisions, it is assumed that the species appear or disappear with the average momentum and energy of their
peers, except for the electrons, which lose energyH in each inelastic collision.

Consider the reaction pair Ar+e− 
 Ar+ +2e− and let ω be the production rate of charged particles. The species
source terms become:

Si = miω

Se = meω

Sn = −mnω

(2)

The momentum source terms are:
Ai = ωmiui − niminνin(ui − un)
Ae = ωmeue − nemenνen(ue − un)

An = −(Ai +Ae)
(3)
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The energy source terms are:

Mi = ω
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Mn = −(Mi +Me)

(4)

To complete the physical model, the electric field must be found from a consistent solution of Maxwell’s equations.
For the present work, the Poisson equation is solved for the electric potential:

∂2φ

∂x2
= − 1

ε0

∑
s

qsns (5)

and the electric field is found from E = −∂φ/∂x.
Some calculations were carried out with the full model (1)-(5), but for the work presented in this paper, Boltzmann

equilibrium was assumed for the electrons in order to reduce the computational cost of carrying out many runs for
convergence studies. Under this the assumption, the electron temperature is held fixed, and the electron number
density is computed from:

ne = no exp
(

eφ

kBTe

)
(6)

where n0 is a reference number density, corresponding to the potential φ = 0.

2. Transport Properties and Reaction Rates

The collision frequency between the charged and neutral species νsn was estimated from mobility data, with the
correlations for ion and electron mobility in argon taken from Ward.8

For the ionization rates, two models were considered. One had the form ω = zne, where the ionization rate z is
an eigenvalue of the problem, the production rate necessary to maintain a steady state. Alternatively, ionization and
recombination coefficients were taken from the correlations of Adamovich et al.32

Standard correlations were used for the viscosity and thermal conductivity of the neutral particles.33 The viscosity
and thermal conductivity of the charged particles were neglected for the present work. A reasonable estimate of their
magnitudes21,30 can be found by assuming that the ions have the same transport coefficients as the neutrals, and that
the electron transport coefficients can be found by assuming a Lewis number of unity and a Prandtl number of 2/3.

3. Nondimensionalization

The equations were solved in non-dimensional form. For brevity, only an outline of the nondimensionalization proce-
dure is given here. Global reference quantities were chosen for length LR, velocity uR, number density nR, potential
φR, collision rate νR, viscosity µvR, and thermal conductivity kR. For each species, however, there was a different
reference density ρRs = msnR, temperature TRs = msu

2
R/kB , and pressure pRs = msnRu

2
R. Space charge was

normalized by the electron charge e, and heat of formation was normalized by msu
2
R.

The nondimensionalized equations have much the same form as (1)-(5). In addition to a Reynolds number and
Prandtl number for each species, the following nondimensional parameters appeared as a consequence of this form of
nondimensionalization:

Φs =
eφR
msu2

R

C =
νRLR
uR

a = LR

√
enR
ε0φR

The nondimensional parameters are, respectively, a relative field strength, a nondimensional collision frequency pa-
rameter, and a non-neutrality parameter.

B. Numerical Methods

The governing equations (1)-(4) were solved using a fourth-order accurate, low-storage Runge-Kutta time marching
scheme combined with either a second-order Steger-Warming scheme or a compact spatial scheme of up to sixth order
accuracy. For the compact scheme, stability was enforced by filtering, typically with a filter of two orders greater than
the accuracy of the basic scheme. The Poisson equation (5) was solved by an iterative scheme (described below),
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with either second-order central or compact spatial differences. The Poisson solution was not filtered. For the present
examples, a one-dimensional, uniform mesh was employed, but an extension of the method to multi-dimensional,
curvilinear grids is planned for future work.

1. Governing Equations

The conservation laws (1) can be written in the form:

∂U

∂t
+
∂E

∂x
=
∂Ev
∂x

+ S (7)

where U is the vector of conserved variables, E is the inviscid flux vector, Ev is the viscous flux vector, and S
represents the source terms. A standard, low-storage, fourth-order Runge-Kutta scheme34 was used for time integration
of Eq. (7). Two different schemes were used to evaluate the spatial differences: either a compact difference scheme
of up to sixth-order accuracy (described below), or a second-order Steger-Warming scheme, which used third-order
MUSCL extrapolation35 for the inviscid fluxes and second-order central differencing for the viscous terms.

The Poisson equation (5) was solved at the end of each stage of the Runge-Kutta time-integration. It can be written
in the form:

∂2φ

∂x2
= Sφ (8)

An iteration procedure was introduced such that the potential at stepmwas φm+1 = φm+∆φ. With a linear expansion
about the solution from the previous iteration, the discretized equation has the form:[

1−∆τδ2x + ∆τ
∂Sφ
∂φ

]
∆φ = ω∆τ

[
δ2xφ

m − Smφ
]

(9)

with iteration driving ∆φ to zero. Here τ is a time-like variable introduced to motivate the iteration process, and ω is
an over-relaxation factor. Discretizing the left-hand side using second order central differences in space, a tridiagonal
system of equations is obtained. (Since iteration drives ∆φ to zero, the form of the discretization of the left-hand-side
does not affect the order of spatial accuracy of the converged solution.) Either central or compact difference schemes
were used to evaluate the spatial differences present on the right hand side of Eq. (9), and the system was solved using
the Thomas tridiagonal algorithm.36 Iteration was continued until the change in potential ∆φ was less than a small
tolerance.

2. Compact Differences

Considering a one-dimensional, uniform mesh, the following central difference scheme6,7 with a 5-point stencil can
be used to generate estimates of the first derivative φ′ = ∂φ/∂x|i with up to sixth-order accuracy:

αφ′i−1 + φ′i + αφ′i+1 = a
φi+1 − φi−1

2 ∆x
+ b

φi+2 − φi−2

4 ∆x
(10)

Here α, a, and b are constants that are used to alter the properties of the scheme, and φ(x) is a generic function, not to
be confused with the electric potential. Taylor series expansions can be used to derive a family of second to sixth order
accurate schemes employing this template.6,7 Table 1 gives selected coefficients for internal points using Eq. (10) for
different orders of accuracy. Note that the implicit form of the scheme (α 6= 0) results in a narrower stencil for a given
order of accuracy that for an explicit form (α = 0). Modified schemes7 were used near boundaries, where the interior
stencil would protrude outside of the domain.

Table 2 shows the forms of the compact difference scheme that were examined in this project, using the notation
of Gaitonde and Visbal. To evaluate the derivative at each point, the appropriate form of Eq. (10) was solved using the
Thomas tridiagonal algorithm.36 Second derivatives were evaluated by applying the differencing scheme twice.

Figure 1 illustrates the accuracy of each of the schemes (see Table 2) in computing the derivative of the function
f(x) = sinx in the range 0 ≤ x ≤ π. The L2-norm for the full domain is shown in Fig. 1a. With this metric of
solution quality, the accuracy is seen to be constrained by the lower order stencil used near the boundaries. If points
near the boundary are omitted from the norm (Fig. 1b), the convergence rate is seen to improve, and the accuracy of
the scheme E4-AC4-C6-AC4-E4 is seen to lie between that of pure fourth- and sixth-order schemes.
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Numerical stability was enforced using filtering, typically with a filter of two orders greater than the accuracy of
the basic scheme. The form of the filtering scheme7 for interior points was as follows:

αfφi−1 + φi + αfφi+1 =
N∑
n=0

an
2

(φi+n + φi−n) (11)

where φi is the filtered value of φi, and N + 1 is the order of the filter. A table of coefficients for interior-point filters
of second to eighth order is given in Table 3. Modified filters were used near the boundaries; the various options are
shown in Table 2. (In the table, F0 indicates that no filter was applied to the boundary points.) The filter was applied to
each primitive variable at the end of a time step, and the boundary conditions were updated so that the boundary points
were consistent with the filtered interior points. For the cases labeled Filter A in Table 2, the filter’s free parameter
was set to α = 0.40, whereas for Filter B, the value was varied between α = 0.49 at the boundary and α = 0.40 for
the interior points.

Careful treatment of the boundary conditions was necessary to maintain the spatial accuracy of the scheme. Unless
otherwise noted, both extrapolation and derivative (Neumann) boundary conditions were handled with a scheme of
spatial order corresponding to that of the boundary scheme.

III. Results

Several test problems were examined in order to evaluate the accuracy of the compact scheme relative to the
second-order Steger-Warming scheme. The focus was on one-dimensional shock and sheath structure in ionized
argon.

A. Neutral-Gas Shock

As a test of the code’s ability to solve electrically-neutral, viscous gasdynamics problems, a calculation was carried
out of the internal structure of a weak shock in argon. The following notation will be used: the subscript 1 indicates the
state upstream of the shock, 2 indicates the downstream state, m indicates an average of the upstream and downstream
states, and x1/2 indicates the position corresponding to u = um. The upstream Mach number was M1 = 1.2. The
dimensional upstream conditions were: p1 = 42.2 kPa, T1 = 125 K, u1 = 125 m/s. Downstream conditions were
computed using the ideal gas jump conditions.37 The computational domain was L = 5 µm in width.

A reference computation was carried out with 401 points using the E4-AC4-C6-AC4-E4 compact difference
scheme. Figure 2a shows the basic shock structure, with the independent variables normalized using the conditions
upstream of the shock. Pressure, temperature, and density increase monotonically through the shock, whereas velocity
decreases to satisfy continuity. Because of the effects of heat conduction, entropy has the characteristic maximum
typical of shock structure (See Zel’dovich and Raizer,38 pp. 473–475). The total enthalpy, H = e+ p/ρ+ u2/2, has
a slight variation through the shock, and the upstream and downstream values are equal: H1 = H2.

As a qualitative verification of code accuracy, the reference solution is compared to the approximate analytical
solution of G. I. Taylor in Fig. 2b. (See Thompson,39 pp. 361-368, for a full discussion of the Taylor weak shock
theory. In the figure, A = (γ + 1)/[8/3 + 2(γ − 1)/Pr] ≈ 4/7.) Although the analytical solution cannot be used
for a quantitative verification of the code because of its approximate nature, the agreement between the numerical and
analytical solutions is seen to be quite good. In particular, the shock thickness is predicted accurately.

The shock thickness based on the total enthalpy profile was chosen as a parameter for studying the convergence
of the scheme. This thickness was defined as: ∆H =

∫∞
−∞(H − H1)/H1 dx. Since the total enthalpy upstream

and downstream of the shock are equal in the present problem, the integrand is zero at the boundaries of the domain.
Integration was carried out using Eq. (13), below. Grid convergence was studied using this parameter for two numerical
schemes: the E4-AC4-C6-AC4-E4 compact difference scheme and the second-order accurate Steger-Warming scheme.
Figure 2c shows the percentage error in the total enthalpy thickness, with the reference solution used as the baseline.
The remarkable accuracy of the compact scheme relative to the Steger-Warming scheme is apparent in the plot. Note
the difference in accuracy between the two filters used with the compact scheme.

B. Transient Sheath Problem

As a test of the coupled potential and moment equations, this section investigates the effect of a suddenly-applied
voltage on an initially-uniform, low-density plasma. This transient sheath problem was used as a test case in previous
papers.40,41
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A two-moment model was considered for the this problem. The ion and electron temperatures were held fixed at
Ti = 293 K and Te = 11600 K, respectively, and the electron number density was computed by assuming Boltzmann
equilibrium, Eq. (6). Viscous forces and collisions with neutrals were neglected for the ions. This restricted model
was implemented in the code by turning off selected terms in the full model.

The initial condition was taken to be a stationary, uniform plasma of number density n0 = 1 × 1014 m−3, and a
potential of φ = −50 V was suddenly applied at the left electrode (x = 0) at time t = 0. The potential at the right
boundary of the computational domain was held fixed at zero.

The characteristic scales in this problem are the ion plasma frequency fp =
√
noe2/(4π2ε0mi), the Bohm velocity

uB =
√
kBTe/mi, and the electron Debye length λD =

√
ε0kBTe/(n0e2). The computational domain was taken

to be L = 200λDe wide. The ion properties at x = 0 were found by extrapolation (with an order of accuracy
corresponding to that of the numerical scheme at the boundary), and the properties at x = L of the computational
domain were held fixed at ni = n0 and ui = 0.

Figure 3a shows the distribution of ion and electron number densities at selected times for a reference calculation
with the E4-AC4-C6-AC4-E4 compact difference scheme with a grid of 401 points and a nondimensional time step
of fp∆t = 0.01. With the sudden application of a negative potential, the electrons are repelled from the electrode,
forming a layer of positive charge. The relatively massive ions slowly respond to the changed conditions, forming an
ion current into the electrode. As a result, the space charge diminishes, and the sheath expands. Ahead of the sheath,
a quasi-neutral presheath propagates into the bulk plasma.

The time-evolution of the ion current density ji = eni|ui| at the electrode is shown in Fig. 3b. The inset shows
the long-time behavior on an expanded time scale. There is an initial surge in current as the transient sheath forms,
followed by a gradual relaxation to constant current density at large times. In this asymptotic state, the current to the
electrode is balanced by ions uncovered by the expanding rarefaction wave. The presheath accelerates the ions up to
approximately the Bohm velocity, supporting a quasi-steady sheath.

The transient sheath problem was studied analytically by Lieberman,42 who developed approximate expressions
for the time-evolution of the ion current density at the cathode. Lieberman used a matrix sheath model for the short-
time behavior, and a Child law sheath model for the long-time solution. Qualitative agreement between the numerical
solution and Lieberman’s theory is seen in Fig. 3b. (This is the level of agreement seen by Lieberman as well.)

As a gauge of the quality of the solution for different numerical schemes, the ion current at x = 0 and fpt = 24
was examined. The error in this quantity, relative to the reference solution, is plotted versus grid size in Fig. 3c. The
Steger-Warming scheme and the E4-AC4-C6-AC4-E4 compact scheme with Filter A appear to converge, respectively,
with the expected second and fourth order accuracy. The compact scheme with Filter B has a high absolute accuracy,
but the slope does not have the expected value.

C. Steady-State Sheath

As a somewhat more complex test case, the problem of an ionized gas confined between a pair of planar electrodes
fixed at a distance of 2L apart was considered. The electrodes were assumed to be maintained at a constant negative
potential, and to draw a current that was maintained by ‘direct’ ionization.

In order to exercise more features of the code, a three-moment model of ion motion was considered, along with
constant temperature, Boltzmann electrons and a uniform, neutral background gas at rest. Viscous forces on the ions
were neglected. The ionization rate was taken to have the form ω = zne. As in the previous case, this restricted model
was implemented in the code by turning off selected terms in the full model.

The ion properties at x = 0 were found by extrapolation, whereas the following conditions were imposed at the
symmetry plane (x = L): ni = n0, ∂ui/∂x = z, and ∂Ti/∂x = 0. (The boundary conditions were imposed with an
order of accuracy corresponding to that of the numerical scheme at the boundary.) The centerline boundary condition
on the velocity follows from applying the symmetry conditions, and has been found to be more stable than directly
imposing ui = 0. The boundary conditions on the electric potential were φ(0) = −50 V and φ(L) = 0.

The temperatures of the neutral gas and the electrons were taken to be Tn = 293 K and Te = 11600 K, respectively.
The centerline number density was n0 = 1× 1014 m−3. The neutral gas pressure was taken to be pn = 50 mPa.

A procedure based on the integral form of the ion continuity equation was used to estimate, at each time step, the
ionization frequency z required to achieve a steady state. Assuming a steady state, and integrating the ion continuity
equation (1a) from the wall at x = 0 to the center at x = L, the following formula is obtained for the ionization rate:

z =
−niui|x=0∫ L

0
ne dx

(12)
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A new value of z was computed at the end of each time step from Eq. (12). In order to make the order of accuracy
of the integration in Eq. (12) consistent with compact difference schemes of up to sixth order accuracy, the following
integration formula was employed:∫ xn

x0

f(x) dx = h

{
n∑
i=0

fi −
f0 + fn

2

−23681f0 − 55688f1 + 66109f2 − 57024f3 + 31523f4 − 9976f5 + 1375f6
120960

−23681fn − 55688fn−1 + 66109fn−2 − 57024fn−3 + 31523fn−4 − 9976fn−5 + 1375fn−6

120960

} (13)

This is an eight-order accurate integration scheme, exact for a seventh order polynomial. (The author would like
to thank Dr. Michael D. White of the Ohio Aerospace Institute for providing this formula.) The calculations were
marched in time until the change of the ionization frequency and the independent variables with each time step had
reached a minimum.

The computational domain was taken to be L = 100λD in width, and a reference computation was carried out
with a grid of 401 points using the E4-AC4-C6-AC4-E4 compact difference scheme. Figure 4a shows the ion and
electron number densities and the ion temperature. The quasi-neutral presheath (where ni ≈ ne) is apparent near the
centerline, and the sheath (where ne ≈ 0) is visible near the electrode on the left. The ion temperature rises near the
electrode due to the dissipative effects of elastic ion-neutral collisions (see Eq. 4a).

The electric potential and ion velocity are shown in Fig. 4b. The majority of the potential drop occurs in the
sheath, with only a slight change in the presheath. Despite the collisional drag with the neutrals, the ions are seen to
be strongly accelerated toward the electrode by the electric field in the sheath.

The error in the ionization rate z, relative to the reference solution, was chosen as a figure of merit for spatial
convergence. The results of the convergence study are shown in Fig. 4c. The convergence behavior of the two
schemes is seen to be similar to that observed in the previous examples.

D. Shock Structure with Three-Species Model

As a final test, a computation involving a three-species model of a shock in a weakly-ionized, nonequilibrium plasma
was carried out. The flow conditions were chosen to be similar to those examined by Adamovich et al.32 The upstream
conditions for the neutrals were u1 = 645 m/s, p1 = 1.3 kPa, and T1 = 300 K. The electron temperature was taken
to be Te = 3.6 eV, and the fractional ionization in the incoming flow was ni,e/nn = 1× 10−6. The electric potential
was set to zero at the upstream boundary, and extrapolation was used for all quantities at the downstream boundary.
Ideal gas jump relations were used for the initial conditions.

As with the previous problems, the electrons were assumed to be in Boltzmann equilibrium. Ionization and re-
combination rates were chosen to match those of Adamovich et al.

The computational domain was L = 5 mm wide, and a grid of 1001 points was employed. The E4-AC4-C6-AC4-
E4 compact difference scheme was used. For stability, Filter B was employed, and second-order extrapolation was
used for the outlet boundary condition.

The results of the computations are shown in Fig. 5. Figure 5a shows the number density for each species and the
electric potential. The velocity for each species is shown in Fig. 5b, and the corresponding temperatures in Fig. 5c.
The shock transition zone is seen to be substantially thicker for the charged particles than for the neutral gas. The large
difference in mass between the ions and electrons leads to charge separation in the vicinity of the neutral gas jump,
setting up an electric potential rise of a few volts across the shock.

IV. Summary and Conclusions

This paper has explored the feasibility of applying high-order, compact difference methods to the modeling of glow
discharges for high-speed flow control. High-order compact difference methods offer a possible means of achieving
high spatial accuracy on coarser grids, potentially leading to a significant reduction in the computational cost of
an accurate solution. Sample calculations were presented for shock and sheath problems in ionized argon, and the
compact difference methods were shown to be superior in both absolute accuracy and rate of spatial convergence.
Future work will focus on applying the compact difference method to problems of interest in plasma aerodynamics.
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Scheme α a b Stencil Order

E2 0 1 0 3 2

E4 0 4/3 -1/3 5 4

C4 1/4 3/2 0 3 4

C6 1/3 14/9 1/9 5 6

Table 1. Coefficients for compact difference schemes at interior points. Adapted from Gaitonde and Visbal. 7

Scheme Filter A Filter B

E2-DE2-E2-DE2-E2 F0-FB2,4-F4-FB2,4-F0 F0-F2-F4-F2-F0

E4-DE4-E4-DE4-E4 F0-FB2,6-FB3,6-F6-FB3,6-FB2,6-F0 F0-F2-F4-F6-F4-F2-F0

E4-AC4-C4-AC4-E4 F0-FB2,6-FB3,6-F6-FB3,6-FB2,6-F0 F0-F2-F4-F6-F4-F2-F0

E4-AC4-C6-AC4-E4 F0-FB2,6-FB3,8-FB4,8-F8-FB4,8-FB3,8-FB2,6-F0 F0-F2-F4-F6-F8-F6-F4-F2-F0

E6-AC6-C6-AC6-E6 – –

Table 2. Compact difference schemes and corresponding filters. Notation of Gaitonde and Visbal. 7

Scheme a0 a1 a2 a3 a4 Order

F2 1+2αf

2
1+2αf

2 0 0 0 2

F4 5+6αf

8
1+2αf

2
−1+2αf

8 0 0 4

F6 11+10αf

16
15+34αf

32
−3+6αf

16
1−2αf

32 0 6

F8 93+70αf

128
7+18αf

16
−7+14αf

32
1−2αf

16
−1+2αf

128 8

Table 3. Coefficients for filter schemes at interior points. Adapted from Gaitonde and Visbal. 7

9 of 14

American Institute of Aeronautics and Astronautics
30



Number of Points

L
2

N
or

m

100 101 102 103 104 105 10610-15

10-13

10-11

10-9

10-7

10-5

10-3

10-1

E2-DE2-E2-DE2-E2
E4-DE4-E4-DE4-E4
E4-AC4-C4-AC4-E4
E4-AC4-C6-AC4-E4
E6-AC6-C6-AC6-E6

(a) L2-norm for full domain.

Number of Points

L 2
N

or
m

(I
nt

er
io

rP
oi

nt
s)

100 101 102 103 104 105 10610-15

10-13

10-11

10-9

10-7

10-5

10-3

10-1

E2-DE2-E2-DE2-E2
E4-DE4-E4-DE4-E4
E4-AC4-C4-AC4-E4
E4-AC4-C6-AC4-E4
E6-AC6-C6-AC6-E6

(b) L2-norm for interior points only.

Figure 1. Accuracy of (sin x)′ with various compact difference schemes (see Table 2).
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Compact Difference Methods

for Discharge Modeling in Aerodynamics

Jonathan Poggie∗

Air Force Research Laboratory, Wright-Patterson AFB, Ohio 45433-7512 USA

This paper explores the feasibility of applying high-order, compact difference methods
to the modeling of glow discharges for high-speed flow control. Previous papers (AIAA
2008-1357) have successfully applied second-order finite difference methods to glow dis-
charge modeling. Detailed grid resolution studies, however, have revealed that very fine
grid resolution is required for acceptable quantitative results. High-order compact differ-
ence methods offer a possible means of achieving high spatial accuracy on coarser grids,
potentially leading to a significant reduction in the computational cost of an accurate solu-
tion. In previous work (AIAA 2009-1047), preliminary, one-dimensional compact difference
calculations were carried out for glow discharge problems. Here the work is extended to two
dimensions. Sample compact difference calculations are presented for several test cases,
including a Poisson equation solution, a compressible Couette flow problem, a hypersonic
laminar boundary layer flow, and a transient plasma-sheath problem. Spatial convergence
of second- through sixth-order compact schemes was investigated, and found to be compa-
rable to the theoretical order of accuracy. In particular, compact difference methods of up
to sixth order can successfully achieve their theoretical order of accuracy for the coupled
Poisson and Euler equations with source terms. Compact difference schemes appear to be
a promising numerical approach for modeling plasma actuators for high-speed flow control.

I. Introduction

Since the mid-1990s, there has been considerable research interest in plasma-based flow control techniques
for aerospace applications. Because of their favorable weight and power consumption properties, small-scale
actuators based on glow and arc discharges have become increasingly popular, and much effort has been
invested in numerical modeling of actuator behavior.1–3

Toward this end, the author has developed a second-order accurate, finite-difference code capable of
modeling the region of finite space-charge present in the vicinity of electrode surfaces in the electric discharges
used for flow control.3–5 The physical model includes the fluid conservation laws for the bulk gas flow, a
model for charged particle motion, and a self-consistent computation of the electric potential. This code has
been successfully applied to a variety of discharge problems, including low-density plasma-sheath problems,
DC glow discharges, and RF glow discharges. Comparisons among different numerical methods have been
carried out, and a central difference scheme, an upwind scheme, and a finite difference implementation of
the Sharfetter-Gummel scheme have all been found to give very similar results.

Recently, an investigation was carried out on spatial resolution issues in modeling DC glow discharges.4,5

A detailed grid resolution study was carried out, and very fine grid resolution was found to be required for
acceptable quantitative results. Coarse grids led to underestimates of number density, temperature, and
current density and to overestimates of the lateral extent of the discharge column.

High-order compact difference methods6,7 offer a possible means of achieving high spatial accuracy on
coarser grids, potentially leading to a significant reduction in computational cost. In previous work,8 prelimi-
nary, one-dimensional compact difference calculations were carried out for glow discharge problems. Here the
work is extended to two dimensions. Sample compact difference calculations are presented here for several
test cases, including a Poisson equation solution, a compressible Couette flow problem, a hypersonic laminar
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boundary layer flow, and a transient plasma-sheath problem. Accuracy is evaluated for second- through
sixth-order compact schemes, and compared to standard second-order upwind schemes.

II. Methods

The physical model and the numerical methods are described in this section. The physical model includes
the fluid conservation laws for the motion of each species and a self-consistent computation of the electric
potential. The baseline numerical implementation involves compact spatial differences of up to sixth order
accuracy, driven by a low-storage, fourth-order Runge-Kutta time marching scheme.

A. Physical Model

Continuum methods, based on moments of the Boltzmann equation, have been a popular and productive
means of modeling electrical discharges. One-dimensional modeling of direct-current glow discharges was
carried out as early as the late 1950s,9,10 and two-dimensional simulations were first carried out in the late
1980s.11,12 By the early 1990s, two dimensional simulations of radio-frequency glow discharges13,14 and
transient low-density discharges15,16 had been performed. Three-dimensional simulations have appeared
more recently.3,17

A variety of physical models have been employed in such work. One of the most common models is drift-
diffusion, assuming local equilibrium with the electric field, so that the transport and ionization coefficients
are a function of the local reduced field E/N .9,11,12 The next step up in generality is to solve the electron
energy equation as well, and use the local electron temperature Te instead of the local E/N to determine
the coefficients.18,19

Some studies have used continuity-momentum equations in place of the drift-diffusion model, thus in-
cluding the effects of particle momentum. The role of inertia in DC and RF discharges has been examined,
including the momentum of the electrons,20 the heavy particles,21 or both.22,23 Ion inertia is important
in the transient sheath that appears in plasma-source ion implantation,24 and in modeling the low-density
plasma-sheath transition.25,26

One aim of this ongoing project is to determine limits of the moment method in modeling electrical
discharges, specifically whether a three-moment model for each species can be accurate and computationally
tractable. A relatively general formulation of the conservation equations for electrical discharges is outlined
below, based on standard references.27–29 Briefly, the conservation laws can be derived from moments of
the Boltzmann equation, with closure models utilized for the inelastic collision source terms,29 the elastic
collision source terms,29,30 and the flux terms.28,31,32

1. Governing Equations

The problem of sheath structure in ionized argon was used as a test case in the current project. Gravity
is neglected, and the absence of an applied magnetic field is assumed. The conservation equations for each
species are:

∂

∂t
(msns) +∇·(msnsvs) = Ss

∂

∂t
(msnsvs) +∇·(msnsvsvs + psI) = ∇·τs + qsnsE + As

∂

∂t

[
msns

(
εs + 1

2v
2
s

)]
+∇·

[
msnsvs

(
εs + 1

2v
2
s

)
+ psvs

]
= ∇·[τs ·vs −Qs] + qsnsvs ·E +Ms

(1)

where the notation s = n, i, e indicates the neutrals, ions, and electrons, respectively.
The mass per particle of each species is denoted as ms, and the corresponding charge per particle is qn = 0,

qi = +e, and qe = −e. The number density is ns, the velocity is vs, and the translational temperature is Ts.
The electric field is E, and the symbol kB indicates the Boltzmann constant. The pressure is found from
ps = nskBTs, and the internal energy per particle is assumed to have the form msεs = Hs + kBTs/(γs − 1),
where γs = 5/3 is the ratio of specific heats. The heat of formation is Hn = He = 0 and Hi = H, where
H = 15.7 eV for argon ionization.
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It assumed that the gas is weakly ionized, so that the primary elastic collisions are with neutral particles.
For the inelastic collisions, it is assumed that the species appear or disappear with the average momentum
and energy of their peers, except for the electrons, which lose energy H in each inelastic collision.

The net production rate ω of charged particles in argon gas was given by:

ω = kfnnne − kbnine

kf = σT

√
8kBTe
πme

(
1 +

Ei
kBTe

)
exp

(
− Ei
kBTe

) (2)

with σT = 2× 10−12 m2, Ei = 15.7 eV, kb = 3.5× 10−14 m3/s. The ionization rate is from Meyyappan and
Kreskovsky22 and the recombination rate is from Adamovich et al.33 The species source terms become:

Si = miω

Se = meω

Sn = −mnω

(3)

The momentum source terms are:

Ai = ωmivi − niminνin(vi − vn)
Ae = ωmeve − nemenνen(ve − vn)

An = −(Ai + Ae)
(4)

The collision frequency between the charged and neutral species νsn was estimated from mobility data, with
the correlations for ion and electron mobility in argon taken from Ward.10 The energy source terms are:

Mi = ω

(
H+

kBTi
γi − 1

+ 1
2miv

2
i

)
− niminνin
mi +mn

[3kB(Ti − Tn) + (vi − vn)·(mivi +mnvn)]

Me = ω

(
−H+

kBTe
γe − 1

+ 1
2mev

2
e

)
− nemenνen
me +mn

[3kB(Te − Tn) + (ve − vn)·(meve +mnvn)]

Mn = −(Mi +Me)

(5)

For the neutral particles, it was assumed that the viscous term had a Newtonian form, with Stokes
hypothesis applied, and that the heat flux followed Fourier’s law:34

τn = µvn
[
(∇vn) + (∇vn)T − 2

3∇·vnI
]

Qn = −kn∇Tn
(6)

where µvn is the viscosity and kn is the thermal conductivity for the neutral particles. The viscosity and
thermal conductivity of the charged particles were neglected for the present work.

To complete the physical model, the electric field must be found from a consistent solution of Maxwell’s
equations. For the present work, the Poisson equation was solved for the electric potential:

∇2φ = − e

ε0
(ni − ne) (7)

and the electric field was found from E = −∇φ.

2. Nondimensionalization

The equations were solved in non-dimensional form. For brevity, only an outline of the nondimensionalization
procedure is given here. Global reference quantities were chosen for length LR, velocity uR, number density
nR, potential φR, collision rate νR, viscosity µvR, and thermal conductivity kR. For each species, however,
there was a different reference density ρRs = msnR, temperature TRs = msu

2
R/kB , and pressure pRs =

msnRu
2
R. Space charge was normalized by the electron charge e, and heat of formation was normalized by

msu
2
R.
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The nondimensionalized equations have much the same form as (1)-(7). In addition to a Reynolds number
and Prandtl number for each species, the following nondimensional parameters appeared as a consequence
of this form of nondimensionalization:

Φs =
eφR
msu2

R

C =
νRLR
uR

a = LR

√
enR
ε0φR

The nondimensional parameters are, respectively, a relative field strength, a nondimensional collision fre-
quency parameter, and a non-neutrality parameter.

B. Numerical Methods

The governing equations (1)-(6) were solved using a fourth-order accurate, low-storage Runge-Kutta time
marching scheme combined with either a compact spatial difference scheme, Steger-Warming flux splitting,
or Roe flux difference splitting. The compact formalism was evaluated with second- through sixth-order
accurate differencing, whereas the upwind schemes employed third-order upwind biased differencing in the
MUSCL formalism. For the compact scheme, stability was enforced by filtering, typically with a filter of two
orders greater than the accuracy of the basic scheme. The Poisson equation (7) was solved by an iterative
scheme (described below), with either central or compact spatial differences. The Poisson solution was not
filtered. The metric terms were evaluated with central or compact differencing of an order corresponding to
the basic scheme.

1. Governing Equations

In transformed coordinates, the conservation laws (1) can be written in the form:

∂U

∂t
+
∂E

∂ξ
+
∂F

∂η
=
∂Ev
∂ξ

+
∂Fv
∂η

+ S (8)

where U is the vector of conserved variables, E and F are the inviscid flux vectors, Ev and Fv are the
viscous flux vectors, and S represents the source terms. A standard, low-storage, fourth-order Runge-Kutta
scheme35 was used for time integration of Eq. (8). Three different schemes were used to evaluate the spatial
differences: either a compact difference scheme of up to sixth-order accuracy (described below), the Steger-
Warming flux split scheme, or the Roe flux difference split scheme. The upwind schemes used third-order
MUSCL extrapolation36 for the inviscid fluxes and second-order central differencing for the viscous terms.

The Poisson equation (7) was solved at the end of each stage of the Runge-Kutta time-integration. It
can be written in the following form in transformed coordinates:

∂E

∂ξ
+
∂F

∂η
= Sφ (9)

An iteration procedure was introduced such that the potential at iteration step m was φm+1 = φm + ∆φ.
With a linear expansion about the solution from the previous iteration, and approximate factoring of the
implicit terms, the discretized equation has the form:

[1−∆τ(δξAδξ −D)] [1−∆τδηBδη] ∆φ = ω∆τ
[
∂Em

∂ξ
+
∂Fm

∂η
− Smφ

]
(10)

with iteration driving ∆φ to zero. Here A and B are flux Jacobians, D is the source Jacobian, τ is a time-like
variable introduced to motivate the iteration process, and ω is an over-relaxation factor. Discretizing the
left-hand side using second order central differences in space, a tridiagonal system of equations is obtained.
(Since iteration drives ∆φ to zero, the form of the discretization of the left-hand-side does not affect the
order of spatial accuracy of the converged solution.) Either central or compact difference schemes were used
to evaluate the spatial differences present on the right hand side of Eq. (10), and the system was solved
using the Thomas tridiagonal algorithm.37 The pseudo-time-step ∆τ was varied cyclically to accelerate
convergence, and iteration was continued until the change in potential ∆φ had dropped below a specified
tolerance.
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2. Compact Differences

Considering a one-dimensional, uniform mesh, the following central difference scheme6,7 with a 5-point stencil
can be used to generate estimates of the first derivative φ′i = ∂φ/∂x|xi

with up to sixth-order accuracy:

αφ′i−1 + φ′i + αφ′i+1 = a
φi+1 − φi−1

2 ∆x
+ b

φi+2 − φi−2

4 ∆x
(11)

Here α, a, and b are constants that are used to alter the properties of the scheme, and φ(x) is a generic
function, not to be confused with the electric potential. Taylor series expansions can be used to derive
a family of second- to sixth-order accurate schemes employing this template.6,7 Table 1 gives selected
coefficients for internal points using Eq. (11) for different orders of accuracy. Note that the implicit form
of the scheme (α 6= 0) results in a narrower stencil for a given order of accuracy than for an explicit form
(α = 0). Modified schemes7 were used near boundaries, where the interior stencil would protrude outside of
the domain.

Table 2 shows the forms of the compact difference scheme that were examined in this project, using the
notation of Gaitonde and Visbal. To evaluate the derivative at each point, the appropriate form of Eq. (11)
was solved using the Thomas tridiagonal algorithm.37 Second derivatives were evaluated by applying the
differencing scheme twice.

Numerical stability was enforced using filtering, typically with a filter of two orders greater than the
accuracy of the basic scheme. The form of the filtering scheme7 for interior points was as follows:

αfφi−1 + φi + αfφi+1 =
N∑
n=0

an
2

(φi+n + φi−n) (12)

where φi is the filtered value of φi, and N+1 is the order of the filter. A table of coefficients for interior-point
filters of second to eighth order is given in Table 3. Modified filters were used near the boundaries; the various
options are shown in Table 2. (In the table, F0 indicates that no filter was applied to the boundary points.)
The filter was applied to the conserved variables at the end of a time step, and the boundary conditions were
updated so that the boundary points were consistent with the filtered interior points. For the cases labeled
Filter A in Table 2, the filter’s free parameter was set to α = 0.40, whereas for Filter B, the value was varied
between α = 0.495 at the boundary and α = 0.400 for the interior points.

III. Results

Sample compact difference calculations are presented here for several test cases, including a Poisson
equation solution, a compressible Couette flow problem, a hypersonic laminar boundary layer flow, and a
transient plasma-sheath problem. Accuracy is evaluated for second- through sixth-order compact schemes,
and compared to standard second-order upwind schemes.

A. Poisson Solver Test

To verify the correct implementation of the Poisson solver, the code was tested against the following problem:

∂2φ

∂x2
+
∂2φ

∂y2
= xey (13)

with φ = xey imposed on the boundary of the domain. The analytical solution for this problem is φ(x, y) =
xey.

Calculations were carried out with the compact difference schemes 1-5 in Table 2, and compared to
calculations using a second-order central difference scheme. For each case, the solver was run for 105 iterations
to ensure convergence to machine precision.

Sample results are shown in Fig. 1 for a 31×31 computational mesh (see Fig. 1a). The mesh is deliberately
distorted to test the correct implementation of the metric terms. The solution obtained with Compact
Scheme 5 is shown in Fig. 1b. The value of the potential rises smoothly from zero at the origin to about
2.7 at the upper right corner of the domain. The absolute error is shown, respectively, for the compact and
central difference schemes in Figs. 1c-d. The maximum absolute error for the compact scheme was 6.3×10−6,
whereas the corresponding error for the central scheme was 1.3× 10−2.
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The iterative convergence rate of of the two schemes is examined in Fig. 2a. The maximum change in the
potential is plotted as a function of iteration number. Oscillations appear in the plots because of the cyclic
variation of the pseudo-time parameter. The envelope of the curves drops almost linearly on these semi-log
plots. Eventually, the limit of machine precision is reached, and the value levels off. The solution converged
more slowly with the compact scheme, probably because the left-hand-side of Eq. (10) was evaluated using
a second-order central difference framework. This issue will be addressed in future work.

Figure 2b shows the maximum error for each numerical scheme as a function of mesh size for grids
between 11 × 11 and 161 × 161. The slope of the lines on the log-log plot follows the expected value for
the order of the scheme. (Each curve is a power-law fit to the points, and is annotated with the absolute
value of its exponent.) Generally, the compact schemes show better absolute accuracy than corresponding
explicit numerical schemes of the same order. The second-order scheme in the compact formalism has higher
absolute accuracy than the conventional central scheme. The difference between these two cases lies in the
manner in which the second derivative is evaluated (conventional vs. first derivative applied twice).

B. Compressible Couette Flow

As a test of the diffusion terms in the conservation laws, computations were carried out for a compressible
Couette flow problem. A single species of neutral gas was assumed. This problem has a similar nature to the
Poisson solver test, but includes the effects of variable transport properties, so is weakly non-linear. Further,
the steady-state solution is obtained through time-marching, rather than iteration.

The problem consists of a thin layer of gas between two walls, one moving and one stationary, which are
separated by a distance H. The lower wall (y = 0) is labeled 1, and the upper wall (y = H) is labeled 2.
The boundary conditions are:

u(x, 0) = 0 T (x, 0) = T1

u(x,H) = u2 T (x,H) = T2

(14)

with ∂/∂x = 0. The Prandtl number was assumed to be Pr = 0.72 and the viscosity was assumed to vary
linearly with temperature. This problem has the following analytical solution:

y∗ =
2u∗

[
T ∗1 + 1

2 (1− T ∗1 )u∗ + Prγ−1
2 M2

(
1
2u
∗ − 1

3u
∗2)]

1 + T ∗1 + Pr γ−1
6 M2

T ∗ = T ∗1 + (1− T ∗1 )u∗ + Pr
γ − 1

2
M2

(
u∗ − u∗2

) (15)

where M = u2/a2, y∗ = y/H, u∗ = u/u2, and T ∗ = T/T2.
Sample calculations were carried out for M = 2 and T1/T2 = 2, exercising only the neutral-gas module

in the computer code. Filter A of Table 2 was used for these computations. Solution profiles are shown
in Fig. 3a, where the analytical solution is compared to the numerical solution with Compact Scheme 5 on
a 9 × 11 point mesh. The results computed with this high-order scheme are seen to match the analytical
solution closely even for this course mesh. For the incompressible case (M = 0), both profiles would be
linear; see Eq. (15). A moderate temperature rise due to dissipation is evident for this Mach 2 flow, and
there is a corresponding distortion of the velocity profile.

The results of a grid convergence study are shown in Fig. 3b for each of the spatial differencing schemes
of Table 2. Grids of 11, 21, 41, and 81 points in the y-direction were employed. Each of the schemes is seen
to converge at rate close to its theoretical order of accuracy. (Each curve is annotated with the exponent
of the power-law curve fit.) Interestingly, the mixed fourth and sixth order scheme is almost as accurate
as the full sixth-order scheme for this problem. This high accuracy is probably a consequence of the mesh
clustering near the boundaries that was employed for these test cases.

C. Hypersonic Boundary Layer

As a full test of the basic fluid solver, computations were carried out for a Mach 6, laminar boundary layer
flow in air. The thermophysical properties of air were taken from White,34 and the modules for the Poisson
equation and charged particle motion were turned off in the code. The Reynolds number, based on plate
length, was ReL = 1.8 × 105. An adiabatic wall boundary condition was chosen in order to introduce a
strong hypersonic interaction effect.
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The computational grid consisted of 101 × 101 points, with clustering near the wall and leading edge.
Three numerical schemes were employed: Roe, Steger-Warming, and a mixed scheme with fourth-order
compact differencing used in smooth regions and the Roe scheme employed where a shock was detected.
Filter B of Table 2 was used for these computations.

The procedure for handling shocks with the compact scheme was largely based on the work of Visbal
and Gaitonde.38 Briefly, a simple, thresholded pressure-field smoothness switch was used to identify certain
cells as containing a shock. The pressure field is shown in Fig. 4a, and the shock locations identified by the
pressure switch are shown in Fig. 4b. The filter scheme was smoothly blended between no filtering at a shock,
and full sixth-order filtering in regions of smooth solution away from shocks. Analogously, the scheme was
blended between the Roe scheme at the shock and the full fourth-order compact scheme in smooth regions.

Velocity and temperature profiles obtained with each scheme are compared to a similarity solution cor-
responding to the local edge Mach number in Fig. 5a. Because of the streamwise pressure gradient caused
by the hypersonic leading edge interaction effect, exact similarity does not exist for this flow. Neverthe-
less, reasonable agreement is obtained between the numerical results and the similarity solution. The three
numerical schemes are seen to agree fairly closely.

Skin friction and recovery factor profiles provide a more challenging test of the accuracy of the numerical
scheme, as shown in Fig. 5b. All three schemes agree closely for the recovery factor. The Roe and mixed
compact schemes agree closely for the skin friction, but the highly dissipative (unmodified) Steger-Warming
scheme does not accurately capture this property.

D. Transient Sheath

As a test of the coupled moment equations and Poisson equation, a two-dimensional transient sheath problem
was considered, investigating the effect of a suddenly-applied voltage on an initially-uniform, low-density
plasma in an annular domain. A similar transient sheath problem has been used as a one-dimensional test
case in previous papers.39,40

A three-moment model was considered for this problem. The ion properties were computed using the
conservation laws (1), whereas the electron temperature was held fixed at Te = 11600 K and the electron
number density was computed by assuming Boltzmann equilibrium: ne = n0 exp(eφ/kBTe). Both inelastic
and elastic collisions were included in the computation, but ionization was negligible for the conditions
examined here. The neutral background gas was assumed to be at rest with a temperature of 300 K and a
pressure of 0.07 Pa.

A sample 101× 101 computational mesh is shown in Fig. 6a. The spatial coordinates are nondimension-
alized by the electron Debye length λD =

√
ε0kBTe/(n0e2). An O-type mesh was employed, with 5 points

of overlap in the circumferential direction.
The initial condition was taken to be a stationary, uniform plasma of number density n0 = 1× 1014 m−3

and temperature Ti = 300 K, and a potential of φ = −50 V was suddenly applied at the inner electrode
(r = 100λD) at time t = 0. The potential at the outer boundary of the computational domain was held
fixed at zero. Ion properties at the outer boundary were held fixed, while extrapolation consistent with each
numerical scheme and supersonic ion outflow was used at the inner boundary.

The ionized gas has the following response to the change in boundary conditions. With the sudden
application of a negative potential, the electrons are repelled from the electrode, forming a layer of positive
charge. The relatively massive ions slowly respond to the changed conditions, forming an ion current into
the electrode. As a result, the space charge diminishes, and the sheath expands. Ahead of the sheath, a
quasi-neutral presheath propagates into the bulk plasma as an expansion wave.

Figure 6b shows the distribution of ion number density at ωpit = 18, where ωpi =
√
noe2/(ε0mi).

Corresponding radial profiles are shown in Figs. 7a-b, and the time-history of the ion current density at the
inner electrode is shown in Fig. 7c. Here, number density is nondimensionalized by the initial plasma density
n0, the velocity is nondimensionalized by the the Bohm velocity uB =

√
kBTe/mi, and the temperature is

nondimensionalized by the electron temperature Te.
The space charge layer is evident for the approximate range 100 ≤ r ≤ 130, and a large corresponding

potential drop is evident (Fig. 7a). The large electric field there leads to high ion velocities, and high ion
temperatures brought about by the dissipative effects of elastic ion-neutral collisions (Fig. 7b).

The time-evolution of the ion current density ji = eni|ui| at the inner electrode is shown in Fig. 7c. The
time-axis is shown on a logarithmic scale to illustrate the solution details more clearly. There is an initial
surge in current as the transient sheath forms, followed by a gradual relaxation to constant current density
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at large times. In this asymptotic state, the current to the electrode is balanced by ions uncovered by the
expanding rarefaction wave. The presheath accelerates the ions up to approximately the Bohm velocity,
supporting a quasi-steady sheath.

As a gauge of the quality of the solution for different numerical schemes, the ion current at the inner
electrode for ωpit = 18 was examined. The error in this quantity, relative to a reference solution of 101×101
points using Compact Scheme 5, is plotted versus grid size in Fig. 7d for grids between 41× 41 and 71× 71
points. Again, each power-law curve fit is annotated with its exponent, and the slope of the lines on
the log-log plot follows the expected value for the order of the scheme. These results show that compact
difference methods of up to sixth order can successfully achieve their theoretical order of accuracy for the
coupled Poisson and Euler equations with source terms. It should be noted that spatial convergence tends
to degenerate to second order if the Poisson solution is not tightly converged for each time step.

IV. Summary and Conclusions

This paper has explored the feasibility of applying high-order, compact difference methods to the modeling
of glow discharges for high-speed flow control. High-order compact difference methods offer a possible
means of achieving high spatial accuracy on coarser grids, potentially leading to a significant reduction
in computational cost. Two-dimensional compact difference calculations were carried out for several test
cases, including a Poisson equation solution, a compressible Couette flow problem, a hypersonic laminar
boundary layer flow, and a transient plasma-sheath problem. Spatial convergence of second- through sixth-
order compact schemes was investigated, and found to be comparable to the theoretical order of accuracy. In
particular, compact difference methods of up to sixth order can successfully achieve their theoretical order
of accuracy for the coupled Poisson and Euler equations with source terms. Compact difference schemes
appear to be a promising numerical approach for modeling plasma actuators for high-speed flow control.
Future work will focus on shock capturing and on more complex discharge problems.
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Scheme α a b Stencil Order

E2 0 1 0 3 2

E4 0 4/3 -1/3 5 4

C4 1/4 3/2 0 3 4

C6 1/3 14/9 1/9 5 6

Table 1. Coefficients for compact difference schemes at interior points. Adapted from Gaitonde and Visbal.7

Scheme Filter A Filter B

0 Conventional Central F0-FB2,4-F4-FB2,4-F0 F0-F2-F4-F2-F0

1 E2-DE2-E2-DE2-E2 F0-FB2,4-F4-FB2,4-F0 F0-F2-F4-F2-F0

2 E4-DE4-E4-DE4-E4 F0-FB2,6-FB3,6-F6-FB3,6-FB2,6-F0 F0-F2-F4-F6-F4-F2-F0

3 E4-AC4-C4-AC4-E4 F0-FB2,6-FB3,6-F6-FB3,6-FB2,6-F0 F0-F2-F4-F6-F4-F2-F0

4 E4-AC4-C6-AC4-E4 F0-FB2,6-FB3,8-FB4,8-F8-FB4,8-FB3,8-FB2,6-F0 F0-F2-F4-F6-F8-F6-F4-F2-F0

5 E6-AC6-C6-AC6-E6 F0-FB2,8-FB3,8-FB4,8-F8-FB4,8-FB3,8-FB2,8-F0 F0-F2-F4-F6-F8-F6-F4-F2-F0

Table 2. Compact difference schemes and corresponding filters. Notation of Gaitonde and Visbal.7

Scheme a0 a1 a2 a3 a4 Order

F2 1+2αf

2
1+2αf

2 0 0 0 2

F4 5+6αf

8
1+2αf

2
−1+2αf

8 0 0 4

F6 11+10αf

16
15+34αf

32
−3+6αf

16
1−2αf

32 0 6

F8 93+70αf

128
7+18αf

16
−7+14αf

32
1−2αf

16
−1+2αf

128 8

Table 3. Coefficients for filter schemes at interior points. Adapted from Gaitonde and Visbal.7
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Figure 1. Test of Poisson solver, 31× 31 grid.
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Role of Charged Particle Inertia

in Pulsed Electrical Discharges

Jonathan Poggie�

Air Force Research Laboratory, Wright-Patterson AFB, Ohio

In order to investigate the role of inertia in pulsed electrical discharges, this paper com-
pares a �ve-moment model (continuity, momentum, and energy equations) to a two-moment
model (continuity and energy equations) for charged particle motion. Three species were
considered: ions, electrons, and neutrals. Either the two- or �ve-moment model was used
for the ions and electrons, but the �ve-moment model was always employed for the neu-
trals. Ionization and excitation reactions were included in each model. Two glow discharge
test cases in 107 Pa (0.8 Torr) argon were examined. A steady-state, one-dimensional dis-
charge was considered �rst. For this case, relatively subtle di�erences in the velocities and
temperatures in the cathode sheath led to signi�cant di�erences between the predictions
of the two models for ionization rates and number densities. A two-dimensional, transient
discharge problem with an elliptical cathode was studied next. Relative to the two-moment
model, the �ve-moment model predicted a slower response to the activation of the cath-
ode, and lower electron velocities and temperatures in the later stages of the simulation.
These di�erences can be attributed to particle inertia and to di�erences in the boundary
conditions for the two models. Both models predicted that neutral gas velocities on the
order of 1.3 m/s occurred within 1000 ns, with a negligible rise in neutral temperature
(� 0:3 K). More rapid heating is expected to occur in molecular gases, which will be the
subject of future work.

I. Introduction

This paper examines the role of charged particle inertia in pulsed electrical discharges. Repetitive,
short-pulse discharges are a well-known and appealing method for generating ionization and high instan-
taneous electric �elds.1,2 In aerospace applications, nanosecond-pulse discharges are an emerging tool for
plasma-based ow control actuators,3{5 and have been used as a source of ionization for nonequilibrium
magnetohydrodynamic devices.6,7

Numerical studies of these discharges are motivated by the need to understand and optimize them.
Particle methods, although they provide valuable insight and encompass the greatest portion of the relevant
physics, are too computationally costly for practical discharge computations at relatively high pressures.8

Direct solutions to the Boltzmann equation are also prohibitively costly. The only viable alternatives are
continuum models, based on moments of the Boltzmann equation.

Traditional continuum modeling of electrical discharges employs a one-moment model, the continuity
equation, with particle transport properties and ionization rates taken as a function of the reduced electric
�eld.9{11 More recent studies have extended this model by substituting an electron energy equation in place
of the reduced electric �eld dependence.12{14 Only a few studies have considered particle inertia; these
typically have assumed constant ion temperature.15{18

Even though traditional continuum discharge models are useful for predicting particle densities in indus-
trial plasma processing applications,1,2 they may not be suitable for discharges used for aerospace applica-
tions, where the intent is to transfer momentum and energy from the charged particles to the neutrals in
order to modify the ow. Further, many of the assumptions typically employed in these models may not be
suitable for pulsed discharges.
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In particular, the full set of Maxwell’s Equations may have to be solved, charged particle inertia may
be a signi�cant e�ect, and local charged particle temperatures may not reect a local equilibrium with the
electric �eld. This paper addresses the latter two issues, comparing a �ve-moment model for the charged
particles to a two-moment model. (It should be noted that coupling of uid models to the full Maxwell’s
Equations has been treated by other researchers,19,20 and that that two-uid, �ve-moment models have been
employed in the fusion plasma community,21 but typically for a weakly-collisional regime.)

Here the temperature variation of ions, electrons, and neutrals is considered, and a model incorporating
continuity, momentum, and energy equations for each species is compared to one that replaces the momentum
equation with the drift-di�usion approximation. The simpler model will be called the two-moment model
(continuity and energy). Although the calculations presented here are at most two-dimensional, the more
general model will be called the �ve-moment model (continuity, three momentum components, and energy)
for consistency with the literature.

II. Physical Model

This section will outline the two physical models employed in this work. Both are based on moments of
the Boltzmann equation, and an outline of their derivation is given in Appendix A. The working gas was
taken to be argon for all the test cases considered in this paper.

A. Five-Moment Model

First we discuss the �ve-moment model, which includes particle inertia. The conservation equations for each
species are:

@

@t
(msns) +r�(msnsvs) = Ss

@

@t
(msnsvs) +r�(msnsvsvs + psI) = r��s + qsnsE + As

@

@t

�
msns

�
�s + 1

2v
2
s

��
+r�

�
msnsvs

�
�s + 1

2v
2
s

�
+ psvs

�
= r�[�s �vs �Qs] + qsnsvs �E +Ms

(1)

where the notation s = i; e; n indicates the ions, electrons, and neutrals, respectively.
The mass per particle of each species is denoted as ms, and the corresponding charge per particle is

qi;e = �e and qn = 0. The number density is ns, the velocity is vs, and the translational temperature is Ts.
The electric �eld is E. The pressure is found from ps = nskBTs, where kB is the Boltzmann constant. The
internal energy per particle is assumed to have the form ms�s = Hs + kBTs=(s � 1), where s = 5=3 is the
ratio of speci�c heats and Hs is the heat of formation per particle of species-s.

In order to close the equation set (1), models are needed for the collision source terms Ss, As, and Ms,
the viscous stress tensor �s, and the heat ux vector Qs. For the inelastic collision terms, the following
ionization and excitation reactions were considered:

Ar + e! Ar+ + 2e
Ar + e! Ar� + e

The reaction rates were taken from Park and Economou,22 with the form !I = kInenn for the ionization rate,
and !X = kXnenn for the excitation rate. A more complete model would include conservation equations for
the excited atoms, but for simplicity, the only e�ect of excitation considered in the present model was an
energy loss from the electrons. Recombination reactions are neglected in the present work.

The inelastic collision components of the collision source terms have the form:

Si = mi!I Ai = mi!Ivi Mi = mi!I(�i + 1
2v

2
i )

Se = me!I Ae = me!Ive Me = me!I(�e + 1
2v

2
e)� !IHI � !XHX

Sn = �mn!I An = �mn!Ivn Mn = �mn!I(�n + 1
2v

2
n)

(2)

where HI is the energy lost by electrons in ionizing collisions, and HX is the corresponding energy lost
in excitation collisions. For this model, the ions are assumed to appear out of ionizing collisions with the
average momentum and energy of their peers. Similarly, the neutrals that are lost to ionization are assumed

2
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to have the same average momentum and energy as the other neutral particles. The electrons, however, lose
additional energy because only the most energetic electrons initiate the collisions that cause ionization and
excitation. A discussion of the form of the inelastic collision source terms is given in Appendix B.

The momentum and energy source terms also have an elastic collision component. Because the gas is
assumed to be weakly ionized, the primary elastic collisions are with neutral particles. The form of the
elastic collision term is taken from Burgers,23 and is discussed in Appendix C. In this model, the momentum
and energy source terms due to elastic collisions have the form:

Ai = �nimin�in(vi � vn) Mi = �nimin�in
mi +mn

[3kB(Ti � Tn) + (vi � vn)�(mivi +mnvn)]

Ae = �nemen�en(ve � vn) Me = �nemen�en
me +mn

[3kB(Te � Tn) + (ve � vn)�(meve +mnvn)]

An = �(Ai + Ae) Mn = �(Mi +Me)

(3)

where msn = msmn=(ms + mn) is the reduced mass, with s = i; e. The collision frequency between the
charged and neutral species �sn was estimated from mobility data, with the correlations for ion and electron
mobility in argon taken from Ward.9 The overall collision source terms are the sum of the inelastic collision
component, Eq. (2), and the elastic collision component, Eq. (3).

For the ux terms, it was assumed that the viscous term had a Newtonian form, with Stokes hypothesis
applied, and that the heat ux followed Fourier’s law:

�s = �vn
�
(rvs) + (rvs)T � 2

3r�vsI
�

Qs = �ksrTs
(4)

where �vs is the viscosity and ks is the thermal conductivity for species-s. The properties of the neutrals
were taken from standard correlations for argon.24 The charged particle transport properties were derived
from mobility data, assuming a Lewis number of Les = msnsCpsDs=ks = 1 and a Prandtl number of
Prs = �vsCps=ks = 2=3, where Ds is the species di�usion coe�cient and Cps = 5kB=(2ms) is the speci�c
heat at constant pressure. The results are:

Ds =
kBTs
jqsj

�s

�vs = 2
3nsmsDs

ks = 5
2kBnsDs

(5)

where �s = jqsj=(msn�sn) is the species mobility. Note that these transport coe�cients are proportional to
number density, so the electron transport properties become small for the low electron number densities in
the cathode sheath.

B. Two-Moment Model

Next we discuss the two-moment model, or drift-di�usion formulation. This model neglects the acceleration
terms in the momentum equation, and also neglects all viscous terms. The governing equations are reduced
to:

@

@t
(msns) +r�(msnsvs) = Ss

nsvs = nsvn � ns�sE�
Ds

kBTs
rps

@

@t
(msns�s) +r�(msnsvs�s) = �r�Qs � psr�vs + ~Ms

(6)

where the value of the species mobility �s was taken from Ward.9 Note that here we solve the thermal
energy equation, obtained by subtracting the mechanical energy equation, the scalar product of vs and
Eq. (1b), from the total energy equation (1c). The energy source terms are thus slightly di�erent from those
in Eqs. (2)-(3), and have the form:

~Mi = mi!I�i +
nijqij

(mi +mn)�i

�
�3kB(Ti � Tn) +mnjvi � vnj2

�
~Me = me!I�e � !IHI � !XHX +

nejqej
(me +mn)�e

�
�3kB(Te � Tn) +mnjve � vnj2

� (7)
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Note that the velocity di�erence terms due to elastic collisions are always positive. They have a dissipative
nature, always tending to increase the thermal energy.

This two-moment formulation was only used for the charged particles; the neutrals were handled using
Eq. (1).

C. One-Moment Model

For completeness, we derive the one-moment model that that corresponds to the formulation used in this
paper. The one-moment model employs the continuity equation for each species, along with the drift-di�usion
approximation for the particle uxes. The particle transport properties and ionization rates are taken as a
function of the reduced electric �eld.

The required relation between the electron temperature and reduced electric �eld can be found by as-
suming a homogeneous discharge. Considering the electron thermal energy equation (6)c, and neglecting
all the terms in that involve gradients of the discharge properties, we obtain ~Me = 0. Introducing the drift
approximation for the electron velocity, and simplifying, we obtain:�

E

nn

�2

=
3kB(Te � Tn)
mn(�enn)2

+
kIHI + kXHX

e(�enn)
(8)

Given the form of the scaled electron mobility �enn, the ionization rate kI , and the excitation rate kX ,
this equation provides an implicit relation between the reduced electric �eld and the electron temperature:
f(E=nn; Te) = 0.

The corresponding model for the ions can be found by setting ~Mi = 0. The resulting equation for the
rise in ion temperature is:

Ti � Tn =
mn

3kB
(�inn)2

�
E

nn

�2

(9)

D. Poisson Equation

To complete the physical model, the electric �eld must be found from a consistent solution of Maxwell’s
equations. For the present work, the Poisson equation was solved for the electric potential:

r2� = � e

�0
(ni � ne) (10)

and the electric �eld was found from E = �r�.

III. Numerical Methods

This section briey outlines the structure of the ow solver, and goes on to discuss the physical and
numerical boundary conditions.

A. Flow Solver

In transformed coordinates, the two-dimensional forms of the conservation laws (1) and (6) can be written
in the form:

@U

@t
+
@E

@�
+
@F

@�
=
@Ev
@�

+
@Fv
@�

+ S (11)

where U is the vector of conserved variables, E and F are the inviscid ux vectors, Ev and Fv are the
viscous ux vectors, and S represents the source terms. A standard, low-storage, fourth-order Runge-Kutta
scheme25 was used for time integration of Eq. (11).

Spatial di�erencing was carried out with the Steger-Warming ux splitting scheme for the �ve-moment
model, and with a simple scalar upwind scheme for the two-moment model. The code employed third-order
MUSCL extrapolation26 for the inviscid uxes and second-order central di�erencing for the viscous terms.
A harmonic limiter was employed.
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The Poisson equation (10) was solved at the end of each stage of the Runge-Kutta time-integration. It
can be written in the following form in transformed coordinates:

@E

@�
+
@F

@�
= S� (12)

An iteration procedure was introduced such that the potential at iteration step m was �m+1 = �m + ��.
With a linear expansion about the solution from the previous iteration, and approximate factoring of the
implicit terms, the discretized equation has the form:

[1���(��A�� �D)] [1�����B��] �� = !��
�
@Em

@�
+
@Fm

@�
� Sm�

�
(13)

with iteration driving �� to zero. Here A and B are ux Jacobians, D is the source Jacobian, � is a time-like
variable introduced to motivate the iteration process, and ! is an over-relaxation factor. Discretizing the
left-hand side using second order central di�erences in space, a tridiagonal system of equations is obtained.
A second-order central di�erence scheme was also used to evaluate the spatial di�erences present on the
right hand side of Eq. (13), and the system was solved using the Thomas tridiagonal algorithm.27 The
pseudo-time-step �� was varied cyclically to accelerate convergence, and iteration was continued until the
change in potential �� had dropped below a speci�ed tolerance.

B. Boundary Conditions

For the neutral particles, boundary conditions of no-slip (vn = 0) and no temperature jump (Tn = T1)
were imposed at solid boundaries. The boundary conditions for the charged particles were based on those of
Graves28 and Wilcoxson and Manousiouthakis,18 and are summarized for the two physical models in Fig. 1.

The boundary condition on the electron ux at an electrode is set by a balance between recombination
and secondary emission: nev?e = nekr�Eniv+

i . Here we use the notation v? = v�n, where n is the outward
normal, and v+

i = max(v?i ; 0). The symbol E represents the secondary emission coe�cient, and kr is a
recombination coe�cient with dimensions of velocity. Ion emission is prohibited, and the ion recombination
rate at the boundary is assumed to be su�ciently fast to absorb any ux of ions.

For the two-moment model, the ux boundary conditions are imposed by using Eq. (6b) to set the
particle pressure to match the boundary condition (Fig. 1c-d). For the �ve-moment model, the ux boundary
conditions are imposed through the velocity, with the restriction that electron emission is limited to sonic
speed (Fig. 1a-b). Where an additional boundary condition is required mathematically, the tangential
component of velocity (vk = v � v?n) is set to zero.

Electron temperature at the boundary reects a balance between the population of electrons owing
toward the wall and recombining, and the population emitted from the wall through secondary emission. As
a rough model of this process, electron temperature is found from a ux-weighted average of the secondary
emission temperature Tes and the temperature of the recombining particles Tea:

avg(Tea; Tes) =
nekr Tea + Eniv

+
i Tes

nekr + Eniv
+
i

Here the recombination temperature is estimated from the simpli�ed energy equation 5
2kBrTea�n = �eE�n.

The electron recombination rate is evaluated as the thermal speed at the temperature of the wall-directed
population: kr =

p
kBTea=(2�me).

Where an ion temperature boundary condition was required, it was set to the ambient temperature T1.
To distinguish between inow and outow before applying the boundary conditions, extrapolation of the
velocity �eld was used. (All extrapolation employed second-order accuracy.) The limit of sonic electron
emission was enforced as a check after applying the subsonic boundary conditions.

IV. Results

Two test cases were considered. The �rst was a basic, one-dimensional, DC discharge problem used to
verify that the algorithms were implemented correctly. The second was a two-dimensional transient problem,
designed to emphasize the di�erences between to two models.
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A. DC Discharge in One Dimension

As a �rst test case, calculations were carried out with both models for a DC glow discharge in one dimension.
The conditions were chosen to be similar to those used by Meyyappan and Kreskovsky.15 (Those calculations
did not include an excitation reaction, viscous terms, or ion temperature variation, so the present calculations
are slightly di�erent.)

The background neutral gas (argon) was assumed to be at rest, with a pressure of 107 Pa (0.8 Torr) and
temperature of 323 K. The imposed potential was 120 V and the discharge gap was 35.25 mm. The initial
condition was taken to be a uniform plasma of number density n = 1015 m�3, with temperatures Ti = 323 K
(0.03 eV) and Te = 11600 K (1 eV). The secondary emission coe�cient was E = 0:05, and the secondary
emission temperature was Tes = 5800 K (0.5 eV). A total of 151 points were used across the discharge gap in
the calculations, which were marched in time to 1.0 ms. (It should be noted here that poor grid resolution
in the region of peak ionization can lead to run-away ionization for this problem.)

The basic discharge results are shown in Fig. 2. The data are nondimensionalized by the following
reference values: n0 = 1016 m�3, uR = 1 km/s, and L = 35:25 mm. Number densities and electric potential
are shown in Fig. 2a, temperatures in Fig. 2b, velocities in Fig. 2c, and ionization rate in Fig. 2d.

The product of pressure and gap width is pL = 3:8 m-Pa (2.8 cm-Torr). The normal cathode fall thickness
for argon is given as pd � 0:3 cm-Torr by Lieberman and Lichtenberg1 (p. 462), so the cathode layer thickness
of d � 0:15L seen in Fig. 2a is on the right order.

The electrons emitted from the cathode are initially accelerated by the strong electric �eld, reaching
remarkably high peak velocities (� 106 m/s). Their directed energy is randomized in collision with neutrals,
leading to a reduced mean velocity and increased electron temperatures, up to � 12 eV. High temperature
leads to higher ionization rates, the energy cost of which brings the electron temperature back down to
1-2 eV in the positive column. Electrons are absorbed at the anode.

Ions generated in the center of the domain are absorbed at both boundaries. Ion velocities are sub-
stantially higher at the cathode (�2 km/s), and collisions with neutrals in that region lead to an order of
magnitude increase in ion temperature there (up to �0.5 eV).

The �ve-moment model and the drift-di�usion model predict similar temperatures (Fig. 2b) and velocities
(Fig. 2c) under these conditions. Subtle di�erences in the results for the two models are magni�ed, however,
by the extreme sensitivity of the ionization rate, leading to greater ionization rates (Fig. 2d) and plasma
densities (Fig. 2a) for the two-moment model.

The relative magnitudes of the electron heating terms of Eq. (7b) are shown in Fig. 3. The terms are
nondimensionalized in the plot by dividing by mnn0u

3
R=L. The terms are labelled as follows:

Ionization Cost: �!IHI
Excitation Cost: �!XHX
Temperature Equilibration: � nejqej

(me+mn)�e
3kB(Te � Tn)

Frictional Dissipation: nejqej
(me+mn)�e

mnjve � vnj2

with their sum labeled ‘Total Heating.’
Although there are quantitative di�erences between the predictions of the two models, the results are

qualitatively the same. The frictional dissipation term adds heat to the system, and is balanced by the
other terms, which represent thermal energy losses. The double-peaked pro�le of ionization cost mirrors the
ionization pro�les shown in Fig. 2d. The excitation cost also shows a double-peaked pro�le, with the relative
magnitudes of the two peaks reversed relative to the ionization term. The temperature equilibration term
is not signi�cant in the cathode layer, but plays an important role in limiting electron temperatures in the
positive column.

The corresponding ion heating terms of Eq. (7a) reect a close balance between the frictional dissipation
and the temperature equilibration terms, for a moderate net heating rate. (The corresponding plots are
omitted for brevity.) Peak values of these terms occur near the cathode.

The results obtained here are qualitatively similar to those of Meyyappan and Kreskovsky15 for the
same conditions. (The present model includes viscous terms, ion temperature variation, and excitation
reactions, which were omitted by Meyyappan and Kreskovsky.) Those authors observed similar number
density distributions, although with very low densities in the cathode layer. They also obtained a similar
ionization pro�le, with two peaks, the larger being the closer to the cathode. Their electron temperature
and velocity pro�les also showed large peaks in the cathode layer.

6

57



B. Transient Discharge with Elliptical Cathode

The second test case was designed to highlight the di�erences between the two- and �ve-moment models. It
is a two-dimensional, transient problem, where particle inertia, electric �eld strength, and charged particle
heating could be expected to be signi�cant.

A schematic diagram of the problem is given in Fig. 4a. The inner boundary is taken to be the cathode,
which is brought suddenly to a potential of � = �120 V at t = 0. The shape of the cathode is a 4:1 ellipse,
and the grounded anode forms the circular outer boundary.

The 101 � 101 point computational grid is shown in Fig. 4b. It is an O-grid, with �ve-point overlap at
the cut on the positive x-axis. (The overlap region is indicated by red lines in the �gure.) An initial grid was
generated algebraically, with clustering near the tips of the ellipse and at the inner and outer boundaries.
This grid was then smoothed and made close to orthogonal using the commercial grid manipulation program
Gridgen, from Pointwise, Inc. The minimum gap between the inner and outer electrodes was taken to be
35.25 mm to match the previous test case.

The initial and boundary conditions were also similar to those used in the previous test case. The
background neutral gas was at initially at rest at 107 Pa and 323 K. A uniform plasma of number density
n = 1015 m�3, with temperatures Ti = 323 K (0.03 eV) and Te = 11600 K (1 eV), was assumed to exist
at t = 0 between the two electrodes. Again, the secondary emission coe�cient was E = 0:05, and the
secondary emission temperature was Tes = 5800 K (0.5 eV).

To highlight the initial evolution of the cathode sheath, Figs. 5-8 show the region around the right tip
of the cathode for times of 1, 10, 100, and 1000 ns. In the number density distributions shown in Figs. 5a,
6a, 7a, and 8a, the sheath is seen to gradually thicken and the number densities to increase rapidly due to
ionization. Looking at the electric potential distribution as a function of time, we see the rapid development
of a strong electric �eld near the cathode (compare Figs. 5b, 6b, 7b, and 8b).

There is a corresponding increase in ion and electron temperature near the cathode (Figs. 5c, 6c, 7c, and
8c). Note the local maximum in electron temperature between 0:2L � x � 0:22L; it is starting to form at
t = 1 ns and is quite prominent at t = 10 ns. This peak grows rapidly with time. Ion temperature is seen
to peak at the cathode surface.

The distributions of the horizontal component of velocity have an analogous form: the ion velocity peaks
at the cathode, whereas the electron velocity has a local maximum some distance away from the wall. It
is interesting to note that the electrons initially ow into the cathode, where they are absorbed through
recombination (Fig. 5d), but as the ion bombardment of the cathode increases, the secondary emission rate
exceeds the recombination rate and there is a net outow of electrons as (Fig. 6d).

Corresponding results for the neutral particles are shown in Fig. 9. The neutrals are slower to respond to
initiation of the discharge. At t = 10 ns, the neutral velocity is about 0.05 m/s, directed toward the cathode
tip, and the neutral temperature is essentially unchanged. By t = 1000 ns, the neutral velocity has increased
to about 1.3 m/s, and the neutral temperature has risen very slightly (about 0.3 K). For the neutral gas
properties, the predictions of the two physical models are essentially the same. (Recall that the �ve-moment
model was always used for the neutrals in this work; only the model for the charged particles was changed.)

Signi�cant di�erences, however, are observed between the predictions of the two models for the charged
particles in the initial stages of the development of the cathode sheath (Figs. 5-8). Although the results have
qualitative similarity, the response of the �ve-moment model to the suddenly-applied potential is slower than
that of the two-moment model. In particular, the local maxima in electron temperature and velocity are
lower for the �ve-moment model than for the two-moment model, as are the corresponding maxima for the
ions at the cathode surface. By t = 1000 ns, the predicted ion properties are very close for the two models,
but signi�cant di�erences remain for the electrons (Fig. 7).

Although it is di�cult to represent in printed form, the results from the �ve-moment model, observed in
ow�eld movies, show acoustic waves propagating through the domain during the initial transient. These
waves are not captured with the two-moment model.

Figures 10-11 show the two-dimensional property �elds at t = 1000 ns for the �ve- and two-moment
models, respectively. Particle number densities are shown in Figs. 10a and 11a, where the color contours
represent the ions and the black lines the electrons. The electron-free sheath is apparent in the plots, as is
a ring of high plasma density just outside the sheath.

Figures 10b-f and 11b-f show a �eld of view close in around the cathode. The potential distribution
illustrates the strong electric �eld and large potential drop in the cathode sheath (Figs. 10b and 11b). Peak
ion temperatures occur at the tips of the cathode (Figs. 10c and 11c), whereas the peak electron temperature
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appears as a ring around the cathode (Figs. 10d and 11d). Peak charged particle speed is also seen to occur
at the tips of the cathode (Figs. 10e-f and 11e-f).

As mentioned above, the results of the �ve-moment model tend to lag those of the the two-moment model
because of the e�ects of inertia. Thus the temperatures and velocities are generally lower for the �ve-moment
model (Fig. 10) than for the two-moment model (Fig. 11).

Corresponding results for the neutral particles are shown in Fig. 12. The features of the neutral particle
�elds are similar to those for the ions, with peak temperatures near the cathode tips, and signi�cant inow
velocity there. These results reect elastic collisions between ions and neutrals.

V. Summary and Conclusions

In order to investigate the role of inertia in pulsed electrical discharges, this paper compared a �ve-
moment model (continuity, momentum, and energy equations) to a two-moment model (continuity and
energy equations) for charged particle motion. Three species were considered: ions, electrons, and neutrals.
Either the two- or �ve-moment model was used for the ions and electrons, but the �ve-moment model was
always employed for the neutrals. Ionization and excitation reactions were included in each model.

Two glow discharge test cases in 107 Pa argon were examined. The �rst was a basic, one-dimensional,
DC discharge problem used to verify that the algorithms were implemented correctly. The basic results were
found to be in qualitative agreement with those of Meyyappan and Kreskovsky.15 Electron temperature
and velocity pro�les showed large local maxima in the cathode layer, whereas the corresponding ion prop-
erties peaked at the cathode. Two peaks were observed in the ionization pro�le, with the larger closer to
the cathode. Fine grid resolution was required near these peaks to obtain acceptable numerical solutions.
Comparing the results from the two- and �ve-moment models, it was observed that subtle di�erences in the
velocities and temperatures in the cathode sheath led to signi�cant di�erences between the predictions of
the two models for ionization rates and number densities.

The second test case was a two-dimensional transient problem with an elliptical cathode, designed to
emphasize the di�erences between the two models. Relative to the two-moment model, the �ve-moment
model predicted a slower response to the activation of the cathode, and predicted acoustic waves propagat-
ing through the domain. In particular, the development of the charged particle temperature and velocity
distributions for the �ve-moment model lagged that for the two-moment model. By 1000 ns, the ion proper-
ties had nearly caught up, but substantial di�erences remained for the electron properties. These di�erences
can be attributed to the e�ects of particle inertia and to di�erences in the boundary conditions for the two
models.

The evolution of the properties of the neutrals was also studied for this problem. Both models predicted
that neutral gas velocities on the order of 1.3 m/s occurred within 1000 ns, with a negligible rise in neutral
temperature (� 0:3 K). The slow temperature rise may be a feature of the monatomic gas, argon, considered
in this study. In molecular gases, the fastest energy transfer path from the electrons to the neutrals is
molecular dissociation into high-energy products through electron impact.3 For pulsed discharges in air on
the order of 10 ns in duration, an overheating on the order of 100 K has been obtained experimentally3

within 1000 ns. To study ow control actuators, therefore, it will be necessary to move to a reasonably
realistic model for air; discharges in molecular gases are a topic of ongoing work.

In summary, calculations with the �ve-moment model are seen to be feasible, and may prove to be a useful
tool in studying nanosecond-pulse discharges. The computational cost for the �ve-moment model is about
twice that of the two-moment model, as based on timings of the two-dimensional calculations presented
here. Since signi�cant di�erences in the charged particle behavior are observed between the two models, the
increased generality of the �ve-moment model may be worth the additional computational cost.

Appendix A: A Short Derivation of the Moment Equations

A brief discussion is presented here on the derivation of the conservation laws as moments of the Boltz-
mann equation. Useful references for additional details include Chapman and Cowling,29 Seshadri,30 and
Olejniczak and Candler.31

Starting from the molecular dynamics viewpoint, classical Newtonian mechanics is assumed to hold, and
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the particle acceleration a is assumed to be generated by gravity and the Lorentz force:

msa = msg + qs (E + u�B) (14)

Here ms is the mass per particle, g is the acceleration due to gravity, qs is the electric charge per particle,
u is the particle velocity, E is the electric �eld, and B is the magnetic �eld.

The state of a particle can be speci�ed by its position and velocity, the phase-space coordinates (x;u).
In principal, the motion of a large group of particles can be predicted from Eq. (14), given all their positions
and velocities at a certain time. In practice, this is not possible because of computational cost and sensitivity
to initial conditions. Therefore, we are driven to describe the physics statistically, predicting macroscopic
quantities, averaged over a large number of particles.

The fundamental dependent variable from the statistical point of view is the velocity distribution function
for species-s, fs(x;u; t), which represents the probability of �nding a particle in a particular small element
of phase space. Here it is normalized so that the integral over all velocity space is unity:Z

fs(x;u; t) d3u = 1 (15)

This de�nition requires that the distribution function tend to zero as the velocity components become large.
In the statistical treatment that follows, the electric and magnetic �elds in Eq. (14) are taken to be

macroscopic �elds, obtained by averaging over a volume large enough to contain a large number of particles,
but small compared to the length scale of macroscopic property variations. Particle trajectories are assumed
to be governed by Eq. (14), except during collisions where the motion is governed by intermolecular forces
(and where quantum mechanical e�ects may be signi�cant). The gas is also assumed to be su�ciently dilute
that these collisions can be considered as rare, discrete, short-duration events.

With these assumptions, and the restriction that a statistically signi�cant number of particles be present
in the small volume under consideration, the generalized Boltzmann equation, or equation of change of the
probability density function, can be written as:

@

@t
(nsfs) + u�r(nsfs) + a�ru(nsfs) = !s (16)

The independent variables are particle velocity u, position x, and time t. Here ns is the number density and
!s represents the particle production rate due to collisions. (A derivation of the Boltzmann equation from
the Liouville Theorem can be found in Ch. 7 of Hirschfelder, Curtis, and Bird.32)

Equation (16) can be interpreted as stating that the number of particles observed, while following a
selected initial group along their trajectories in phase space, is altered only by their sudden appearance or
disappearance in local phase space through collisions. Given a suitable collision model, it can be solved to
�nd the time-evolution of the distribution function. In a gas mixture, there is a Boltzmann equation for each
species present; they are coupled through the collision term !s.

Other statistical quantities of interest are average values, which are more readily-measured, macroscopic
properties. Considering a quantity �(u) associated with each particle, an average value is de�ned as:

h�is(x; t) =
Z
�(u)fs(x;u; t) d3u (17)

where the integral is over all velocity space. Equations for the evolution of average values can be obtained
from moments of the Boltzmann equation.

To obtain a moment equation, Eq. (16) is multiplied by �, and integrated over all velocity space. It
is assumed that, as the magnitude of the velocity approaches in�nity, the velocity distribution function
approaches zero su�ciently rapidly that the required moments of the velocity converge. The resulting
equation of change of h�is, or the transport equation, is:

@

@t
(nsh�is) +r�(nshu�is) = nsha�ru�is +

Z
�!s d

3u (18)

where the relation ru�a = 0, which follows from Eq. (14), has been used. (Detailed algebra for the derivation
of Eq. (18) is presented by Seshadri.30)
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Moments of interest include the mass � = ms, momentum � = msu, and translational kinetic energy
� = 1

2msu
2 of the particles. Introducing these de�nitions into Eq. (18), the resulting mass, momentum, and

translational energy conservation equations are:

@

@t
(nsms) +r�(nsmshuis) = Ss

@

@t
(nsmshuis) +r�(nsmshuuis) = nsmshais + As

@

@t

�
1
2nsmshu2is

�
+r�

�
1
2nsmshuu2is

�
= nsmsha�uis +M 0s

(19)

where the source terms due to collisions are:

Ss = ms

Z
!s d

3u

As = ms

Z
u!s d3u

M 0s = 1
2ms

Z
u2 !s d

3u

(20)

These source terms represent particle generation and destruction by chemical reactions, momentum exchange
between uid species, and kinetic energy exchange in collisions.

Treatment of modes of internal energy, such as rotation, vibration, and electronic excitation, requires
some additional work. Let the velocity distribution function associated with particles having internal energy
level  s� be fs�, where the subscript s indicates the species and � indicates the energy level. (The variable
� simply represents an enumeration of energy states, and can represent one or more quantum numbers and
grouped or ungrouped energy levels.) De�ne the average over the distribution fs� as h�is� =

R
�fs� d

3u. The
internal energy levels are assumed to be independent of the particle velocity in the sense that h s�is� =  s�.
In analogy to the procedure described above, write the Boltzmann equation for fs�, take the moment with
 s�, and sum over all internal energy states. The resulting internal energy equation for species-s is:

@

@t

X
�

ns� s� +r�
X
�

ns� s�huis� = M 00s (21)

where
M 00s =

X
�

 s�

Z
!s� d

3u (22)

Here ns� is the number density of particles having internal energy level  s�, and !s� represents the produc-
tion rate of particles of internal energy level  s� in collisions. Note that ns =

P
� ns�, fs =

P
� fs�ns�=ns,

and that the ratio ns�=ns represents a distribution function for the particles over the possible discrete energy
levels. Further, the sum of production rates of particles in each energy state is equal to the production rate
for the species as a whole: !s =

P
� !s�.

Adding the energy equations (19c) and (21) gives:

@

@t

"X
�

ns� s� + 1
2nsmshu2is

#

+r�

"X
�

ns� s�huis� + 1
2nsmshuu2is

#
= nsmsha�uis +Ms

(23)

Equation (23) is an expression of total energy conservation, and the source term Ms = M 0s +M 00s describes
the exchange of total energy between uid species.

A number of de�nitions are now introduced to describe the moment terms. The mean velocity is de�ned
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as vs = huis and the peculiar velocity as Vs = u� vs. (Note that hVsis = 0.) Also de�ned are the:

Kinetic pressure: ps = 1
3nsmshV 2

s is
Translational temperature: Ts = 1

3mshV 2
s is=kB

Thermal energy: �s =
X

�
ns� s�=(nsms) + 1

2 hV
2
s is

Viscous stress: �s = �nsms[hVsVsis � 1
3 hV

2
s isI]

Heat ux: Qs = 1
2nsmshVs V

2
s is +

X
�
ns� s�hVsis�

(24)

Pressure and temperature are proportional to the average translational kinetic energy of the molecules.
Total thermal energy contains a component due to internal energy states as well as translational kinetic
energy. Viscous stress is related to the anisotropic component of the velocity correlation, representing
transport of momentum by random molecular motions. Similarly, the heat ux represents transport of
thermal energy by random molecular motion. Note the additional component of heat ux that arises when
particles of a given species in di�erent energy states have di�erent velocity distribution functions.

Using these de�nitions in Eqs. (19a), (19b), and (23), and introducing the averaged form of (14), the the
mass, momentum, and energy conservation equations for species-s become:

@�s
@t

+r�(�svs) = Ss

@

@t
(�svs) +r�(�svsvs + psI) = r��s + �sg + �s (E + vs �B) + As

@

@t

�
�s
�
�s + 1

2v
2
s

��
+r�

�
�svs

�
�s + 1

2v
2
s

�
+ psvs

�
=

r�[�s �vs �Qs] + �svs �g + �svs �E +Ms

(25)

where the mass density has been de�ned as �s = nsms and the charge density as �s = nsqs. Note that the
magnetic body force does not appear in Eq. (25c) because u � (u�B) = 0.

Appendix B: Inelastic Collisions

A brief discussion of the form of the inelastic collision source terms is presented here. An alternative
treatment is presented in Ch. 7 of Burgers.23

For inelastic collisions, the collision term on the right hand side of Eq. (16) can be written in the form:

!s =
X
r

Rrsf̂rs (26)

where Rrs is the rate of production or destruction of species-s in the class of inelastic collisions represented
by reaction-r, and f̂rs is the distribution function for the subset of particles of species-s participating in
reaction-r. Equation (26) is an expression of particle accounting: the rate of generation of particles times
the fraction that have a certain velocity gives the rate of change in number of particles in that velocity band.

The reaction rate Rrs is a signed quantity, and forward and backward reactions are considered separately.
For binary collisions, the particle generation rate has the typical form Rrs = �krnanb, where kr is the rate
constant for reaction-r, and na and nb are the number densities of the colliding species.

The distribution function of reacting particles (f̂rs) is di�erent from that of the species as a whole (fs)
because only a subset of particles are able to participate in reactions. For example, many reactions have an
activation energy threshold, and only particles more energetic than that threshold can react. Similarly, the
particles just born in reactions can have a di�erent distribution function from the other members of their
species.

Consequently, the reacting particles will have a di�erent mean velocity and a di�erent thermal energy
than the species as a whole. De�ne the average of a property �, with respect to the distribution function
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f̂rs, as h�irs =
R
�f̂rs d

3u, and introduce Eq. (26) into Eqs. (20). The following source terms are obtained:

Ss = ms

X
r

Rrs

As = ms

X
r

Rrshuirs

M 0s = 1
2ms

X
r

Rrshu2irs

(27)

This is again simply particle accounting: the source terms are sums of the particle generation (destruction)
rate of species-s times the average mass, momentum, or translational energy the particles appear (disappear)
with.

Analogously, let !s� =
P
r Rrs�f̂rs�, and substitute into Eq. (22). (Note that Rrs =

P
�Rrs�.) The

result is:
M 00s =

X
r

X
�

Rrs� s� (28)

This source term is a double summation, over all reactions and internal energy levels, of the rate in
reaction-r at which species-s appears in energy level-� times the value of that energy level. De�ning
 rs =

P
�Rrs� s�=Rrs, indicating how the internal energy of species-s born in reaction-r is distributed

over internal energy levels-�, and using (27c) and (28), the total energy source term Ms = M 0s +M 00s can be
written as:

Ms =
X
r

Rrs
�
 rs + 1

2mshu2irs
�

(29)

For the subset of particles-s participating in reaction-r, let crs = huirs � vs = hVsirs be the mean
velocity relative to the mean ow velocity of all particles of species-s. Similarly, let the di�erence in internal
energy between the reacting particles and the species as a whole be Hrs =  rs + 1

2mshV 2
s irs �ms�s. Since

both crs and Hrs are zero if f̂rs = f̂rs� = fs, crs will be called the excess velocity and Hrs the excess internal
energy. Using these de�nitions in Eqs. (27b) and (29), the inelastic momentum and energy source terms can
be rewritten as:

As = ms

X
r

Rrscrs + Ssvs

Ms =
X
r

RrsHrs +msvs �
X
r

Rrscrs + Ss
�
�s + 1

2v
2
s

� (30)

Note that a minimal, consistent model for the inelastic momentum and energy sources must include
at the least the terms proportional to Ss in Eq. (30). Writing the equations in nonconservative form, it
becomes apparent that the absence of these terms causes the form of the momentum equation and the
thermal energy equation to depend on reference frame, in violation of the principles of classical dynamics
and thermodynamics.33 (The terms containing the excess velocity are invariant because it is a velocity
di�erence.)

Empirical data on reaction rates allow the evaluation of the term Ss in (27a). A precise model of the
momentum and energy terms in (30) would require speci�c information on the distribution functions of the
reacting particles. Some reasonable assumptions, however, can be made to create a closure model for these
terms: the excess velocity will be assumed to be negligible (crs � 0), and the excess internal energy Hrs of
the reacting species will be approximated by the equilibrium heat of reaction per particle.

Using crs � 0, the inelastic collision source terms for each species-s of charged particle are:

Ss = ms

X
r

Rrs

As = Ssvs

Ms =
X
r

RrsHrs + Ss
�
�s + 1

2v
2
s

� (31)

Empirical data can be used for the reaction rates and the heat of reaction. The error incurred in the
momentum term by neglecting the excess velocity may be mitigated by an appropriately chosen collision
frequency, taken from experimental data, in the elastic collision terms.

12

63



Appendix C: Elastic Collisions

A more complete theoretical treatment is available for the elastic collisions,23 based on the BGK model.34

The model used for the term !s has the same form as Eq. (26), but in the form of paired interactions. All
particles entering collisions are assumed to participate equally, so those particles have the same distribution
function fs as the species as a whole. Particles coming out of collisions are assumed to have completely
randomized velocities, and have a distribution f�st with local mean velocity vst and temperature Tst. (This
notation represents particles of species-s coming out of collisions with species-t.) The form of the Boltzmann
equation source term is then:

!s =
X
t

kstnsnt(f�st � fs) (32)

where the sum includes the case t = s, and the rate parameter kst is taken to be independent of particle
velocity. The resulting moment equation source terms, analogous to Eq. (27), are:

Ss = 0

As = msns
X
t

kstnt(vst � vs)

M 0s = 1
2msns

X
t

kstnt

�
3kB
ms

(Tst � Ts) + v2
st � v2

s

� (33)

where the relations huist = vst and hu2ist = v2
st + 3kBTst=ms have been used.

The variables vst and Tst must now be related to the other ow variables. To do this, we use the fact
that mass, momentum, and kinetic energy are conserved in an elastic collision. We assume that particle
velocities are fully randomized in collisions, so there is no preferential direction for the particles exiting a
collision, and the particle velocities entering and leaving the collision are all uncorrelated. The mean velocity
coming out of a collision is then:

vst =
msvs +mtvt
ms +mt

(34)

and the corresponding mean thermal energy is:

3
2kBTst = 3

2kBTs +
mst

ms +mt

�
3kB(Tt � Ts) + 1

2mtjvt � vsj2
�

(35)

where mst = msmt=(ms + mt) is the reduced mass. Introducing Eqs. (34) and (35) into Eqs. (33), and
simplifying, we arrive at the model used here for momentum and energy exchange in elastic collisions:

As = �ns
X
t

mst�st(vs � vt)

Ms = �ns
X
t

mst�st
ms +mt

[3kB(Ts � Tt) + (vs � vt)�(msvs +mtvt)]
(36)

Here �st = kstnt is the average momentum transfer collision frequency between particles of types s and t.
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(a) Electrons, �ve-moment model.
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Figure 1. Boundary conditions for charged particles.
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Figure 2. Comparison of two-moment and �ve-moment models for one-dimensional, DC discharge.

16

67



x/L
0 0.2 0.4 0.6 0.8 1

-30

-20

-10

0

10

20

30

Ionization Cost
Excitation Cost
Temperature Equilibration
Frictional Dissipation
Total Heating

(a) Five-moment model.

x/L
0 0.2 0.4 0.6 0.8 1

-30

-20

-10

0

10

20

30

Ionization Cost
Excitation Cost
Temperature Equilibration
Frictional Dissipation
Total Heating

(b) Two-moment model.

Figure 3. Electron heating terms for one-dimensional, DC discharge.
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Figure 4. Transient discharge problem with elliptical cathode.
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(d) Horizontal velocity component.

Figure 5. Cathode sheath evolution in transient discharge (1 ns).
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(d) Horizontal velocity component.

Figure 6. Cathode sheath evolution in transient discharge (10 ns).
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(d) Horizontal velocity component.

Figure 7. Cathode sheath evolution in transient discharge (100 ns).
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(d) Horizontal velocity component.

Figure 8. Cathode sheath evolution in transient discharge (1000 ns).
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Figure 9. Horizontal velocity component and temperature for neutral particles.
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(a) Number densities (contour 2 � 1013 m�3). (b) Potential (contour 10 V).

(c) Ion temperature (contour 0.1 eV). (d) Electron temperature (contour 1 eV).

(e) Ion speed (contour 0.5 km/s). (f) Electron speed (contour 500 km/s).

Figure 10. Results for transient elliptic cathode problem, �ve-moment model (1000 ns).
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(a) Number densities (contour 2 � 1013 m�3). (b) Potential (contour 10 V).

(c) Ion temperature (contour 0.1 eV). (d) Electron temperature (contour 1 eV).

(e) Ion speed (contour 0.5 km/s). (f) Electron speed (contour 500 km/s).

Figure 11. Results for transient elliptic cathode problem, two-moment model (1000 ns).
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(a) Neutral temperature, 5-moment model (contour
0.02 K).

(b) Neutral speed, 5-moment model (contour 0.1 m/s).

(c) Neutral temperature, 2-moment model (contour
0.02 K).

(d) Neutral speed, 2-moment model (contour 0.1 m/s).

Figure 12. Neutral particle properties in transient elliptic cathode problem (1000 ns).
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High-Order Numerical Methods

for Electrical Discharge Modeling

Jonathan Poggie�

Air Force Research Laboratory, Wright-Patterson AFB, Ohio 45433-7512 USA

A new computer code has been developed to model the behavior of weakly-ionized gases
through a three-species uid model coupled to either the Poisson equation or the full set of
Maxwell’s equations. The three-dimensional numerical implementation involves compact
spatial di�erences of up to sixth order accuracy, driven by a fourth-order Runge-Kutta
time marching scheme. Sample calculations are presented here for three test cases: a DC
discharge in one dimension, a three-dimensional rectangular waveguide problem, and a one-
dimensional wave propagation problem in a warm, collisional plasma. In all cases, good
agreement was obtained between the numerical solutions and either analytical solutions or
previously-published numerical solutions.

I. Introduction

Over the past �fteen years, plasma-based ow control techniques have been a topic of strong research
interest, motivated by the possibility of extremely rapid actuation, low-pro�le con�guration, and the ability
to operate in hostile environments. Numerical studies of these discharges are motivated by the need to
understand and optimize them for aerodynamic applications. Particle methods, although they provide
valuable insight and encompass the greatest portion of the relevant physics, are too computationally costly at
present for practical discharge computations at relatively high pressures.1 Direct solutions to the Boltzmann
equation are also prohibitively costly. The only viable alternatives are continuum models, based on moments
of the Boltzmann equation.

Traditional continuum modeling of electrical discharges employs a one-moment model, the continuity
equation, with particle transport properties and ionization rates taken as a function of the reduced electric
�eld.2{4 More recent studies have extended this model by substituting an electron energy equation in place of
the reduced electric �eld dependence.5{7 Only a few studies have considered particle inertia; these typically
have assumed constant ion temperature,8{12 although some studies of shock structure have employed more
general models.13

For low-frequency applications, the Poisson equation for the electric potential is assumed to govern the
electromagnetic e�ects. For high frequencies and for pulsed discharges, the full set of Maxwell’s equations
may have to be solved for the electromagnetic �elds. The coupling of a uid-plasma model with Maxwell’s
equations has been investigated for applications in microwave cavity plasma reactors,14,15 and for simulation
of the hypersonic radio blackout problem.16 These computations generally neglect ion motion and assume
quasi-neutrality. More recently, numerical solutions of coupled uid-electromagnetic equations have been
investigated in the aerospace community17,18 and in the fusion plasma community.19 In such applications,
ion motion and space charge may be important.

The present paper explores the possibility of solving a more general model, including three species of
particles (ions, electrons, and neutrals), with continuity, momentum, and energy equations for each species
(i.e., a �ve-moment model for each species). Results obtained with a �ve-moment model for each species
are compared to a more conventional two-moment model. The electromagnetic �elds are computed using
either the Poisson equation or the full set of Maxwell’s equations. The baseline numerical implementation
involves compact spatial di�erences of up to sixth-order accuracy, driven by a fourth-order Runge-Kutta
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time marching scheme. Sample calculations are presented here for several test cases, including a basic glow
discharge, a waveguide, and a plasma wave propagation problem.

II. Physical Model

A basic model for a discharge in a weakly-ionized gas is described here. Either two- or �ve-moment
models are employed for the particle motion. To compute the electromagnetic �elds, either the Poisson
equation or the full Maxwell’s equations are employed. An outline of the derivation of these physical models
was presented in a previous paper.20

A. Five-Moment Model

First we discuss the �ve-moment model, which includes particle inertia. The conservation equations for
mass, momentum, and total energy of each species are:

@

@t
(msns) +r�(msnsvs) = Ss

@

@t
(msnsvs) +r�(msnsvsvs + psI) =

r��s +msnsg + qsns (E + vs �B) + As

@

@t

�
msns

�
�s + 1

2v
2
s

��
+r�

�
msnsvs

�
�s + 1

2v
2
s

�
+ psvs

�
=

r�[�s �vs �Qs] +msnsvs �g + qsnsvs �E +Ms

(1)

where the notation s = i; e; n indicates the ions, electrons, and neutrals, respectively.
The mass per particle of each species is denoted as ms, and the corresponding charge per particle is qs.

The species number density is ns, the mass density is �s = msns, the charge density is �s = qsns, and the
current density is js = qsnsvs. The velocity is vs and the translational temperature is Ts. The electric
�eld is E, the magnetic �eld is B, and the gravitational �eld is g. (Gravity is neglected for the present test
cases, but buoyancy e�ects may be important for discharges in low-speed ow.) The pressure is found from
ps = nskBTs, where kB is the Boltzmann constant. The internal energy per particle is assumed to have
the form ms�s = Hs + kBTs=(s � 1), where s = 5=3 is the ratio of speci�c heats and Hs is the heat of
formation per particle of species-s.

In order to close the equation set (1), models are needed for the collision source terms Ss, As, and Ms,
the viscous stress tensor �s, and the heat ux vector Qs. The inelastic components of the collision source
terms have the form:

Ss = ms

X
r

Rrs

As = Ssvs

Ms = Ss
�
�s + 1

2v
2
s

�
+
X
r

RrsHrs

(2)

Here Rrs is the rate of production of species-s in reaction-r, Hrs is the corresponding energy gain for
species-s, and the summation is over all reactions. For this model, the particles are assumed to appear out
of collisions with the average momentum of their peers. A analogous form is used for the energy term, but
with provision for an additional energy loss or gain, because only the most energetic particles participate in
inelastic collisions.

The momentum and energy source terms also have an elastic collision component. Because the gas
is assumed to be weakly ionized, the primary elastic collisions are with neutral particles. The following
models21 are used for the elastic components of the collision source terms for the charged particles:

As = �nsmsn�sn(vs � vn)

Ms = �ns
msn�sn
ms +mn

[3kB(Ts � Tn) + (vs � vn)�(msvs +mnvn)]
(3)

where msn = msmn=(ms + mn) is the reduced mass, with s = i; e. The corresponding elastic source terms
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for the neutrals are taken to be:
An = �

X
t6=n

At

Mn = �
X
t6=n

Mt

(4)

because overall momentum and energy is conserved in collisions. The overall collision source terms are the
sum of the inelastic collision component, Eq. (2), and the elastic collision component, Eq. (3)-(4).

For the ux terms, it is assumed that the viscous term has a Newtonian form, with Stokes hypothesis
applied, and that the heat ux follows Fourier’s law:

�s = �vs
�
(rvs) + (rvs)

T � 2
3r�vsI

�
Qs = �ksrTs

(5)

where �vs is the viscosity and ks is the thermal conductivity for species-s.

B. Two-Moment Model

Next we discuss the two-moment model, or drift-di�usion formulation. This model neglects the acceleration
terms in the momentum equation, and also neglects all viscous terms. Neglecting viscous, gravitational, and
inertia terms, the momentum equation can be solved for the species velocity:

nsvs = nsvn + ssns�sNs �(E + vn �B)� Ds

kBTs
Ns �rps

N(s)ij =
1

1 + �2
sB

2

�
�ij + �2

sBiBj + ss�s�ijkBk
� (6)

where the product is on the second index of Ns. Here, the sign of the particle charge is ss = qs=jqsj, the
mobility is de�ned as �s = jqsj=(msn�sn), and the di�usion coe�cient as Ds = �skBTs=jqsj.

With the drift-di�usion form, it is preferable to solve the thermal, rather than total, energy equation.
This equation is obtained by subtracting the mechanical energy equation, the scalar product of the velocity
with the momentum equation, from the total energy equation. Thus the conservation equations in the
two-moment formulation are:

@

@t
(msns) +r�(msnsvs) = Ss

@

@t
(msns�s) +r�(msnsvs�s) = �r�Qs � psr�vs + ~Ms

(7)

where viscous dissipation �s :rvs has been neglected on the right-hand-side of the energy equation in order
to be consistent with the formulation for the momentum equation.

The energy source terms are slightly di�erent from those in the total energy equation and have the form:

~Ms = Ss�s +
X
r

RrsHrs +
nsjqsj

(ms +mn)�s

�
�3kB(Ts � Tn) +mnjvs � vnj2

�
(8)

Note that the velocity di�erence terms due to elastic collisions are always positive. They have a dissipative
nature, always tending to increase the thermal energy.

C. Gas Properties

The working gas was argon for the computations carried out for this paper. The following ionization and
excitation reactions were considered:

Ar + e! Ar+ + 2e

Ar + e! Ar� + e

The reaction rates were taken from Park and Economou.22 A more complete model would include conserva-
tion equations for the excited atoms. The only e�ect of excitation considered in the present model, however,
was an energy loss from the electron uid. Recombination reactions are neglected in the present work.
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With these assumptions, the inelastic collision source terms have the form:X
r

Rre =
X
r

Rri = �
X
r

Rrn = !IX
r

RreHre = �!IHI � !XHX
(9)

with the form !I = kInenn for the ionization rate, and !X = kXnenn for the excitation rate. Here HI
is the energy lost by electrons in ionizing collisions, and HX is the corresponding energy lost in excitation
collisions.

The transport properties of the neutrals were taken from standard correlations. The charged particle
transport properties were derived from collision rates based on mobility data, and the assumption of a species
Lewis number of unity and a species Prandtl number of two-thirds: �vs = 2

3nsmsDs and ks = 5
2kBnsDs.

Note that the charged particle transport coe�cients are proportional to number density, so the electron
transport properties become small for the low electron number densities in the cathode sheath.

D. Electromagnetics

To complete the physical model, the electric �eld must be found from a consistent solution of Maxwell’s
equations. Maxwell’s equations can be written as follows:

@B

@t
+r�E = 0

@E

@t
� c2r�B = �j=�0

r�E = �=�0

r�B = 0

(10)

These are Faraday’s law, the Amp�ere-Maxwell law, Gauss’s law, and conservation of magnetic ux, respec-
tively. The net space charge is � =

P
s qsns and the total current density is j =

P
s qsnsvs.

In the low-frequency limit, the Poisson equation is employed to compute the electric potential, and a
similar equation is used for the vector potential:

r2� = ��=�0
r2A = �0j

(11)

with E = �r� and B = r�A. Only the Poisson equation was solved for the examples in the low-frequency
limit discussed here; the magnetic �eld was zero for these cases.

III. Numerical Methods

In the baseline numerical implementation, the governing equations were solved using a fourth-order
accurate, Runge-Kutta time marching scheme combined with second- through sixth-order accurate compact
spatial di�erence schemes. Stability was enforced by �ltering, typically with a �lter of two orders greater
than the accuracy of the basic scheme.

A. Conservation Equations

In transformed coordinates, the conservation laws (1) and (7) can be written in the form:

@U

@t
+
@E

@�
+
@F

@�
+
@G

@�
=
@Ev
@�

+
@Fv
@�

+
@Gv
@�

+ S (12)

where U is the vector of conserved variables, E, F , and G are the inviscid ux vectors, Ev, Fv, and Gv are
the viscous ux vectors, and S represents the source terms. A standard, fourth-order Runge-Kutta scheme
was used for time integration of Eq. (12), and spatial di�erences were evaluated using a compact di�erence
scheme of up to sixth-order accuracy (described below).
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B. Maxwell’s Equations

In order to solve Eq. (10), the present work employs the Purely Hyperbolic Maxwell Equations (PHME) for-
mulation developed by Munz and coworkers.23,24 This formulation is an alternative to projection methods;
error correction potentials are propagated as waves, rather than being applied as a correction step. The ap-
proach has been successfully employed by Hakim et al.25 for the solution of two-uid magnetohydrodynamic
problems.

The PHME formulation modi�es Eq. (10) to include error correction potentials, which can be viewed as
Lagrange multipliers24 that couple the two constraint equations (10c)-(10d) to the time-evolution equations
(10a)-(10b). The formulation can be written as:

@B

@t
+r�E + r	 = 0

@E

@t
� c2r�B + �c2r� = �j=�0

@�

@t
+ �r�E = ��=�0

@	

@t
+ c2r�B = 0

(13)

The error correction potentials are � and 	; these have the dimensions of magnetic �eld and electric �eld,
respectively. The parameters � and  are dimensionless, and the error correction potentials travel at speeds
of �c and c, respectively. If charge conservation and the divergence conditions on the �elds are satis�ed
exactly, the PHME formulation (13) reduces to the conventional Maxwell’s equations (10).

In the present work, the PHME are cast in the form of Eq. (12), and solved in a manner analogous
to the uid equations, using compact spatial di�erences and conventional fourth-order Runge-Kutta time-
marching. The compact di�erence formulation is similar to that of Shang26 and White and Visbal27 for the
conventional Maxwell’s equations.

C. Poisson Equation

In the low-frequency formulation, the Poisson equation (11a) was solved at the end of each stage of the
Runge-Kutta time-integration. It can be written in the following form in transformed coordinates:

@E

@�
+
@F

@�
+
@G

@�
= S� (14)

An iteration procedure was introduced, based on the approach of Holst,28 such that the potential at iteration
step m was �m+1 = �m + ��. With a linear expansion about the solution from the previous iteration, and
approximate factoring of the implicit terms, the discretized equation has the form:

[1���(��A�� �D)] [1�����B��] [1�����C�� ] �� = !��

�
@Em

@�
+
@Fm

@�
+
@Gm

@�
� Sm�

�
(15)

with iteration driving �� to zero. Here A, B, and C are ux Jacobians, D is the source Jacobian, � is a time-
like variable introduced to motivate the iteration process, and ! is an over-relaxation factor. Discretizing the
left-hand side using second order central di�erences in space, a tridiagonal system of equations is obtained.
A compact di�erence scheme was also used to evaluate the spatial di�erences present on the right hand side
of Eq. (15), and the system was solved using the Thomas tridiagonal algorithm.29 The pseudo-time-step ��
was varied cyclically to accelerate convergence, and iteration was continued until the change in potential ��
had dropped below a speci�ed tolerance.

D. Compact Di�erences

Considering a one-dimensional, uniform mesh, the following central di�erence scheme30,31 with a �ve-point
stencil can be used to generate estimates of the �rst derivative �0 = @�=@xji with up to sixth-order accuracy:

��0i�1 + �0i + ��0i+1 = a
�i+1 � �i�1

2 �x
+ b

�i+2 � �i�2
4 �x

(16)
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Here �, a, and b are constants that are used to alter the properties of the scheme, and �(x) is a generic
function, not to be confused with the electric potential. Taylor series expansions can be used to derive a
family of second to sixth order accurate schemes employing this template.30,31 Modi�ed schemes31 were
used near boundaries, where the interior stencil would protrude outside of the domain.

To evaluate the derivative at each point, the appropriate form of Eq. (16) was solved using the Thomas
tridiagonal algorithm.29 Second derivatives were evaluated by applying the di�erencing scheme twice.

Numerical stability was enforced using �ltering, typically with a �lter of two orders greater than the
accuracy of the basic scheme. The form of the �ltering scheme31 for interior points was as follows:

�f�i�1 + �i + �f�i+1 =
NX
n=0

an
2

(�i+n + �i�n) (17)

where �i is the �ltered value of �i, and N + 1 is the order of the �lter. Modi�ed �lters were used near the
boundaries. The �lter was applied to each primitive variable at the end of a time step, and the boundary
conditions were updated so that the boundary points were consistent with the �ltered interior points.

IV. Results

Sample calculations are presented here for three test cases: a DC discharge in one dimension, a three-
dimensional rectangular waveguide problem, and a one-dimensional wave propagation problem in a warm,
collisional plasma. The �rst problem exercises both the two- and �ve-moment formulations of the species
conservation equations, coupled to the Poisson equation for the electric potential. The waveguide problem
illustrates the use of the PHME formulation to solve a standard problem in computational electromagnetics.
The plasma wave propagation problem tests a case where the PHME are coupled to the �ve-moment uid
model.

A. DC Discharge in One Dimension

As a �rst test case, calculations were carried out for a DC glow discharge in one dimension, using the Poisson
equation coupled to either the two- or �ve-moment model. The conditions were chosen to be similar to those
used by Meyyappan and Kreskovsky.8

The background neutral gas (argon) was assumed to be at rest, with a pressure of 107 Pa (0.8 Torr) and
temperature of 323 K. The imposed potential was 120 V and the discharge gap was 35.25 mm. The initial
condition was taken to be a uniform plasma of number density n = 1015 m�3, with temperatures Ti = 323 K
(0.03 eV) and Te = 11600 K (1 eV). The secondary emission coe�cient was E = 0:05, and the secondary
emission temperature was Tes = 5800 K (0.5 eV). A total of 151 points were used across the discharge gap in
the calculations, which were marched in time to 1.0 ms. The boundary conditions employed at the electrodes
are given in detail in Fig. 1.

Calculations were carried out for this case using two numerical schemes. The �rst set of calculations
employed an upwind scheme, using third-order MUSCL extrapolation of the inviscid uxes and a harmonic
limiter. (This methodology was described in a previous paper.20) Selected calculations were then repeated
using the compact di�erence scheme described previously. Since the di�erence between the results obtained
with the two methods was small, only the results obtained with the upwind method are presented here.

The basic discharge results are shown in Fig. 2. The data are nondimensionalized by the following
reference values: n0 = 1016 m�3, uR = 1 km/s, and L = 35:25 mm. Number densities and electric potential
are shown in Fig. 2a, temperatures in Fig. 2b, velocities in Fig. 2c, and ionization rate in Fig. 2d.

The product of pressure and gap width is pL = 3:8 m-Pa (2.8 cm-Torr). The computed cathode layer
thickness of d � 0:15L seen in Fig. 2a is consistent with the experimental value for argon of pd � 0:3 cm-
Torr.32

The electrons emitted from the cathode are initially accelerated by the strong electric �eld, reaching
remarkably high peak velocities (� 106 m/s). Their directed energy is randomized in collision with neutrals,
leading to a reduced mean velocity and increased electron temperatures, up to � 12 eV. Temperatures are
limited by the energy cost of ionization, and the electron temperature drops to 1-2 eV in the positive column.
Electrons are absorbed at the anode.
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Ions generated in the center of the domain are absorbed at both boundaries. Ion velocities are sub-
stantially higher at the cathode (�2 km/s), and collisions with neutrals in that region lead to an order of
magnitude increase in ion temperature there (up to �0.5 eV).

The �ve-moment model and the drift-di�usion model predict similar temperatures (Fig. 2b) and velocities
(Fig. 2c) under these conditions. Subtle di�erences in the results for the two models are magni�ed, however,
by the extreme sensitivity of the ionization rate, leading to greater ionization rates (Fig. 2d) and plasma
densities (Fig. 2a) for the two-moment model.

The relative magnitudes of the electron heating terms of Eq. (8) are shown in Fig. 3. The terms are
nondimensionalized in the plot by dividing by mnn0u

3
R=L. The terms are labelled as follows:

Ionization Cost: �!IHI
Excitation Cost: �!XHX
Temperature Equilibration: � nejqej

(me+mn)�e
3kB(Te � Tn)

Frictional Dissipation: nejqej
(me+mn)�e

mnjve � vnj2

with their sum labeled ‘Total Heating.’
Although there are quantitative di�erences between the predictions of the two models, the results are

qualitatively the same. The frictional dissipation term adds heat to the system, and is balanced by the
other terms, which represent thermal energy losses. The double-peaked pro�le of ionization cost mirrors the
ionization pro�les shown in Fig. 2d. The excitation cost also shows a double-peaked pro�le, with the relative
magnitudes of the two peaks reversed relative to the ionization term. The temperature equilibration term
is not signi�cant in the cathode layer, but plays an important role in limiting electron temperatures in the
positive column.

The corresponding plots for the ions are given in Fig. 4. The ion heating terms of reect a close balance
between the frictional dissipation and the temperature equilibration terms, for a moderate net heating rate.
Peak values of these terms occur near the cathode.

The results obtained here are qualitatively similar to those of Meyyappan and Kreskovsky8 for the
same conditions. (The present model includes viscous terms, ion temperature variation, and excitation
reactions, which were omitted by Meyyappan and Kreskovsky.) Those authors observed similar number
density distributions, although with very low densities in the cathode layer. They also obtained a similar
ionization pro�le, with two peaks, the larger being the closer to the cathode. Their electron temperature
and velocity pro�les also showed large peaks in the cathode layer.

A comparison shows that subtle di�erences in the velocities and temperatures in the cathode sheath lead
to signi�cant di�erences between the predictions of the two- and �ve-moment models for ionization rates and
number densities. Two main physical phenomena are neglected in the two-moment model: viscous terms
and the inertia terms. Here we investigate the e�ects of including or neglecting these terms.

Additional calculations were run in order to compare the four possible combinations of two- and �ve-
moment models for ions and electrons. Figure 5a shows the results: switching from the two- to the �ve-
moment model has little e�ect for the ions, but a profound e�ect for the electrons. Thus the discrepancy
between the predictions of the models is a result of neglecting either the electron inertia terms or electron
viscous terms in the two-moment model.

Figure 5b compares the results obtained with the two-moment model, the �ve-moment model, and the
�ve-moment model with the electron viscosity set to zero. The results show that neglecting electron viscosity
drives the �ve-moment model farther from, rather than closer to, the two-moment model. Thus the di�erence
in the predictions of the two models must be due to the electron inertia terms, not the electron viscous terms.

The baseline boundary conditions employed in this paper limit the electron emission velocity to sonic
(Fig. 1). The e�ect of relaxing this restriction and allowing the electrons to be emitted supersonically is
shown in Fig. 6. It is seen that the ionization rate is increased slightly for supersonic emission, with a
corresponding increase in the charged particle densities.

B. Rectangular Waveguide

Hollow conducting pipes, or waveguides, are a commonly used technology for transmitting electromagnetic
waves in the microwave regime (1-100 GHz frequency or 3-300 mm wavelength) with low attenuation. Wave-
guides of rectangular cross-section represent a good computational test case, since analytical solutions are
available,33 and rectangular waveguides of 2:1 aspect ratio are commonly used in applications.
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Calculations were carried out for a 43 mm by 86 mm rectangular waveguide, chosen to correspond to
commercially-available con�gurations designed to transmit energy at 2.45 GHz. (The cuto� frequency for
this con�guration is about fc = 1:7 GHz.) The basic computational mesh consisted of a uniform grid of
41� 21� 201 points, with the waveguide axis aligned with the z-direction. Four wavelengths were captured
along this axis.

Because the waveguide con�guration very e�ectively con�nes wave propagation to the z-direction, careful
attention must be given to the end boundary conditions to avoid spurious reections that may contaminate
the solution. Thus additional stretched mesh layers (stretching ratio 1.2) of 22 points were added to each end
of the basic mesh in order to implement the wave absorption scheme of White and Visbal.34 The boundary
condition of Mur35 was applied at the endpoints: (@=@t � v @=@x)W = 0, where W is an electromagnetic
�eld component, and v = c, �c, or c as appropriate. The walls of the channel were assumed to be perfect
conductors: the the normal component of the magnetic �eld and the tangential component of the electric
�eld were taken to be zero at these boundaries.

Waves were generated by imposing a current sheet at the z = 0 plane. This sheet was periodic in time,
uniform in the x- and y-directions, and had a Gaussian form in the z-direction with a length scale of about
two grid points. Calculations were carried out with fourth-order spatial and temporal accuracy, and the
calculations were run for 600 cycles of the forcing frequency.

Figure 7 shows the electric �eld obtained numerically for forcing at 2.45 GHz. (The absorbing boundary
points are omitted in this �gure for clarity.) Contours of the y-component of the electric �eld on the surface
of the computational mesh are shown in Fig. 7a, and the corresponding data along the channel centerline
are shown in Fig. 7b. The position of the imposed current sheet at z = 0 is evident in both plots as a slight
defect in the solution.

A particular feature of the 2:1 rectangular wave guide is that the TE10-mode is the only propagating
mode for the frequency range fc � f � 2fc. Thus, the uniform current sheet excites only that mode, and
the numerical results were found to coincide closely with the analytical solution for the TE10-mode, as seen
in the line plot in Fig. 7b.

Additional calculations (omitted for brevity) were carried out for the TE11 mode at 5.80 GHz and for
TEM modes in a coaxial wave guide. Good agreement with the corresponding analytical solutions was also
obtained for these cases.

C. Transverse Waves in a Warm, Collisional Plasma

An analytical solution is available for the case of transverse electromagnetic waves in a warm, collisional
electron plasma,36,37 and this problem forms a good test case that couples the full Maxwell’s equations to
the �ve-moment uid model.

For the analytical solution, the neutrals and ions are assumed to form a uniform, stationary background
gas. The electrons are assumed to move as a small perturbation from a uniform state. Ionization, viscous,
and heat conduction terms are neglected. Linearization for small disturbances of the form n = n0 +n1 leads
to the following equations for the electron motion and �eld evolution:

@n1
@t

+ n0r�v1 = 0

n0
@v1

@t
= �a20rn1 �

e

m
n0E1 � n0�v1

@B1

@t
+r�E1 = 0

@E1

@t
� c2r�B1 =

e

�0
n0v1

r�E1 = � e

�0
n1

r�B1 = 0

(18)

where the uid variables are those of the electrons alone, � is the electron-neutral collision frequency, and
a0 =

p
ekBTe=me is the electron sound speed. These equations admit transverse wave solutions of the
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where !p =
p
e2n0=(me�0) is the electron plasma frequency. If the temporal frequency is assumed to be

real, the complex wave number has the form:

k = �1

c

q
!2 � !2

p=(1 + i�=!) (20)

Computations were carried out for comparison to the analytical solution. As with the waveguide cal-
culations described previously, the waves were excited by imposing a current sheet at the station z = 0.
Sample results are shown in Fig. 8 for a plasma frequency of !p=2� = 9:0 GHz and a collision frequency of
� = 53 GHz, corresponding to a 1330 Pa argon plasma with fractional ionization of 3 � 10�8 and electron
temperature 11600 K. The numerical results are seen to be in good agreement with the analytical solution
for excitation frequencies of !=2� = 434 MHz and !=2� = 2:45 GHz.

V. Summary and Conclusions

This paper reports on a project to improve the �delity of continuum electrical discharge computations
through the use of more detailed physical models. To this end, a new computer code has been developed that
incorporates a three-species uid model coupled to either the Poisson equation or the full set of Maxwell’s
equations. The three-dimensional numerical implementation involves compact spatial di�erences of up to
sixth-order accuracy, driven by a fourth-order Runge-Kutta time marching scheme. Sample calculations were
presented here for three test cases.

The �rst test case involved a one-dimensional DC discharge in argon at 107 Pa pressure. This problem
exercised both the two- and �ve-moment formulations of the species conservation equations, coupled to the
Poisson equation for the electric potential. The basic results were in qualitative agreement with similar
published calculations.

The thermal energy budget for the electron uid was found to represent primarily a balance between
dissipative frictional heating and the energy cost of ionization, although the temperature equilibration terms
and the cost of excitation collisions were also signi�cant. The corresponding ion heating terms reected a
close balance between the frictional dissipation and the temperature equilibration terms, for a moderate net
heating rate. Comparing the �ve-moment model to the two-moment model, it was found that the �ve-moment
model predicted lower ionization rates and charged particle densities. Comparing various combinations of
the models and included terms, it was found that the primary reason for the di�erences in the predictions
of the �ve-moment and two-moment models lies in electron inertia e�ects in the cathode layer.

Given the di�erences between the predictions of the two-models, further exploration of multi-moment
discharge modeling is warranted. Very little research has been done in this area, and only one other direct
comparison between di�erent levels of model appears to have been published previously.12

The second test case illustrated the application of the Maxwell’s equations solver to a standard problem
in computational electromagnetics. This problem involved the excitation of the TE10-mode in a 2:1 rect-
angular wave guide using a uniform current sheet placed in the center of the computational domain. The
numerical results corresponded closely to the analytical solution for this case, and illustrate the feasibility of
implementing the Purely Hyperbolic Maxwell Equations formulation using compact di�erence techniques.

For the �nal test case, a current sheet was used to excite transverse waves in a warm, collisional electron
plasma, demonstrating a case where Maxwell’s equations were coupled to the �ve-moment uid model. The
numerical results again showed good agreement with the available analytical solution.
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Figure 1. Electrode boundary conditions for charged particles in the DC discharge test case.
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Figure 2. Comparison of two-moment and �ve-moment models for one-dimensional DC discharge.
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Figure 3. Electron heating terms for one-dimensional DC discharge.
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Figure 4. Ion heating terms for one-dimensional DC discharge.
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Figure 6. E�ect of boundary conditions on one-dimensional DC discharge.
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Figure 7. Waveguide with 43 mm by 86 mm cross-section driven at 2.45 GHz.
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Figure 8. Transverse electromagnetic waves in plasma. Plasma frequency 9.0 GHz; collision frequency 53 GHz.
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Numerical calculations were carried out to examine the physics of the operation of
nanosecond-pulse, single dielectric barrier discharges for high-speed ow control. Condi-
tions were selected to be representative of the stagnation region of a Mach 5 cylinder ow
that was the subject of recent experiments. A four-species formulation was employed,
including neutrals, ions, electrons, and a representative excited molecular species. The
following models were employed to predict particle motion: a drift-di�usion formulation
for the charged particles, a di�usion equation for the excited molecules, and a �ve-moment
uid formulation for the neutrals. The Poisson equation was solved for the electric poten-
tial. During a 20 kV Gaussian input pulse lasting approximately 120 ns, an average energy
density of about 40 J/m3 was stored in excited molecular states. Quenching reactions
released this stored energy within about 10 �s, converting it into translational energy of
the neutrals and forming weak shock waves. The maximum neutral gas temperature rise
predicted by the model was about 40 K.

I. Introduction

Interest in plasma-based ow control dates to the mid-1950s, when magnetohydrodynamic reentry heat
shields were �rst investigated.1,2 Activity in the research area waned in the 1970s, with some work on
drag reduction using corona discharges appearing in the 1980s.3 A resurgence in the �eld took place in the
1990s, with the introduction of dielectric barrier discharge (DBD) actuators,4 a revisit of reentry magne-
tohydrodynamics,5 and the disclosure of the AJAX hypersonic vehicle concept.6 In the �fteen years since
this resurgence, plasma-based ow control techniques have been a topic of ongoing research, motivated by
the possibility of extremely rapid actuation, a low-pro�le con�guration, and the ability to operate in hostile
environments.7{17

In the high-speed regime, plasma-based ow control devices have had the drawbacks of either excessive
weight18 or insu�cient control authority.4 Pulsed discharge devices, based on either arc19 or glow dis-
charges,20 seem to be a promising way around these di�culties. Nanosecond-scale pulsed glow discharges
are e�cient generators of both ions and electronically excited molecules because of the extremely high in-
stantaneous reduced electric �eld.21

The generation of shock waves by volumetric heat release in pulsed discharges was observed and explained
in the 1970s in the context of gas laser technology.22,23 Early computations by Aleksandrov et al.23 assumed
that all the power dissipated in the discharge immediately went into heating the neutral gas. Analogous
calculations have been carried out recently for two dimensions by Unfer and Boeuf.24 Popov,25 however, has
emphasized a two-stage heating mechanism in which electronically excited molecular states are generated by
electron impact, and then the stored energy is converted to neutral gas heating through quenching reactions.
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In recent experiments,17,26 control of a Mach 5 cylinder ow was demonstrated using a pulsed surface
dielectric barrier discharge. Typical pulse durations were on the order of 100 ns long and 20 kV in amplitude.
Phase-locked schlieren images detected the formation of shock waves near the actuator surface. These waves
propagated upstream in the shock-layer ow, altering the shape of the bow shock, and increasing the shock
stando� by up to 25%. Given the close relationship between shock stando� and gradients at the stagnation
point,9 this system might be able to alter heat transfer rates at the nose of blunt body ows. Further, the
system is promising for general high-speed ow control applications.

We have begun to formulate a high-�delity physical model of the energy transfer process in the pulsed
surface dielectric barrier discharge. (In a companion project, we are exploring the uid mechanics of the
experiment using a gasdynamics code with a phenomenological volumetric energy deposition model.27) In
particular, we have developed a simpli�ed model for the transfer in the discharge of electrical energy into
excited neutral molecules, and its subsequent relaxation into translational energy of the neutrals.

II. Physical Model

A simpli�ed physical model of a nanosecond-pulse air discharge was devised to represent the storage
of discharge energy in excited molecular states, and its subsequent relaxation into translational energy. A
four-species formulation was employed, including neutrals, ions, electrons, and excited neutral molecules.
The following models were employed to predict particle motion: a drift-di�usion formulation for the charged
particles, a di�usion equation for the excited molecules, and a �ve-moment uid formulation for the neutrals.
The Poisson equation was solved for the electric potential. A detailed description of the overall physical model
is given below.

For computational e�ciency, the calculations were carried out in two stages. The �rst stage encompassed
the period in which an external waveform was applied to the electrodes. For this stage, the full physical
model was employed. Shortly after the external potential was turned o�, electromagnetic e�ects and charged
particle motion became negligible. In this second stage of the problem, we solved only for the neutrals and
excited molecules.

A. Governing Equations

The following drift-di�usion formulation was used for the ions, electrons, and excited molecules:

@ni
@t

+r�(nivn + ni�iE�Dirni) = ��e � �nine
@ne
@t

+r�(nevn � ne�eE�Derne) = ��e � �nine
@nx
@t

+r�(nxvn �Dxrnx) = �h _q=�x � krnxnn

(1)

Here the electric �eld is E = �r�, where � is the electric potential. The subscripts i, e, x, and n indicate,
respectively, the ions, electrons, excited molecules, and neutrals. For each species-s, the number density is
ns, the mobility is �s, the di�usion coe�cient is Ds, and the laboratory-frame velocity is vs. The magnitude
of the electron ux in the reference frame of the neutrals is given by:

�e = nejve � vnj = j � ne�eE�Dernej (2)

The ionization coe�cient is � and the recombination coe�cient is �. The local rate of energy dissipation in
the discharge is:

_q = E0 �j0 = E�[eni(vi � vn)� ene(ve � vn)] (3)

where the primes indicate that the quantity is evaluated in the reference frame moving with the neutrals.
The coe�cient �h represents the fraction of dissipated energy rapidly converted into molecular excitation,
the quantity �x is the excitation energy of the excited molecules, and kr is the corresponding relaxation
coe�cient.
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A �ve-moment, uid-dynamic model was used for the neutral background gas:

@

@t
(mnnn) +r�(mnnnvn) = mn!n

@

@t
(mnnnvn) +r�(mnnnvnvn + pnI) = r��n + AE

n + AI
n

@

@t
(mnnnEn) +r�(mnnnvnEn + pnvn) = r�(�n �vn �Qn) +ME

n +M I
n

(4)

Here mn is the mass per particle, pn = nnkBTn is the pressure, kB is the Boltzmann constant, Tn is the
temperature, En = kBT=[mn(n � 1)] + v2n=2 is the total energy per unit volume, and n is the adiabatic
exponent. The viscous stress and heat ux are as follows:

�n = �vn

�
(rvn) + (rvn)T � 2

3r�vnI
�

Qn = �knrTn
(5)

where �vn is the viscosity and kn is thermal conductivity. The elastic collision terms28,29 for the neutrals
are:

AE
n =

X
s=i;e;x

nsmsn�sn(vs � vn)

ME
n =

X
s=i;e;x

ns
msn�sn
ms +mn

[3kB(Ts � Tn) + (vs � vn)�(msvs +mnvn)]
(6)

where msn = msmn=(ms + mn) is the reduced mass and �sn is the collision rate. The inelastic collision
terms for the neutrals are:

!n = ���e + �nine � �h _q=�x + krnxnn

AI
n = !nmnvn

M I
n = !nmnEn + krnxnn�x

(7)

The Poisson equation is employed to compute the electric potential:

r2� = �e(ni � ne)=�0 (8)

B. Gas Properties

The properties of the neutral particles were taken to be representative average values corresponding to air:
mn = kB=Rn, where Rn = 287 m2/(s2 �K) and n = 1:4. Correlations for the transport properties of air
were taken from the Sutherland-law formulas of Ref. 30.

The charged particle properties were based on those employed in Ref. 13 to represent nitrogen. The ion
and electron mobilities were taken to be �i = 2:75 (760 Torr)=p� cm2=(V�s) and �e = 400 (760 Torr)=p� cm2=(V�
s), where p� = p (300 K)=T . The corresponding di�usion coe�cients were found from Ds = �skBTs=e, with
Ti = Tn and kBTe = 1 eV. The collision rates in Eq. (6) were derived from the mobilities as follows:
msn�sn = e=�s.

The di�usion coe�cient for the excited neutrals was determined by assuming the following Schmidt
number: Scx = �vn=(�nDx) = 0:77. This is a reasonable estimate for self-di�usion in a diatomic gas.31 The
corresponding collision rates were mxn�xn = kBTx=Dx, with Tx = Tn.

The ionization coe�cient was:

�=p� =

8>>>>>>><>>>>>>>:

900

E=p�
exp

�
� 315

E=p�

�
; E=p� � 100 V=(cm Torr)

12 exp

�
� 342

E=p�

�
; 100 < E=p� � 800 V=(cm Torr)

12 exp

�
�342

800

�
; E=p� > 800 V=(cm Torr)

Here p� is in Torr, � in cm�1, and E in V/cm. The recombination coe�cient was � = 2�10�7
p

300=Te cm3=s,
where Te = 11600 K.
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In order to obtain a lower bound on the neutral gas heating rate, values for the excitation reactions were
taken to represent N2(A3�), an excited species that relaxes relatively slowly. The recombination coe�cient
was taken to be kr = 5� 10�13 cm3=s and the excitation energy �x = 6:3 eV. The fraction of energy going
into molecular excitation �h(E=N) was evaluated using a point Boltzmann equation solution; the results are
shown in Fig. 1.

C. Boundary Conditions

Standard no-slip boundary conditions with a constant temperature wall were employed for the neutral
particles. The number density of the excited molecules was set to a small value on the boundaries (1:0 �
108 m�3).

Standard boundary conditions were employed for the charged particles. First, the conditions at the wall
were determined by setting the normal derivative to zero. Then, if the provisional ion ow was away from
the boundary, the ion ux was set to zero. The electron number density was determined through a balance
between the kinetic ux to the wall and secondary emission. For certain cases, these boundary conditions
led to numerical instability at the exposed electrode boundary. When this occurred, the simpli�ed boundary
conditions described in Ref. 32 were employed.

For a bare electrode the potential was speci�ed as zero (grounded). An alternative boundary condition
was employed for an electrode with a dielectric coating. The dielectric layer was assumed to be su�ciently
thin that a linear potential pro�le (uniform electric �eld Ed) was a good approximation. The electric �eld
inside the dielectric was related to the electric �eld E at the surface through the relation �0E� �r�0Ed = �n,
where � is the surface charge density and n is the unit normal vector pointing into the computational
domain. The surface charge was determined by integrating @�=@t = �j � n for each surface point, using a
time-marching scheme analogous to that of the main governing equations.

III. Numerical Methods

The calculations were carried out using the Air Force Research Laboratory code HOPS (Higher Order
Plasma Solver).33{36 The code includes several physical models and numerical schemes. Here, the physical
model consisting of Eqs. (1), (4), and (8) was solved using an implicit, second-order, upwind formulation.
All the equations were solved in a nondimensional form that has been described in previous papers.33{36

Time integration of the conservation equations (1) and (4) was carried out using a second-order implicit
scheme, based on a three-point backward di�erence of the time terms. The formulation is similar to the
standard technique of Beam and Warming,37 but adapted to a multi-uid formulation with di�erent models
for particle motion.

Approximate factoring and quasi-Newton subiterations were employed. The implicit terms were linearized
in the standard ‘thin layer’ manner. The implicit terms were evaluated with second-order spatial accuracy,
yielding a block tridiagonal system of equations for each factor. The species were loosely coupled, limiting
the rank of the ux Jacobian matrices to the order of the moment model. Each factor was solved in turn
using a standard block tridiagonal solver, and the change in the solution vector of conserved variables was
driven to zero by the subiteration procedure at each time step.

For the �ve-moment model employed for the neutrals, the Roe scheme38,39 was employed for the inviscid
uxes. For the one- and two-moment models, a simple upwinding scheme was employed, based on the
convection-drift velocity. This is similar to the approach of Surzhikov and Shang.32 Stability was enforced
using the minmod limiter in the MUSCL formalism.40

The Poisson equation (8) was solved at the end of each sub-iteration in the implicit time-marching
scheme. An approximately factored implicit scheme was employed, adapted from the approach described by
Holst.41 The formulation of the implicit scheme was analogous to that of the conservation equations, with
linearization of the implicit terms, approximate factoring, and an iterative procedure that drives the change
in the solution to zero. The spatial derivatives were evaluated using second-order central di�erences, and
the system was solved using the Thomas tridiagonal algorithm.42
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IV. Results

Schematics of the Mach 5 cylinder ow experiment17,26 are shown in Fig. 2. Figure 2a shows a diagram
of the cylinder model mounted in the wind tunnel, and Figs. 2b-c illustrate the construction of the test
article. The hollow cylinder model was made of fused quartz, with a 6 mm outside diameter and a 2 mm
thick wall. A thin copper exposed electrode (12 mm � 1.5 mm) was a�xed to the surface of the cylinder,
with a second copper electrode mounted inside (a 3 mm diameter tube, 0.35 mm thick and 10 mm long).

A combination of positive and negative polarity pulses to the two electrodes produced a potential dif-
ference of around 20 kV, lasting on the order of 100 ns. The e�ects of the energy release in the resulting
discharge were captured using schlieren photography. Selected side-view schlieren images are shown in Fig. 3.
Weak shock waves are seen to form near the edge of the exposed electrode, and propagate upstream in the
shock-layer ow on a time scale on the order of microseconds. When they reach the bow shock, they alter
its shape, and increase the shock stando� by up to 25%.

In the experiments, typical freestream conditions for the neutral gas were a speed of 715 m/s, a pressure of
159.5 Pa, and a temperature of 56 K. Sample calculations are presented here for a one-dimensional discharge
under conditions representative of the stagnation region of the cylinder ow experiment. The corresponding
stagnation conditions, computed using the Rayleigh supersonic Pitot formula43 were 4.74 kPa and 310.3 K.
For each case in the calculations discussed below, the initial, uniform state of the neutral gas was set to
these stagnation values.

The con�guration considered here is illustrated in Fig. 4a. The problem is one-dimensional. In the
simulations, the right electrode was grounded and the left electrode, which was coated by a thin dielectric
layer, was powered with the following input signal:

Vs = �V0 exp
�
�(t=� � 4)2

�
(9)

For the present calculations, we assumed V0 = 20 kV and � = 15 ns.
The discharge gap was taken to be 10 mm. The initial number density of charged particles was taken to

be 1013 m�3, the initial number density of excited molecules was 1011 m�3, and the initial electric �eld was
zero. The dielectric coating was assumed to be 2 mm thick, with a relative dielectric constant of �r = 3:8,
chosen to be representative of fused quartz. The secondary emission coe�cient was sem = 0:05.

As mentioned earlier, the calculations were carried out in two phases. The �rst stage of the calculations
encompassed the �rst 400 ns of the discharge, and employed the full physical model discussed above: Eqs. (1),
(4), and (8). Since electromagnetic e�ects and charged particle motion became negligible after the input
pulse died away (� 120 ns), in the second stage of the computations (0.4 �s to 100.4 �s), only the behavior of
the neutrals and excited molecules was modeled: Eqs. (1)c and (4). This approach resulted in a substantial
savings in computational cost, allowing the time-step to be increased by a factor of about 104.

Results obtained in these two stages are illustrated in Fig. 4b. The plot shows the energy density of the
excited molecular species, averaged over the discharge gap. The red line indicates the Stage 1 computations
with the full model, and the blue line the Stage 2 computations with the reduced model. Close inspection of
the �gure indicates that the di�erence in energy deposition rate predicted by the two models at the 400 ns
switch-over is extremely small.

Figure 5 shows results from a grid resolution study of this problem. Calculations were carried out on
uniform grids of 401, 801, and 1601 points. The minimum mesh spacings for the respective cases were 25 �m,
12.5 �m, and 6.25 �m. For each case, the time step was 0.25 ps for the Stage 1 computations, and 5 ns for
Stage 2.

Figure 5a shows a close-up view of the electron number density distribution near the left electrode at the
60 ns mark (Stage 1) for each of the grids. For this case, the computations appear to be approaching grid
convergence for a mesh of 801 points.

Analogous results of the Stage 2 calculations are shown in Fig. 5b. This plot shows the neutral gas
velocity pro�le at 10.4 �s. The wave generated near the left electrode appears to be well-resolved on all the
grids, but the corresponding wave on the right appears to diminish with grid re�nement. This result is being
investigated in ongoing work. The remainder of the discussion will focus on the �nest grid case, with 1601
points.

Figure 6 presents the properties of the electric circuit as a function of time. The input voltage (blue line)
and the corresponding voltage on the dielectric surface (red line) are shown in Fig. 6a. The two potentials
di�er because of charge accumulation on the dielectric surface. The 20 kV negative Gaussian pulse used as
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an input waveform results in a maximum negative potential on the dielectric surface of about 7 kV at 46 ns,
and a positive peak of around 2 kV which appears later at about 73 ns.

The current density j and dissipated power E � j, averaged across the domain, are shown in Fig. 6b. Three
major peaks are seen in the plots, at about 46 ns, 54 ns, and 73 ns, and appear to be associated with the
maximum of dVs=dt. The average current is initially negative, owing toward the left electrode, but changes
sign at about 62 ns. Afterwards there is signi�cant current ow in the opposite direction. The current and
power dissipation approach zero as the input waveform decays.

The accumulation of surface charge on the dielectric plays an important role in limiting the electric �eld
and current in the discharge. The surface charge on the left electrode is shown as a function of time in
Fig. 7a, along with the current density at the same location. Current ow toward the electrode (negative
values of j) results in accumulation of positive charge on the dielectric. The current at the left boundary
changes sign at about 65 ns, and begins draining the accumulated surface charge. For large times, both
current and surface change approach zero.

Both the surface charge on the dielectric and the space charge in the electrode sheath act to reduce the
electric �elds in the discharge gap. Figure 7b illustrates this e�ect. The blue line indicates the electric �eld
that would be present if perfect neutrality prevailed. This �eld E = Vs=(L + d=�r) reects the capacitance
of the dielectric layer and an empty discharge gap. For comparison, the electric �eld at a representative
location in the plasma (x = 8 mm) is indicated by the red line. Initially, the two curves coincide closely, but
after about 45 ns, the plasma �eld is substantially diminished over the reference �eld because of unbalanced
charge.

The evolution of the electric �eld is illustrated in Fig. 8. Figure 8a shows, as a function of time, the �elds
in the plasma (black line) and at the left boundary (red line) and right boundary (blue line). Figure 8b
shows the distribution of the reduced electric �eld across the domain for selected times. Initially the electric
�eld is fairly uniform. Then a brief, intense, negative peak in the electric �eld at the left boundary occurs,
centered at about 54 ns. The reduced electric �eld briey exceeds 104 Td (10�17 V�m2) during this phase.
(Comparable reduced electric �elds were reported in Ref. 44.) Later, a corresponding positive peak occurs at
the right electrode, centered around 73 ns. It is interesting to note the sign change in the plasma �eld around
61 ns (see Fig. 7b), and that a period occurs in which the electric �eld is directed toward the boundary on
both sides (dual cathode regime21).

Energy storage and release are examined in detail in Figs. 9-10. Figure 9 shows the net rate of energy
deposition, per unit volume, in excited molecular states:

P = �hE�j� krnnnx�x (10)

This is the source term in an equation for the internal energy formed by multiplying Eq. (1c) by the excitation
energy per molecule �x. Results for the energy deposition phase (Fig. 9a) closely mirror the behavior of the
electric �eld. Peak energy deposition occurs in brief, intense peaks close to the electrodes. Energy release
occurs in the same regions, over longer time scales (Fig. 9b).

Figure 10 shows the corresponding averages over the discharge gap as a function of time. (See also
Fig. 4b.) Comparing to Fig. 6b, we see that the energy deposition (blue curve) closely tracks the dissipated
electric power. The stored energy (red curve) peaks and begins to decline even before the end of the input
waveform. Once the input pulse is over, the stored energy undergoes an exponential decay, with most of the
energy disappearing within 10 �s.

Pro�les through the discharge for di�erent times in the Stage 1 computations are shown in Fig. 11.
At early stages in the pulse (Fig. 11a, 44 ns), the cathode sheath begins to form, but the electric �eld
is essentially uniform (linear potential distribution). Even for this low �eld, excited molecules have been
generated over the initial level, in particular in the plasma away from the left electrode sheath. At later
times (Fig. 11b-c, 45-46 ns), rapid change occurs in the left electrode sheath. The electric �eld becomes much
higher there than in the plasma, and substantial ionization and excitation occur. There is a corresponding
reduction in the sheath thickness.

By 54 ns (Fig. 11d), the electric �eld at the left electrode has reached its maximum value, and around
73 ns (Fig. 11e), a corresponding process occurs at the right electrode.

After the decay of the input waveform, some additional excitation occurs, particularly near the right
electrode, which behaves like a cathode as the ionization generated by the pulse leaks out of the domain. At
the end of Stage 1 (Fig. 11f, 400 ns), we are left with large concentrations of excited molecules near both
electrodes, and a negligible electric �eld.
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Selected pro�les through the discharge for the Phase 2 calculations are shown in Fig. 12. Without
excitation, the number density rapidly relaxes, and the peaks in the distribution are essentially gone within
about 10 �s (Fig. 12a). The corresponding energy release generates weak shocks (acoustic waves) that travel
toward the center of the domain from the vicinity of the electrodes (Figs. 12b-d). At later stages in the
computation (not shown) multiple reections of these waves occur.

The maximum neutral gas temperature rise is about 40 K, maximum velocities are about 10 m/s, and
maximum pressure rise is about 0.2 kPa. It is interesting to note that although energy release continues to
occur throughout the computation (note the �nal temperature distribution), the contribution to gas motion
only comes from the portion of energy released faster than the characteristic time for an acoustic wave to
traverse the domain.

V. Summary and Conclusions

Numerical calculations were carried out to examine the physics of the operation of nanosecond-pulse,
single dielectric barrier discharges for high-speed ow control. Conditions were selected to be representative
of the stagnation region of a Mach 5 cylinder ow that was the subject of recent experiments.17,26 A four-
species formulation was employed, including neutrals, ions, electrons, and a representative excited molecular
species. The following models were employed to predict particle motion: a drift-di�usion formulation for the
charged particles, a di�usion equation for the excited molecules, and a �ve-moment uid formulation for the
neutrals. The Poisson equation was solved for the electric potential. During a 20 kV Gaussian input pulse
lasting approximately 120 ns, an average energy density of about 40 J/m3 was stored in excited molecular
states. Quenching reactions released this stored energy within about 10 �s, converting it into translational
energy of the neutrals and forming weak shock waves. The maximum neutral gas temperature rise predicted
by the model was about 40 K.

This work represents a �rst step towards detailed modeling of the nanosecond-pulse dielectric barrier
discharge actuator. Despite the idealizations in the model, the computations predict the same order of
magnitude of e�ect that was observed experimentally. In ongoing work, we are extending the model to
include about ten species and carrying out a detailed study of the boundary conditions. The nanosecond-
pulse dielectric barrier discharge actuators show promise for high-speed ow control, and accurate numerical
modeling will contribute the optimization of these devices.
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Figure 1. Fraction of discharge energy going into excitation as a function of reduced electric �eld: points from
Boltzmann solution along with eighth-order polynomial �t.

(a) Diagram of cylinder mounted in
wind tunnel.

(b) Perspective view of test article. (c) Side view of test article.

Figure 2. Con�guration of Mach 5 cylinder ow experiment.26
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(a) Time: 1 �s. (b) Time: 2 �s. (c) Time: 3 �s. (d) Time: 4 �s.

Figure 3. Side-view schlieren images of Mach 5 cylinder ow perturbed by pulsed discharge.
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Figure 4. Con�guration for one-dimensional discharge problem.
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Figure 5. Grid resolution study of one-dimensional discharge problem.
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Figure 9. Spatial variation of power density for storage and release of energy in excited molecules.
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Figure 10. Energy storage and release; quantities averaged across discharge gap.
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Figure 11. Discharge pro�les for energy storage phase. Line key: black { electric potential; red { number
density of excited molecules; green { number density of ions; blue { number density of electrons.

14 of 15

American Institute of Aeronautics and Astronautics 109



x (cm)

n
x
 (

m
3
)

0 0.2 0.4 0.6 0.8 1

0

2E+20

4E+20

6E+20

8E+20

1.4 µs

2.4 µs

5.4 µs

10.4 µs

0.4 µs

(a) Number density of excited molecules.

x (cm)

p
 (

P
a

)

0 0.2 0.4 0.6 0.8 1
4700

4800

4900

5000

5100

5200

0.4 µs

5.4 µs

10.4 µs

(b) Neutral gas pressure.

x (cm)

T
n
 (

K
)

0 0.2 0.4 0.6 0.8 1
300

310

320

330

340

350

360

370

0.4 µs

100.4 µs

5.4 µs
10.4 µs

(c) Neutral gas temperature.

x (cm)

u
n
 (

m
/s

)

0 0.2 0.4 0.6 0.8 1
20

10

0

10

20

0.4 µs

5.4 µs
10.4 µs

(d) Neutral gas velocity.

Figure 12. Discharge pro�les for energy release phase.
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Numerical Simulation

of Nanosecond-Pulse Electrical Discharges

Jonathan Poggie� and Nicholas J. Biseky

Air Force Research Laboratory, Wright-Patterson AFB, Ohio 45433-7512 USA

Igor V. Adamovichz and Munetake Nishiharax

The Ohio State University, Columbus, Ohio 43210 USA

Numerical calculations were carried out to examine the physics of the operation of a
nanosecond-pulse, single dielectric barrier discharge in a con�guration with planar sym-
metry. This simpli�ed con�guration was chosen as a vehicle to develop a physics-based
nanosecond discharge model, including realistic air plasma chemistry and compressible
bulk gas ow. First, a reduced plasma kinetic model (15 species and 42 processes) was
developed by carrying out a sensitivity analysis of zero-dimensional plasma computations
with an extended chemical kinetic model (46 species and 395 processes). Transient, one-
dimensional discharge computations were then carried out using the reduced kinetic model,
incorporating a drift-di�usion formulation for each species, a self-consistent computation
of the electric potential using the Poisson equation, and a mass-averaged gas dynamic
formulation for the bulk gas motion. Discharge parameters (temperature, pressure, and
input waveform) were selected to be representative of recent experiments on bow shock
control with a nanosecond discharge in a Mach 5 cylinder ow. The computational results
qualitatively reproduce many of the features observed in the experiments, including the
rapid thermalization of the input electrical energy and the consequent formation of a weak
shock wave. At breakdown, input electrical energy is rapidly transformed (over roughly
1 ns) into ionization products, dissociation products, and electronically excited particles,
with subsequent thermalization over a relatively longer time-scale (roughly 10 �s). The
motivation for this work is modeling nanosecond-pulse, dielectric barrier discharges for
applications in high-speed ow control. The e�ectiveness of such devices as ow control
actuators depends crucially on the rapid thermalization of the input electrical energy, and
in particular on the rate of quenching of excited electronic states of nitrogen molecules and
oxygen atoms and on the rate of electron-ion recombination.

I. Introduction

Interest in plasma-based ow control dates to the mid-1950s, when magnetohydrodynamic reentry heat
shields were �rst investigated.1,2 Activity in the research area waned in the 1970s, with some work on
drag reduction using corona discharges appearing in the 1980s.3 A resurgence in the �eld took place in the
1990s, with the introduction of dielectric barrier discharge (DBD) actuators,4 a revisit of reentry magne-
tohydrodynamics,5 and the disclosure of the AJAX hypersonic vehicle concept.6 In the �fteen years since
this resurgence, plasma-based ow control techniques have been a topic of ongoing research, motivated by
the possibility of extremely rapid actuation, a low-pro�le con�guration, and the ability to operate in hostile
environments.7{17

In the high-speed regime, plasma-based ow control devices have su�ered the drawbacks of either ex-
cessive weight18 or insu�cient control authority.4 Pulsed discharge devices, based on either arc19 or glow
discharges,20 seem to be a promising way around these di�culties. Nanosecond-scale pulsed glow discharges
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are e�cient generators of both ions and electronically excited molecules because of the extremely high in-
stantaneous reduced electric �eld.21

The generation of shock waves by volumetric heat release in pulsed discharges was observed and explained
in the 1970s in the context of gas laser technology.22,23 Early computations by Aleksandrov et al.23 assumed
that all the power dissipated in the discharge immediately went into heating the neutral gas. Popov,25

however, has emphasized a two-stage heating mechanism in which product species and electronically excited
species are generated by electron impact, and then the stored chemical energy is converted to thermal
energy through quenching reactions. Two-dimensional calculations have been carried out recently by Unfer
and Boeuf,24 assuming instant thermalization of 30% of the dissipated power going into electronic excitation.

In recent experiments,17,26 control of a Mach 5 cylinder ow was demonstrated using a pulsed surface
dielectric barrier discharge. Schematics of the experiment are shown in Fig. 1. Figure 1a shows a diagram of
the model mounted in the wind tunnel, and Figs. 1b-c illustrate the actuator con�guration on the cylinder.

The hollow cylinder model was made of fused quartz, with a 6 mm outside diameter and a 2 mm thick
wall. A thin copper exposed electrode (12 mm � 1.5 mm � 0.1 mm) was a�xed to the surface of the cylinder,
with a second copper electrode mounted inside (a 3 mm diameter tube, 0.35 mm thick and 10 mm long).
DuPontTM Kapton R polyimide �lm was placed over the ends of the exposed electrode, leaving a 10 mm
span exposed to the ow.

A combination of positive and negative polarity pulses to the two electrodes produced a potential dif-
ference of about 27 kV, lasting on the order of 5 ns (pulse full-width at half maximum). The e�ects of
the energy release in the resulting discharge were captured using phase-locked schlieren imaging. Side-view
schlieren images are shown in Fig. 2 for several time-delays after the discharge. A weak shock wave is seen
to form near the edge of the exposed electrode, and propagate upstream in the shock-layer ow on a time
scale on the order of microseconds. When it reaches the bow shock, the shock shape is altered, and the
shock stando� increases by up to 25%. Given the close relationship between shock stando� and gradients
at the stagnation point,9 this system might be able to alter heat transfer rates at the nose of blunt body
ows. Further, the system is promising for general high-speed ow control applications, for example control
of supersonic inlet ows.27

We have begun to formulate a high-�delity physical model of the energy transfer process in the pulsed
surface dielectric barrier discharge.28 For simplicity in the present work, we have focused on a planar
geometry, where experimental evidence exists that a nearly one-dimensional discharge can occur at relatively
low pressures.29 (In a companion project, we are exploring the three-dimensional uid mechanics of the
experiment using a gasdynamics code with a phenomenological volumetric energy deposition model.30) Using
coupled modeling of the plasma and compressible ow in a one-dimensional geometry, we plan to study the
dominant physical e�ects, including energy thermalization kinetics and compression wave formation and
propagation.

To this end, a reduced plasma kinetic model (15 species and 42 processes) was developed �rst by carrying
out a sensitivity analysis of a zero-dimensional plasma computation with an extended chemical kinetic
model (46 species and 395 processes). Transient, one-dimensional discharge computations were then carried
out using the reduced kinetic model, incorporating a drift-di�usion formulation for each species, a self-
consistent computation of the electric potential using the Poisson equation, and a mass-averaged gas dynamic
formulation for the bulk gas motion.

II. Development of Reduced Kinetic Model

To obtain the reduced kinetic model, we applied a sensitivity analysis to a detailed, transient, zero-
dimensional air plasma model used in previous work.31 The reduced model was developed to identify the
dominant species and reactions a�ecting the energy balance and the rate of thermalization in the discharge,
and to minimize the computational cost of the transient, one-dimensional calculations that will be presented
in Sec. III.

The full air plasma model is based on the model developed by Kossyi et al.32 It incorporates a set
of ordinary di�erential equations for number densities of neutral species N, N2, O, O2, O3, NO, NO2,
N2O, NO3, charged species e�, N+, N+

2 , N+
3 , N+

4 , O+, O+
2 , O+

4 , NO+, NO+
2 , N2O+, N2O+

2 , N2NO+,
O2NO+, NONO+, O�, O�2 , O�3 , NO�, NO�2 , NO�3 , N2O�, and excited species N2(A3�), N2(B3�), N2(C3�),
N2(a01�), O2(a1�), O2(b1�), O2(c1�), N(2D), N(2P), O(1D) produced in the plasma, as well as an energy
equation for predicting the time evolution of gas temperature. This set of equations is coupled with a steady,
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two-term expansion of the Boltzmann equation for the electron energy distribution function (EEDF) of
the plasma electrons.33 These calculations employ experimental cross sections of electron impact electronic
excitation, dissociation, ionization, and dissociative attachment processes.34,35 The rate coe�cients of these
electron impact processes, as functions of the reduced electric �eld E=N , are derived from the Boltzmann
solutions by averaging the cross sections over the EEDF. The model also incorporates chemical reactions
of ground state species and excited electronic species, electron-ion recombination and ion-ion neutralization
processes, ion-molecule reactions, and electron attachment and detachment processes. The rate coe�cients
of these processes are taken from Kossyi et al.32 The air plasma processes and the kinetic rates used are
listed in a previous paper.31

In the zero-dimensional modeling calculations using the full air plasma kinetic model, the time-resolved
reduced electric �eld (i.e. the pulse voltage waveform) was one of the inputs for the model. The voltage
waveform was approximated as a pulse with Gaussian form, U(t) = Upeak exp[�(t� t0)2=�2], where Upeak is
the peak voltage, t0 is the moment when the voltage peaks, and � = 3 ns is the pulse width parameter. The
pulse width parameter was chosen to �t the experimental voltage pulse duration produced by a nanosecond
pulse generator (FID GmbH, FPG 60-100MC4) with pulse full-width half-maximum of 5 ns.26

The pulse peak voltage was considered an adjustable parameter, and varied to produce discharge pulse en-
ergy loading of 50-100 meV/molecule. At these conditions, if all discharge input energy were thermalized, the
resultant temperature rise in the discharge would be �T � 165-330 K (thermalization of 1 meV/molecule
input energy corresponds to �T = 3:32 K). However, recent kinetic modeling calculations and experi-
ments25,36,37 suggest that approximately 30% of the input energy is thermalized rapidly after a discharge
pulse with a peak reduced electric �eld of (E=N)peak = 200-900 Td (1 Td = 10�17 V-cm2), during collisional
quenching of electronically excited species.

Calculations and experiments by Aleksandrov et al.38 suggest that in nanosecond pulse discharges at
atmospheric pressure at very high values of the reduced electric �eld, E=N � 1000 Td, the rapidly thermalized
energy fraction increases up to about 50%, due to contributions of ion-molecule reactions, electron-ion
recombination, and ion-ion recombination. The time scale for the rapid energy thermalization ranges from
a few microseconds at p � 0:01 atm37 to below one microsecond at p � 1 bar.38 This e�ect would limit the
temperature rise due to rapid energy thermalization after the discharge pulse to �T � 50-100 K. This is
consistent with the temperature rise measured in a single-pulse nanosecond surface dielectric barrier discharge
(SDBD) in dry air at p � 30 Torr using the FID pulse generator, �T = 40 � 30 K26 and in a single-pulse
nanosecond SDBD in room air using a custom-designed nanosecond pulse generator, �T = 80� 50 K.39

In the present paper, our primary objective is to study the e�ect of rapid energy thermalization on
compression wave formation in the discharge, for a time scale after the discharge pulse shorter than the
acoustic time �acoustic = L=a. (Here L is the characteristic size of the plasma and a is the local speed of sound.)
Strong compression waves generated by nanosecond-pulse discharges can be used for high-speed ow control.
Nanosecond-gate, broadband ICCD images of nanosecond-pulse surface dielectric barrier discharges17,26

have shown that the thickness of the near-surface plasma layer at atmospheric pressure is of the order of
100 �m, which corresponds to an acoustic time of �acoustic � 0:3 �s. Thus, nanosecond-pulse discharge
energy thermalization on a shorter time scale at atmospheric pressure would result in strong compression
wave formation, as detected in experiments.17,20,39,40

Transient, zero-dimensional calculations have been conducted for a single-pulse discharge in dry air at
pressures ranging from 30 Torr to 760 Torr, initially at room temperature. Since peak reduced electric
�eld in these calculations varied from (E=N)peak � 600 Td (at p = 30 Torr) to (E=N)peak � 200 Td (at
p = 760 Torr), vibrational excitation by electron impact was neglected. For E=N > 200 Td, discharge
energy fraction loaded into the vibrational energy mode of nitrogen does not exceed 10%. Heat transfer
from the gas heated in the discharge was also neglected. Using sensitivity analysis, a reduced kinetic model
incorporating 15 species (N2, O2, O, O3, NO, N, O(1D), N2(A3�), N2(B3�), N2(a01�), N2(C3�), e�, N+

2 ,
O+, O+

2 ) and 42 processes was obtained from the full air plasma model including 46 species and 395 processes
(see Tables 1-2). Since, at the high peak reduced-electric-�elds involved here, the rate of electron impact
ionization greatly exceeds the rate of electron attachment, processes involving negative ions do not a�ect the
energy balance. During the sensitivity analysis, the main criterion used was the e�ect of individual processes
on time-dependent energy fraction thermalized after the discharge pulse. The results of calculations for
p = 30 Torr are summarized in Figs. 3-6, and for p = 760 Torr in Figs. 7-10.

From Fig. 3, it can be seen that at p = 30 Torr, peak reduced electric �eld and peak ionization fraction
are approximately (E=N)peak = 580 Td and (ne=N)peak = 8 � 10�4 (ne = 7:7 � 1014 cm�3), respectively.
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Figure 4 shows that energy fraction thermalized during the �rst 10 �s after the pulse is approximately
31%. Comparing Figs. 4 and 5 demonstrates that the energy thermalization on this time scale is primarily
due to collisional quenching of N2(A3�), N2(B3�), N2(a01�), N2(C3�), and O(1D), as well as electron-ion
recombination. Further energy thermalization, on a much longer time scale of 10 �s to 100 ms, occurs
primarily in reactions of nitrogen and oxygen atoms with oxygen molecules, N + O2 ! NO + O and O +
O2 + M ! O3 + M, resulting in nitric oxide and ozone formation, as well as in reaction O + O3 ! O2 +
O2. Figure 4 also demonstrates the accuracy of the reduced kinetic model as compared to the full model.

The results obtained at p = 760 Torr are shown in Figs. 7-10. In this case, both peak reduced electric
�eld and peak ionization fraction are lower, (E=N)peak = 200 Td and (ne=N)peak = 2 � 10�4 (ne =
4:9 � 1015 cm�3), respectively (see Fig. 7). From Fig. 8, it can be seen that energy fraction thermalized
within 1 �s after the pulse is approximately 23%. Again, energy thermalization on this time scale is due
to collisional quenching of N2(A3�), N2(B3�), N2(a01�), N2(C3�), and O(1D) (compare Figs. 8 and 9),
followed by an additional 25% of input energy thermalized on a long time scale, 1-300 �s after the pulse, in
chemical reactions of nitric oxide and ozone formation. The reduced kinetic model obtained based on the
modeling results at p = 30 Torr remains accurate (see Fig. 8).

The rest of the zero-dimensional modeling calculations were consistent with the low-pressure and the
high-pressure cases shown in Figs. 3-10. For the entire pressure range tested, p = 30 � 760 Torr, the
rapidly thermalized discharge energy fraction was in the range of 25-30%. The time scale for rapid energy
thermalization, predicted by the model, varies from 2-3 �s at p = 30 Torr to 0.2-0.3 �s at p = 760 Torr (e.g.,
see Figs. 4 and 8). Thus, rapid heating after a discharge pulse coupling 100 meV/molecule to dry air would
result in localized heating by 80-100 K.

Rate coe�cients of electron impact processes incorporated into the reduced kinetic model, predicted by
the Boltzmann equation solver and approximated as functions of the reduced electric �eld, are listed in
Table 2. These rates, as well as rate coe�cients of chemical reactions, excited electronic species quenching,
and electron-ion recombination, have been used in the coupled electric discharge / compressible ow model
to predict heating and compression wave formation in a nanosecond-pulse discharge in a geometry with
planar symmetry.

III. Discharge Computations

The 15-species reduced kinetic model was applied to transient, one-dimensional discharge computations.
The following models were employed to predict particle motion: a drift-di�usion formulation for the charged
particles, a di�usion equation for the neutrals, and a mass-averaged uid formulation for the bulk gas. The
Poisson equation was solved for the electric potential. A detailed description of the overall physical model
is given below.

For computational e�ciency, the calculations were carried out in two stages. The �rst stage encompassed
the period in which an external waveform was applied to the electrodes. For this stage, the full physical
model was employed. Shortly after the external potential was turned o�, electromagnetic e�ects and charged
particle motion became negligible. In this second stage of the problem, we set the electric �eld to zero, and
imposed neutrality by setting the electron number density to an appropriate value.

A. Governing Equations

A drift-di�usion formulation was used for the charged particles:

@ns
@t

+r�(nsw � ns�sE�Dsrns) = !s (1)

and a di�usion formulation was used for the neutrals:

@ns
@t

+r�(nsw �Dsrns) = !s (2)

Here the electric �eld is E = �r�, where � is the electric potential. The subscript s indicates the species
number. For each species-s, the number density is ns, the mobility is �s, the di�usion coe�cient is Ds, and
the rate of production in reactions is !s. The bulk uid velocity is w.
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A mass-averaged uid dynamic formulation was used to model the motion of the gas as a whole:

@�

@t
+r�(�w) = 0

@

@t
(�w) +r�(�ww + pI) = r�� + �E

@

@t
[�(�+ w2=2)] +r�[�w(�+ w2=2) + pw] = r�(� �w �Q) + E�j

(3)

Here � is the mass density, p is the pressure, � is the viscous stress tensor, � is the space charge, j is the
total electric current, � is the internal energy, Q is the heat ux. It useful to also de�ne the dissipated power
P = E�J, where J = j� �w.

The relationship between the species properties and the overall properties are as follows:

� =
X
s

msns p =
X
s

ps

�� =
X
s

msns�s �w =
X
s

msnsvs

� =
X
s

qsns j =
X
s

qsnsvs

(4)

where the mass per particle is ms, the charge per particle is qs, the partial pressure is ps = nskBT , and
the species internal energy is �s = h0s + Cv;sT . Further, the laboratory-frame species velocity is vs =
w � �sE� (Dsrns)=ns.

The viscous stress and heat ux are as follows:

� = �v

�
(rw) + (rw)T � 2

3r�wI
�

Q = �krT +
X
s

�sUshs
(5)

where �v is the viscosity, k is thermal conductivity, Us = vs�w is the di�usion velocity, and hs = �s+ps=�s
is the species enthalpy.

Given the very high di�usion velocities in the cathode layer of a nanosecond-pulse discharge, careful
consideration must be made of the validity of a formulation based on the mass-averaged global conservation
laws. The mass averaged formulation assumes, for example, that the species internal energy is the same for
the mass-averaged reference frame as for the species reference frame. In the Appendix, we show that the
formulation used here is valid as long as the kinetic energy associated with di�usion is small compared to
the mixture internal energy. For the present work, this ratio is at most 1

2nsmsU
2
s =(��) � 10�3, so the model

is well justi�ed.
The Poisson equation is employed to compute the electric potential:

r2� = ��=�0 (6)

where �0 is the permittivity of free space.

B. Gas Properties and Boundary Conditions

The 15-species, 42-process formulation described previously was employed, including neutrals, ions, electrons,
and electronically-excited species (Tables 1-2). Data for mobility and di�usion coe�cient for each species
of heavy particle were take from the literature.13,41{43 Correlations of electron temperature and electron
mobility with reduced electric �eld (Fig. 11) were developed from the Boltzmann equation solutions described
in Sec. II. The viscosity and thermal conductivity of the bulk gas were based on standard correlations for
air.44

A one-dimensional computational domain was employed to represent a single dielectric barrier discharge
(Fig. 12). No-slip boundary conditions with a constant temperature wall were employed for the bulk gas. A
zero wall-normal derivative was imposed for the neutral species.

Standard boundary conditions were employed for the charged particles. First, the conditions at the wall
were determined by setting the normal derivative to zero. Then, if the provisional ion ow was away from
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the boundary, the ion ux was set to zero. The electron number density was determined through a balance
between the kinetic ux to the wall and secondary emission. For certain cases, these boundary conditions
led to numerical instability at the exposed electrode boundary (anode). When this occurred, the simpli�ed
boundary conditions described in Ref. 45 were employed.

For the bare electrode the potential was speci�ed as zero (grounded). An alternative boundary condition
was employed for the powered electrode with a dielectric coating (see also Ref. 46). The dielectric layer
was assumed to be su�ciently thin that a linear potential pro�le (uniform electric �eld Ed) was a good
approximation. The electric �eld inside the dielectric was related to the electric �eld E at the surface through
the relation �0E��r�0Ed = �n, where � is the surface charge density and n is the unit normal vector pointing
into the computational domain. The surface charge was determined by integrating @�=@t = �j � n for each
surface point, using a time-marching scheme analogous to that of the main governing equations.

C. Numerical Methods

The calculations were carried out using the Air Force Research Laboratory code HOPS (Higher Order Plasma
Solver).47{50 The code includes several physical models and numerical schemes. Here, the physical model
consisting of Eqs. (1)-(3) and (6) was solved using an implicit, second-order, upwind formulation. All the
equations were solved in a nondimensional form that has been described in previous papers.47{50

Time integration of the conservation equations (1)-(3) was carried out using a second-order implicit
scheme, based on a three-point backward di�erence of the time terms. The formulation is similar to the
standard technique of Beam and Warming,51 but adapted to a multi-uid formulation with di�erent models
for particle motion.

Approximate factoring and quasi-Newton subiterations were employed. The implicit terms were linearized
in the standard ‘thin layer’ manner. The implicit terms were evaluated with second-order spatial accuracy,
yielding a block tridiagonal system of equations for each factor. The species were loosely coupled, limiting the
rank of the ux Jacobian matrices to the order of the moment model (one for the drift-di�usion formulation,
�ve for the overall conservation equations). Each factor was solved in turn using a standard block tridiagonal
solver, and the change in the solution vector of conserved variables was driven to zero by the subiteration
procedure at each time step. Three applications of the ow solver per time-step were employed for the
present work.

For the mass-averaged uid model employed for the bulk gas, the Roe scheme52,53 was employed for
the inviscid uxes. For the drift-di�usion model, a simple upwinding scheme was employed, based on the
convection-drift velocity. This is similar to the approach of Surzhikov and Shang.45 In both formulations,
stability was enforced using the minmod limiter in the MUSCL formalism.54

The Poisson equation (6) was solved at the end of each sub-iteration in the implicit time-marching scheme.
(Using this strategy with the subiteration procedure gives about the same improvement in stable time-step
as methods based on the linearization of the right-hand-side of the Poisson equation.55) An approximately
factored implicit scheme was employed, adapted from the approach described by Holst.56 The formulation
of the implicit scheme was analogous to that of the conservation equations, with linearization of the implicit
terms, approximate factoring, and an iterative procedure that drives the change in the solution to zero. The
spatial derivatives were evaluated using second-order central di�erences, and the system was solved using
the Thomas tridiagonal algorithm.57

As mentioned earlier, the calculations were carried out in two phases. The �rst stage of the calculations
encompassed the �rst 100 ns of the discharge, and employed the full physical model discussed above, Eqs. (1)-
(3) and (6). Since electromagnetic e�ects and charged particle motion became negligible after the input pulse
died away (after about 24 ns), in the second stage of the computations (0.1 �s to 100.1 �s), the electric
�eld was set to zero and neutrality was enforced by appropriately setting the electron number density. This
approach resulted in a substantial savings in computational cost.

For the calculations presented here, a uniform grid of 1001 points across the gap was employed. Grid
resolution studies presented in a previous paper28 indicate that this level of grid resolution is su�cient for
this problem. The time step used for the Phase 1 calculations was 1 ps, and the time-step for Phase 2 was
5 ns.
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D. Results

In the experiments illustrated in Figs. 1-2, typical freestream conditions for the neutral gas were a speed
of 715 m/s, a pressure of 159.5 Pa, and a temperature of 56 K. Sample calculations are presented here
for a one-dimensional discharge under conditions representative of the stagnation region of the cylinder
ow experiment. The corresponding stagnation conditions, computed using the Rayleigh supersonic Pitot
formula58 were 4.74 kPa (36 Torr) and 310.3 K. For each case in the calculations discussed below, the initial,
uniform state of the neutral gas was set to these stagnation values.

The con�guration considered here is illustrated in Fig. 12. The problem is one-dimensional. In the
simulations, the right electrode was grounded and the left electrode, which was coated with a thin dielectric
layer, was powered with the input signal Vs = �V0 exp

�
�(t� t0)2=�2

�
. For the present calculations, we

assumed V0 = 20 kV, � = 3 ns, and t0 = 12 ns.
The discharge gap was taken to be 10 mm. The initial mole fraction of the electrons and each of the

neutral minor species was taken to be 1� 10�10. The mole fraction for each ion species was equal, and set
so that the space charge was zero. The initial electric �eld was zero. The dielectric coating was assumed to
be 2 mm thick, with a relative dielectric constant of �r = 3:8, chosen to be representative of fused quartz.
The secondary emission coe�cient was sem = 0:05.

A previous paper13 presented an analytical model of nanosecond-pulse dielectric barrier discharges, in
which an electron-free sheath region was coupled to a uniform, quasi-neutral plasma region. The model
provided closed-form expressions for the discharge properties, and displayed good agreement with experiment.
We employ this model here to provide a basic check of the correctness of our computer code, and to introduce
the general features of the nanosecond-pulse discharge in one dimension. Figure 13 compares the discharge
properties in the plasma predicted by this analytical model and by the one-dimensional computations. Note
that t0 = 100 ns for the analytical model, but t0 = 12 ns for the numerical computations.

Figures 13a-b show the applied electric �eld (�eld in the absence of plasma), the computed �eld, and
the ionization fraction. Some quantitative di�erences are present, but the general shape of the curves is
in agreement. Because of the shielding e�ect of space charge in the cathode sheath and surface charge
accumulation on the dielectric, the �eld in the plasma is less than the applied �eld. The one-dimensional
computations predict a peak electric �eld at 9.4 ns, before the input pulse maximum at 12 ns, followed by
a smaller peak of opposite sign at 14.5 ns. The peak electron mole fraction reaches about 2� 10�6.

Figures 13c-d show the reduced electric �eld E=N , the dissipated power E �J, and the increase in gas
energy density �(��) (including chemical and thermal energy). Again, the results are qualitatively consistent
between the two models, with moderate quantitative di�erences.

For the one-dimensional numerical computations, the peak reduced electric �eld is about 750 Td. Peak
dissipated power (1:0� 1011 W/m3) occurs as the reduced electric �eld in the plasma is rapidly falling, but
before the peak in the applied electric �eld. The analytical model predicts a total energy transferred to
the gas of about 0.70 meV/molecule, whereas the numerical computations predict about one-third of this
value (0.2 meV/molecule or 38 J/m3). This di�erence is primarily due to the use of di�erent expressions for
the ionization rate coe�cient as a function of reduced electric �eld in the analytical model and the present
numerical computations. If the same expressions for ionization rate are used in the analytical model and
the numerical simulations, the agreement for the predicted pulse energy coupled to the plasma improves
considerably (see Ref. 13).

Recall that for the corresponding zero-dimensional computations discussed in Sec. II (Figs. 3-6), a dis-
charge energy loading on the order of 100 meV/molecule was required to replicate the experimental results,
with about 30 meV/molecule thermalized with 0.1 ms. In the present one-dimensional calculations, we
obtained a discharge energy loading of about 0.2 meV/molecule in the plasma. The plasma electric �eld is
comparable for the two the formulations (580 Td for zero-dimensional vs. 750 Td for one-dimensional), but
the ionization fraction in the plasma is two orders of magnitude higher for the zero-dimensional calculations
(8� 10�4 vs. 2� 10�6).

The discrepancy between the predictions of the two models occurs because of plasma self-shielding in
the one-dimensional calculations. This e�ect rapidly reduces the electric �eld in the plasma and limits the
peak electron density. The results demonstrate that using zero-dimensional plasma kinetic modeling, with
an imposed voltage waveform, is not appropriate even in a simple, symmetric con�guration, since it greatly
overestimates both peak electron density and energy coupled to the plasma.

Figure 14 shows discharge pro�les at several stages in the computations. The species are grouped:
the pro�les of the total number densities of all ions (N+

2 , O+
2 , and O+), electrons (e�), excited neutrals
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(N2(A3�), N2(B3�), N2(a01�), N2(C3�), and O(1D)), and ground-state neutrals (O, O3, NO, N) are shown.
The concentrations of N2 and O2 remain almost constant, and are omitted. The onset of breakdown and
appearance of the peak reduced electric �eld are illustrated in Figs. 14a-b (9-10 ns). The sheath forms
rapidly at the left (covered) electrode, is about 1 mm thick, and carries most of the potential drop across the
gap. Most of the production of new species occurs near the sheath edge and in the plasma. At later stages
in the computation (Fig. 14c, 14 ns), the electric �eld reverses sign in the plasma (see also Ref. 21), with an
accompanying local maximum in time of the �eld magnitude. At the end of �rst state of the calculations
(Fig. 14d, 100 ns), quasi-neutrality prevails in the domain, and the electric �eld is negligible. Since di�usion
has not had time to act, a number of local maxima are present in the species number density pro�les. These
appear to reect the motions of the sheath edge.

Figure 15 shows the time-history in the plasma (x = 8 mm) of the mole fraction of each of the species
except N2 and O2, which remain essentially constant. Results are shown for both the Phase 1 computations
(0{0.1 �s, space charge included) and Phase 2 computations (0.1 �s{100.1 �s, zero electric �eld and neutrality
imposed). The concentrations of charged and excited particles increase suddenly when the electric �eld
becomes strong, and decrease gradually after the input waveform ends. The longest-lived species are O+

2

and N2(A3�). The radicals N and O appear at breakdown, whereas NO and O3 increase gradually after the
end of the input waveform.

We see from Fig. 15 that breakdown results in the rapid formation of new species, which gradually
recombine over a longer time scale. Figure 16 addresses the accompanying energy redistribution. For a
station in the quasi-neutral plasma (x = 8 mm), the distribution of chemical energy over di�erent groups of
species is shown in Fig. 16a, and the distribution between chemical and thermal energy is shown in Fig. 16b.
Corresponding plots for a station near the sheath edge (x = 1 mm), are shown in Figs. 16c-d.

Through the dissipative power term E �J, breakdown converts part of the input electric energy into
chemical energy of new species over a time scale of about 1 ns, then recombination reactions convert the
stored chemical energy to thermal energy over roughly a 10 �s time scale. Initially, most of the chemical
energy is stored in charged particles and excited neutrals. With time, this energy thermalizes through
electron-ion recombination and collisional quenching of electronically excited species. At the same time
additional energy goes into neutral species in the ground electronic states (N, O, NO, and O3), tending to
reduce the e�ciency of the device in rapidly converting electrical energy to heat.

In the plasma, most of the input energy is initially stored in chemical energy, whereas near the sheath
edge this fraction is relatively small. In ongoing work, we are investigating how nonlocal e�ects and the
uncertainty in reaction rates in this region of very high reduced electric �eld inuence this result.

The oscillations in internal energy seen in Fig. 16c for times of 10-20 ns are related to the rapid motion
of the sheath edge during that time interval. (See Fig. 14.)

Also shown in Figs. 16b and 16d is a comparison of the time-integral of the input power density
R t

0
E �J dt̂

to the change in total internal energy. For the plasma region, these are seen to agree almost exactly, indicating
that the heating is essentially a zero-dimensional phenomenon: spatial gradient terms like convection and
heat conduction act over much longer time scales. For the sheath region, however, uid motion is seen to
begin to carry away thermal energy within 100 ns.

The acoustic time scale mentioned previously is nicely illustrated in Figs. 16b and 16d: after several
microseconds, acoustic waves form due to the rapid heating, creating the spikes apparent in the plots. Only
energy that is released as heat on a time scale shorter than the acoustic time can contribute to the formation
of these waves.

The acoustic waves are more apparent in Fig. 17, which shows the heating and gas motion induced by
the discharge. The majority of the heating occurs near the edge of the cathode sheath, forming weak waves
that travel across the domain. For example, consider the velocity pro�les in Fig. 17b, and note the wave
structure. Two waves, traveling in opposite directions, appear near x = 1 mm for the 0.1 �s pro�le (red
curve). After 4.1 �s (green curve), the left-running wave has reected o� the left boundary and trails the
other compression wave. Note also the growth in wave strength between these two times; the waves are
driven by exothermic reactions in a manner analogous to a detonation.

For this case, the waves are relatively weak, with a peak gas velocity of about 3 m/s and peak temperature
rise of about 11 K. The stationary background gas experiences less than a 1 K temperature rise over the
time covered in the simulation. For an air temperature of 310.8 K, the speed of sound is about 353 m/s.
Estimating the wave speed by measuring displacements in Fig. 17a, we �nd 355 m/s, which is very slightly
supersonic.
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Substantially supersonic wave speeds (up to 480 m/s) have been observed experimentally.20 In ongo-
ing work, we are attempting to replicate this stronger gasdynamic interaction by altering the simulation
conditions to increase the coupled energy density.

IV. Summary and Conclusions

Numerical calculations were carried out to examine the physics of the operation of a nanosecond-pulse,
single dielectric barrier discharge in a con�guration with planar symmetry. This simpli�ed con�guration was
chosen as a vehicle to develop a physics-based nanosecond discharge model, including realistic air plasma
chemistry and compressible bulk gas ow. Discharge parameters (temperature, pressure, and input wave-
form) were selected to be representative of recent experiments on bow shock control with a nanosecond
discharge in a Mach 5 cylinder ow.

First, a reduced plasma kinetic model (15 species and 42 processes) was developed by carrying out a
sensitivity analysis of zero-dimensional plasma computations with an extended chemical kinetic model (46
species and 395 processes). Transient, one-dimensional discharge computations were then carried out using
the reduced kinetic model, incorporating a drift-di�usion formulation for each species, a self-consistent com-
putation of the electric potential using the Poisson equation, and a mass-averaged gas dynamic formulation
for the bulk gas motion.

A grid converged solution and reasonable comparison to a validated analytical model indicate that the
computations reect an accurate solution of the mathematical model. The computational results qualita-
tively reproduce many of the features observed in experiments, including the rapid thermalization of the
input electrical energy and the consequent formation of a weak shock wave. The results illustrate how input
electrical energy is rapidly transformed (over roughly 1 ns) at breakdown into ionization products, dissoci-
ation products, and electronically excited particles, and how thermalization occurs over a relatively longer
time-scale (roughly 10 �s).

The motivation for the present work is modeling nanosecond-pulse, dielectric barrier discharges for ap-
plications in high-speed ow control. The e�ectiveness of such devices as ow control actuators depends
crucially on the rapid thermalization of the input electrical energy, and in particular on the rate of quench-
ing of excited electronic states of nitrogen molecules and oxygen atoms and on the rate of electron-ion
recombination.

Future work will include using the coupled nanosecond discharge / compressible ow model developed
in the present work for simulation of surface nanosecond pulse discharges. The main di�erence of the
present approach from other recent studies of nanosecond pulse discharges in air24 is that the present model
incorporates the kinetics of energy storage and thermalization.

In addition, various ow control applications will be explored. One option under consideration is replacing
the cylinder model with a blunt oblique shock generator, and examining whether the nanosecond discharge
can a�ect an impinging shock / boundary layer interaction. There is a strong motivation to control such
interactions for supersonic engine inlet applications.27

Appendix: Mass-Averaged Conservation Equations

The present paper employs a mass-averaged formulation of the conservation laws for the gas as a whole,
Eq. (3). Here we present a brief derivation of the mass-averaged formulation from the conservation laws for
individual species, and discuss the range of applicability of the conventional mass-averaged formulation for
our applications. (See also Ref. 59.)

A derivation of the conservation laws for the individual species, as moments of the Boltzmann equation,
was presented in a previous paper,49 and is also addressed elsewhere.60{62 Briey, the moment equations are
obtained by multiplying the Boltzmann equation by a conserved quantity, and integrating over all velocity
space. Considering a quantity �(u) associated with each particle of species-s, an average value is de�ned as
h�is(x; t) =

R
�(u)fs(x;u; t) d

3u, where where u is the particle velocity, fs is the distribution function, and
the integral is over all velocity space. The resulting the mass, momentum, and energy conservation equations
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for species-s are:

@�s
@t

+r�(�svs) = Ss

@

@t
(�svs) +r�(�svsvs + psI) = r��s + �sg + �s (E + vs �B) + As

@

@t

�
�s
�
�s + 1

2v
2
s

��
+r�

�
�svs

�
�s + 1

2v
2
s

�
+ psvs

�
=

r�[�s �vs �Qs] + �svs �g + �svs �E +Ms

(7)

where the mass density has been de�ned as �s = nsms and the charge density as �s = nsqs. The mean
velocity is de�ned as vs = huis and the peculiar velocity as Vs = u � vs. The source terms Ss, As, and
Ms represent the exchange between species of particle identity, momentum, and energy in collisions. Also
de�ned are the:

Kinetic pressure: ps = 1
3nsmshV 2

s is
Thermal energy: �s = �int;s + 1

2 hV
2
s is

Viscous stress: �s = �nsms[hVsVsis � 1
3 hV

2
s isI]

Heat ux: Qs = Qint;s + 1
2nsmshVs V

2
s is

(8)

The terms �int;s and Qint;s represent internal molecular energy and the transfer of such energy by di�usion
(e.g., see Ref. 62).

The conservation of mass, momentum, and total energy in collisions requires that the sum over all
species of each of the corresponding collision source terms is zero:

P
s Ss = 0,

P
s As = 0,

P
sMs = 0.

These properties can be used to relate the species conservation laws (7) to the conservation laws for the gas
as a whole.

The overall density is de�ned as � =
P

s �s. Consider the alternative peculiar velocity W = u � w,
where w =

P
s �svs=� is the mass-weighted average velocity. The species di�usion velocity is de�ned as

Us = hWis = vs �w. (Note that W = Us +Vs.) In the mass-average reference frame, the moment terms,
analogous to Eq. (8), are:

~ps = 1
3�shW

2is = ps + 1
3�sU

2
s

~�s = �int;s + 1
2 hW

2is = �s + 1
2U

2
s

~�s = ��s[hWWis � 1
3 hW

2isI] = �s � �s[UsUs � 1
3U

2
s I]

~Qs = Qint;s + 1
2�shWW 2is

= Qs + [�s(hs + 1
2U

2
s )I� �s]�Us

(9)

where hs = �s + ps=�s is the species enthalpy. Introducing (9) into (7), the following conservation equations
are obtained:

@�s
@t

+r�(�sw + �sUs) = Ss

@

@t
(�sw + �sUs) +r�(�sww + w�sUs + �sUsw + ~psI) =

r�~�s + �sg + �sE + (�sw + �sUs)�B + As

@

@t

�
�s
�
~�s + 1

2w
2
�

+ �sUs �w
�

+r�
�
�sw

�
~�s + 1

2w
2
�

+ �sUs �ww + �sUs
1
2w

2 + ~psw
�

=

r�
h
~�s �w � ~Qs

i
+ (�sw + �sUs)�g + E�(�sw + �sUs) +Ms

(10)

De�ne the following overall properties:

� =
X
s

�s ~�s=� � =
X
s

�s J =
X
s

�sUs

p =
X
s

~ps � =
X
s

~�s Q =
X
s

~Qs

(11)
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The terms in (11) are, respectively, the net thermal energy, space charge, conduction current, pressure,
viscous stress, and heat ux. The total electrical current is j = �w + J. Using these new de�nitions,
and summing (10) over all species, the global conservation laws for mass, momentum, and total energy are
obtained:

@�

@t
+r�(�w) = 0

@

@t
(�w) +r�(�ww + pI) = r�� + �g + �E + j�B

@

@t

�
�(�+ 1

2w
2)
�

+r�
�
�w(�+ 1

2w
2) + pw

�
=

r�[� �w �Q] + �w�g + E�j

(12)

where all the collision source terms have summed to zero. This is a slightly generalized form of Eq. (3).
Note the appearance in Eq. (9) of the di�usion velocity terms that arise from the change of reference

frame from that of the species velocity to that of the mass-averaged velocity. If terms of order U2
s are

neglected, all the quantities except the heat ux are the same in the mass-averaged reference frame as in the
species reference frame. For the heat ux we have ~Qs � Qs + �sUshs, so that the total heat ux becomes
Q =

P
s Qs +

P
s �sUshs in this approximation, which is the form used in Eq. (5).

The error introduced by this approximation in the summations of Eq. (11) is small if 1
2�sU

2
s � ��, in

other words for either small di�usion velocities or small mass fractions. This is a good approximation for
a weakly-ionized gas, because the neutral particles have high number density but small di�usion velocities,
whereas the charged particles have high di�usion velocities but low number densities.

A check of representative values of 1
2�sU

2
s =(��) at a time (10 ns) close the the peak in electric �eld

magnitude in the present calculations illustrates this point. In the numerical solution, this parameter for
both ions and electrons has value of about 1� 10�6 in the plasma. Values for the electrons drop o� in the
sheath, but the values for the ions peak near the sheath edge, with a maximum of about 2 � 10�3 for N+

2 .
Thus the mass-averaged formulation should be accurate for the present calculations, but a careful check is
warranted if calculations are carried out for lower density discharges.
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No. Species h0 (eV/particle)

1 N2 0

2 O2 0

3 O 2.58

4 O3 1.48

5 NO 0.93

6 N 4.90

7 O(1D) 2.0

8 N2(A3�) 6.17

9 N2(B3�) 7.35

10 N2(a01�) 8.40

11 N2(C3�) 11.0

12 e� 0

13 N+
2 16.36

14 O+ 16.26

15 O+
2 12.70

Table 1. Species incorporated in kinetic model.
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No. Reaction Rate Expression Coe�cients

1 N2 + e� ! N+
2 + e� + e� log10 k = A+B=(E=N) -7.76, -37.0 (-7.17, -61.1)

2 O2 + e� ! O+
2 + e� + e� log10 k = A+B=(E=N) -8.34, -30.7 (-7.42, -71.0)

3 O2 + e� ! O + O+ + e� + e� log10 k = A+B=(E=N) -7.94, -32.2 (-7.78, -35.2)

4 N2 + e� ! N2(A3�) + e� log10 k = A+B=(E=N) -8.57, -11.3 (-9.06, 15.3)

5 N2 + e� ! N2(B3�) + e� log10 k = A+B=(E=N) -7.97, -13.2 (-8.14, -3.42)

6 N2 + e� ! N2(C3�) + e� log10 k = A+B=(E=N) -7.82, -22.0 (-7.45, -37.0)

7 N2 + e� ! N2(a01�) + e� log10 k = A+B=(E=N) -8.15, -15.8 (-8.12, -15.6)

8 N2 + e� ! N + N + e� log10 k = A+B=(E=N) -7.96, -22.7 (-7.34, -50.2)

9 O2 + e� ! O + O + e� log10 k = A+B=(E=N) -8.31, -8.40 (-8.63, 7.10)

10 O2 + e� ! O + O(1D) + e� log10 k = A+B=(E=N) -7.86, -17.2 (-7.42, -37.1)

11 N + O2 ! NO + O k = ATn exp(�Ea=T ) 0.110E-13, 1.00, 3150.

12 N + NO ! N2 + O k = ATn 0.105E-11, 0.50

13 O + O3 ! O2 + O2 k = A exp(�Ea=T ) 0.200E-10, 2300.

14 O + O + N2 ! O2 + N2 k = A exp(�Ea=T ) 0.276E-33, -720.

15 O + O + O2 ! O2 + O2 k = ATn 0.245E-30, -0.63

16 O + O2 + N2 ! O3 + N2 k = ATn 0.558E-28, -2.00

17 O + O2 + O2 ! O3 + O2 k = ATn 0.861E-30, -1.25

18 N2(A3�) + O2 ! N2 + O + O k = 0.170E-11

19 N2(A3�) + O2 ! N2 + O2 k = 0.750E-12

20 N2(A3�) + O ! N2 + O(1D) k = 0.300E-10

21 N2(A3�) + N2(A3�) ! N2 + N2(B3�) k = 0.770E-10

22 N2(A3�) + N2(A3�) ! N2 + N2(C3�) k = 0.160E-09

23 N2(B3�) + N2 ! N2(A3�) + N2 k = 0.300E-10

24 N2(B3�) ! N2(A3�) k = 0.150E+06

25 N2(B3�) + O2 ! N2 + O + O k = 0.300E-09

26 N2(a01�) + N2 ! N2 + N2 k = 0.200E-12

27 N2(a01�) + O2 ! N2 + O + O(1D) k = 0.281E-10

28 N2(C3�) + N2 ! N2(B3�) + N2 k = 0.100E-10

29 N2(C3�) ! N2(B3�) k = 0.300E+08

30 N2(C3�) + O2 ! N2(A3�) + O + O k = 0.301E-09

31 O(1D) + N2 ! O + N2 k = 0.257E-10

32 O(1D) + O2 ! O + O2 k = 0.400E-10

33 O+ + O2 ! O+
2 + O k = 0.199E-10

34 N+
2 + O2 ! N2 + O+

2 k = 0.600E-10

35 N+
2 + e� ! N + N k = ATn

e 0.831E-05, -0.50

36 O+
2 + e� ! O + O k = ATn

e 0.599E-04, -1.00

37 N+
2 + e� + e� ! N2 + e� k = ATn

e 0.140E-07, -4.50

38 O+
2 + e� + e� ! O2 + e� k = ATn

e 0.140E-07, -4.50

39 O+ + e� + e� ! O + e� k = ATn
e 0.140E-07, -4.50

40 N+
2 + e� + M ! N2 + M k = ATn

e 0.312E-22, -1.50

41 O+
2 + e� + M ! O2 + M k = ATn

e 0.312E-22, -1.50

42 O+ + e� + M ! O + M k = ATn
e 0.312E-22, -1.50

Table 2. Reaction mechanism. Units consistent with number densities in cm�3, and temperatures in K, reduced
electric �eld in 1� 10�16 V cm2 (10 Td), one-body rates in s�1, two-body rates in cm3/s, and three-body rates
in cm6/s. Values in parentheses are alternative curve �ts for E=N > 50� 10�16 V cm2 (E=N > 500 Td).
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(a) Diagram of cylinder mounted in
wind tunnel.

(b) Perspective view of cylinder model. (c) Side view of cylinder model.

Figure 1. Con�guration of Mach 5 cylinder ow experiment.

(a) Time: 1 �s. (b) Time: 2 �s. (c) Time: 3 �s. (d) Time: 4 �s.

Figure 2. Side-view schlieren images of Mach 5 cylinder ow perturbed by pulsed discharge.
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Figure 3. Reduced electric �eld during the pulse; ionization fraction predicted by the full and reduced air
plasma models. Conditions: p = 30 Torr, T0 = 300 K, discharge energy loading 100 meV/molecule.

Figure 4. Input pulse energy and energy thermalized after the pulse predicted by the full and reduced air
plasma models at the conditions of Fig. 3 (p = 30 Torr, T0 = 300 K, 100 meV/molecule).
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(a) Full kinetic model. (b) Reduced kinetic model.

Figure 5. Mole fractions of dominant neutral species at the conditions of Fig. 3 (p = 30 Torr, T0 = 300 K,
100 meV/molecule).

(a) Full kinetic model. (b) Reduced kinetic model.

Figure 6. Mole fractions of dominant charged species at the conditions of Fig. 3 (p = 30 Torr, T0 = 300 K,
100 meV/molecule).
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Figure 7. Reduced electric �eld during the pulse; ionization fraction predicted by the full and reduced air
plasma models. Conditions: p = 760 Torr, T0 = 300 K, discharge energy loading 130 meV/molecule.

Figure 8. Input pulse energy and energy thermalized after the pulse predicted by the full and reduced air
plasma models at the conditions of Fig. 7 (p = 760 Torr, T0 = 300 K, 130 meV/molecule).
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(a) Full kinetic model. (b) Reduced kinetic model.

Figure 9. Mole fractions of dominant neutral species at the conditions of Fig. 7 (p = 760 Torr, T0 = 300 K,
130 meV/molecule).

(a) Full kinetic model. (b) Reduced kinetic model.

Figure 10. Mole fractions of dominant charged species at the conditions of Fig. 7 (p = 760 Torr, T0 = 300 K,
130 meV/molecule).
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(a) Electron temperature. (b) Electron mobility at atmospheric pressure (N = 2:4 �
1019 cm�3).

Figure 11. Electron properties as a function of reduced electric �eld. Lines: curve �ts; points: data from
Boltzmann equation solutions.
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Figure 12. Diagram of computational domain.
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(a) Electric �eld and ionization fraction, analytical model.
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(b) Electric �eld and ionization fraction, 1-D computations
(x = 8 mm).

(c) Reduced electric �eld, power, and thermalized energy, an-
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Figure 13. Comparison of analytical model13 to one-dimensional computations for a station in the quasi-neutral
plasma.
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(b) Time: 10 ns.
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(c) Time: 14 ns.
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(d) Time: 100 ns.

Figure 14. Discharge pro�les predicted by the numerical computations. Ions: N+
2 , O+

2 , and O+; electrons:
e�; excited neutrals: N2(A3�), N2(B3�), N2(a01�), N2(C3�), and O(1D); ground-state neutrals: O, O3, NO,
N.
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Figure 15. Time history of species mole fraction in the plasma (x = 8 mm). The calculations switch from the
full model to the neutral, zero-�eld model at 1� 10�7s.
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(a) Distribution of chemical energy density over di�erent
groups of species. (Plasma, x = 8 mm.)
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(b) Distribution of energy between chemical and thermal
modes. (Plasma, x = 8 mm.) Spikes in thermal energy corre-
spond to acoustic wave motion.
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(c) Distribution of chemical energy density over di�erent
groups of species. (Sheath, x = 1 mm.)
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(d) Distribution of energy between chemical and thermal
modes. (Sheath, x = 1 mm.) Spikes in thermal energy corre-
spond to acoustic wave motion.

Figure 16. Distribution of energy in the plasma and in the sheath. Charged particles: N+
2 , O+

2 , O+, and e�;
excited neutrals: N2(A3�), N2(B3�), N2(a01�), N2(C3�), and O(1D); ground-state neutrals: O, O3, NO, N;

change in energy density �(��), integrated power
R t
0 E�J dt̂. The calculations switch from the full model to the

neutral, zero-�eld model model at 1� 10�7s.
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Figure 17. Pro�les of the properties of the bulk gas for selected times in the simulation. Arrows indicate the
direction of wave motion.
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Computational and Experimental Analysis of Mach 5

Air Flow over a Cylinder with a Nanosecond Pulse

Discharge

Nicholas J. Bisek,� Jonathan Poggiey

Air Force Research Laboratory, Wright-Patterson AFB, OH, 45433-7512, USA

and

Munetake Nishihara z Igor Adamovich,x
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A computational study is performed for Mach 5 air ow over a cylinder with a dielectric
barrier discharge actuator set into the cylinder surface. The actuator is pulsed at nanosec-
ond time scales, which rapidly adds energy to the ow, thereby creating a shock wave
that travels away from the pulse source. As the shock wave travels upstream, it interacts
with the standing bow-shock and momentarily increases the bow-shock stando� distance.
This phenomenon is also observed in phase-locked schlieren photography captured dur-
ing the experiment. The focus of this paper is to reproduce ow phenomena observed
in the experiment using high-�delity computations in order to provide additional insight
into the shock-shock interaction, the e�ect the dielectric barrier discharge pulse has on the
surface properties of the cylinder, and develop a reduced-order phenomenological model
representative of the nanosecond pulse discharge system. Experimental and high-�delity
modeling studies of the nanosecond pulse dielectric barrier discharge plasma actuators are
known to operate with relatively low temperatures. This work explores the possibility
that the induced compression wave is generated by rapid thermalization of the discharge
which results in a local temperature rise occurring on longer time scales. Two-dimensional
simulations are performed and provide many useful details about the discharge event while
comparing with many measurements captured by the experiment. However, the simulations
indicate the experiment experiences signi�cant three-dimensional e�ects, thus requiring a
three-dimensional simulation of the entire experiment to accurately capture the complex
cylinder/tunnel-sidewall interaction and replicate the resultant ow. Three-dimensional
results of the discharge event reveal the discharge pulse produces a compression wave that
interacts with the standing bow-shock and that the momentary increase in the bow-shock
stando� distance is not due to the interaction the three-dimensional compression wave has
with the cylinder/tunnel-sidewall boundary layer.

Nomenclature

a; b; c = equatorial radii of an ellipsoid, [m]
cp = coe�cient of pressure, p�p1

1=2 �1 u2

ch = nondimensional heating coe�cient, qw
1=2 �1 u3

M = Mach number
p = pressure, [Pa]
R = gas constant, [J/kg-K]
q = heat ux, [W/m2]
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Q = total energy input by actuator, [W]
T = temperature, [K]
u; v; w = streamwise, transverse, and spanwise velocity components, [m/s]
U = velocity magnitude, [m/s]
x; y; z = streamwise, transverse, and spanwise coordinates
� = accommodation coe�cient for partial slip wall boundary conditions
 = speci�c heat ratio, (1.4 for air)
" = emissivity

� = angle along cylinder surface, tan�1
�
y�ycy
x�xcy

�
� = mean free-path, ��

p
�

2R T , [m]

� = kinetic viscosity, [kg/m-s]
� = density, [kg/m3]
�0 = Stefan-Boltzmann constant, 5:6704 � 10�8 J/m2-s-K4

� = duration of the energy deposition pulse, [s]

Subscript
c = center of ellipsoid
cy = center of the cylinder
g = gas
ve = vibrational-electron-electronic
w = wall
0 = stagnation
1 = freestream

I. Introduction

A recent experimental study of a nanosecond pulse Dielectric Barrier Discharge (DBD) in a Mach 5
ow demonstrated the feasibility of plasma-based supersonic ow control.1 A bow-shock perturbation on a
microsecond time scale was detected in phase-locked schlieren visualization. Compression wave generation
due to a rapid localized heating from the DBD propagates upstream from the cylinder surface and interacts
with the standing bow-shock. This interaction temporarily increases the shock stando� distance. This series
of events can be repeated at time spacing up to 10 �s (100 kHz). Previous demonstration of the nanosecond
pulse DBD includes separated ow reattachment2 up to Mach = 0.85, characterization of compression wave
propagation in a quiescent air,3 and visualization of large-scale, spanwise vortex over the airfoil4 at M = 0.3.

The ow control mechanism (rapid heating) in these experiments2,4 appears consistent with a Localized
Arc Filament Plasma Actuator (LAFPA).5{7 The main idea of this approach is forcing the ow with a high
amplitude, high bandwidth perturbation, at a frequency approaching one of the ow instability frequencies,
thereby triggering subsequent growth. Previous ow-control studies using LAFPA actuators in atmospheric
pressure jet ows5{7 (M = 0.9-2.0), demonstrated signi�cant localized heating and repetitive shock-wave
formation by the plasma, large-scale coherent structure generation, and mixing enhancement. This e�ect
was achieved at a low actuator power (� 10 W per actuator), at forcing frequencies near the jet column
instability frequency (preferred mode). This low power budget contrasts with previous bow shock control
studies, typically on the order of 10 kW, using pulsed DC discharge,8 pulsed microwave discharge,9 and laser
optical breakdown.10,11

In this paper, the demonstrated e�ect will be reproduced using the LeMANS code,12,13 developed at Uni-
versity of Michigan.14,15 LeMANS was previously used for hypersonic ow-control by energy deposition,12

therefore rapid energy coupling by the nanosecond pulse DBD is modeled in the same phenomenological
approach. It is assumed that the phenomenological model prediction replicates the thermal e�ect of the
DBD. Various important parameters, such as temperature distribution, pressure and heat coe�cients are
not available in the experiment. Thus, this modeling study is meant to reveal details about the ow per-
turbation mechanism, and a�ord an evaluation of its validity for practical applications, such as ow control
at hypersonic inlet, isolator, and engine exhaust, while concurrent work by Poggie et al.16 focuses on high-
�delity modeling of only the dielectric barrier discharge in order to identify the relevant energy transfer
processes and develop a reduced-order model of the DBD.

The nonequilibrium plasma wind tunnel used in the experiment was initially manufactured to study
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nonequilibrium hypersonic ows and develop optical diagnostics that can be portable to and perform mea-
surements at national ground hypersonic test facilities. Owing to this purpose, the freestream velocity
and temperature have been measured. Results from previous measurements of the freestream velocity and
temperature are used for freestream uncertainty quanti�cation.

The work uses LeMANS to compute ow around a 5 mm cylinder and a 6 mm cylinder using two-
dimensional computations to compare with existing experiments. While the 5 mm cylinder simulation
results match the experiment, the 6 mm cylinder simulation results over-predict the bow-shock location.
The nanosecond DBD experiment used the 6 mm cylinder, so a parametric study exploring the uncertain-
ties associated with the freestream, wall boundary, and thermo-chemical nonequilibrium ow conditions is
conducted to quantify their e�ects on the standing bow-shock location. The study revealed that none of the
parameters explained the discrepancy in bow-shock location. Nonetheless, the two-dimensional simulations
allow the large design-space to be explored with minimal computational cost, including results from the phe-
nomenological energy deposition modeling of the discharge event. The energy deposition modeling results
are able to replicate the DBD discharge induced compression wave speed and resultant perturbed bow-shock
shape and qualitatively match phase-locked schlieren images.

In order to explain the bow-shock stando� discrepancy, a three-dimensional computation of the full
tunnel is computed and found to agree well with all available experimental measurements. The results show
that cylinder/tunnel sidewall interaction produces a signi�cant pressure drop along the cylinder span, which
draws the standing bow-shock closer to the cylinder. In addition, a three-dimensional simulation with the
phenomenological energy deposition model representing the discharge event is able to reproduce many of the
features observed in the phase-locked schlieren images of the experiment.

II. Experimental Facilities

A schematic of a small-scale Mach 5 nonequilibrium wind tunnel is shown in Fig. 1 (also used in Ref.
17, 18). The wind tunnel was operated using dry air supplied from high-pressure cylinders, at plenum
pressures of p0 = 370 Torr (0.5 atm), and the mass ow rate of 7 g/s. The steady state run time at the
constant static pressure in the supersonic test section is up to 10 seconds. The ow expands through an
aerodynamically contoured Mach 5 nozzle, with the throat height of 1.6 mm. Top and bottom walls of the
supersonic test section after the nozzle exit each diverge at a 1:5� angle to provide boundary layer relief.
Rectangular optical access windows, made of UV-grade fused silica, are ush mounted in all four walls in
the supersonic test section, providing ample optical access for schlieren photography, emission spectroscopy,
Planar Laser Induced Fluorescence (PLIF) visualization / thermometry,17,18 and NO2 Molecular Tagging
Velocimetry (MTV)19 diagnostics, as well as currently on-going vibrational temperature measurement by
picosecond Coherent Anti-Stokes Raman Scattering (CARS) system.20

Figure 1. Schematic of the Mach 5 wind tunnel with a cylinder model installed in the test section.

The dimensions of a quartz cylinder model used to generate a bow-shock and also used as a DBD actuator
is 4 cm long, 6 mm outer diameter, and 4 mm inner diameter. The model is located 14.5 cm downstream
of the throat (3.5 cm downstream of the end of nozzle contour), where the ow cross sectional area is 4
cm x 4.6 cm. The ends of the model are embedded in the optical access windows in the side walls of the
test section. The baseline shock stando� distance (without nanosecond pulse discharge), measured in the
schlieren photography is 1.2 mm, with the spanwise length of about 1 cm, which is 25% of the test section
width. The spanwise extent of the bow-shock is limited by the boundary layer growth on the sidewalls of
the test section.17

3 of 30

American Institute of Aeronautics and Astronautics 140



The test section static pressure, p1 = 1:2 Torr (160 Pa), was measured using a wall pressure tap in the
side wall at the end of the nozzle, and 4 cm upstream of the cylinder model. The pressure is assumed to be
constant through the sidewall boundary, a valid assumption for a laminar boundary layer (no experimental
measurements taken thus far have indicated the wall boundary layer is turbulent). The ow Mach number
inferred from the plenum pressure and freestream static pressure is M1 = 4.6, while the total pressure
measured at the ow stagnation point (downstream of the bow-shock) was p = 36 Torr, which corresponds
to a freestream Mach number of M1 = 4.8, using one-dimensional normal shock relations and assuming the
static pressure is constant across the side-wall boundary layer.

Figure 2 shows a cartoon of the electrode con�guration for the bow-shock perturbation by the nanosecond
pulse DBD. One actuator electrode is composed of a 1 cm long, 3 mm diameter copper tube with a tube wall
thickness of 0.35 mm, and is immersed inside the quartz tube. Since the tube’s inside diameter is 4 mm, the
actuator electrode is positioned to contact the quartz surface near the upstream side, as seen in Fig. 9. The
other electrode consists of a strip of adhesive copper tape 1.5 mm wide and 12 mm long, attached to the
outside surface of the quartz tube model. The two electrodes overlap over a spanwise distance of 10 mm,
centered behind the core ow bow-shock, with the ends of the tape covered by non-conducting Kapton R

tape. Output pulse voltage and current were measured during each run. Measured peak voltage and current
are 27 kV and 70 A, respectively, coupling between 4-7 mJ/pulse.

Figure 2. Diagram of the cylinder model with a nanosecond pulse surface DBD plasma actuator.

Time evolution of the shock generated by the NanoSecond Dielectric Barrier Discharge (NSDBD), as
well as its interaction with the bow shock was recorded using a phase-locked schlieren system.3 It was
shown that a discharge pulse generates a compression wave that propagates upstream and locally ‘pushes’
the bow-shock away from the cylinder. This perturbed region bends away from the ow stagnation line,
convects downstream, and eventually returns the shock envelop to the baseline shock shape about 20 �s
later. Image sets for this microsecond-scale shock-shock interaction were taken both for a ‘single pulse’ mode
(pulse repetition rate of 200 Hz), and ‘double pulse’ mode (two pulses separated by a 10 microsecond delay,
which corresponds to a pulse repetition rate of 100 kHz). This study will primarily use on the ‘single pulse’
mode, so each discharge pulse acts on the baseline bow-shock. Additional details about the NSDBD process
are available in Ref. 1.

A. Freestream ow parameters

The facility is able to achieve Mach 5 ows using a blow-down wind tunnel. While it is not possible to
exactly characterize the test section for each experiment run, through various proven approaches, the inputs
necessary for a computational simulation can be determined. As shown in previous work,17 the test section
has an inviscid core that composes about 25% of the cross-section area. Since the cylinder test model is
essentially two-dimensional and only composes a fraction of the core ow, it is reasonable to assume that the
freestream ow is uniform and the resultant ow-�eld will be two-dimensional. This assumption is justi�ed
by looking at Fig. 3, a top-down view of phase-locked schlieren image at p0 = 370 Torr dry air (baseline
condition), with the stando� distance �S = 1:2 mm.

Freestream velocity was measured u1 = 719� 6 m/s in the NO2 MTV.19 In this measurement, a small
amount of NO2 (� 1% mole fraction), was seeded in the main nitrogen ow at the plenum pressure, p0 = 370
Torr. A pulse-burst laser system21 generated two simultaneous outputs: one for the photo-dissociation of
NO2 into NO and O at 355 nm to tag a line in the ow, the other tuned at 226 nm for interrogation of the
line progression by NO PLIF imaging. The NO uorescence intensity distributions were �tted by a Gaussian
curve, and it was found that the average velocity is 719 m/s with absolute statistical error of � = 5.8 m/s.
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Figure 3. Phase-locked schlieren image (top-down view) in dry air at p0 = 370 Torr at baseline condition
(without discharge). Flow direction is top to bottom in the �gure.

The NO PLIF thermometry was used for temperature measurement behind the Mach 5 bow-shock in
Ref. 18. A sheet of laser was tuned to pump a rotational transition of J = 5.5 or J = 16.5 on the NO(X,v0 =
0 !A,v00 = 0) band. The pair of these lines was selected because the ratio of absorption strength is linear
at around T0 = 300 K. In one of preliminary experiments, sheet laser wavelengths were tuned to excite the
J = 5.5 and J = 9.5 rotational states in order to probe lower temperatures in the freestream. Only a few of
experiments have been carried out thus far with some uncertainty in the results. But, the results tend to fall
within a temperature range of about T1 = 50�60 K, which appears consistent with a freestream temperature
obtained by considering the freestream pressure ratio, T1 = 56 K. Freestream temperatures calculated from
the isentropic relation, using the freestream velocity measured in the NO2 MTV measurement, are T1 = 78
K, 60 K, and 50 K for Mach numbers of M = 4, 4.55, and 5, respectively. The freestream temperature for
M = 4.55 is also close to this isentropic ow temperature.

Table 1. Freestream conditions and uncertainty
bounds for Mach 5 air ow around a cylinder.

Parameter Value

u1, [m/s] 719� 6

T1, [K] 56� 5

�1, [kg/m3] 0:009924� 0:0013

p1, [Pa] 160� 6:7

M1 4:76� 0:25

As previously mentioned, the test section static pres-
sure, p1 = 1:2 Torr (160 Pa), was measured using a wall
pressure tap in the side wall at the end of the nozzle, and
4 cm upstream of the cylinder model. The precision on
the pressure gauge is 0.1 Torr, so its uncertainty is �0:05
Torr (�6:67 Pa). The freestream density is inferred using
the ideal gas relation (p = � R T). For this work, the
freestream dry air is composed of 78% nitrogen (N2), and
22% oxygen (O2), by density. Table 1 lists the nominal
freestream conditions and uncertainty bounds. The e�ect
of the uncertainties will be addressed in a later section.

III. Numerical Method

Flow-�eld results are obtained using Computational Fluid Dynamics (CFD) to solve the Navier-Stokes
equations. The CFD computations are executed using the Michigan Aerothermodynamic Navier-Stokes (Le-
MANS), code developed at the University of Michigan.14,15 LeMANS is a general 2D/axisymmetric/3D,
parallel, unstructured �nite-volume CFD code and has been used previously in numerous studies of hy-
personic ows.12{15 LeMANS may be employed with any of three thermodynamic models: perfect gas,
equilibrium, and nonequilibrium thermochemistry. LeMANS employs a two-temperature model to account
for thermal nonequilibrium and a standard �nite-rate chemistry model for nonequilibrium chemistry. The
two temperature model assumes that a single temperature, T, accounts for the translational and rotational
energy modes of all species while the vibrational and electronic energy modes are accounted for by a sep-
arate temperature, Tve. The simulations are performed using second-order accurate spatial discretization
and carry double precision arithmetic throughout.

LeMANS is primarily used for steady-state simulations, but is capable of computing time accurate sce-
narios with �rst-order temporal accuracy. However, numerical error associated the low temporal accuracy is
minimized by enforcing a sub-nanosecond time step (�t � 1 ns).

The nanosecond DBD discharge used in the experiment is e�ectively a thermal actuator. As such, a
phenomenological model of dissipative heating is used to represent it. This model is accounted for in the
Navier-Stokes equations by the addition of a source term, S, to the right side of total energy equation,
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without any energy being directly deposited into the vibrational-electron-electric energy equation when the
simulation is performed assuming thermodynamic nonequilibrium. Deposition of all the energy into the
translational mode is a strong assumption, but is adequate for the purpose of this study since it is assumed
the compression wave generated by the DBD is due to a rapid transfer of energy into the translation energy
mode, an observation seen in previous work by Popov.22

The shape and location of the actuator are modeled with contours of constant S having an ellipsoidal
shape. This approach has been used successfully in previous numerical investigations.12 The strength (total
energy), deposited into the ow uses exponential decay from the centroid of the energy deposition pattern,
which for two-dimensional simulations is:

S = Q
� a b exp

�
�
�
x̂
a

�2 � � ŷb�2�
x̂ = (x� xc)
ŷ = (y � yc)

(1)

where variables a and b are the equatorial radii (along the x and y axes). Coordinates (xc, yc) represent the
centroid of the ellipsoid. Note that Q represents the total power deposited in the ow and

RR1
�1 Sdxdy = Q.

A. Grid Independence

Figure 4 shows a structured mesh for a two-dimensional computational domain around a 6 mm diameter
cylinder. Flow direction is left to right, and the stagnation point is located at x = 0:003 m. Only the �rst 90�

of the cylinder surface is computed in this section to minimize computational cost and because measurements
behind the cylinder, such as the wake or shear layer structure, were not captured in the experiment. Note full
cylinder computations are discussed in subsequent sections. The meshes were developed such that clustering
in the radial direction occurs at both the cylinder surface and at the bow-shock, while the mesh in the
azimuthal direction is distributed to provide orthogonality of the cells at the bow-shock.

X [m]

Y
 [

m
]

0 0.003 0.006
0

0.003

0.006

0.009

Figure 4. Shock-�tted grid for Mach 5 air ow around a cylinder. (100� 100)

Three doubly re�ned grids: 50 � 50 (coarse), 100 � 100 (medium), and 200 � 200 (�ne), were used for
the grid independence study. Input parameters were taken from the nominal conditions listed in Table
1; u1 = 719 m/s, T1 = 56 K, and �1 = 0:009924 kg/m3. Since the input parameters correspond to
the baseline scenario (i.e., steady-state), the solution is advanced until the root-mean-square residual error
approaches machine-precision and remains unchanged for subsequent time steps, as seen in Fig. 5. As the
mesh number increases, the number of iterations required for the convergence also increases due to the
reduction in the time step required to maintain stability, which is calculated based on the smallest cells
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size used in the computational domain. In addition, a maximum time step of �t = 1 �s is enforced for all
steady-state simulations performed in this paper.
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Figure 5. Root-mean-square residual error for the nominal baseline case with the medium grid.

Figure 6 compares the temperature contours from the �ne grid (top) and medium grid (bottom). The
distributions are nearly identical, except at the bow-shock, where the shock appears more smeared for the
medium grid. While the shock thickness decreases with increasing mesh number, the stando� distance
(de�ned as the distance between the stagnation point and the location of maximum density gradient),
remains the same (�S = 1:55 mm), for all three grids.

Figure 6. Temperature contours for Mach 5 air ow over a cylinder with �ne grid (top) and medium grid
(bottom).

Figure 7 plots pressure coe�cient, cp, and nondimensional heating coe�cient, ch, along the cylinder
surface for all three grids. Coordinates along the cylinder are converted into the degree angle, �, with
� = 0� located at the stagnation point. The pressure coe�cient is nearly identical for all three grids,
while the nondimensional heating coe�cient exhibits an o�set for the coarse grid. Both the pressure and
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nondimensional heating coe�cients achieved on the �ne grid replicate those from the medium grid. Therefore,
the medium grid (100�100), is considered grid-independent and will be used in the remaining two-dimensional
baseline simulations, unless otherwise noted.
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Figure 7. Pressure and nondimensional heat coe�cient along the cylinder surface for various grids.

The temperature distribution is compared with a schlieren image of a bow-shock ahead of 6 mm diameter
cylinder in Fig. 8(a). The experiment’s bow-shock stando� distance of �S = 1:2 mm is 20% smaller than
the computed stando� distance of �S = 1:55 mm. Also displayed in the �gure is an empirical relation for
the shock envelop developed by Billig et al.,23,24 which was developed by comparing schlieren images from
many shock tube experiments and has dependencies on Mach number and cylinder radius. Billig’s empirical
relationship to determine the bow-shock stando� location on the stagnation line is speci�ed later in Eq. (3).
For a Mach number of M = 4.8 and the radius of 3 mm, Billig’s empirical stando� distance �S = 1:42 mm is
much closer to the LeMANS computed stando� distance and shows a good agreement with the shock pro�le
as well.
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(b) 5 mm

Figure 8. Contour lines of temperature for Mach 5 air ow over a cylinder for two cylinder diameters. The
�gures include schlieren images from the experiment and Billig’s empirical formula of the shock envelope.24
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The discrepancy in the bow-shock stando� location between the computation and the experiment sug-
gests there may be inappropriate assumptions made in the simulation or there are three-dimensional e�ects
in the experiment that cannot be replicated by the two-dimensional computation. To help assess the validity
of the two-dimensional computational results, a computation was performed for a 5 mm diameter cylinder
scenario, which was also performed experimentally (although the nanosecond DBD was not employed for
this experimental setup). As seen in Fig. 8(b), the 5 mm cylinder experimental results are in much better
agreement with the computations and Billig’s empirical relationship. These results suggest that the di�er-
ences in stando� distance observed in the 6 mm diameter cylinder scenario are mostly likely attributed to
a three-dimensional e�ect found in the experiment or greater uncertainty in freestream and wall boundary
conditions. The following subsections explore the e�ects associated with tunnel and boundary conditions
using the two-dimensional simulations since exploration of the full three-dimensional simulation requires a
signi�cant increase in computational cost.

B. Wall Boundary Conditions

One uncertainty about the experiment is the temperature of the cylinder surface. Since the cylinder
is initially at room temperature, one assumption is that the cylinder surface is at a constant isothermal
condition. However, given the experiment’s long run time (10 seconds), the cylinder should cool to adiabatic
conditions (i.e., no heat transfer to the surface). Another common approach in CFD is to assume the surface
is in radiative equilibrium. This assumption is modeled by using the Stefan-Boltzmann Law:

qw = " �0 T4
w (2)

where qw is the heat transfer to the wall, " is the emissivity of the body, and �0 is the Stefan-Boltzmann
constant. Assuming the body (i.e., cylinder surface), can be treated as a ‘black body’, its emissivity is unity
(" = 1). However, Fig. 9 shows the cylinder is composed of quartz (a dielectric), which has an emissivity25

of " = 0:93, except for the exposed electrode, which has an emissivity26 of " = 0:02. Preliminary simulations
accounting for the actual thickness of the exposed electrode (0.1 mm), extruded from the quartz surface did
not signi�cantly alter the resultant ow-�eld, so the remaining simulations assume the cylinder surface has
a continuous radius of 3 mm (i.e., the exposed electrode is incorporated into the cylinder surface). Table 2
tabulates the four scenarios considered for the wall boundary condition study. Each steady-state scenario
uses the shock-�tted grid-independent mesh and nominal freestream conditions listed in Table 1, without
the nanosecond discharge event (i.e., baseline scenario).

Figure 9. Side-view cartoon of the experimental setup of the cylinder.

Table 2. Wall boundary condition scenarios investigated for Mach 5 air ow over a cylinder.

Scenario Details

Adiabatic qw = 0

Isothermal Tw = 300 K

Fully Radiative " = 1

Mixed Emissivity
"quartz = 0:93

"copper = 0:02
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Figures 10(a) and 10(b) show the surface temperature distribution and the nondimensional heating
coe�cient, along the surface for each of the scenarios. As seen in Fig. 10(a), the adiabatic solution is very
similar to the radiative boundary condition scenarios, whereas the nondimensional heating coe�cient is very
similar for the isothermal and radiative boundary conditions.
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Figure 10. Distributions along the surface of a cylinder in Mach 5 air with various wall boundary conditions.

Table 3. Shock stando� distance for various
wall boundary scenarios.

Scenario Shock Stando�

Adiabatic 1.55 mm

Isothermal 1.55 mm

Fully Radiative 1.55 mm

Mixed Emissivity 1.55 mm

Table 3 tabulates the shock stando� distance, which is de-
termined by identifying the peak density gradient in stream-
wise direction (i.e., along the x�axis). While the surface pro-
�les seen in Figs. 10(a) and 10(b) exhibit di�erences, the shock
stando� distance is not inuenced by the wall boundary con-
dition selected. This occurs because the boundary layer that
develops on the cylinder surface is quite small, and since the
adiabatic wall boundary condition only signi�cantly inuences
the boundary layer thickness, the shock stando� distance is not
inuenced by the boundary condition enforced. The e�ect of
wall boundary conditions is expected to be more pronounced at higher temperatures, such as during the
nanosecond discharge event, where the gas temperature near the stagnation point reaches 2000 K on a
microsecond time scale.

C. Thermo-Chemical Nonequilibrium

The freestream conditions are quite cold (see Table 1),. As such, it is unlikely that a signi�cant amount
of thermal-chemical nonequilibrium is present in the ow. For completeness, with regards to chemical
nonequilibrium, simulations were run using a one-species perfect gas, and a �ve-species gas (N2, O2, NO,
N, and O), using Park’s 1990 data sets. Since the latter of the two scenarios requires LeMANS to carry 5
conservation equations for the mass, the computational resources required to obtain a solution also increases.
As anticipated, the simulation results show no appreciable di�erences between the one-species perfect gas
and the �ve-species �nite-rate chemistry simulations. For completeness, two simulations are also conducted
allowing for thermal nonequilibrium of the vibrational temperature. The Landau-Teller model27 is used
to account for energy exchange between the vibrational-electronic and the translational-rotational energy
modes.

Typically, rates of vibration-translation energy transfer in a nitrogen-oxygen system are very low,28 and
therefore vibrational temperature at the plenum Tve=300 K is assumed frozen in the freestream. For this
thermo-chemical nonequilibrium case, translational and vibrational temperature distributions are compared
in Fig. 11(a). For comparison, Fig. 11(b) displays translational and vibrational temperature distributions
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at the freestream vibrational temperature, Tve=240 K, which corresponds to a scenario where thermal
equilibrium exists up to the nozzle throat, at which point it freezes and remains frozen downstream into the
test section.
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Figure 11. Translational and vibrational temperature contours for Mach 5 air ow over a 6mm cylinder.

As seen in the �gures, the vibrational temperatures are essentially frozen across the shock. Also, no
noticeable di�erences in the stando� distance or wall properties are observed in either scenario. Therefore,
the thermal nonequilibrium e�ects are ignored for the remainder of the baseline calculations. However,
�nite-rate chemistry is included in the energy deposition scenarios due to the rapid rise in local temperature
during the discharge event.

D. Freestream Uncertainty Quanti�cation

The freestream conditions observed in the wind tunnel have uncertainty associated with them. As such,
it is important to quantify the e�ect these uncertainties have of ow properties of interest, such as stando�
distance, as they may explain the discrepancy observed for the 6 mm diameter scenario. LeMANS requires
the freestream density, temperature, and velocity as input parameters. These three variables determine
the possible scenarios that need to be simulated to quantify the uncertainty in baseline shock stando�
distance associated with the nominal freestream conditions. Table 4 lists the various runs with the parameter
combinations. The simulations were performed assuming thermal-chemical equilibrium and the isothermal
wall boundary condition, Tw = 300 K.

Results of stando� distance are summarized in Fig. 12, which plots stando� distance versus Mach number.
The points are denoted by color to indicate the Reynolds number (based on cylinder radius). As seen in the
�gure, the stando� distance decreases with increasing Reynolds number. The general trend of these points
appears to be consistent with Billig’s empirical formula for cylinder ow.24

�S

r
= 0:386 exp

�
4:67

M2

�
(3)
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Table 4. Input parameters for uncertainty quanti�cation of freestream conditions for Mach 5 air ow over a
cylinder.

Run u1, [m/s] T1, [K] �1, [kg/m3] Re1=L [m�1] Mach

1 713 50 0.008876 1:97 � 106 5.02

2 713 50 0.011578 2:57 � 106 5.02

3 713 60 0.008876 1:59 � 106 4.59

4 713 60 0.011578 2:07 � 106 4.59

5 725 50 0.008876 2:0 � 106 5.11

6 725 50 0.011578 2:61 � 106 5.11

7 725 60 0.008876 1:62 � 106 4.66

8 725 60 0.011578 2:11 � 106 4.66

where �S is the shock stando� distance, r is the cylinder radius, and M is the upstream Mach number.
The similarity between Eq. (3) and the solutions in Fig. 12 exists because expansion of Eq. (3) generates
the quadratic dependence of the stando� distance over a small range of Mach numbers, while the quadratic
curve �t for the solution points in Fig. 12 yields a similar dependence on the Mach number, �S [mm] =
0:103 M2 � 1:151 M + 4:688.

Figure 12. Stando� distance versus Mach number for various scenarios of air ow over a 6 mm cylinder.

Comparing the maximum and minimum computed stando� distances to the nominal scenario shows the
uncertainty in stando� distance due to uncertainty in freestream conditions is �3%, which is essentially
negligible for the energy deposition scenario since the maximum stando� distance increase was 25%.1 As
such, the nominal freestream conditions listed in Table 1 are employed for the remaining two-dimensional
simulations.

E. Partial Slip Walls

Since the experiment was performed in a very cold, low pressure wind tunnel, it is possible that part of
the cylinder experiences velocity slip along its surface due to the transition of ow into to the free molecular
regime. To check for partial velocity slip, the gradient length Knudsen number developed by Boyd et al.,29

is computed from the nominal baseline steady-state solution using Eq. (4):

KnGL =
�

Q

����@ Q@ l
���� (4)
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where � is the mean free-path, Q is any primitive quantity (U, T, p, or �), and the derivative is taken in the
direction of the maximum gradient. Note when computing the velocity magnitude Knudsen number gradient,
the gradient is normalized by the local velocity magnitude, except when the velocity is zero. During these
situations, the gradient is normalized by the local speed of sound. The Navier-Stokes equations breakdown
when the ow transitions from continuum to free molecular ow, which is assumed when KnGL > 0:05.30

However, using partial slip wall boundary conditions where KnGL > 0:05 will extend the range of validity of
the Navier-Stokes solver being employed.

Figure 13 shows contours for the gradient length Knudsen number for the nominal baseline scenario
(using the grid shown in Fig. 25). As seen in Fig. 13, the ow experiences continuum breakdown in the
vicinity of the shock and along the top and leeward side of the cylinder. Continuum breakdown within the
shock is anticipated due to the strong ow discontinuity, though breakdown of the governing equations in this
region does not adversely a�ect the post-shock ow conditions because the Rankine-Hugoniot condition is
preserved through the shock. However, continuum breakdown observed on the cylinder surface is problematic
as it indicates that the LeMANS solver should not be used in that region without modifying the surface
boundary conditions to account for the slight deviation from the continuum assumption made when deriving
the Navier-Stokes equations used in LeMANS.
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Figure 13. Contours of the gradient length Knudsen number for Mach 5 air ow over a cylinder.

In order to quantify the e�ects of continuum breakdown on the shock structure, a partial slip wall model
is employed using Maxwell’s slip condition, as described in Refs. 30,31. Maxwell’s slip condition was derived
for a at plate. It modi�es the surface’s tangential velocity, and, subsequently, provides a temperature jump.
Equations (5) and (6) show the modi�cations to the surface velocity and temperature:

Uw = A

�
2� �
�

�
�
@ ux
@ n

����
n

(5)

Tw = Tg �
�

2� �
�

�
�
@ T

@ n

����
n

(6)

where � is the mean free-path, Tw-Tg is the temperature jump, � is the accommodation coe�cient, and A is
a constant based on the scenario being considered. For simplicity in this work, both A and � are set to unity,
as it is unclear what they should before hand for a good nonequilibrium solution for the ow considered.
The derivative is computed normal to the wall surface and ux is the velocity in the streamwise direction
(along the wall surface).

In order to validate the partial slip boundary used, a nonequilibrium solution is computed using the
Direct Simulation Monte Carlo (DSMC), code: HAP, developed by Burt et al.32 Figure 14 shows the surface
velocity and temperature jump for both the DSMC and LeMANS with Maxwell’s slip condition. While
the DSMC solution exhibits a large amount of scatter (due to a minimal sample of particles used in the
simulation and an insu�cient number of samples collected to further reduce the variance), the solution
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con�rms that the ow experiences surface velocity slip and a small temperature jump as the ow moves over
the top and along the leeward side of the cylinder. In addition, the DSMC results provide direction for the
proper adjustments to A and � in the partial slip boundary conditions. However, the values selected provide
reasonable adjustments to the wall boundary conditions and are considered su�cient to quantify the e�ect
a partial slip wall has on the bow-shock location.
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Figure 14. Surface properties for Mach 5 air ow over a cylinder from a DSMC simulation and LeMANS using
a simple Maxwell wall slip condition.

While the surface does experience partial velocity slip, which changes the size and ow properties of
the recirculating wake region, the bow-shock stando� is not inuenced by the change in wall boundary
conditions, as seen in Fig. 15. As such, continuum breakdown along the top and leeward side of the cylinder
does not explain the observed discrepancy in bow-shock stando� distance and is neglected in the remaining
simulations.
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Figure 15. Temperature contours for Mach 5 air ow over a cylinder with and without partial velocity slip
and temperature jump wall boundary condition.
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As seen in the previous subsections, uncertainty in the computed shock stando� distance due to freestream
conditions, boundary conditions, and thermochemical e�ects is relatively small and does not account for the
discrepancy in shock stando� seen in the experiment. While the di�erence in shock stando� distance in
the baseline ow is important for replicating and quantifying the e�ects of the discharge event, the next
section uses the two-dimensional approach to qualitatively explore the nanosecond DBD discharge e�ect
and subsequent perturbation on the ow. These computations are performed to develop su�cient grid and
time-step bounds for the discharge simulations, and to develop and optimize the shape of the deposition
model before transitioning to three-dimensional simulations.

IV. 2D Energy Deposition

The nanosecond DBD event performed in the experiment results in rapid thermalization of the electrical
energy in the surrounding air, which produces a compression wave that interacts with the cylinder bow-
shock. Since the thermal e�ciency of the DBD is not exactly known, one of the critical parameters in
the reduced-order model used in the CFD modeling of event is the rate of energy thermalization, which is
controlled by the parameter Q in Eq. (1).

Figure 16 shows a grid used in the energy deposition simulation. The grid points are spaced uniformly
both in the x and � directions to reduce the spatial error due to the propagation of the bow-shock perturbed
by the compression wave formed during the discharge event. Three doubly re�ned grids have been used to
study the e�ect of grid resolution on the numerical solution, 201 � 101 points (coarse), 401 � 201 points
(medium) and 801 � 401 points (�ne). For the coarse grid, the cell size is 1 � 10�5 m � 2:3 � 10�5 m. The
computational domain length in the streamwise direction extends 2 mm from the stagnation point of the
cylinder (see Fig. 16), which allows the shock stando� distance to increase by up to 30% from the steady-state
baseline solution stando� distance without being inuenced by the domain inlet.
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Figure 16. Grid used for the energy deposition sim-
ulation (201� 101).

The spatial pro�le of energy deposition by the dis-
charge used in the calculations is set in Eq. (1). The
size of the energy deposition region was determined
from the size of the plasma visible emission in the ex-
periment, and approximated as an ellipse with axes of
a = 0:1 mm and b = 0:3 mm, with the center of the
ellipse located at the stagnation point (for the coordi-
nate system used in the computations xc = 3:0 mm
and yc = 0:0 mm), and Gaussian distribution of power
density. Thus, approximately 67% of the input power
is deposited for x � a and y � b, and 95% of power is
deposited for x � 2a and y � 2b. The temporal pro-
�le of energy deposition is modeled as a step function.
Due to the di�erence between baseline shock stando�
distance predicted by the CFD model and the experi-
mental value (�S = 1:55 mm versus �S = 1:2 mm), ob-
taining agreement with all experimentally measured pa-
rameters, i.e. compression wave speed of Uc = 370 m/s,
perturbed bow-shock propagation velocity of Us = 92
m/s, and shock stando� distance increase of 25%, is
problematic. Since the compression wave is expand-
ing radially as it travels, its strength decreases signif-
icantly with distance traveled before interacting with
the bow-shock. As a result, a stronger wave will need
to be generated in the computational exercise in order
to produce a perturbed bow-shock with dynamics similar to those observed in the experiment.

To ensure spatial and temporal independence during the discharge event and subsequent ow interaction,
simulations were conducted using an energy deposition pulse � = 800 ns long, with total power deposited
Q = 3 kW, and a �xed computational time step �t = 0:5 ns. These parameters were selected for the
grid independence study because the deposition energy represents a high thermal e�ciency scenario and the
resultant ow perturbation is signi�cant.
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Figure 17(a) plots density gradient distributions at t = 2 �s after the beginning of the energy deposition
pulse, obtained using three di�erent grids and a time step of �t = 0:5 ns. The density gradient was calculated
using a 3-point central di�erence. The bow-shock and the propagating compression wave front are located
at x = 0:00145 m and x = 0:0021 m, respectively. It can be seen that the magnitude of the density gradient
increases approximately linearly with increasing grid resolution. Similarly, the magnitude of the peak density
gradient is also observed in Fig. 17(b), which shows density gradient distributions of the perturbed bow-shock
at t = 6 �s after the beginning of the energy deposition pulse. These results indicate that the medium grid
has su�cient resolution to adequately capture the discharge event and resultant shock-shock interaction.
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Figure 17. Density gradient distributions for the perturbed bow-shock obtained using three di�erent grids at
various times after the energy deposition pulse. Flow direction is left to right.

Figures 18(a) and 18(b) show distributions of wall pressure and nondimensional heat transfer coe�cients
on the cylinder model at t = 2 �s after the discharge pulse, calculated for the three di�erent grids. It can
be seen that with pulsed energy deposition, peak wall pressure is reached o� stagnation line, approximately
at � = 20� (see Fig. 18(a)). Pulse energy deposition also results in signi�cant heat transfer increase near
the stagnation line (see Fig. 18(b)). These results indicate that all three grids provide su�cient resolution
to obtain accurate estimates of the cylinder surface properties.
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Figure 18. Surface distributions at t = 2 �s after energy deposition pulse for various grids.
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Figure 19 plots compression wave speed and perturbed bow-shock velocity from simulations for three
�xed time steps: �t = 5 ns, 1 ns, and 0.5 ns on the three di�erent grids. To calculate the compression wave
speed, the location of the density peak was sampled every 400 ns at t = 1� 3 �s after the beginning of the
energy deposition pulse. After the compression wave reached the standing bow-shock (approximately 4 �s
after the beginning of the energy deposition pulse), the location of the density peak was sampled every 400
ns at t = 4� 6 �s after the beginning of the energy deposition pulse to determine the perturbed bow-shock
speed. From Fig. 19, it can be seen that the calculated compression wave speed and perturbed bow-shock
speed depend on grid resolution when the computation time step is �t = 5 ns, but fully converges when
the time step is reduced to �t = 0:5 ns. Based on these results, a �xed time step of �t = 0:5 ns and the
medium grid (401�201), provide su�cient temporal and spatial independence and is used for all subsequent
two-dimensional simulations.

Figure 20 shows dependence of compression wave propagation velocity on deposited pulse energy for
input powers of Q = 1, 2, and 3 kW. Since the energy is deposited uniformly in time, the duration of energy
deposition pulse is varied as follows: 400ns � � � 3200 ns for Q = 1 kW, 200ns � � � 1600 ns for Q = 2
kW, and 200ns � � � 1200 ns for Q = 3 kW, respectively. Fig. 20 also denotes the speed of sound evaluated
using the post-shock temperature averaged along the stagnation line (T= 307 K, Cs = 351 m/s).
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ity (closed symbols) and perturbed bow-shock ve-
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As seen in Fig. 20, input power of Q =1 kW and 2 kW produce a compression wave speed that increases
with total pulse energy until an energy of 1.6 mJ, whereas the input power of Q = 3 kW achieves a
compression wave speed that increases up to pulse energy 2.4 mJ. This is due to the fact that the smaller
values of Q fail to produce a supersonic compression wave, which limits the amount of energy that can
be used to increase the wave speed. Since the compression wave is supersonic in the experiment (see Fig.
21), a value of Q � 3 kW seems most appropriate to investigate the discharge e�ect and subsequent ow
perturbation. In addition, selection of an input power of Q = 3 kW for � = 800 ns, corresponds to a
pulse energy of 2.4 mJ, which is consistent with about 30% the experiment’s coupled pulse energy ‘quickly’
thermalizing. The thermal e�ciency assumed here is consistent with a study by Popov.22

Figure 22(a) shows density distributions along the stagnation streamline, calculated for pulse duration
of � = 1200 ns (Q = 3 kW), at t = 200 ns, 400 ns, 800 ns, and 1200 ns after the beginning of the energy
deposition. As seen in the �gure, the region of uid displacement (i.e. density reduction near the stagnation
point) expands up to t = 800 ns, which results in density increase to the left of the energy deposition
region. At t � 800 ns, the density in the energy deposition region no longer decreases, thus limiting mass
displacement due to energy deposition and, consequently, compression wave speed. After this limit is reached,
additional energy input no longer contributes to increasing the compression wave speed. As a result, the
compression wave speed remains constant for pulse deposition durations greater than 800 ns (for Q = 3 kW).
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Figure 22. Stagnation streamline distributions at di�erent delays after the start of the energy deposition pulse
(Q = 3 kW, � = 800 ns), for Mach 5 air over a cylinder.

Using a total input power of Q = 3 kW and energy deposition pulse duration of � = 800 ns yields the
maximum compression wave speed for its total input power while providing a wave speed that is slightly
greater than the experiment’s measured wave speed. As such, this scenario provides the best agreement
for both compression wave velocity and perturbed bow-shock propagation velocity along the stagnation
line, as shown in Fig. 21. The total energy deposited for this scenario amounts to 2.4 mJ/pulse (for the
full geometry), which means the nanosecond DBD pulse would have to have a thermal e�ciency of over
30%. However this conclusion can be confusing since the baseline bow-shock location is 1.55 mm from the
cylinder in the computation and only 1.2 mm for the experiment. Since the shock is located farther from
the cylinder, the energy deposited in the simulation must be exaggerated in order to create a compression
wave with su�cient speed and strength such that its interaction with the standing bow-shock produces a
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resultant combined wave that has the same velocity as the experiment.
Figure 22(b) plots temperature distributions at the same delays as Fig. 22(a). In these calculations,

temperature at the stagnation point is �xed at T = 300 K (isothermal wall). However, the peak temperature
increases during the energy deposition process and reaches maximum at t = 800 ns, T = 2160 K. This
peak temperature value is much higher than the temperature measured in the experiment using N2 second
positive bands emission spectra, T = 340� 30 K. However, it is well known that N2 second positive system
emission decays over a few tens of nanoseconds after the discharge pulse. Note that temperature in the energy
deposition region predicted at t = 40 ns more reasonably matches the experiment, with a peak temperature
of T = 410 K. In addition, the average temperature along the stagnation line (within the shock layer) during
the �rst 40 ns of the energy deposition pulse computation is T = 355 K.

Con�rmation of the post-shock temperature 50 nanoseconds after the discharge event suggests that the
signi�cant temperature rise seen later in the computation could actually be occurring in the experiment or
that the strong temperature rise is merely an artifact of the phenomenological deposition modeling processing
including the shape, distribution, and duration of the deposition. Verifying the this requires taking additional
temperature measurements during the experiment at much longer time delays after the discharge pulse (t = 1
�s), a challenge still being pursued, though the recent picosecond CARS results33 may produce a method
for obtaining the necessary measurements.

Figure 23(a) plots wall pressure coe�cient distributions for several time delays after the energy deposition
pulse. It can be seen that the initial pressure rise due to energy deposition is followed by a rarefaction wave.
At t = 1:2 �s and 2:0 �s, the rarefaction wave reduces the wall pressure coe�cient below baseline value
for the �rst 15� along the cylinder surface. The wall pressure perturbation is subsequently reduced and
approaches baseline pro�le approximately at t = 4 �s, which has been excluded from �gure as it overlaps
the baseline solution.
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Figure 23. Surface pressure coe�cient for di�erent time delays after beginning of energy deposition pulse

Figure 23(b) shows wall pressure coe�cient distributions at t = 8 �s and 9 �s, displaying a second wall
pressure ‘dip’ near the stagnation line. The second pressure reduction is due to a rarefaction wave, which
reects o� the perturbed bow-shock and returns back to the cylinder. The movement of the rarefaction wave
is also visible in Fig. 24, which plots pressure distributions along the stagnation streamline for di�erent time
delays after the pulse.

To determine the drag on the cylinder, the computational domain is extended to include the recirculating
wake region, as shown in Fig. 25. The grid used for these calculations is 401 � 401 points, with the grid
resolution for 0� < � < 90� being the same as the medium resolution grid discussed previously.

Figure 26(a) shows time evolution of total drag (i.e., the sum of pressure drag and shear drag over the
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Figure 24. Pressure distributions along the stagnation streamline at t = 5 �s, 7 �s, and 8 �s delays after the
energy deposition pulse.

cylinder surface). The total drag for the baseline steady-state scenario is D = 2.4 N. Note that shear drag
accounts for 1% of the drag due to the low temperatures observed in the experiment. The drag reaches a
maximum D = 3.04 N (26% increase from the baseline), at t = 400 ns, and a minimum D = 2.27 N (5%
decrease from the baseline) at t = 8:5 �s. Following the interaction with the rarefaction wave on the cylinder,
the drag recovers the baseline value around t = 15 �s after the discharge event.

Figure 25. Computational domain used for drag calculations (401� 401).

To evaluate the e�ect of energy deposition on drag reduction, the time-averaged change in total drag is
shown in Fig. 26(b). As seen in the �gure, the drag increases up to 20% at t = 1 �s, and then monotonically
decreases to -1% at t = 11 �s, and remains unchanged thereafter. Figure 26(b) show that the nanosecond
DBD discharge provides a slight reduction in total drag over the lifetime of the discharge event. However,
the drag reduction comes with a substantial increase to the heat load on the cylinder.

To test if there is a continued reduction in drag by repetitive discharge events, three additional scenarios
are considered. The �rst repeats the energy deposition at t = 15 �s (i.e, the discharge event begins after
the previous discharge event cycle). This would be consistent with an operational frequency of 67 kHz. The
results essentially replicate those previously presented for a single pulse e�ect, which suggests the 1% drag
reduction on the cylinder could be sustained if the DBD was pulsed at this frequency. In the second scenario,
the second discharge event begins when the total drag is at its lowest (t = 8:5 �s after the discharge event),
which corresponds to an operational frequency of 110 kHz. The third scenario starts the second discharge
event at t = 11 �s, which corresponds to the lowest time-averaged drag, or an operating frequency of 90
kHz.

Figure 27 shows the total drag time histories for repetitive discharges. As seen in the �gure, neither
of the higher frequency repetitive energy deposition scenarios resulted in an improvement to the total drag
reduction. This occurs because the temperature in the energy deposition region is slightly hotter during
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Figure 26. Time evolution of drag on the cylinder, calculated using the grid show in Fig. 25.

the second discharge (for the two higher frequency scenarios), since the ow has less time to cool down
between discharge events. As a result, the energy deposited during the second pulse has a diminished e�ect
in generating the subsequent compression wave, so its interaction with bow-shock is also reduced. These
results suggest that it is best to operate the nanosecond DBD actuator at 67 kHz when it is being used for
continuous operation since the total power requirements are the lowest, and it is still able to maintain the
1% reduction in running average total drag over the discharge cycle.

Figure 27. Time evolution of the total drag on the cylinder, with a second energy deposition pulse generated
at t = 9�s (110 kHz) and t = 11 �s (90 kHz).

As a �nal exploration using two-dimensional simulations, a simulation is performed with an input power
Q = 35 kW over � = 200 ns (7 mJ/pulse for a whole cylinder, though the computation was performed
using the 1=4 cylinder domain). This simulation was conducted in order to obtain a compression wave with
su�cient speed such that the shock-shock interaction occurred in the same time as the experiment. In
Fig. 28, simulation results are shown at the same time moments as the experimental phase-locked schlieren
images. The �gure shows many similarities between the bow-shock perturbation from the experiment and
the computation.
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(a) Phase-locked schlieren images

(b) CFD generated density gradient distributions

Figure 28. Temporal evolutions of the bow-shock (a) schlieren photography (experiment) and (b) density
gradient distribution in the streamwise direction (CFD).

As seen in the Fig. 28, the generated compression wave propagates upstream and reaches the bow-shock
at t = 3 �s. The interaction results in a 25% increase in the shock location from the baseline stando�
distance, which is consistent with the results observed in the experiment’s schlieren images. Note in this
simulation, higher power input was required for the compression wave to reach the bow-shock at t = 3 �s,
while compensating for a 30% di�erence in the bow-shock stando� distance. It would require a signi�cantly
smaller amount of deposition energy for a compression wave to travel 1.2 mm in the same amount of time.

V. 3D Simulations

Table 5. Input conditions for the Mach
5 wind tunnel at the nozzle throat.

Parameter Value

u�, [m/s] 318

T�, [K] 250

��, [kg/m3] 0.3609

p�, [Pa] 26,020

Mach� 1.0

As previously discussed, the two-dimensional nominal baseline
simulation predicts a bow-shock stando� distance that is signi�-
cantly larger than that observed in the experiment. Several two-
dimensional simulations were performed to quantify the uncertainty
of the freestream and boundary conditions, along with thermo-
chemical nonequilibrium ow e�ects. However, the results did not
explain the observed discrepancy in shock location. As such, a sim-
ulation of the entire tunnel (including the nozzle and the region
downstream of the test section), is performed in order to replicate
the experiment’s shock stando� distance and identify the reason for
the discrepancy in bow-shock location. Details about the tunnel were
previously mentioned in Section II. Note Fig. 29 provides an outline
of the computational domain used in the simulation. Only 1=4 of the
tunnel is simulated because the tunnel is assumed to be symmetric
in both the spanwise and transverse directions. The nozzle throat conditions used in the simulation are listed
in Table 5.
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Figure 29. The computational domain for the entire tunnel. The gray surface depicts the tunnel while the
pink surface illustrates the location of the cylinder test article. Only 1=4 of the geometry is simulated.

Using the lessons learned from the two-dimensional simulations, a grid was developed for the tunnel
using 4 computational blocks. Each block is composed of structured cells. The grid spacing is such that grid
clustering occurs near all surfaces. The computational block surrounding the cylinder geometry is identical
to the grid-independent ‘medium’ grid used for the two-dimensional analysis. In total, the three-dimensional
computational domain contains 15 M cells and was run using 512 processors. For the baseline simulation
(i.e., without the discharge event), implicit time integration was employed with a time step-size varying from
�t = 0:1 ns to �t = 2 �s.

No slip, isothermal walls (Tw = 300 K), are assumed for all surfaces and a non-reective �rst-order
extrapolation is used at the domain exit plane. The simulation is started from quiescent air, except for the
input conditions listed in Table 5. As a result, the simulation required about 20 milliseconds (� 30; 000
iterations), for the wall boundary layer and cylinder bow-shock structure to develop and achieve a quasi
steady-state in the inviscid region. Figure 30 shows a Mach 1.25 iso-surface of the ow, which is colored
by temperature. This iso-surface level was selected as it illustrates the substantial growth of the sidewall
boundary layer as the ow expands in the tunnel. It is also easy to see that the top wall boundary does not
grow as dramatically due to the 1:5� divergence of the top wall. In addition, the �gure shows the bow-shock
stando� distance is 1.23 mm from the cylinder (as seen in the zoomed box), which matches the experiment’s
measurement of the shock location.

Figure 30. Mach 1.25 iso-contour colored by temperature at t = 19 ms. The pink surface indicates the cylinder
for the 1=4 geometry simulation of air expanding in a Mach 5 wind tunnel.
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Figure 31 shows the phase-locked schlieren images from the experiment, which have been overlaid with
the computational solutions. The schlieren images in the experiment were taken with a knife-edge set in the
streamwise direction. To replicate this, the computational schlieren result is computed in the same direction
(i.e., spanwise average of the derivative of density in the x-direction). Accounting for the thickness and
location of the Kapton R tape placed on the cylinder, it can be seen that the computational shock stando�
distance matches the experimental quite well.

(a) Side view (b) Top-down view

Figure 31. Schlieren images from the experiment, along with the computational density gradient in the x-
direction at t = 40 ms.

Aside from schlieren visualization, the only other validation available from the experiment is the surface
pressure tap located on sidewall of the tunnel, 4 cm upstream of the cylinder. Figure 32 plots the pressure
on the tunnel sidewall. The computed pressure at the location of the pressure tap is pw = 1:1 Torr, which is
slightly lower than the experimental value of pw = 1:2 Torr. However, given the precision of the experimental
measurement (�0:05 Torr), and the uncertainties associated with the tunnel conditions, the computational
results are consider to be in very good agreement with the experimental measurement.

Figure 32. Pressure contours along the sidewall the Mach 5 wind tunnel with a 6 mm cylinder in the test
section. Flow direction is left to right. (t = 20 ms)
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In addition to the location of the bow-shock, Fig. 30 also illustrates the complexity of the ow-�eld,
including a reected Mach wave downstream of the cylinder wake along the ow spanwise centerline. In
particular, the interaction between the cylinder and sidewall results in a complex wake region that oscillates
at a low frequency (30 Hz). The low frequency oscillation of the boundary layer is due to interaction between
the sidewall and the cylinder body, and is a characteristic of wall/blunt-body experiments, where a lambda
shock structure forms at the edge of the inviscid region and the boundary layer. The oscillation in the wake
region of the cylinder/side-wall interaction can be seen in Fig. 33, which shows the Mach 1.25 iso-surface, but
viewed looking upstream. Oscillations at the shock/boundary layer junction were also observed in schlieren
images from the experiment.

As seen in Fig. 34, the pressure is essentially uniform in the boundary layer, but rapidly changes in the
inviscid region (decreasing when the Mach number is increasing and increasing where the Mach number
is decreasing). As such, the assumptions made to originally estimate the tunnel’s ow conditions were
appropriate (i.e., constant static pressure through the boundary layer), but the approach did not account for
the rapid increase in boundary layer thickness so far upstream of the test article. As a result, the inviscid ow
just upstream of the cylinder’s bow-shock is Mach 4 (rather than Mach 5). According to Billig’s empirical
formulation, the decrease in freestream Mach number should further increase the shock stando� distance,
but due to the complex ow structures from the cylinder/side-wall junction, the bow-shock remains close to
the geometry.

(a) t = 10 ms (b) t = 20 ms

(c) t = 30 ms (d) t = 40 ms

Figure 33. Mach 1.25 iso-surface colored by temperature for Mach 5 air in a wind tunnel. The cylinder/side-
wall junction results in a complex wake ow that ‘breathes’ over a 30 ms cycle (� 30 Hz).

As the ow accelerates through the nozzle, the pressure in the inviscid core drops, but due to the thick
boundary layer far upstream of the test section, the inviscid core ow eventually contracts and slows slightly.
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The decrease in Mach number coincides with an increase in static pressure within the inviscid core. As a
result, there is a higher post bow-shock pressure and a larger spanwise pressure gradient in that region.
Figure 34 shows Mach number and pressure contours along the transverse symmetry plane upstream of the
test section.

Figure 34. Top-down view of Mach and pressure contours along the transverse symmetry plane (y = 0), for
air ow in a Mach 5 wind tunnel.

Figure 35 shows a slice of pressure contours along the transverse symmetry plane near the cylinder. As
seen in the �gure, there is a very large pressure drop in the spanwise direction just after the bow-shock. This
pressure drop is due to the low pressure present in the boundary layer, and is further strengthened due to
the strong interaction between the cylinder with the sidewall.

Figure 35. Top-down view of pressure contours along the transverse symmetry plane (y = 0), for air ow in
a Mach 5 wind tunnel. The �gure also includes streamlines of velocity. Note contours p < 1500 Pa have been
excluded.

The large pressure gradient causes the inviscid core ow to turn into the spanwise direction after it goes
through the bow-shock. While the post-shock ow escaping into the boundary layer is subsonic, it still has
a large velocity and, as such, a large portion of the mass ow is no longer two-dimensional. As a result of
the three-dimensionality of the ow, the bow-shock location is much closer to the cylinder than would be
expected in a two-dimensional ow.
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A. Energy Deposition

Once the three-dimensional baseline simulation results were completed, as simulation of the discharge event
was computed using the same phenomenological discharge model as the two-dimensional results, except the
model was extended for three-dimensions:

S = Q

�3=2 a b c
exp

�
�
�
x̂
a

�2 � � ŷb�2 � � ẑc �2�
x̂ = (x� xc)
ŷ = (y � yc)
ẑ = (z � zc)

(7)

where the center of the ellipsoid is set to the stagnation point of the cylinder along both symmetry planes (so
half the ellipsoidal volume is inside the cylinder, and is excluded from the computational domain). For the
wind tunnel geometry shown previously, the values are x = 14:2 cm, y = 0, z = 2:0 cm. The equatorial radii
of the ellipsoidal deposition are consistent with the two-dimensional simulations, and the polar radius, c, is
half the width of the exposed electrode (a = 0:1 mm, b = 0:3 mm, c = 5 mm). Note

RRR1
�1 S dx dy dz = Q

The simulation was carried out assuming a total power deposition Q = 5 kW for 100 ns (for 1=4 the
geometry), at a time step of �t = 0:5 ns to ensure temporal independence based on the two-dimensional
simulations. The power deposited amounts to a total energy deposition of 2 mJ/pulse, (i.e., a thermal
e�ciency of over 25%). While the computational representation of the discharge event results in a relatively
high thermal e�ciency, the value of Q was selected to ensure a supersonic compression wave was generated.

The simulation is run for 15 �s using a �t = 0:5 ns time-step (i.e., 30,000 iterations) to capture the
evolution of the compression wave/bow-shock interaction. Figure 36 shows the Mach 1.25 iso-surfaces colored
by temperature at t = 4:1 �s after the deposition event.

Figure 36. Mach 1.25 iso-contour colored by temperature for air in a Mach 5 wind tunnel t = 4:1 �s after a
discharge event. The compression wave pushes the bow-shock outward, as seen in the red region.

Consistent with the two-dimensional results, the power deposited by the phenomenological model was
su�ciently high to generate a supersonic compression, which traveled upstream and interacts with the
standing bow-shock. However, either the energy was deposited over too small an area, and/or too much
energy was deposited, because the compression wave speed was slightly faster than the experimental value
and, thus, started interacting with the bow-shock before the time observed experimentally with the phase-
locked schlieren images. Further evolution of the ow shows the resultant compression wave/bow-shock
structure extending out more than 2.2 mm from the cylinder (along the centerline), which is a 85% increase
in the shock stando� distance. This increase is much higher than that observed in the experiment (25%). In
addition, the shape of the perturbed shock does not completely match the shape in schlieren images. These
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results suggest that both the shape and amount of energy deposited in the phenomenological deposition
model need to be adjusted in order to fully replicate the experiment using three-dimensional simulations.

The extra computations needed to �ne tune the three-dimensional phenomenological energy deposition
model are beyond the current resources dedicated for this work. Future studies will further re�ne the reduced-
order model, though given the high computational cost associated with the three-dimensional simulations,
it may be more feasible to experimentally explore the nanosecond DBD on a 5 mm diameter cylinder since
the two-dimensional computations and two-dimensional empirical correlation are in much better agreement
with the experiment.

While the three-dimensional computation results do not replicate the exact behavior observed in the
experiment, the solutions do show that the compression wave’s interaction with the bow-shock is directly
responsible for the bow-shock movement and that the movement is not the result of a portion of the compres-
sion wave interacting the with ow in the cylinder/side-wall junction, since the ow remains quasi-steady in
that region during the entire 15 �s discharge cycle.

VI. Conclusions

A computational study of Mach 5 air ow around a 6 mm cylinder with a nanosecond DBD discharge
was replicated using high-�delity numerical simulations in order to better understand the resulting ow
perturbation and the impact the discharge event has on the ow and the cylinder surface. The shock
stando� distance for the 6 mm cylinder scenario was found to be 20% smaller in the experiments than the
predictions of the empirical correlation and computations. However, the computed shock stando� distance
for a 5 mm cylinder agreed well with the empirical correlation and experiment. In order to determine the
cause of the shock location discrepancy, the tunnel’s uncertainty in freestream conditions were estimated,
and computations performed. The freestream di�erences resulted in a variation of the bow-shock stando�
distance of about �3%. In addition, the e�ects due to wall boundary conditions, including partial slip walls,
as well as thermo-chemical nonequilibrium were found to provide an insigni�cant change in the bow-shock
location. Therefore, the observed discrepancy is attributed to the interaction at the junction of the cylinder
and sidewall which results in a complex, quasi-steady boundary layer. This complex ow acts to lower the
post-shock pressure thereby drawing the bow-shock closer to the cylinder. This was veri�ed with a three-
dimensional simulation of the entire wind tunnel, which was able to computationally replicate the bow-shock
structure seen in the schlieren photography, predict the width of the tunnel’s inviscid core, and match static
pressure with the experiment’s sidewall pressure tap.

The e�ect of the nanosecond pulse surface dielectric barrier discharge on a Mach 5 ow over a cylinder
model was modeled using two-dimensional compressible Navier-Stokes ow code, LeMANS, which incorpo-
rated a phenomenological thermal energy deposition model. In spite of a di�erence between the baseline
bow-shock stando� distance measured in the experiments and that predicted by the CFD model, other ex-
perimentally measured parameters such as compression wave speed and perturbed bow-shock speed, as well
as the time evolution of the perturbed bow-shock shape were replicated using the model. Distributions of
wall pressure and heat transfer coe�cient, as well as total drag on the model have also been calculated and
show that the cylinder experiences a small reduction in total drag (1%), over a discharge event cycle of 15
�s, though the cylinder is subjected to a large increase in peak heating during the �rst microsecond of the
discharge cycle.

A three-dimensional simulation was also computed to replicate the discharge event from the baseline ow
conditions. While these results do not agree as well with the experiment’s phase-locked schlieren images
as the two-dimensional results, the resultant ow �eld indicates that the cylinder/sidewall junction is not
immediately inuenced by the discharge event and therefore is not responsible for the increase in bow-shock
stando� distance due to the nanosecond DBD pulse. In addition, the behavior of the shock perturbation
is independent of the form of energy input (due to the short pulse duration), so the resultant ow is being
accurately simulated.

While the nanosecond DBD actuator simulated in this work is not very e�ective at improving the cylinder
surface conditions (i.e., it creates a large increase in heat load on the cylinder surface with only a minor
decrease to total drag), the device is very e�ective at moving a strong standing shock. This technology could
prove very useful in supersonic inlets and isolators found in RAM jet and SCRAM jet engines, where engine
‘un-start’ continues to be a technical challenge. One example of engine ‘un-start’ is the upstream movement
of the shock-train within the inlet which leads to unfavorable conditions in the combustor. If ‘un-start’ of
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the shock-train could be sensed in the inlet, a nanosecond DBD device could be rapidly �red to move the
shock-train back to its nominal location.

Figure 37. Schematic illustrating a shock train pertur-
bation due to nanosecond DBD actuator locating at the
leading edge of a supersonic inlet.

From this work, it appears these devices would
be best situated in subsonic regions of the ow (i.e.,
in the sub-sonic region of a separation bubble or
in the subsonic region downstream of a bow-shock),
where a supersonic compression wave could more
easily be generated. Figure 37 illustrates the con-
cept of placing a nanosecond DBD actuator at the
leading edge of a supersonic inlet ow-path. As seen
in the �gure, the DBD induced bow-shock pertur-
bation travels along the standing shock, e�ectively
moving the subsequent shock-train.

This concept already has received some atten-
tion. In 2008, Gnemmi et al. successfully applied the concept of shock perturbation on external ows by
using a short duration arc discharge,34 as seen in Fig. 38. In their work, the surface discharge created a
shock-wave perturbation on one side of a cone, which was used to generate a steering moment. Future work
may explore using nanosecond DBD discharges for an internal ow-path to achieve similar shock control.

Figure 38. Evolution of arc-discharge generated disturbance on the surface of a supersonic cone, taken from
Ref. 34.

In addition to exploration of the controlling shock boundary-layer interactions using nanosecond DBD
actuators for internal ow paths, it is also necessary to improve the �delity of the phenomenological energy
deposition model. To this end, future work will incorporate the recent work by Poggie et al.,16 which more
accurately models the energy transfer processes in a pulsed surface dielectric barrier discharge.
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LeMANS  Michigan Aerothermodynamic Navier-Stokes code 
 
MHD   Magnetohydrodynamics 
 
OSU   The Ohio State University 
 
TE   Transverse electric field 
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List of Acronyms, Abbreviations, and Sympols (continued) 
 
 
Symbol  Description 
 
a, b   Constants 
 
E   Electric field 
 
L   Reference length scale 
 
n   Number density 
 
Re   Reynolds number 
 
t   Time 
 
T   Temperature 
 
u, v, w   Velocity components 
 
x, y, z   Spatial coordinates 
 
   Constant 
 
x   Computational mesh spacing 
 
   Generic dependent variable 
 
   Density 
 
 
 
Subscripts  Description 
 
e   Electrons 
i   Ions 
n   Neutral 
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