Market-Based Resource Allocation in a Wirelessly Integrated Naval Engineering Plant
Office of Naval Research (ONR) Contract Number: N00014-05-1-0596

FINAL REPORT

Jerome P. Lynch, Ph.D., University of Michigan (PI)
Andrew T. Zimmerman, Ph.D., University of Michigan
Raymond A. Swartz, Ph.D., University of Michigan

Date of Report:
December 1, 2009

Point of Contact:
Jerome P. Lynch, Ph.D.
Assistant Professor
Department of Civil and Environmental Engincering
Dcpartment of Electrical Engineering and Computer Science
2380 G. G. Brown Building
Ann Arbor, MI 48109-2125
(734) 615-5290
jerlynch @umich.edu



(» : E &~ DEFENSE TECHNICAL INFORMATION CENTER

ARSOTIALLOA [0 AL Ut Latdt Lomatwsil Y

DTIC® has determined on ,§ / /77 /=) that this Technical Document has the
Distribution Statement checked below. The current distribution for this document can be
found in the DTIC® Technical Report Database.

DISTRIBUTION STATEMENT A. Approved for public release; distribution is unlimited.

© COPYRIGHTED. U.S. Government or Federal Rights License. All other rights and
uses except those permitted by copyright law are reserved by the copyright owner.

D DISTRIBUTION STATEMENT B. Distribution authorized to U.S. Government agencies
only (fill in reason) (date of determination). Other requests for this document shall be
referred to (insert controlling DoD office).

D DISTRIBUTION STATEMENT C. Distribution authorized to U.S. Government Agencies
and their contractors (fill in reason) (date determination). Other requests for this document
shall be referred to (insert controlling DoD office).

D DISTRIBUTION STATEMENT D. Distribution authorized to the Department of Defense

and U.S. DoD contractors only (fill in reason) (date of determination). Other requests shall
be referred to (insert controlling DoD office).

|:| DISTRIBUTION STATEMENT E. Distribution authorized to,DoD Components only (fill
in reason) (date of determination). Other requests shall be referred to (insert controlling
DoD office).

|:| DISTRIBUTION STATEMENT F. Further dissemination only as directed by (insert
controlling DoD office) (date of determination) or higher DoD authority.

Distribution Statement F is also used when a document does not contain a distribution
statement and no distribution statement can be determined.

D DISTRIBUTION STATEMENT X. Distribution authorized to U.S. Government Agencies
and private individuals or enterprises eligible to obtain export-controlled technical data in
accordance with DoDD 5230.25; (date of determination). DoD Controlling Office is (insert
controlling DoD office).



Form Approved
REPORT DOCUMENTATION PAGE OMB No. 0704-0188

The public reporting burden for thie collection of informetion ie eetimeted to avaraga 1 hour per response, including the time for reviawing instructione, seerching exieting date sources,
gethering end meinteining the data naadad, end complating and reviawing the collection of informetion. Send comments ragarding this burdan estimeta or any othar aspact of this collection of
informetion, including suggeetions for raducing tha burdan, to Dapartmant of Defense, Weshington Heedquarters Servicas, Directorete for Informetion Operetions end Reports (0704-0188),
1215 Jaffarson Davis Highway, Suite 1204, Arlington, VA 22202-4302. Reepondents should be ewere thet notwithstanding any other provision of law, no pareon shell be subject to eny
penalty for feiling to comply with e collection of informetion if it doee not display a currantly vatid OM8 control number.

PLEASE DO NOT RETURN YOUR FORM TO THE ABOVE ADDRESS.

1. REPORT DATE (DD-MM-YYYY) 2. REPORT TYPE 3. DATES COVERED (From - To)
12-01-2009 Final Technical Report June 1, 2005 - December 31, 2008

4. TITLE AND SUBTITLE 5a. CONTRACT NUMBER

Market-Based Resource Allocation in a Wirelessly Integrated Naval N00014-05-1-0596

Engineering Plant 5b. GRANT NUMBER

5¢c. PROGRAM ELEMENT NUMBER

6. AUTHOR(S) 5d. PROJECT NUMBER
Jerome P. Lynch, Ph.D.

Andrew Zimmerman, Ph.D.
Raymond A. Swartz, Ph.D. ot TAZNNUNER

5f. WORK UNIT NUMBER

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 8. PERFORMING ORGANIZATION
. . G REPORT NUMBER
University of Michigan
2380 G G Brown Building
Ann Arbor, MI 48109-2125
9. SPONSORING/MONITORING AGENCY NAME(S) AND ADDRESS(ES) 10. SPONSOR/MONITOR'S ACRONYM(S)
Office of Naval Research ONR
Attn: Anthony J. Seman III
875 North Randolph Street 11. SPONSOR/MONITOR'S REPORT
Arlington, VA 22203-1995 NUMBER(S)

12. DISTRIBUTION/AVAILABILITY STATEMENT

20120265 020

13. SUPPLEMENTARY NOTES

14. ABSTRACT

The focus of this research project is the application of wireless sensor networks in naval plant systems for monitoring and control
purposes. During the first quarter of the project, research efforts have been largely focused upon the design and construction of a
wireless sensor prototype explicitly designed for embedment in the complex environments posed by navy vessels. The role of the
wireless sensor is to: 1) collect real-time information from sensors, 2) wirelessly communicate plant data to other sensors and/or
upward in the integrated engineering plant (IEP) architecture, 3) automatically calculate plant actions, and 4) issue commands to
actuators. These functional requirements are considered and appropriate off-the-shelf components selected for the wireless sensor
design. To integrate all of the selected hardware components, a four-layer printed circuit board with a small footprint is designed
and fabricated. In parallel to the hardware design of the wireless sensor, software is concurrently written to achieve reliable wireless
communication between sensors. The IEEE802.15.4 wireless protocol standard is adopted and current efforts are coding it in C.

15. SUBJECT TERMS

16. SECURITY CLASSIFICATION OF: 17. LIMITATION OF |18. NUMBER [19a. NAME OF RESPONSIBLE PERSON
a. REPORT |b. ABSTRACT | c. THIS PAGE ABSTRACT IC’J;GES

19b. TELEPHONE NUMBER (inciude area code)

Standard Form 298 (Rev. 8/98)
Prascribed by ANS| Std. Z39.18



Table of Contents

ER@ENINS SSAIMEIATY]  ..r1 v 01tererremtor ook oot R s s A v i 3
U INEFOAHEHIOML - it s st e syl e A e 4
2. Techilical OBJEEHIMEE ... oo i oo s ool s 3 7
3. Design of a Low-Cost Wireless Sensor/Actuator Node for Ship Automation ..... 8
4. Model Updating for System Assessment and Damage Detection  .............. 15
5. Experimental Testing of Narada Wireless Sensors in a Chilled Water Plant s D
6. Model Updating of a Chilled Water Plant with Rupture Conditions ~ .............. 35
7. Market-based computational task assignment withina WSN ... 47
8. ComClUSIONS oottt e 56
9. Papers Published and Technology Transfer ..., 56
ROIGTEIBOR 5rde 25 v0i b im0 R A BT Tmamevsiots Rissis acise s pmossossososonss 60

Page 2 of 61



Executive Summary:

The United States Navy has recently embraced the revolutionary eleetric warship coneept for the design
of future vessels. A core element of this coneept is the integrated engineered plant (IEP). IEP removes
traditional system-level barriers between the distinet ship plants (eleetrical, propulsion, cooling,
ventilation) so they can leverage a shared set of resources and information management systems. The
bencfits of the IEP framework are naval vessels with redueed costs, smaller erews, enhanced cfficiency
and improved survivability. As part of the IEP framework, plant components are becoming empowered
with computing eapabilities for self-control and management. As a result, the IEP is a complex and
highly decentralized system that is still responsiblc for achieving real-time¢ control objectives. To achieve
optimal control within the challenging environment that the IEP’s architecture poses, an integrated
hardware-software framework is proposed. At the core of the proposal is the design of a modular wireless
node prototype. The wireless node integrates wireless radios and embedded computing technologics with
existing plant scnsors and actuators.  The units, termed Narada, are low-cost (costing less than $200
each), eompact, hardened, and are capable of eolleeting sensor data and issuing actuation commands.

Wireless sensor/actuator networks forego the high data transfer rates associated with cabled scnsors in
exchange for low-eost and low-power communieation between a large number of sensing deviecs, each of
which features embedded data proeessing capabilitics. As such, a new paradigm in large-scalc data
proccssing has emerged; one where communication bandwidth is somewhat limited but distributed data
processing eenters are abundant. By taking advantage of this grid of computational resourees, data
proeessing tasks onee performed independently by a eentral processing unit ean now be parallelized,
automated, and carried out within a wireless sensor network. By utilizing the intelligent organization and
self-healing properties of many wireless networks, an extremely scalable multi-processor computational
framework can be developed to perform advanced enginecring analyses. In this projcct, a novel
parallelization of the simulated annealing stochastic search algorithm is presented and uscd to update
models of ship plants by eomparing model predictions to expcrimental results. The resulting distributcd
modecl updating algorithm is capable of being used as a computational tool to perform an asscssment of
the condition of a plant. Should damage occur to a plant, it can be identified in a timely fashion and
reported to a supervisory element in the plant that can reconfigure the¢ system to ensure the plant ecan
continue to meet its mission objective. The projeet focused on the monitoring and eondition assessment
of a chilled water plant. Using a demonstrator located at the Naval Surface Warefare Center (NSWC) —
Philadelphia, the Narada network proves effective in identifying rupture conditions in the plant.

A total of 24 high quality publications were published based on the work conducted in this projeet. In
addition, a varicty of technology transfer activities were undertaken ineluding a long-tcrm deployment of
the wireless nodes dcveloped on this project to monitor the hull of the FSF-1 SeaFighter, a high-speed
aluminum littoral combat ship. During summer 2009, a 31-channel wireless sensor network was installed
to record hull strains and accclerations with the ship monitorcd as it travelled from Panama City to
Portland, Oregon.
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1. Introduction:

To maintain its role as thc precmincnt global naval power, the United States Navy invests hcavily in
fundamental research aimed at modernizing its fleet. As part of these efforts, the Navy has begun to
explore rcvolutionary ship design concepts intcnded to enhance mission functionality, improve damage
tolcrance, and reducc manning rcquirements. In recent years, the clectri¢ warship design paradigm has
emcrged as one such revolutionary concept (ONR 2003). The electronic naval warship seeks to employ
excess power generated in the shipboard propulsion system to power auxiliary ship systems including
power-pulsed wcapons, high cnergy embedded scnsors, among other systcms. Benefits associated with
Intcgrated Power Systems (1PS) includc reduced cost, enhanced naval design flexibility, and increascd
mission efficiency. In tandem with 1PS, the Navy has also pursued enhancement (namely improved ship
reliability and survivability) of future naval vessels through thc Integrated Engincering Plant (1EP)
architecture.

1.1. Integrated Engineering Plant Concept:

The 1EP architecture seeks further integration of all ship plants (e.g., propulsion, cooling, ventilation, fire
suppression, clectrical) so that they share common resources and information management systems
(Dunnington, et al. 2003). IEP capitalizes on thc continuing distribution of computing clements
throughout thc ship. As microprocessor clectronics become increasingly capable (from a computing
standpoint) and inexpensive, computing resources are moving away from centralized computing systems
(as was typical of older naval plant designs) and moving towards integration with the sensor and actuators
cmbedded within the distinct shipboard plants. The trend of integrating computing rcsources with
component-level sensor systems allows the IEP architecture to adopt automated decision making in a
decentralized fashion.

At the corc of IEP is a threc ticred decision and control architecturc divided between the component,
process and mission control layers, as shown in Figure 1.1 (Dunnington, er al. 2003). The component
layer consists of the various machines and modules in which sensors and actuators reside. Somec
computing technology resides within the componcnt layer to carry out tasks associated with local closcd-
loop control and component-level health monitoring. The process layer resides above the component
layer and contains greater computing resources. Given the responsibility of optimizing the performance
of the different ship objectives, the process layer continuously monitors the component layer to be awarc
of thc necd to reconfigure ship’s resources to better attain the ship’s mission. The highest layer of the
thrce ticr hierarchy is thc mission control laycr. The mission control laycr manages the global
performance of the ship by making major rcsource allocations when the operating mode and physical
condition of the ship changes. At this laycr, thc 1EP system provides ship personnel with critical real-
timc information collected from thc lower component and process laycrs.

—
7 Mission

M. . 3 [ Sprinkier |
) [ eneraor ] [ Converter | Transtormer | -

—___Component Tier

Figure 1.1: Integrated engincering plant (IEP) concept.
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The mission efficicncy of the ship is drastically improved because of the sharcd and interoperablc
management system provided by thc IEP framework. For cxamplc, as sensor and plant systems continuc
grow in complcxity and become incrcasingly interdependent, automated decision making can allcviatc the
problem of inundating thc ship crew with too much information to be effective in their respective
missions. Hence, automated decision making can lead to: 1) substantial reductions in thc sizc of ship
crews, 2) improvement of the mission responsiveness of the ship, and 3) rapid rcallocation of plant
resourced for ship survivability. A highly decentralized system also derives benefits by avoidance of
single-point-of-failure problcms common in centralized control system architectures. Some of the other
benefits offered by the IEP framework include system scalability, cost-effcctiveness, health monitoring of
shipboard equipment and increased payload fractions.

To render the 1EP framework feasiblc, a rcliable ship-wide area network (SWAN) is necded to provide a
communication infrastructure within and between the three 1EP layers. The required SWAN must be
immune to physical damage that is possible during battlc. Current ship designs eall for triple redundant
scrial buses for communication between components. In contrast to this approach, various military
vendors have proposed differcnt communication architectures that cnjoy better fault tolerance. For
example, Adept Systems has proposed a complex hybrid communication architecturc comprising of
multi-point ring networks and a LonTalk communication protocol (ANSI 709.1) (Smith 1994). This
approach is scalable, cost-cffective and enjoys self-healing capabilities as recently illustrated on the ONR
Afloat Laboratory test-bed ship and the ex-USS Peterson (Adept 2004). Highly reliable network
architectures are also being explored for the distributed powcr systems of future naval vessels. For
example, ring topology load buscs sharing strong similarity to the multi-point ring communication
networks proposed by Adept, are proposed as part of the reconfigurable electrical systems (RES) program
(Dunnington, et al. 2003).

1.2. Wireless Communications in Naval Ships:

As the United States Navy progresses towards the Integrated Engineering Plant design conccpt, the
extensive length of wires that are needed to conncct sensors and actuators with control units distributed
throughout a vessel remains a technological challenge. In addition to the high cost of routing wires
during construction, naval vessels reprcsent a complex and harsh environment in which cxtensive lengths
of wircs are vulnerable to detriments such as hcat, moisturc and toxic agents (MacGillivray and Goddard
1997). With wires vulnerable to failure when exposed to these harsh conditions, rcduction or outright
climination of communication wircs would greatly enhance the rcliability of on-board cngineering control
systems in addition to reducing installation and maintenancc costs.

Ships pose a challenging sctting for thc propagation of wircless signals. Estes, et al. (2001) has explored
the feasibility of wireless radios for both intra- and inter-compartment shipboard communications within
various naval vessels (cx-USS Amcrica, USS Ross, and USS Carr). Their study considcred radio
frequeneies between 800 MHz and 2.5 GHz which arc typical radio frequencies for eommcreial off-the-
shelf (COTS) radios. Bascd on the high radio frequency (RF) reflectivity of steel, multi-path effects were
discovcred to dominate rcccived radio signals during inter-compartment wireless eommunication. To
overcome multi-path influences, only frequency hopping spread spectrum (FHSS) wireless radios were
discovered to effectively work.  When assessing the feasibility of inter-compartment communication,
ship bulkheads severely attcnuatcd wireless signals (on the order of magnitude of 20-30 dB) but
communication through two or three bulkheads was still found to bc possible. Steel is a ncar perfect
conductor that reflects electromagnctic waves thereby limiting radio signal penetration. However, on
modern ships, a number of non-steel elements arc prescnt in the bulkhcads (c.g. hatch scals, ducts, cablc
transits) that allow wireless signals to penetratc. Mokolc, ef al. (2000) has undertakcn a similar wireless
communication feasibility study on the ¢x-USS Shadwell using COTS wircless modems that
communicate on the 800 MHz to 3 GHz radio frequencies. Their study found that radio communication
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is possible for inter-compartment communication using commereial wireless radios, even when bulkhcad
closures were fastened.

In 1999, the Office of Naval Rescarch (ONR) initiated thc Reduced Ship’s Crew by Virtual Presence
(RSVP) program with the aim of developing a proof-of-concept wireless monitoring system for shipboard
sensor systems (Schwartz 2002; Seman, et al. 2003). Wireless communieation between embedded
sensors and existing shipboard local arca networks (LANs) was aimed to rcduce ship construction and
maintenance costs in addition to enhancing the reliability and survivability of ships. The completc RSVP
framework proposed dedicated scnsor networks for monitoring the environmental parameters of ship
spaces, the structural integrity of the hull, the health of machinery, and the real-time location of ship
personnel. The framework sought to minimize the power consumption of sensing devices to ensure long
operational lives. Thc machinery, environmental, structural and personncl wireless sensor networks had
redundant access to various access points through 802.11 wireless communications. Data from the
distributed wireless sensors are communicated to a dedicated watch station through a highly reliable wire-
based shipboard LAN. The RSVP program validated different components of the RSVP architccture on
numerous naval vessels including the USS Monterey and ex-USS Shadwell.

Other researchers have successfully explored the use of wireless communications integrated within
various shipboard engineering plant systcms to monitor component health. Ploeger, et al. (2003)
describes a cost-cffective wireless monitoring system that monitors the opcrational health of a shipboard
ventilation system. The wireless system proposed is constructed from multiple wireless data acquisition
nodes, tcrmed the Intelligent Component Health Monitor (ICHM), that are capable of collecting sensor
data from numerous analog sensors and communicating that data via Bluetooth wireless radios to a
centralized data repository termed thc Compartment Health Monitor (CHM). The system described is
well suited for intra-compartment communication because of thc short 20-30 m communication range
associated with Bluetooth radios. Simple data processing of sensor data, including threshold detections
and spectrum analysis, is performed at the compartment’s CHM server.  As validation, ventilation fans
upon an operational aircraft carrier were monitored for overall health using the described system,
resulting in an estimated shipboard crew labor reduction of 63% (reduction of 5000-8000 man hours per
year per aircraft carrier) (Ploeger, er al. 2003).

Many other engincering domains havc begun to explore the use of wireless sensors for reducing the high
costs and technical difficulties often associated with wire-based data acquisition systems. For the past
decade, academic and commercial rcscarch tcams have proposed a variety of low-cost wireless sensor
platforms. The most notable examplcs include the Smart Dust (University of California-Berkelcy) and
HAMPS (MIT) projects that have yiclded low-cost wireless sensor nodcs designed for deployment in
wireless sensor networks dcfined by high nodal densities (Horton, et al. 2002; Min, et al. 2001).
However, these generic wirelcss sensing systems, in their current state of development, do not address the
unique demands of the harsh monitoring domain posed by a complex naval vessel, where low-power
consumption, far-reaching communication ranges, penetration characteristics through ship materials and
sufficient computational capabilitics for autonomous data processing are all nceded.

1.3. Decentralized Large-Scale Control and Artificial Intelligent Agents:

As industrial systems grow in size and complexity, the ability to control them in centralized fashion
beecomes increasingly difficult. In particular, a number of factors contributc to the breakdown of the
centralized control system architecturc. First, as the number of sensors and actuators linearly increase, the
computational demands (aggregation of scnsor data, caleulation of control forees, and commanding
actuators) placcd upon a centralized controller grow exponentially (Lunze 1992). Furthermore, large
plants are often complex systems that arc difficult to preciscly modcl using classical mathematical
approaches. In responsc to thesc limitations, the field of control enginecring has extensively explored the
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dccentralization of the control system. By dividing a complex global system into simpler sub-systcms,
optimal closcd-loop control can still be achieved by decentralized control (Siljak 1991).

Other researchers have pursued the use of agents for performing control of large-scale complex systems.
Agents are softwarc abstractions that are capablc of perceiving their environment (through sensing) and
acting upon that perception (through actuation) based on a rational decision process (through embedded
intelligencc) (Jennings, ef al. 1997). As part of the rational dccision process, the agent seeks to maximize
a performance measure that represents the rcturn on investment for a given action. Agents have found use
in a number of complex systems including control systems, networks, software systems, manufacturing
processcs, among many others (Wooldridge and Jennings 1995). Autonomous intelligent agents, when
asscmbled into a community, are often referred to as multi-agent systems (MAS). MAS are particularly
attractive for performing control of complex systems because thcy represent a scalable problem solving
approach for problems with incompletc information and decentralized data. For control problems where a
centralized control solution is not feasible (duc to the inability to exactly represent the system with
mathematical models), multi-agent systems have proven to be reasonable approaches to performing
feedback control.

The 1EP framework proposed for future naval ships presents many technical challenges that rendcrs
centralized control an impractical approach. Alternatively, the use of multi-agent systems have becn
proposed as a means of controlling the 1EP in a more effective and reliable manner. With high degrecs of
autonomy and the ability to rapidly adapt, intelligent agents will undoubtedly play a major role in the 1EP
framework. Agents provide a reconfigurable framework for plant control that can adapt with changes in
thc ship mission or ship operational conditions (an undamaged versus damaged ship). Thc agent
framework proposed for the 1EP is possible largely becausc computing power is migrating from upper
tiers of the IEP framework down to the component lcvcl. Already, researchers are validating the
feasibility of MAS for performing adaptive control within thc 1IEP. Sun and Cartes (2004) proposc the
use of software agents for performing closed-loop control shipboard distributed powcer plant. Maturana,
et al. (2004) describes the implementation of intelligent agents for controlling the flow of water within a
chilled water system. Their study has implemented the agents using legacy control modules with
abstracted Java-based software agents; validation of their multi-agent system is performed upon a small-
scalc chilled water plant.

2. Technical Objectives:

This project explores the use of wireless scnsor and actuator networks within naval vesscls as a means of
reducing crew rcquirements and to enhance ship fight-through capabilities. Wireless sensors and wireless
actuators are not sensors or actuators per se, but rather autonomous nodcs of a data acquisition and
feedback control to which sensors and actuators could be attached. The advantages of using wirclcss
sensors for this purposc arc to: 1) reduce the installation and maintcnance costs associated with current
tethered control systems, 2) to allow for ad-hoc network topologies between sensors and actuators
offcring communication robustness during battle, and 3) to collocate computing intelligence with plant
componcnts for plant assessment, control and reconfiguration. This rcpresents a highly revolutionary
approach to the implementation of the intcgrated engineering plant framcwork.

2.1. Objective 1: Low-Cost, Computationally-Rich Wircless Node Development:

The first technical objective of the project is the design of a low-cost wireless node designed explicitly for
cmbedment in shipboard plant systems. Unlike generic commercial wireless sensors, the wireless node to
be developed as part of this project will be designed to achicve functionality associated with the
monitoring, control and reconfiguration of shipboard plants. Towards this end, the node will be designed
to perform the following tasks: 1) collection of state data from sensors monitoring plant performance; 2)
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real-time wireless communieation of data to the upper ship mission tiers; 3) embedded data interrogation
for intelligent in-network data proeessing; 4) ad-hoe eommunieation between wireless sensors to transfer
real-time state data; 5) eollective deeision making between wireless sensor nodes; 5) automated aetuation
of plant elements at the eomponent tier. In addition to these features, the wireless sensors must be low-
eost (<$200) and be hardened to ensure they survive during battle and when exposed to water.

2.2. Objective 2: Embedded Firmware for Wireless Node Autonomy:

Onee the wireless sensors are designed and eonstrueted, the second project objeetive if foeused upon their
autonomous operation. To automate their operation, embedded software is needed for each wireless
sensor. Embedded software, termed firmware, will automate the eollection of state data from sensors,
wirelessly eommunieate data with other wireless sensors and to issue eommand signals to plant actuators.
A eore element of the firmware is the coding of a flexible wireless eommunieation protoeol. Provided the
low-power nature of the IEEE802.15.4 eommunieation standard, the 1IEEE802.15.4 physieal and medium
aeeess eontrol protocol layers will be written in C and eneoded in the wireless sensor ecores. With a
flexible eommunieation standard, the wireless sensor network will be able to form ad-hoe network
topologies between plant eomponents.

2.3. Objective 3: Distributed Computing for State Awareness (Damage Detection):

The third objeetive of the project is to take full advantage of the embedded intelligenee eoupled with each
wireless sensor through formulation of agent-behavioral models. Borrowing eoneepts from the field of
artificial intelligenee (Al), each wireless sensor is modeled as an autonomous agent eapable of interaetion
with other wireless sensors. The agent framework is espeeially powerful for achieving deeentralized
control in a network of wireless sensors. Computationally, the projeet foeus will be on the development
of eomputational tools that ean perform model updating. Using an analytical model that deseribes the
configuration and operation of a plant system, model updating ean be performed to realizc the best fit of
the analytieal model to experimental data eolleets. If a plant experienee damage, this state will be
identified by the model updating method. With model updating inherently an intraetable combinatorial
optimization problem, stochastie methods that offer high probabilities of eonvergenee to global minima
will be adopted. Furthermore, to benefit from a dense network of wireless sensors and aetuators installed
in a ship plant, a means of elegantly distributing eomputational tasks to available wireless nodes will be
developed. Using a multi-agent approach based on free market economies (termed market based eontrol)
will be explored for solving ecomplex eomputational resouree alloeation problcms eneountered in
distributed in-network data proeessing.

2.4. Objective 4: Experimental Validation:
The final objeetive is to perform various validation experiments of the integrated hardware/software
framework proposed. Opportunities will be sought to validate the wirelessly integrated plant on testbed
platforms that exist at NSWC Carderoek Division - Philadelphia. Specifically, a scaled down chilled
watcr plant demonstrator will be utilized.

3. Design of a Low-Cost Wireless Sensor/Actuator Node for Ship Automation:

3.1. Design of a Wireless Node:

While wireless sensor solutions are commereially available, these solutions are too generie for use in
naval plants. A more effective approach is to design a wireless node whose performanee has been
optimized for operation in a naval vessel. A wireless sensor will be designed for real-time eontrol of
naval plants using eommereial off-the-shelf (COTS) eomponents. The wireless sensor design will be
broken down to four funetional subsystems: sensing interfaee, actuation interface, computational eore and
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wireless eommunieation ehannel. The sensing interfaee is responsible for data colleetion from plant
sensors, the computational eore is intended to aggregate data and locally proeess it, the actuation interface
will be used to ecommand plant actuators, and the wireless channel will establish conneetivity between
sensors, actuators and the ship information management system. An architectural schematie of the
proposed wireless node, termed Narada, is shown in Figure 3.1 and Figure 3.2.

3.1.1. Sensing Interface:

The sensing interface is the wireless node eomponent to which plant sensors are attached. The wireless
node should be able to aceommodate multiple sensors at one time. Furthermore, the interface should be
independent of the sensor type to ensure versatility in deployment in naval systems. The primary
cleetrical component selected for the sensing interface is a four-channel, 16-bit, 100 kHz analog-to-digital
converter (ADC); in particular, the Texas Instruments ADS8341 is sclected. The interface is capable of
accepting analog sensor signals that are between 0 and 5 V.

3.1.2. Computational Core:

The wireless node has at its core a low voltage microcontroller which is used to operate all of the
cleetrical components, in addition to performing data interrogation tasks. The microcontroller scleeted is
the 8-bit Atmel ATmegal28 mierocontroller. The Atmegal28 provides 128 kB of flash memory which is
adequatc for most embedded software algorithms required for monitoring and eontrol applications. To
augment the built-in 4kB of SRAM, external memory of 128kB is provided using a Cypress CY62128B
SRAM chip. This is adequate for data storage and analysis requirements of the sensing unit. The
ATmegal28 is operated at 8 MHz whieh eonsumes less than 100 mW of power from portable power
sources (e.g., batterics). Power is a consideration because it is anticipated the wireless nodes might be
required to run on batteries during some battle seenarios.

3.1.3. Wireless Communication Channel.:

A low-power, single-chip, IEEE 802.15.4 compliant wireless radio is adopted in the wircless node design.
The newly created 1EEE 802.15.4 standard is espeeially suitable for distributed computation, as it was
developed for true ad-hoe peer-to-peer networking among battery powered wireless deviees. The
Chipeon CC2420 wireless transeeiver is seleeted. The CC2420 is a single chip 1EEE 802.15.4 eompliant
radio capable of ranges adequate for intra-compartment communication in ships. For example, its
operational communication range is validated up to 20 m. Furthermore, the radio operates on the 2.4 GHz
radio band with data rates as high as 250kpbs. Because the CC2420 is designed specifically to be IEEE
802.15.4 compliant, it does not require the use of a eentral eoordinator to faeilitate eommunication; the
sensors may communicate dircetly with each other making them ideal for peer-to-peer communications.

3.1.4. Actuation Interface:
The Texas Instruments DAC7612 has been integrated in the design of the wireless node to serviee

actuators. The DAC allows two actuation ¢hannels to operate simultancously. The output voltage range
ofthe DACis0to4 V.

3.2. Assessment of Data Collection Quality :

With a set of wireless nodes fully assembled, various diagnostie tests were conducted to validate
assumptions made during the design proeess of the node. Speeifically, the ADC resolution was measured
using a constant-voltage battery source. The sensing interface resolution is an important property that
describes the data collection aceuracy of the wireless sensor. For example, a high-resolution ADC (16-
bits or higher) suggests the wireless sensor is eapable of reading sensors with low amplitude outputs. In
contrast, a low-resolution ADC (less than 16-bits) represents a eruder data collection tool where the
quantization proeess of the ADC ignores small varying sensor outputs. Particularly for naval plant
systems, sensors defined by high accuracy must be complemented by a high resolution ADC.
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Figure 3.1 Design of a wireless node for ship systems: (a) hardware design; (b) nine fully
assembled wireless sensors (a blank printed circuit board is shown in upper left corner).
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Figure 3.2. Final fully assembled wireless sensor (Chipcon transceiver not shown)

While the ADC (Texas Instruments ADS8341) has a nominal resolution of 16-bits, the presence of digital
circuit elements (e.g., microcontroller, radio) on the same circuit board can result in a reduction of the
ADC resolution. Digital circuit elements internally contain electrical gates that open and close during
their operation. As these elcctrical gates open, electrical charge floods into the wircless sensor ground
plane. If the analog and digital circuits share a common ground plane, excess charge flooding can result
in the ground exhibiting an apparent change in voltage relative to the power source of the system. The
ADC employs two references that arc assumed to be fixed to convert sensor outputs to digital formats: a
high voltage reference (5 V power plane) and a low voltage reference (ground plane). Should those
references change in any way, the ratiometric conversion of the ADC analog input (i.e., sensor output)
would exhibit quantization noise (random toggling of the least significant bits of the ADC digital output).
The toggling of more than the 16™ lcast significant bit of a 16-bit ADC signifies a reduction of the true
ADC resolution. The primary motivation of pursuing a 4-layer circuit board design was to employ
scparate power and ground planes for analog and digital circuit elements. Even with a 4-layer board,
some resolution reduction is anticipated.
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Figure 3.3. Integer output of each wireless sensor channel when a 1.5 V battery is attached.

The true resolution of the wireless sensor prototype was measured. An alkaline battery (1.5 V) was
interfaced to each sensor channel of the wireless sensor (4 channels in total). Batteries are ideal power
sources for such tests because they exhibit noise-free constant voltages. The wireless sensor recorded the
battery analog voltage as a 16-bit digital number; the number was also wirelessly transmitted to a remote
data repository where time-histories of the sensor channel voltages were stored. The time-history plots of
the measured battery voltage are shown in Figure 3.3 for each of the 4 sensor channels. The time-history
plots are in terms of the ADC integer values; 6000 data points collected at 200 Hz on each sensor channel.

To quantify the true resolution of the ADC, the time-history plots of the ADC integer outputs were used
to gencrate histograms of the ADC integer outputs. To enhance the clarity of the histograms, the mean
integer value is subtracted from each time history record. As shown in Figure 3.4, the zero-mean integer
histograms for cach sensor channel exhibited Gaussian distributions as is typical of ADC quantization
crror processes. The majority (>98%) of the ADC integer values fell within -4 to 4. This means the
integer outputs vary by 8 integer values which is equivalent to 3-bits (8 = 2°). If the resolution of the
ADC is 16-bits, then only the last least signifieant bit is anticipated to be metastable (toggling between 0
and 1). In the case of the wircless sensor, the last three bits were toggling. ' As such, the wireless sensor’s
true ADC resolution was assessed to be 14-bits.
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Figure 3.5. (a) Wireless sensor prototype eommanded to output a high-frequeney sinusoidal
wave on its actuation interface (wireless sensor, 7.5V battery souree, and Agilent oscilloscope
shown in this laboratory demonstration); (b) sample actuation signals generated by the wireless
sensor and reeorded by the oscilloscope.

3.3. Illustration of Actuation Interface Operation:

The wircless sensor is eapable of outputting 0 to 4 V analog voltage signals using its on-board 2-channel
DAC. To illustrate the opcration of the actuation interface, a standard laboratory oseilloscope is
interfaced to the actuation interface to measure the output signal gencrated by the wircless sensor. Figure
3.5 presents the laboratory set-up of the wireless sensor interfaced to the oscilloscope. The wireless
sensor is commanded to output a variety of output signals. In particular, sinusoidal, square and triangular
wave signals are generated by the wircless sensor. The signals measured by the oscilloscope are
presented in Figure 3.5. As can be scen, the actuation interface was accurate (absent of noise) and could
be operated at high sample rates.

3.5. Applieation of IEEE 802.15.4 Protocol in an Agent-Based Framework

In order to simplify the IEEE 802.15.4 standard, the LR-WPAN architeeturc can be broken down into a
number of laycrs. Each layer corresponds to a specific part of the standard and provides services to
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higher layers. The IEEE 802.15.4 standard concentrates only on the bottom two layers of the
eommunication protocol stack: the physieal (PHY) and mcdium access control (MAC) layers. The PHY
layer interacts direetly with the physical radio in order to modulate and demodulate data and the MAC
layer offers standardized packet structures for data transmission as well as a variety of methods for
autonomous nodes to share eommon bandwidth. The upper laycrs, consisting of a network layer and an
applieation layer, are application dependent and not dcfined explieitly by the standard.

When embedded within the operating system of a wireless nodc, the upper layers represent any
applieation whieh requires communication and data transfer serviees between deviees. In this projcct, an
cxamplc application may be eontrol algorithms for naval systems. These upper layers are used to aceess
the MAC layer for the purpose of beacon management, channel aeeess, guaranteed time slot (GTS)
management, frame validation, and aeknowledged framc delivery, association, and disassoeiation. 1n turn,
the MAC layer utilizes the PHY layer in order to control activation and deactivation of the radio
transcciver, energy detection, link quality indication, channcl selection, and clear channcl assessment.
The PHY layer is also used to transmit and rcceive packets across the physical medium.

As modcrn naval systems become increasingly complcx, the number of sensors and aetuators in a given
eontrol system and the subsequent computational demands placed on a e¢ntralized eontroller will grow
exponcntially. As a result, the ability to control sueh a system in a centralizcd manner is beeoming ever
more difficult. In partieular, when considering a wireless eontrol system where centralized aetivity across
a high density wireless network is not at all feasible, an agent-based framework has been proposed in
which cach sensing unit behaves in an autonomous manner. Agents are software abstractions eapablc of
sensing their cnvironment and reacting to changes in that environment through rational cmbedded
intelligence.  Multiple agent systems are very attractive for controlling eomplex systems becausc they
offer a scalable approach for solving problems using dccentralized data.

1n order to aceommodate such a framework in a wireless setting, a layer of cmbedded firmware is needed
to scrve as a real-time operating system that allows upper software layers to eolleet and store sensor data,
issue actuation eommands, and share state data with other units within the system. The 1IEEE 802.15.4
ecommunication protoeol has been effectively lcveraged for this exact purpose. In addition to providing a
well defined applieation program interface (API) to the upper layers, thcse embedded layers of the
communieation protocol stack facilitate eommunieation between multiple agents aeting autonomously.

The 1EEE 802.15.4 communication protocol has many advantages that eater to an autonomous network.
To ensure that the network is time synehronized, cach unit is designed to act in the MAC-provided
beacon-cnabled mode. Additionally, channcl access is eontrolled by a slotted earrier sensc multiple
aecess collision avoidance scheme (CSMA/CA). In this meehanism, each nodc must sense a frec channel
at Icast twicc before transmitting.  The first sensc is delayed by a random delay, which serves to reduee
the probability of eollision when two nodes simultaneously sensc a free ehannel. When a channcl is busy,
transmission docs not occur and an additional random dclay is eomputed. When a packet does not reaeh
its destination, it can be retransmitted during a new contention period.

The PHY and MAC layers have been cncoded in the C programming language and loaded into the flash
memory of the wireless sensing unit microcontroller. 1n the laboratory, a varicty of MAC layer eommand
and data frames are transmitted wirelessly from unit to unit. These command and data frames are then
intereepted and interpreted by an IEEE 802.15.4 packet sniffer whieh is used to reeord all paekets scnt
within the network. These tests display the funetionality of the embedded MAC protoeol as well as the
wireless eonneetivity of the system. A sereen shot of the packet sniffer results can be scen in Figure 3.6.
In order to further demonstratc the ability of the PHY laycr to command the physieal radio to modulate
and demodulatc data, a testbed is ercated whieh utilizes this layer in eonjunetion with the sensing
capabilities of the wireless sensing units. In the laboratory, a unidireetional aceelerometer is attachcd to a
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Figure 3.7. Experimental setup and acceleration time history plot for laboratory validation of
PHY layer for sensing applications.

vacuum pump. The pump is turncd on and acceleration data is collected with a wircless sensing unit at a
sampling rate of 500 Hz. This data is then transmitted back to a centralized server and stored in a local
data repository. Figure 3.7 shows the cxperimental setup and thc time history acccleration record of the
pump vibration.

Page 14 of 61



4. Model Updating for System Assessment and Damage Detection:

In a naval environment, it is imperative that distinet ehanges in the operational condition of naval plants
be deteeted, as the detcetion of such state changes will lead to the initiation of market-based eontrol
solutions adopted to optimally alloeate searee system resourees. As such, this seetion outlines the ereation
of a novel data proeessing architecture used to eontinuously update system models representing a fully-
funetional ship plant (e.g., ehilled water supply system). Changes to sueh a plant are identified through
model updating methods eondueted on the wireless sensor network, and ean be indieative of damagc.
Modcl updating methods are typically eomputationally intcnsc and are often reserved for data servers
wherc significant eomputational resources are located. In our approach, a parallel implcmentation of the
simulated annealing model update method (a stochastic search algorithm) is embedded upon a network of
Narada wireless sensors to identify bifureations in the system, pcrhaps due to battle damage. Emphasis is
made to keep the update time to near real-time (less than ten minutes) and to ensure that the full
computational eapabilities of the wireless sensor network (albeit, highly distributed) are maximized.

By viewing a wireless network as a parallel eomputer with an unknown and possibly ehanging number of
proecssing nodes, this distributed data proeessing arehitecturce is capable of performing eomplicated types
of data analysis while ereating a scalable environment that is not only resistant to communication and
sensor failure, but that also becomes inereasingly effiecient at higher nodal densities. This novel
architecture functions by allowing a nctwork of sensors to autonomously deteet and utilize the computing
resourees of any available wireless node on the fly. This “ad-hoe” eapability allows for incrcascs in the
parallelism and efficiency of the architecturc in rcal-time, and ean be used to reform or “sclf-heal” the
network in the wake of any eommunication and/or scnsor failures.

In order to examinc the data processing capabilities of this novel architecture from an damage dcteetion
perspective, a parallelized version of the simulated anncaling (SA) stoehastic optimization method is
designed for implementation within a distributed WSN. One of the reasons that thc SA algorithm is
chosen for parallelization is that it can bc applied to many of the optimization problcms that may arisc in
the naval environment. In this study, the wircless parallel SA (WPSA) method is used within a WSN for
the updating of an analytieal model of a shipboard ehilled water system.

4.1. Background on combinatorial optimization by simulated annecaling:

One of the most studied areas in eomputational engineering is that of combinatorial optimization (CO).
This field involves developirg effieient methods for finding the maximum or minimum valuc of any
function with a large number of independent variables. CO problems are typieally very difficult to solve
computationally, as an exact solution oftcn requires a number of computational steps that grows faster
than any finite power of the sizc of the problem. As such, it is oftcn dcsirable in engineering applieations
to quiekly find good approximations to the optimal solution instcad of expending the time and resources
required to find an absolute global optimum. Unfortunately, even approximate solutions ean sometimces
be difficult to find, as most relevant seareh strategies involve iterative improvemcnt, and as sueh, have a
tendency to get stuck in loeal (not global) optima. However, in the 1980°s, several algorithms dcrived
from physical and biological systems were developed for finding near-global optima in functions
containing many local optima (Bounds 1987). Onc of these methods is the simulated annealing (SA)
optimization teehnique, first presented by Kirkpatriek et al. (1983).

SA was developed out of the observation that a conncction eould be made between CO and the behavior
of physieal material systems in thermal equilibrium at a finitc temperature. In material physies,
experiments that determine the low-temperature state of a material are performed by first melting the
substanee, and then slowly lowering the substanee’s temperature, eventually spending a long time at
temperatures near freezing. This annealing proeedure allows the substance to eventually obtain an optimal
thermal encrgy state amongst an almost infinite number of possible atomistic configurations. Assuming
that a mcthod exists for determining the cnergy of a physical systcm in a specifie atomistic configuration,
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this physical annecaling procedure can be viewed as a CO problem where the objective is to find the
globally minimal energy state of the material’s atoms.

As such, by borrowing ideas from thc natural annealing process, a “simulated” version of the anncaling
method can be devcloped to quickly obtain good approximate solutions to CO problems where the
objective is to find a globally minimal value of some optimization funetion. This is done by viewing the
value of the function to be optimized as the physical system “cnergy”, introducing an “cffective”
annealing temperature which will simulate the material cooling process, and utilizing the Metropolis
procedure (explained below) to avoid premature convergence on local optima, which is the key to the
effectiveness of the gencralized annealing process.

In 1953, Metropolis et al. created an algorithm that can probabilistically simulate a collection of atoms
converging on thermal equilibrium at a sct temperature. At cach step in this algorithm, a randomly
sclected atom is displaced a small, random distance, and the resulting change in system energy (AFE) is
computed. If AE < 0, this disturbancc is accepted. Otherwise, if AE > (), the new configuration will be

accepted with the following probability:
-AE

Pr(accept) =e ks T @.1)

where T is the temperature of the system and kg is Boltzmann’s constant. If the new configuration is
accepted, the next step of the search continues with that atom displaced. Otherwisc, if the new
configuration is not accepted, the next step in the search continucs using the original atomistic
configuration. By repeating this procedurc many times, Mctropolis simulates the thermal motion of atoms
subjected to a constant temperature, and mimics the probabilistic process by which nature avoids
premature convergence on suboptimal configurations.

As proposed by Kirkpatrick er al. (1983), “simulated” annealing can be used in the context of CO by
representing each possible configuration of optimization function parameters as a distinet state, s. The
objective of the annealing process is to find a system state that minimizes the value of an optimization
function, £(s). In order to help avoid convergence on a sub-optimal minimum, the Metropolis framework
can be applied to the SA procedure by generating a ncw state, $,..,, by altering the valuc of one function
parameter at random. The objcctive function valuc of this new state, E(s,.), is then compared with the
objective funetion value of the old state, £(s,,), and the new state is probabilistically accepted or rejected
based on the criterion presented in Equation 4.1. When SA is implemcnted within a computing machine,
the probability of a new system state being accepted at a given tempcraturc can be stated as follows:
accept a new state, $,.,, if and only if:

E(S o ) € E(5g4 )+ T+ |In(U) 42)

where U is a uniformly distributcd random variable between 0 and 1. The addition of the 7+[In(U)| term
allows thc system to pcriodically accept a sub-optimal state in hopes of avoiding premature convergence
on a local optima. A standard SA cooling schedule begins the optimization process by assigning a high
initial temperature 7, and then letting the Metropolis algorithm run for N iterations. During cach iteration,
a ncw psuedorandomly generated state is created by modifying one of the optimization parameters, and
the newly gencrated state is either rejected or accepted based on the Metropolis criterion (Equation 4.2).
After N iterations, the temperature of the system is reduced by a factor of p, such that 7,... = p- T,z and N
additional iterations will be run at the new, lower temperaturc (7,..). This process continucs until the
temperature is sufficiently low that very few new states arc accepted, meaning that a globally optimal
state has likely been found and the system has, in essence, frozen.
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Figure 4.1: Random state generation for a two-dimensional search problem using
(a) standard SA, (b) BSA, and (c) WPSA (Zimmerman and Lynch in press).

Since Kirkpatrick et al. first published the SA methodology in 1983, countless variations on the original
algorithm have been seen in the literature. For each specific optimization problem, it secms, a different
variant on the traditional SA mcthod provides the quickest convergence and the most accurate results. As
such, it is important to note that the WPSA methodology proposed herein for use in wircless scnsor
networks can be effectively utilized in conjunction with almost any variant on the SA method. Howcver,
for the model updating problem studied in this paper, a modification on the blended simulated annealing
(BSA) algorithm proposed by Levin and Lieven (1998) is exclusively utilized. The BSA algorithm
deviates from the standard SA methodology in the way in which it creates randomly gencrated states. In
standard SA, new states are generated by randomly choosing one annealing parameter and assigning it a
ncw value chosen uniformly from within the paramcter’s valid range (Figure 4.1(a)). In the BSA
algorithm, however, this standard type of state generation is alternated evcry other step with a “radius
adjustment” approach, whcre all anncaling parameters are changed by choosing a random point on a
hypersphcre that is a fixed radius away from the previous annealing state (Figure 4.1(b)). This mcthod
requires two separatc annealing temperatures, one for the standard SA adjustment and one for the radius
adjustment. For this study, the BSA algorithm is modificd slightly such that instead of choosing a point
that lies on a fixed radius from a previous anncaling state, all anncaling parameters are randomly assigned
new values that reside within a given radius from the individual parameter’s current assignment (Figure
4.1(c)). Then, the radius itself is trecatcd as a variable in the SA process much like thc annealing
tcmperature. 1t starts with a high value near 1.0 (such that the cntircty of each parameter’s valid rangc can
be scarched), and as time progresses, the scarchable radius is reduced such that the SA search focuscs
increasingly on values that are close to the currently optimal state. This improves upon the BSA algorithm
by eliminating the wasteful interrogation of scarch states far away from the currently optimal, espccially
later in thc search as a final, optimal solution is converged upon.
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4.2. Wireless parallel simulated annealing:

When considering performing CO tasks on a wireless scnsor nctwork, SA may at first appcar to be an
excellent candidate for a stochastic search procedure. Because a search using SA rcquircs only a
negligible two or possibly three states to be stored in memory at any one time, SA is extrcmely attractive
in the wireless setting where memory capacity within most prototypcs is limited. However, the
computational costs of implementing SA, which may rcquirc a value of £ to be determincd at hundreds of
thousands of randomly generated states in order to converge on an optirhal solution, can be staggering.
When implemented within a single wireless scnsing device, where processing spced is usually only a
fraction of that of an ordinary personal computer, this is a potentially debilitating problem.

In order to mitigate thc computational demands imposed by SA, many researchers have devcloped
parallel SA techniques that, when run on a large number of proccessors, can successfully increasc the
speed with which a solution to a CO problem can be obtained (Grecning 1990). However, most of these
methods requirc communication between processors both before and after each random state is generated.
In the wireless setting, where battcry preservation is a high priority and communication bandwidth is
limited, this type of constant communication ncgatcs the advantages of parallelism and represents a poor
use of battery power. In this study, a parallcl SA procedure is created that utilizes the computational
resources distributed across large wircless sensing networks whilc minimizing thc communication
demands of the parallel algorithm. This is done by taking advantage of thc fact that the SA process
typically rejects more states than it accepts, especially as the annealing temperature is lowered and the
algorithm converges on a solution. Specifically, the traditionally serial SA scarch problem (which is
continuous across all tempcrature steps) can be broken into a set of smallcr scarch trces, each of which
corresponds to a given temperature step and begins with the globally optimal state assignment so far
detected at the preccding temperature step. Each smaller scarch problem can then be assigned individually
to any available scnsor in the network, and thus multiple tempcraturc stcps can be searched concurrently.
This concept is displayed graphically in Figurc 4.2. One of thc great advantages of this mcthodology is
that, given the ad-hoc communication capabilities of many wireless sensing devices, these individualized
scarch trees can be distributed in real-time to any available proccssor within the sensing network. Because
the ad-hoc assignment and rcassignment of search problems can allow for individual nodes to drop from,
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Figure 4.2: A simple serial SA search tree, shown up to the fourth temperature step and its
corresponding WPSA secarch trees, assigned to wireless sensors (Zimmerman and Lynch in press).
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or appear in the network mid-scarch, this parallelized updating method is incredibly valuable in systems
where sensor or communication reliability may be in question.

4.2.1. Wireless implementation of the WPSA algorithm:

In the parallel SA implementation used in this study (WPSA), a eomputational task requiring SA
optimization is first assigned to any one available sensing unit, along with a user-defined initial
temperature, Ty. This first wireless sensor, n,, then beacons the network, searching for other sensors
available for data proeessing. If a second sensing node, 1, is found, the first sensor, ny, will assign the SA
search tree starting at the next temperature step, T, to the second sensor, n;, passing along its current
information regarding the most optimal system statc yet visited. This proccss continues until no sensors
remain available for data proeessing.

If a given sensor, n;, detects an optimal solution, (i.e., no new states are aceepted at the temperature step
sensor #; is investigating), it will order the rest of the network to discontinue the SA search, and will alert
the nctwork end-user of the discovered results. However, if sensor #; finishes its part of the SA search
without having converged on a solution (i.e., new states are still being aceepted), it will alert its suecessor,
n;+;, that no solution was found at temperature step 7}, and sensor n; will again make itself available to the
network for computation on a lower temperature step. While WPSA functions autonomously without
need for a centralized controller, the WSU assigned to the highest temperature step at any given time
keeps track of search progress and alerts the user when the search has been completed. Because of the
self-healing capabilities of many WSNs, this parallel algorithm will always adapt in order to utilize the
maximum number of processing nodes available at any one time, even if some sensors drop in and out of
the network during computation.

As the WPSA search continues, information regarding newly found, incrcasingly optimal states is
disseminated downwards through the network, such that all sensors are cognizant of any search progress
that has been made at higher tempcrature steps. This allows all sensors to maximize the effectiveness of
their search at a given temperaturc step, and maintains the continuity of the serial SA process. Speeifically,
when a sensor detects a state, s, with a lower optimization funetion value than that of any other known
state, it will immediately propagate this information downward to the sensor direetly below it in the
search tree (its child). If the propagated state information also represents the minimal value of the
objective function that the child has found so far, the child will then restart its NV search iterations from the
newly found minimum state and inform the sensor directly below it of this ncwly discovcred state.
However, if a child receives a state, s,, from a parent, and the child has already randomly generated a
state, s, that yields a lower objective function value than s, (E(s.) < E(sp)), that child will merely restart
its SA iterations given its currcnt search state, s,, without passing any information on to its successor. In
this way, it is assured that each temperature step is thoroughly searched given the completc information
obtained at the preeceding temperature step. While this does result in an inerease in the total number of SA
itcrations required to reach a solution over the serial SA procedure, the additional randomly gencrated
states at many (if not all) temperature steps slightly increases the probability that a “better” solution will
be found than otherwise possible.

4.2.2. llustrative example of the WPSA algorithm:

Figure 4.3 illustrates the distribution of one example parallelized simulated annealing task over a network
of four wireless sensing units. This task has an initial global minimum objective funetion value of £ =10,
and is assigned by thc user to wireless sensing unit 1 (WSU 1). Simultaneous to this assignment, the user
also alerts all other sensors that they should make themselves available for computation. After reecipt of
this task assignment, WSU 1 recognizes that WSU 2 is an available computational node, and orders this
unit to perform N seareh iterations at the second tempcrature step, starting with WSU 1°s current global
state (with a global minimum of £ = 10). In a similar way, WSU 2 assigns the third temperature step to
WSU 3, and WSU 3 assigns the fourth temperature step to WSU 4.
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After searching approximately N/4 SA-generated scarch states, WSU 3 detects a state with an objective
function value of 8. 1t immediately passes this state information along to its child, WSU 4. Because WSU
4 has a current global minimum value of £ = 10, WSU 4 restarts its search of N SA-gencrated states at the
fourth temperature step with this updated information. WSU 4 has no children, so the propagation of this
new state stops when it reaches WSU 4.

Soon thereafter, WSU 1 detects a SA-generated state with an objective function value of £ = 9. This is
lower than its current minimum value of £ = 10, so it informs its child, WSU 2 of the newly found state.
WSU 2 recognizes £ =9 as a new global minimum, so it restarts its scarch at the second temperature step
with this information and passes the updated values along to its child (WSU 3). WSU 3, however, has
already detected a global minimum of E = 8, and thus it simply restarts its scarch of N SA-generated
states with its current state information (without necding to send any updated information to its child).

When WSU 1 finishes its search of N SA-gencrated states, it alerts its child (WSU 2) that it has not found
a globally optimal solution, and it disengages from the search process. At this point, however, WSU 1
broadcasts its availability to the other nodes in the network. WSU 4, which is in need of a child node,
assigns the SA task at the fifth temperature step to WSU 1, given its current state (with a global minimum
value of £ =8).

This process continues for several more temperature steps until WSU 1 deteets a globally optimal state
(i.e. it finds a state with an objective function value of £ = 0). At this point, WSU 1 broadeasts its find to
the network, thereby stopping all other computation, and it alerts the user that a globally optimal state has
been found.

4.3. Experimental Validation of the WPSA algorithm within a Naval Chilled Water System:

To validate the performance of the proposed distributed WPSA process for damage detection, a set of
experiments were run on simulated data from a very simple Navy shipboard chilled water system (shown
in Figure 4.4). The pipe network in this system contains sixteen pipes of equal diameter but varying
length. The system is driven by two identical pumps, located along pipes three and four, and there are
four flowmeters measuring flow within the network. Each of these flowmeters is monitored by a single
wireless sensing unit.

An analytical model of the pipe network described above is designed and embedded within each sensing
node. Given a particular system configuration, this software can determine the expected flowrate and head
loss in each pipe. By conserving mass at cach pipe junction and using the linearized Darcy-Weisback
equation to relate head loss in loops, a set of linear equations dcscribing thc piping network can be
automatically formulated. These equations can then be solved using Gauss-Jordan elimination, and valucs
for flowrate can be found. However, because head losses in this environment are dependent on flowrates
and flowrates are dependent on head losses, this process must itcrate until a solution is converged upon.
Once embcdded within the Narada’s Atmegal28 processor, each exccution of thc Gauss-Jordan process is
timcd and found to take roughly 0.73 scconds.
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Figure 4.4: A simple Navy shipboard chilled water system.

Bcecause flowrate data is constantly available at scveral locations throughout the pipe network, an
objective function can casily be created to compare cxperimental obscrvations with analytical modcl
projections:

E= Z V (Q(imal - Qsien.w ) (4.3)

where E is the objective difference between analytical and experimental results and Qi.,,,a/ and Q’jw,,_“, are
the analytical and scnsed flowratcs, respectively, in pipe i.

Using the SA method, this objective function can be repcatedly evaluated given different values for a sct
of model properties until an “updated” configuration of parameters is found that minimizes the objcctive
differcncc between cxpected and observed flowrates. Because changes in this objective function can be
interpreted as a direct indicator of damage, the choice of updating parameters is extremely important in
terms of the ability to detect and localize system bifurcations. In the case of a chilled water system, it is
advantagcous to choose updating parameters that strongly influence flowrate, such as pipc diameter. By
doing so, it becomces possible to look for changces in pipe propertics as an indication of suboptimal
pcrformance.

For the sake of simplicity, it is assumed that all damagc in this system is local to sector three, which
contains pipes 12,13,14, and 15. In order to account for a reduction in flow rate that may result from a
blocked or leaking pipe, pipe diameters for cach of these four pipes are designated as the updating
paramctcrs for this problem. All pipes in the systcm arc initialized with a diameter of 0.5 inches. 1In order
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to introduce simulatcd damage to the system, sensor results are simulatcd with pipc 13 having an 80%
reduction in pipe diametcr.

Having obtained sensor readings for the damaged state, a central server sets up thc modcl updating
problcm and chooses onc sensing unit to serve as the initial network coordinator. This unit thcen scarches
for an available nodc to assign additional tasks to, and the SA process continues in an ad-hoc fashion until
a set of updated parameters arc converged upon. A time series representation of pipc diamecter
convergence can be seen in Figure 4.5.

In order to evaluate the effectiveness of the parallelized updating algorithm, an cntirc modcl update is
completed several times with varying numbers of Narada nodes made available for computation. It can be
secn from Figurc 4.6 that this type of parallelization can drastically decrease the time required to find
updatcd modcl properties and detect damage within a system. It can also bc scen from this figurc that
increasing thc number of computing sites also improves the accuracy of the final solution. Figure 4.7
shows the ability of this algorithm to accurately detect and locate system bifurcations. It can bc scen that
the SA mcthod rightly identificd a significant diameter reduction in pipe 13, whilc pipes 12,14, and 15
only observe minor variations.
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5. Experimental Testing of Narada Wireless Sensors in a Chilled Water Plant:

In order to expcrimentally verify the ability of the Narada wireless sensor to perform sensing, actuation
and control tasks relevant to the Naval environment, the ONR tabletop chilled watcr demonstration
system was chosen as an appropriate tcstbed. Field validation of the Narada scnsing platform was
performed in two phases, with Phase 1 focusing on the integration of thc wirelcss sensing environment
within the chilled water system and Phase 11 investigating thc ability of a network of Narada wireless
sensors to detect and locate plant damage using the model updating methodology presented in Section 4.

5.1. Phase I (Proof of Concept) Ficld Work Statement:

This section of the report details the results of ficld testing performed on June 25™ and 26™, 2008, at the
Naval Surface Warfare Center in Philadelphia, PA. On these datcs, the basic interface capabilities of the
University of Michigan’s Narada wireless sensing system were tested using the ONR tablctop chilled
water demonstration system. The purpose of these field tests was to validatc the ability of the Narada
wireless system to record flow data within a chilled water system, to archive this data for latcr access, and
to lay the groundwork for the use of embedded model updating techniqucs to detcet and locate pipe or
pump degradation within the chilled water system.

5.1.1. Phase I Objectives:
The objectives of the Phasc I field work can be defined as follows:
1. Interface Narada wireless sensors with the flowmeters already installed on the ONR tabletop
chilled water demonstration system.
2. Validate the ability of the Narada sensors to collect analog flowmeter data from the tablctop
demonstrator and convert it into digital flow readings.
3. Collect full-system flow data from thc tabletop demonstrator in an undamaged statc.
4. Introducc simulated damagc to thc tabletop demonstrator through the use of rupturc valves, pump
shorts, and valve closures.
5. Collect full-system flow data from thc tablctop demonstrator in a damagcd statc.

3.1.2. Integration of Narada wireless sensors with tabletop flowmeters:

The ONR tabletop chilled water demonstration system (shown in Figure 5.1) was devcloped as a testbed
on which to validate new sensing and control technologics. This tablctop system, which emulates many of
the electrical and mechanical aspccts of a shipboard chilled water system, contains four pumps which
provide chilled water through a series of 42 pipes to two vital and four non-vital “loads”. In reality, these
loads are things vital to shipboard functionality (such as elcctrical or mechanical cquipment), but on the
demonstrator they are simply visual flow indicators. Each pipe that provides flow to a pump or a load is
instrumentcd with a flowmcter (for a total of 10 sensors), and a set of 26 valvcs arc in place to control the
flow to different scctors of the system. Two rupture valves are also installed in order to crcatc a
controllable way of simulating damage within the pipe network. The testbed also contains an electrical
system built to emulate shipboard conditions, but for the purposes of this study only the mechanical pipe
nctwork is of interest. Dctails of thc equipment uscd to intcrface with the Narada sensing system can be
scen below:

e DigiFlow DFS-2W Flowmcter (Figurc 5.2)

o Excitation Voltagc: 5V

o Measurement Range with Narada Sensor: 0 mL/sec —27.7 mL/sec
e Greylor PQ-12 DC Gear Pump (Figure 5.3)

o Characteristic Equation: hy = -268.527Q" + 86.78Q + 40.272

=  Where Qis in GPM and h, is in ft

e STC 2W040-3/8-D Solenoid Valve (Figure 5.4)

o Excitation Voltagc: 12-24V
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Figure 5.1. ONR tabletop chilled water demonstration system, (a) plan view and (b) sehematie.

Figure 5.2. Digiflow DFS-2W Flowmeter, modified for eonneetion to Narada wireless sensor.
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Figure 5.3. Greylor PQ-12 DC Gear Pump.

Figure 5.4. STC 2W040-3/8-D Solenoid Valve.

Each of the flowmeters in the tabletop system funetions in the same way: as fluid flows through a meter,
it first passes a fixed worm. This worm imparts a spiral flow which, in turn, spins a rotor on a virtually
friction-free bearing. As they spin, the rotor blades interrupt an infrared beam eoming from a fixed
external electronies mounting assembly, thus generating a square wave output signal. Each flowmeter is
powered by a 12V DC power supply. However, through the use of an external resistor, the nominal output
voltage of the sensor is approximately 3.5V. Each time the rotor blades spin, an open circuit is ereated
and this sensor voltage drops bricfly to OV. An example of this analog output data can be seen in Figure
5.5. One Narada wirclcss sensor is utilized to monitor each flowmeter (Figure 5.6). During the course of
this field test, it was found that the voltage supply being utilized was providing an excessive amount of
noise to the scnsor readings. This noisec was likely present because the original power supply was being
utilized to power not only the flowmeters, but all of the demonstrator’s valves and pumps. The resulting
noise prevented the square wave signal from reaching the OV level, and made it very difficult to extract
digital flowrate information from the analog sensor. An example of this noisy output can be found in
Figure 5.7. A different power supply was brought in for the sole purpose of powering the system’s ten
flowmeters, and this solution appeared to solve the problem and produce clean square wave output
(Figure 5.5).
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In order to convert this pulsing analog voltage data into flowrate, specialized data acquisition code is
written for the Narada wireless sensors. When asked to record flow data, the sensors directly sample the
flowmeter signal at a very high sampling rate (5000Hz), counting how frequently a pulse occurs by
looking for “falling cdges” or pairs of data points where the first is above 3V and the second is below 3V.
The amount of time between pulses is determined and a conversion factor is used to store a “current
flowrate” valuc in memory (Equation 5.1).

Gl
mL) _ 60\ pulse &1

ﬂowrate(—
sec
x
( pulse)

SCC

Then, this “current flowrate” value can be sampled much more slowly by the traditional data acquisition
algorithm. This mcthod allows the user to maximize the sampling speed of the Narada hardware while not
needlessly wasting communication bandwidth and hard drive space by storing large amount of extrcmely
high frequency data. Lastly, in order to account for variability and resolution error in the edge counting
algorithm, the converted flowrate is smoothed using a rolling average. A visual example of thc Narada’s
final flowratc output (sampled at 200 Hz) can be seen in Figure 5.8. The bluc dots in this figure represent
the converted and sampled flowrates and the red line represents the rolling average.
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Figure 5.6. Narada wireless sensors set to monitor tabletop flowrates.
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Page 29 of 61



Converted Flowmeter Data - WSU 28

25 1 1 1 1 1 i T 1 i
201 ]
o ey
o ° . - - sese & - i § .

-
wn
T

-

(=]
1
.
]
.
.
]
]
]
H
.

Channel 0 Flow (mL/sec)

S +  Converted Flowrate Data| -
= Rolling Average
0 L 1 1 1 1 L 5 i 1
0 05 1 15 2 2.5 3 3.5 4 45 5
Time (s)
Figure 5.8. Sample converted flowmeter data, collected and converted with a Narada wireless
sensor.

Because the rotor blades spin very fast (60,000 pulses per liter of passing water), a very high-frequency
square-wave output signal is crcated, even at the relatively low flowrates seen on the demonstrator
(typieal 5-25 mL/see flowrates ecreate square-wave frequeneies from 300-1500Hz). When these high-
frequeney signals are compounded with the fact that the square-wave has a very low duty cycle (<20%), it
beecomes very diffieult to eapture the voltage drops that oecur as the rotor blades spin. In faet, while the
system is capable of measuring flowrates up to 27.7 mL/see, it was found that flow rates above 22 mL/scc
were often improperly recorded when using the Narada system, even when sampled at the wircless
sensor’s maximum speed (10,000 Hz). An example Narada output from a high flowrate pipe is shown in
Figure 5.9. It ean be seen that very few voltage drops are reeorded, when eontrasted with the lower
flowrate output in Figure 5.5. It is unknown whether the underlying problem lies in insufficient sampling
speeds, or whether the flowmeters themselves are simply not capable of reading flowrates up to their
doeumented maximum (75 mL/sec). If it is a sampling issuc, this problem eould be remedied in the
future on the Narada system by utilizing a faster timing crystal and/or a faster mieroeontroller to
command the high-speed analog to digital conversion, by utilizing an additional mieroeontroller for the
sole purpose of eonverting from analog to flow data, or by seleeting a different flowmeter.
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Figure 5.9. Excessive flowrate data (>25mL/sec) sampled at 10,000 Hz.

5.2 Phase II (Model Updating and Plant Damage) Field Work Statement:

This section of the rcport details the results of field testing performed on December 18" and 19", 2008, at
the Naval Surfacc Warfarc Center in Philadelphia, PA. On these dates, the modcl updating and damage
detcction capabilitics of thc University of Michigan’s Narada wireless sensing systcm were tested using
thc ONR tabletop chilled water demonstration system. The purpose of these ficld tests was to rccord a
large amount of flow data from within a chilled water system when that systcm is subjected to sevcral
types of rupturc and when that system is being driven by diffcrent pump configurations. This data was
collected for the end purpose of developing effective modcl updating stratcgies for the detection of pipe
rupture using networks of wireless scnsing prototypcs.

5.2.1. Phase Il Objectives:
The objectives of the Phasc 11 field work can be defined as follows:
1. Interface Narada wireless sensors with the flowmeters already installed on the ONR tablctop
chilled water demonstration system using suggested improvements from Phase 1. Also, interface
Narada wireless sensors with new flowmetcrs installed at each rupture location.
2. Utilizing 9 different pump configurations, collcct large amounts of full-system flow data from the
tabletop demonstrator in varying statcs of damage (undamaged, rupture 1, rupturc 2, rupture 1
and rupturc 2).

5.2.2. Large Scale Data Collection for Model Updating and Plant Damage Detection:

When developing the model updating methodology presented in Section 4, it was found that in order to
accurately match experimental rcsults with analytical model projections, we need to collect data over
several different input-output combinations. Becausc we have control over the pumps in the chilled water
environment, it is decided to usc differcnt combinations of pumps to create multiple input-output
scenarios. Each configuration is crcated by powcring down a certain subset of pumps. The configurations
used in this study are as follows (pump locations can be secen in Figure 5.1b):

Configuration # Pumps

1 1,2,3,4
2 15253
3 234
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Rupture 2 Rupture 1 No Rupture

Ruptures 1 & 2

4 34
5 1,3
6 2.3
7 1
8 2
9 3

After implementing the ehanges suggested in Phase 1, a large amount of clean data was eolleeted from the
demonstrator. A typical example of flowmeter voltage data from a run in Pump Configuration #1 is
shown in Figure 5.10. When this data is eonverted to flowrate using the technique developed in Phase I, a
rolling average of flow data can be ereated. Over a sufficiently large sample of data, this average can be
used as a representation of flow at that point in time. A visual example of the Narada’s final flowrate
output (sampled at 200 Hz) can be seen in Figure 5.11. The blue dots in this figure represent the
converted and sampled flowrates and the red line represents the rolling average.

Table 5.1 contains the numerieal representation of a subset the averaged flow data collected in Phase I1.

For each pump eonfiguration, the flows recorded at each of the ten flowmeters (F1 through F10) ean be
seen. Flow meter loeations ecan be found in Figure 5.1 (flowmeters are represented by pink cireles).

Table 5.1. Example Phase Il averaged flowrate data

Pump Config F1 E2 E3 F4 ES E6 E7 E8 F9 F10
Configuration 1 13.37 14.14 21.2 20.35 13.73 13.88 18.67 18.89 12.41 11.41
Configuration 2 10.53 11.28 24.23 23.13 10.5 11.09 21.68 0 9.54 8.89
Configuration 3 g8 10.88 0.58 23.37 10.5 10.47 21.66 22.37 9.63 8.73
Configuration 5 6.94 7.51 27.59 0 7.09 7.53 2443 0 6.58 5.62
Configuration 7 4.06 4.27 30.34 0 3.75 4.22 0 0 3.46 24
Configuration 8 3.41 4.67 0 26.96 3.67 4.09 0 0 3.36 2.34
Configuration 1 13.48 14.34 21.52 20.23 13.85 14.06 18.93 19.36 12.45 11.48
Configuration 2 10.61 11.42 24 .52 23.21 10.59 11.27 22.05 0.17 9.51 8.9
Configuration 3 9.94 1.1 0.53 23.33 10.75 10.81 21.88 22.75 9.74 8.6
Configuration 5 7.09 7.55 27.89 0 7.13 7.66 24.92 0 6.59 574
Configuration 7 4.03 418 30.41 0 367 4.1 0 0 3.37 2.38
Configuration 8 35 4.78 0 26.83 3.76 4.16 0 0 3.4 2.45
Configuration 1 13.43 14.39 21.18 19.89 13.73 13.92 18.93 19.57 12.35 11.33
Configuration 2 10.49 11.34 24.42 22.93 10.56 11.06 21.99 0.2 9.44 8.74
Configuration 3 g9.88 11.03 0.51 23.07 10.63 10.6 21.8 22.75 9.63 8.66
Configuration 5 7.01 7.58 27.66 0 731 7.76 24.82 0.04 6.73 5.26
Configuration 7 4.12 4.33 30.24 0 3.84 4.33 0 0 3:65 2.33
Configuration 8 3.33 4.61 0 27.24 3.65 4.09 0 0 3.36 2.16
Configuration 1 13.48 14.38 21.55 20.23 13.78 14.03 19.04 19.6 12.63 11.52
Configuration 2 10.48 11.24 24.79 23.39 10.51 11.13 22.09 0.18 9.62 8.77
Configuration 3 9.97 11.01 0.48 23.31 10.69 10.73 21.92 22.89 g.88 8.81
Configuration 5 7.1 7.53 27.85 0 7.22 7.68 25.02 0 6.83 5.73
Configuration 7 4.06 4.23 30.33 0 3.66 4.12 0.85 0 3.46 233
Configuration 8 3.33 4.65 0 27.18 3.59 3.97 0 0 3.39 2.25
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Figure 5.10. Typical Phase 11 flowmeter voltage data, sampled at 10,000 Hz.
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Experimental Data Run 6
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200 Hz.
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6. Model Updating of a Chilled Water Plant with Rupture Conditions:

In a naval environment, the ability to detect distinct changes in thc operational condition of a cngineering
plant is extremely desirable. In this study, a network of wireless sensors is used in conjunction with an
analytical model of a pipc nctwork in order to dctect damage and/or system bifurcations in a shipboard
chilled watcr system. To this end, model updating methods have been developed and embedded within
thc computational core of the Narada wireless sensing unit. These methods function by “updating”
unknown system parameters within an analytical systcm model such that they match experimental data
collccted by the wircless sensors. Over time, if and when these updated analytical paramcters changc,
thcy can servc as indicators of the severity and location of any acquired system damage.

For the purpose of this study, an analytical modcl of a pipe network is crcated that can bc used to
determine flowrate information in each pipe, given a ccrtain pipe and pump configuration. This analytical
model is designed using the linear theory mcthod as proposed by Jeppson (1976). Essentially, this method
is used to satisfy a system of equations wherc an independent continuity equation (£Q; = 0) is writtcn at
cach pipe junction and a head loss equation (ZK,Q; = AH) is written around cach loop in the network.
Additionally, equations relating pump flow rate and pump head loss are written for cach pump. Using an
iterative convergence process, a set of system flowratcs can be settled upon that satisfy head loss, pump,
and flowrate continuity rcquirements.

To validate the ability of this model updating systcm to detect and locate damage in a chilled water
system, the ONR tabletop chillcd water system demonstrator is chosen as a viablc testbcd. This system
contains 42 pipes, 4 pumps, 6 loads, 26 valvcs, and 2 rupture valves. Each of thc 10 pipcs containing
either a load or a pump is monitored with a flowmeter. Bccause of the ability of thc demonstrator to
simulate pipe rupture through thc use of two rupturc valves, pipe rupture is chosen as the primary damage
mechanism for investigation. As such, a properly functioning model updating system will be capable of
dctecting when one (or both) of the rupture valves is open, and how much water is flowing through cach
of them given a set of flowmeter data. A schcmatic drawing of the ONR tablctop demonstrator can be
found in Figure 6.1.

6.1. Examination of the Proposed Analytical Model:

In thc initial analytical modcl uscd in this study to rcpresent the flow distribution throughout an
intcrconnected network of pipcs, the Darcy-Weisbach cquation is utilized to determine head loss in a pipc
with a given length, diamcter, flowrate, and friction factor. The Darcy-Weisbach equation is thc most
accurate known mcthod for modeling flow through a pipe, but it relies on the calculation of friction factor
from a set of equations that arc dcpendent on the typc of flow bcing scen in the pipe. As such, thesc
cquations are highly accuratc when dealing with flows that are either fully laminar or fully turbulent.
Unfortunately, becausc of the scale of the ONR tabletop chilled water system, most of the pipes in this
network fall in the transition range betwcen laminar and turbulent flow. Thercfore, it is found that the
Darcy-Weisbach equation does not producc consistent results across the board, and in many cases it may
predict flowrates in some pipcs that are orders of magnitude larger than what is secn in reality.

As a result, it is dccided to utilize the Hazen-Williams equation in lieu of the Darcy-Weisbach cquation
for the model updating work performed in this study. The Hazen-Williams equation prescnts a much morc
simplistic (and thereforc Icss accuratc) representation of the relationship between flowrate and head loss
in a given pipe, but it is lincar throughout the transition region between laminar and turbulent flow, and
thus allows us to look morc confidently at systems wherc somc pipes are laminar, some arc turbulent, and
some are in-between. In the model updating case, where we are much more interested in system changces
over time than in the corrclation between a given model and reality, the Hazen-Williams cquation can be
an excellent choice.
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6.2. Model Updating using Pipe Diameters:

In the initial model updating method employed in this study, pipe damage is designed to be assoeiated
direetly with pipe diameter. In this methodology, the diameter of ecach pipe is treated as an unknown,
constrained by a range defined between 0% and 200% of the pipe’s actual diameter. Then, these
unknowns are utilized as the updating parameters in the model updating problem, and a seareh is
launehed to find the set of 42 pipe diameters whieh produec a set of analytieal system flowrates that
mateh most elosely the 10 experimental flowrates measured in the tabletop demonstrator. The thought
behind this methodology is that, in the undamaged system, the set of diameters that the model updating
algorithm converges upon should be more or less identieal to the aetual pipe diameters in the physieal
system. Then, as rupture (or bloekage) is introdueed in a given pipe, a new model update should show an
increase (or deerease) in updated pipe diameter for that given pipe.

It is quiekly found that by using this methodology, the model updating algorithm is eapable of finding a
set of pipe diameters that produeed analytical flowrates ecxaetly equivalent to those measured
experimentally. Unfortunately, the updated set of pipe diameters does not refleet the physical system in
two very distinet ways:

I. There is no eorrelation found between updated pipe diameter and physieal pipe diameter.

2. Sueeessive model updates, while always cffeetively finding a system that prediets analytieal
flowrates equivalent to experimental flowrate measurements, returns vastly different sets of
updated pipe diameters each time the algorithm is run.

As such, this methodology is found to be worthless from the damage detection perspective, as there (1) is
no way to direetly eorrelate the analytieal model (pipe diameters) to the physieal system, and (2) there is a
seemingly infinite number of solutions to the pipe diameter model updating problem.

6.3. Model Updating using Hazen-Williams Coefficients:

In an attempt to improve upon the initial updating methodology, it is deeided to try and eorrelate pipe
damage not to a pipe’s diameter, but to a pipe’s Hazen-Williams eoefficient (Cyy). The thought behind
this methodology is that beeause the Hazen-Williams coefficient is tied dircetly to a pipe’s frietional
properties (and thus its influenee on head loss), it may better refleet system ehanges in the ease of a pipe
rupture or bloekage. Using this methodology, the Hazen-Williams eoefficient of each pipe is treated as an
unknown model updating parameter, eonstrained by a range defined between I (very rough pipe) and

$o— (3} B

Figure 6.1. Pipe numbering and flow direction schematic for chilled water system with rupture
valves closed.
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1000 (very smooth pipc). Then, a search is launched to find the set of 42 coefficients which produee a set
of analytical system flowrates that match most closely the 10 cxperimental flowrates measured in the
tablctop demonstrator. The thought behind this methodology is that, in thc undamaged systcm, the set of
coefficients that the model updating algorithm converges upon should correlate to the actual frictional
capacity of each pipe in the physical systcm. Then, as a rupture (or blockage) is introduccd in a given pipe,
a new model update should show a rcspective increase (or decrease) in the frictional coefficicnt for that
pipe.

At first glancc, it seems as if this methodology is preferablc to the updating of pipe diameters, as Hazen-
Williams ecocfficients are more intuitively tied to the physical actuality of friction change assoeciated with
pipe rupture or pipe blockage. Unfortunately, this methodology is hampered by the same problems found
when using pipe diameters as an updating paramcter. Spccifically, there is a seemingly infinite number of
solutions to the model updating problem, making damage detection very difficult, if not impossible.

6.4. Dimensionality Reduction of the Model Updating Problem:

One of the ways in which the problem of infinite solutions makes itself most obvious is that after a
completed model updatc, two pipes which have the same length, diameter, and internal frictional losses
(bends/tees/valves) may be found to have vastly different Cyyw values. For example, pipes 9, 10, 41, and
42 (found in Figure 4) should have very similar frictional propertics, and thus very similar Cyw values.
However, it is found solutions obtained using the model updating method are not constrained in this way.
As such, it is decided to pursue a model update containing only 12 different Hazen-Williams cocfficicnts.
Onc cocfficient is assigned to each of the ten pipes containing either a pump or a load, one is assigned to
each of the four pipes with two bends (9, 10, 41, and 42), and onc is assigned to the remainder of the
pipes, each of which has a threc-way tee at each end and no bends.

Immediately after applying this dimensionality reduetion prineiple to the model updating problem, a vast
improvement can be seen in the quality of the final results. Not only does an exact match between
analytical and experimental flowrates eontinue to be reached, but the resulting values begin to show a
strong correlation with what would be cxpected from the actual physical system. For example, the Cyw
value in the smaller pipes (1, 3, 5, 7, 19, 28, 31, 34, 37, 40), each of which contain scveral obstructions, is
significantly lower (designating more friction) than the Cyw values found for the larger, unobstructed
pipcs. Additionally, a marked difference is scen between the Cpy values in the four pipes containing
pumps (1, 7, 31, 34) than in those with loads. Overall, pipcs that should have similar propertics do have
similar properties

Unfortunately, while this dimensionality reduction seems to improve the tic between the physical system
and the model-updated results, variability in the results between model updating runs leads to the belief
that the problem of infinite solutions is still prescnt in the system.

6.5. Simultaneous Updating of Multiple Input-Output Relations:

Another of the ways in which thc problem of infinitc solutions manifecsts itself in thc damage detection
architecture is by introducing solutions (i.c. sets of Hazen-Williams eoefficients) that may produce
accurate model predictions for one particular input (i.c. all four pumps engaged), but vastly incorrcct
model predietions for another input (i.c. only three pumps engaged). As such, it is useful to usc multiple
sets of flowmeter data, collected using different input parameters (in this ease, number of pumps engaged)
to update several input-output relations simultaneously. In other words, by utilizing two or more different
sets of input-output data from the same undamaged system, we ean update an analytical modcl for cach
type of input using one unique set of the twelve updating parameters diseussed in the previous section.
Hopefully, this method will decrease significantly the number of possible Cyyw combinations that producc
accurate matches between analytical and expcrimental results.
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By simultaneously updating multiple analytical models of different input seenarios, it is found that while
cach additional model slightly degrades the accuracy of the match between cxperimental measurements
and analytical predictions (likely due to experimental error or model imperfection), the updated sct of
Hazen-Williams coefficients becomes largely unique. For examplc, when the sets of data gencrated with
three pumps and four pumps are updated simultaneously, a unique set of 10 of the 12 updated Hazen-
Williams coefficients can be found (those corresponding to thc monitored pipces) that predicts flowratcs to
within 0.01 mL/see of all recorded mcasurements. Howcver, the two Hazen-Williams coefficicnts that are
applied to the remainder of the pipes in the system continue to fluctuate, lcaving a still infinite number of
possible system configurations.

6.6. Addition of One Flowmeter to Ensure Asymmetric Monitoring:

Upon examining why only the Hazen-Williams coefficients associated with monitored pipes could be
determined using the previous approach with multiple input-output relations, it beccamce apparent that
knowing full information about these ten pipes did not nccessarily imply anything about the remainder of
the pipe network. In other words, cven if flow rates and head losses in these monitored pipes are fixed, the
flow rates and head losses in the surrounding pipes can fluctuate at will, due to the symmetrical nature of
the pipe network and the centralized positioning of the existing flowmeters. As such, it is proposed that an
additional flowmeter be installed in one of main pipes used to connect parts of the system (i.e. pipc 20, 21,
22, or 23). Potentially, this will force the remainder of the system into on¢ unique flow configuration, and
as such, we should be able to detect one unique set of Hazen-Williams cocfficients.

After updating the same set of models used in the previous section, it is found that the addition of one
more flowmeter, installed in pipe 21, does in fact allow the model updating process to deteet one unique
set of Hazen-Williams coefficients for a given system state. The unique nature of this solution is
conducive to damage detection applications, where a solid bascline value is nceessary in order to
effectively look for changes in system properties.

6.7. Model Updating for Pipe Rupture Detection and Quantification:

Having discovered a method of cffectively determining system-widce propertics through model updating
(by adding an additional flowmeter, using dimensionality rcduction and by simultaneous updating
multiple input-output seenarios), it is now possible to look into the detection and loeation of damage (pipc
rupture) within the tabletop demonstrator. In order to most accurately model thc experimental situation
present in the physical tabletop demonstrator, it is decided to model the ruptures cxactly as they exist in
reality. In other words, a pipe is added at the location of cach rupture valve which joins the main
demonstrator pipe network to the reservoir which provides water to the system. Thus, in order to
aceommodate the rupture valves and the reservoir, the number of pipes is inereascd from 42 to 47. This
new analytical model ean be seen in Figure 6.2. Ideally, an additional flowmeter would be placed in pipe
21, but due to demonstrator restrictions, this addition was physically impossible.

Given the analytical model proposed above, it is postulated that rupture can be detected and localized
(given a previous knowledge of the two rupture locations) by using the following proeedure:

1. Collect flowmeter data in the undamaged (i.e. rupture valves closed) case for two or more
different input scenarios (created by varying the pump configuration).

2. Simultaneously update all 12 unknown Cyyw values using the analytical models corresponding to
the varying pump configurations, while foreing Cyw in pipes 44 and 46 to be equal to 0.01. (This
simulates near-infinite friction, and thus a flow situation where both rupture valves are elosed. A
Cuw of 0 eannot be used because of divide-by-zero issues.) The resulting updated Cyw values
represent the baseline, undamaged state of the demonstrator.

3. Colleet flowmeter data in all three undamaged states (i.c. one or both rupturc valves open) for
each of the pump configurations.
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4. For cach damage state, simultancously update cach of the appropriate analytical models
(eorresponding to pump eonfiguration) using the Cyw value in pipes 44 and 46 as the updating
parameters. The baseline, undamaged Cyw values found in step 2 are utilized for all other pipes.
The resulting updated Cyw values for pipes 44 and 46 represent the ruptured state of the
demonstrator. The larger these values are relative to the baseline ease (Step 2), the greater the
degree of rupture in the assoeiated loeation.

6.8 Experimental Model Updating Results for Pipe Rupture Deteetion and Quantifieation:

As deseribed in Seetion 5, during Phase 1l experimental testing a large set of data is eolleeted using a
wide range of pump eonfigurations to drive the system. While all nine pump configurations were tested, it
was found that four of the eonfigurations were better suited to driving water into the open rupture valves.
As sueh, it was deeided to only use these four pump eonfigurations (1, 2, 3, and 5) for the purpose of
model updating-based damage deteetion. In each of these pump eonfigurations, data was eolleeted for the
undamaged system, the system with rupture valve 1 open, the system with rupture valve 2 open, and the
system with both rupture valves open.

Before any experimental data is used to test the damage deteetion strategy proposed herein, it is deeided
to utilize a set of simulated data derived from the analytieal model seen in Figure 6.2 and explained above.
As such, the model is driven with the same set of four pump configurations, and simulated data is
collected in the undamaged system, the system with rupture valve 1 open, the system with rupture valve 2
open, and the system with both rupture valves open. While several different objeetive functions were
effeetively utilized, it was found that the most effeetive objective function eonsisted of the average
analytieal differenece between analytical model flowrates and experimental flowmeter data (essentially
Equation 4.3).

Using the four different input cases generated by varying the pump configuration, it is found that the
proposed model updating proeedure is capable of not only deteeting, but also quantifying (to an extent)
rupture in the two locations targeted in this study. Cases are tested where rupture valve 1 is open, where
rupture valve 2 is open, and where both rupture valves are open. In all eases, the model updating
algorithm is eapable of detecting damage. However, the degree to which that damage ean be loeated and
quantified varied from ease to ease.

@ o

Figure 6.2. Pipe numbering and flow direetion sehematie for ehilled water system with rupture
valves open.
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Beginning with the simulated set of data, thc 12 unknown Cyy values are updated in an effort to find an
analytical system that produces flowrate data that is, on average, as close as possible to the simulatcd data
from thc undamaged chilled water system. The Cyw values for pipes 44 and 46 are set to 0.01 as
explained above. As scen in Figure 6.3, the model updating procedure is able to find a set of Cyw valucs
that ereate analytieal flowrates very elose to those produeed in the (undamaged) simulated system (within
1% error). These baseline values are then used to update the possiblc damage locations (rupturc 1 and
rupturc 2) in each of the four possible damage seenarios. It ean be scen in Figurc 6.4, Figure 6.5, Figure
6.6, and Figure 6.7 that Cyw values for pipes 44 and 46 can be found that produce analytical flowrates
very close to those found in the corresponding simulated systems (within 2% error in all eases). When
looking at how the updated Cuyw values for pipes 44 and 46 relate to their respeetive damage eascs (Figurc
6.8), it ean be elearly scen that the damaged seenarios (where one or both of the rupture valves are open)
show very distinctive signs of damage when eompared with the undamaged scenario. However, while
there does seem to be a correlation between which the physieal and the updated rupture loeations (Cyw
values arc higher for the physical rupture loeations), the faet that the model updating proeedure diagnoses
some degree of rupture in both pipes for all damage scenarios (even when only one rupturc location
exists), this method appears questionable for loeating and quantifying damage within a pipe network.

Moving to the set of experimental data, the 12 unknown Cyxw values are again updated in an effort to find
an analytieal systcm that produces flowrate data that is, on average, as eclose as possible to the
experimental data from the undamaged chilled water system. The Cyw values for pipes 44 and 46 arc sct
to 0.01 as before. As seen in Figure 6.9, the model updating procedure is able to find a set of Cyy values
that ereate analytical flowrates rcasonably close to those produced in the (undamaged) experimental
system (within 20% error in all eases and mueh eloser in most eases). These baseline values are then used
to update the possible damage locations (rupture 1 and rupture 2) in each of the four possible damage
seenarios. 1t can be seen in Figure 6.10, Figure 6.11, Figure 6.12, and Figure 6.13 that Cyyw values for
pipes 44 and 46 can be found that produce analytical flowrates very elose to those found in the
corresponding simulated systems (again, within 20% crror in all eases and much closcr in most cascs).
When looking at how the updated Cyw values for pipes 44 and 46 relate to their respective damage cases
(Figurc 6.14), it can be seen (although somcwhat less elearly than in the case of simulated data),that the
damaged scenarios (where one or both of the rupture valves are open) show some signs of damage when
compared with the undamaged scenario. There even seems to bc some degrce of correlation between
which the physical and the updated rupture loeations (Cuw values are higher for the physieal rupture
loeations), espeeially in the ease of rupture 1 and ruptures 1 & 2. However, the faet that the model
updating procedure does not diagnose a greater degree of rupture at rupture location 2 for thc casc of
rupture 2, this method (as with the simulated data) appears questionable for loeating and quantifying
damage within a pipe network.
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Figure 6.3. Model updating accuracy for a baseline update using simulated data.
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Figure 6.4. Model updating accuracy for an unruptured update using simulated data.
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Figure 6.6. Model updating accuracy for a rupture case 2 update using simulated data.
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Figure 6.7. Model updating aceuraey for a rupture ease 1&2 update using simulated data.
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Figure 6.9. Model updating accuracy for a baseline update using experimental data.

Updated (Rupture) vs. Experimental Flowrates Difference b Up (Rupture,) vs. Exp F
. 40 - 30 ———
20
i iE i
oo ol EEIN =n B
Fi F2 F3 F4 F5 F6 F7 F8 F9 F10 Fi F2 F3 F4 F5 F8 F7 F8 F9 F10
Pump Config 1 Pump Config 1
_ 40 o r—r——————— ¥ 30 ——— —— -
égzo- §gzz ]
E o Bl ]
. Fi F2 F3 F4 F5 F6 F7 F8 F9 F10 o Ft F2 F3 F4 F5 F8 F7 F8 F9 F10
Pump Config 2 PympConﬁz
§ix ’"
10
e 0
: Ft F2 F3 F4 F5 F8 F7 F8 F9o F10 Fi F2 F3 F4 F5 F6 F7 F8 F9 F10
Pump Config 3 Pump Config 3
40 T T T v T v 30 -
3 20
Eg
10
0 I m 0
Fi F2 F3 F4 F5 F6 F7 F8 F8 F10 Fi F2 F3 F4 FS F6 F7 F8 F9 F10
Pump Config 4 Pump Config 4

Figure 6.10. Model updating accuracy for an unruptured update using experimental data.
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Figurc 6.11. Modcl updating accuracy for a rupture casc 1 updatc using cxperimental data.
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Figurc 6.12. Modcl updating accuracy for a rupture casc 2 updatc using cxperimental data.
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Figure 6.13. Model updating accuracy for a rupture case 1&2 update using experimental data.
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Figure 6.14. Model updating damage detection results for all damage cases using experimental data.
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7. Market-based computational task assignment within a WSN:

Having developed a framework in which a wireless sensing nctwork can cxecute complcx enginccring
analyses (such as model updating) in a distributed fashion, the ncxt logical step is to expand this
computing paradigm to allow a sensor nctwork to perform multiple computational tasks simultaneously.
Howcvcer, one of the key challenges inherent in the simultancous deployment of multiple distributed
algorithms on a wircless sensing network is that in the wireless environment, many of the system
resources (such as battery powcr, data storage capacity, MPU time, wircless bandwidth, ctc.) rcquired to
perform complex computational tasks are availablc only in a limited manncr. As such, it is important to
devisc a method of optimally distributing and consuming these scarce system resources throughout the
nctwork. One approach to this problem 1s to apply free-market economics to help allocatc these resourccs.
Free-market economies can be thought of as large collections of autonomous market agents (participants)
such as produccrs (sellers) and consumers (buyers), among othcrs. In this frce-market framework, each
agent is forced to competc against othcr agents in a competitive marketplace with scarce resourccs.

In the case of distributing computational tasks throughout wirelcss scnsing nctworks, a markct can be
formed where the only service for sale is a block of CPU time which can bc dcvoted to any computational
task. For our purposes, we will deal with a network in which each computational task is a simulatcd
annealing search problem of complexity Cs, that can be brokcn into scparate blocks of Ngs SA secarch
itcrations. At any given instant in time, a certain numbcr of processors, Psy, arc already associated with
cach task, and each task has alrcady sccn search progress madc at SA tempcraturc steps up to and
including TSs,4. In order to provide a viablc, robust testbed in which to work out and validate thc markct-
based concepts proposed herein, the n-Queens problem is chosen as a simple, easy to implement
combinatorial optimization problem that will fit nicely within the distributed model updating framework
that was developed in Section 4 and applicd to a chilled water system in Section 6.

7.1 The n-Queens problem:

The n-Queens problem is a well-known benchmark problem for cvaluating the performance (i.e. speed
and efficiency) of optimization or search algorithms developed in the computer science community. The
objective of the n-Queens problem is to placc n chess queens on an n x n chess board (whcre 1 > 4) such
that no queen can attack another queen following basic chess rules. In. othcr words, no quccn can be
placed on the same row, column, or diagonal as another queen. One of many solutions to thc 8-Quccns
problcm can be seen in Figure 7.1(b).

The n-Qucens optimization problem procceds by attempting to minimizc an objective function, £, which
sums the number of conflicts between queens in a given chess board configuration. In an analytical sense,
if a quecn is at position (/, J), it is in dircct conflict with any quecn at position (i, j), where 7 = / (samc
column), or j =J (same row), or |i — /| = |j — J| (same diagonal). So, if we let ¢; represent each square on a
chess board, and if wc sct g; cqual to 1 if therc is a queen at position (7, j), and 0 otherwisc, we can crcate
an appropriate objcctive function, £, as follows:
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Figure 7.1. (a) Initial board configuration for 8-Queens problem and
(b) optimal solution for the 8-Queens problem
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with the first term summing row conflicts, the second term summing column conflicts, the third term
summing upper diagonal conflicts, and the fourth term summing lower diagonal conflicts. Each
combination of squares g; and g;; returns 1 if there is a queen conflict and 0 if there is not, leading to a
sum equal to the total number of conflicts. To minimize duplicate conflicts, each square on the chess
board is evaluated only once against all other squares.

For the implementation of the n-Quecns problem in this study, we choose to start with a board
configuration such that a queen is placed on each diagonal square (i, j), i.e. whcre i =, as seen in Figure
7.1(a). Clearly, in this initial state, each quecn is in conflict with all other quecns. New scarch states arc
generated by swapping the queens laying on two randomly selectcd rows, while retaining each queen’s
initial column. In this way, there is always one queen in each row and one queen in each column. This
state generation method allows for significantly faster convergence of the optimization problem, as the
first two terms of the objcctive function (Equation 7.1) can be ignored. The n-Queens problem is an ideal
testbed in this study becausc it allows us to easily explore computational tasks of varying complexity by
simply increasing the n-Quecns problem size.

7.2 Market-based task assignment:

One incredibly complex system that is optimally controlled in a decentralized manner is that of the frec-
market economy, where scarce socictal resources are distributed based on the local interactions of buyers
and sellers who obey the laws of supply and demand. Recently, researchers have begun to utilize market-
based concepts for the control or optimization of complex systems, most often in the realm of computer
architecture where a market analogy is useful for modeling computer systems such as memory usage or
network traffic. Perhaps the greatest bencfit of market-based optimization is that can often yield a Pareto
optimal solution. Pareto optimal can be defined by a market in a competitive equilibrium where no market
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Figure 7.2. Buyer/seller distinction in the market-based task assignment model

participant ean reap the benefits of higher utility or profits without eausing harm to other participants
when a resource allocation change is made.

In contrast to a simple auction-based system which could be used to crudely optimize the market based on
only one goal, such as minimizing time to completion, a more robust market-based task assignment
scheme can be developed that can optimally allocate resources in the midst of several market goals. This
is aecomplished through the use of buyer and seller “utilities”. By embedding within each market agent
the desire to optimize an individual utility function, competing goals can be settled through market means
(supply, demand, price, etc). The rcsult is a Pareto-optimal allocation of scare system resources. In this
example, we are interested in three distinct (but possibly competing) performance objectives: (1)
completing all required computational tasks as quickly as possible, (2) minimizing power consumed by
the sensor network, and (3) functioning as robustly and as rcliably as possible. In order to measure the
ability of the market-based system to address these three competing performance objectives, several
performance metries can be ereated and utilized: (1) the time required to eomplete each task, (2) the
number of wireless transmissions required to complete each task, and (3) the number of sensor and
communication failures encountered during each task.

7.2.1 Buyer/seller framework:

As seen in Figure 7.2, the sellers in this market can be defined as the set of sensors in the wircless
network not currently working on any computational task. These scnsing units will be “sclling” their
computational abilities to a number of buyers, representcd by the set of scnsors most rceently added to
cach existing computational task. For example, in Figure 7.2 there are four tasks, so there are four buyers.
In order to address all thrce goals of this market in a strcamlincd manncr, buycrs and scllers arc assigned
different objectives. In this market, all buyers work both to minimize the overall time spent computing
and to maximize network rcliability by (1) minimizing CPU timc¢ rcquired to complete cach task, (2)
minimizing CPU time lost due to sensor failure, and (3) minimizing CPU time lost due to eommunieation
failure. Sellers, on the other hand, work to minimize network power consumption. Because the wireless
radio eonsumes signifieantly more power than any other sensor component, sellers aim to minimize
power econsumption by minimizing the number of wircless eommunieations required to complete cach
task.

7.2.2 Utility function development:

In light of this framework, it is necessary to first outline the utility functions associated with both buyers
and sellers. These utility functions will govern whether or not the buycr for each computational task will
place a bid on the services of a given scllcr and which buyecr, if any, a seller will sell its scrvices to. On
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Figure 7.3. (a) Experimental time data for each temperature step/processor combination, (b)
graphical representation of experimentally determined Tspgep, and (c) the accompanying analytical
model fit

the buyecr side, a utility function, Ugyygr can be intuitively thought of as the total amount of computational
savings a computational task gains by adding an additional processing node, and can be defined as
follows:

UBUYER = TSPEED ~XBUYER * TSENSOR FAIL — ﬂBL'YER : TCOMM FAIL (7 2)

where Tspeep, Tsensor raits Tcommraies Osuyer, and Bruyer are defined in detail below.

For any simulated anncaling task, Tspeep represents the decrease in expected time required to eomplete the
task brought about by the addition of one processor. While there is no way of directly formulating an
analytical expression for this value, a trend can be established for any computational task by looking at
the average amount of time it takes a task of complexity Csy to converge on a solution from a given
temperature step, 7554 with a given number of processors, Psy. Using data collected over a large number
of experimental trials, the time saved by adding an additional processor at any given search state can be
expressed as the difference between the average time required to complete a search where Psy nodes are
currently searching up to tcmperature step 7Ss,4 and the average time required to complcte a search where
Pg4+1 nodes are currently scarching up to temperature step 7Ss4+1. Figure 7.3(a) shows the time required
to complete the 100-Queens problem from a given state (Psy, 7Ss4) in the search, and Figure 7.3(b) shows
the amount of time saved by adding an additional processing node when the 100-Queens problem is in a
given state (P, TSs4). Note that if all impossible states (where Pg4 > TSs,) are excluded, this relationship
is independent of Pg,, and can be approximated by an casily computable algebraic function:

Tspeep(Csas TSsa ) = a+_35_(m (B-r)e™s a3

where the values for a, f, d, and y are specific to each task complexity, Csy4, and are tabulated in Table 7.1.
The quality of the analytical fit provided from this function for the 100-Queens problem can be seen in
Figure 7.3(c). Fits of similar quality can be found for all other problem complexities considered (25-
Qucens, 50-Queens, and 75-Queens).

For any simulated annealing task, Tsgysor ran represents the increase in expected processing time lost duc
to sensor failure brought about by the addition of one processor. Unlike Tspeep, this quantity can be
derived analytically. Intuitively, if any sensor succumbs to either hardware or software failure while it is
involved in a parallel SA task, all work donc by the failcd node, as well as all nodes below it would be
lost. As such, Tsensor Fan can be cxpressed as the amount of time required for the newly added processor
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to complete Ns, search iterations multiplied by the probability that either it or any one of the Pg;,
processors above it in the search tree succumbs to scnsor failure. Analytically, this value can be expressed
as:

Pyy+1
Tsensor FaiL (PSA ) = (1 ~ Psensor success ) Ty,, (1.4)

where Tys4 is the average time required for one sensor to complete Ny search iterations and psensor
success 1s the probability that a given sensor completes its N4 search iterations without failing. This value
is dependent on the wircless sensor platform being used and the environment in which it is deployed, but
is typically very high (>0.999).

For any simulated annealing task, Tcoamrau represents the inerease in expeeted processing time lost due
to communications failure brought about by the addition of one processor. Like Tsensor rai, this quantity
can also be derived analytically. In a similar fashion, if any sensor loses communication with its parent
while it is involved in a parallel SA task, any work done by the failed node; and all nodes below it would
be lost. As such, Tcomm ran. €an be expressed as the amount of time required for the newly added
processor to complete Nsy search iterations multiplied by the probability that either it or any one of the
Ps4-1 proeessors immediately above it in the search tree loses parental communication. At first, it appears
that this value can be caleulated in a manner similar to that of Tsensor a1, but the probability of suceess in
each parent-child communication link is not only dependent on Pgy, but also on the signal strength of the
respective wireless communication link. This value can be quantified for each communication link, ¢, and
represented by a radio signal strength indicator (RSSI). As such, an analytical value for Teou 4 can be
expressed as:

Tcomm Fan (PSA ,RSSI - ) = Pcomm FaiL " TNS, (1.5)

where Tysy is as before and

P,

i ﬁ PCOMM SUCCESS
Pcomm FalL = i e-o.4140.0+Rss1, )
c=l1 (76)

Having examined in more detail the derivation of Tspeen, Tsensor rans aNd Teoas Fai, 1t can now be scen

Table 7.1. Coefficients for calculating Tsperp and Teorn

Number of Queens (Cg,)

25 50 75 100

a 0.0 1.0 8.0 20.0

g 123 35.9 735 1269
R 130 23.0 27.0 29.5
y 83 19.7 39.5 63.4

s d 25 7.4 12.7 17.9
2B 03 2.1 46 TS
=~ 5 275 56.7 85.5 114.2
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from Equation 7.2 that azyyeg, and flguyeg are weighting parametcrs that allow the wireless sensor network
to cxactly prioritize betwcen spcedup, communication rcliability, and sensor reliability. This type of
weighting creates an extremely adaptable network that can change, in real-time, to shifting computing
needs within a wireless network.

On the scller side, a somewhat simpler utility function, Usg; gz, can be developed in a similar fashion to
Usuyer. Intuitively, scller utility can be thought of as the total amount of additional power a computational
task requires as a result of adding an additional processing node. Because the majority of powcr
consumption in a wireless sensing device comes from the wireless radio (which consumes five times
more power than a microcontroller), the seller can maximize its utility by minimizing thc amount of time
the wireless network spends communicating. As such, Usg;zr can be defined as follows:

Userier = ~Tcomm (7.7

For any simulated annealing task, Tcoans represents the increase in expected communication time rcquired
to complete the task brought about by the addition of one processor. Much like Tspeep, there is no way of
directly formulating an analytical cxpression for this value. As such, a communications trend can be
established for any computational task by looking at the avcrage amount of time that a task of complexity
Cs4 spends communicating before converging on a solution from a given temperature step, 7Ss4, with a
given number of processors, Ps4. Using data collected over a large number of expcrimental trials, this
valuc can be expressed as the difference between the average number of .communications rcquired to
complete a search where Ps; nodes are currcntly scarching up to temperature step 7.Ss4 and the average
number of communications required to complctc a scarch where Pg,+1 nodes are currently searching up
to temperature step 7Ss,+1. Figurc 7.4(a) shows the average number of communications required to
complete the 100-Queens problem from a given state (Psy, TSs4) in the search, and Figure 7.4(b) shows
thc amount of additional communications required by adding one more processing node when the 100-
Quecns problem is in a given state (P4, TS54). Note that all surface plots in Figure 7.4 are presented on a
logarithmic scalc. This is because the number of communications required during the first temperature
step are magnitudes larger than what is required during any other temperature step and a log scalc is
requircd in order to properly view the remainder of the graph. This phenomcnon occurs because of the
large number of new global minimum states that are found at the beginning of the SA search proccss.
Using simple linear approximations, the surfacc in Figurc 7.4(b) can be approximated by the following
casily computable algebraic function:

100 Queens Probiem - Expefmaental Data

Figure 7.4. (a) Expcrimental time data for cach temperaturc step/processor combination, (b)
graphical representation of experimentally determined Tcoany, and (¢) the accompanying analytical
modecl fit.
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~7S. .
Dot | (2P if TSgy > Pgy
¥ = Ps4 25 S
Teomm (CSAsPSA’TSSA)=

0 otherwise
(7.8)
where
D 15-a
(a-B) (7.9)

and where valucs for @, £, and ¢ are specific to each task complexity, Cs4, and arc tabulated in Table 7.1.
The quality of the analytical fit provided by this function for the 100-Queens problem can be scen in
Figure 7.4(c). Fits of similar quality can be found for all other problem complexitics (25-Queens, 50-
Queens, and 75-Queens).

Interestingly, the experimentally derived cocfficicnts a, £, and J are linearly correlated to the problem
complexity, Csy, allowing us to casily expand the algebraic expression for Ty to n-Queens problems of
any arbitrary non-negative complexity:

40+0.11-Cg, - TS, . 0,21.CSA.pSA) p—
40+0.11-Cgy — P, 25 54 54

Tecomm (CSA sPsa>TSsa ) .
1.16-Cs, otherwise

(7.10)

7.2.3 Wireless task distribution algorithm:

Having developed utility functions associated with both buyers and sellers, it is now possible to creatc a
methodology with which wireless sensing units can buy and sell processing time. By expanding on the
fundamental principles of an auction, the following proccdure is developed: (Note that at any time, a new
computational task can be assigned to any wireless sensing unit not otherwise oeeupicd).

Step 1) All sensing units not currcntly processing will broadeast their availability to the
network.

Step 2) Buyers at the bottom of each existing computational task chain will calculate Ugyyer
based on the eomputational task they are working on, and place a bid of Ugyyzg if
Usuyer > 0.

Step 3) Sellers will calculate Usgzrpr based on cach proposed computational job.,

Step 4) Onee all bids have been received, sellers will ealeulate their expeeted profit from
cach proposed job using a market power / speed exchange rate (yaugpxer) that
represcnts the minimum number of seconds of eomputational speedup that must be
gained in order to warrant an additional second of communication:

profit =U pyyer = ¥ sarker *Usereer (7.11)

Step 5) Sellers will choosc the bid that generates the greatest non-negative profit.
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Figure 7.5. Experimental market-based task assignment vs. optimal a priori task assignment
(a) speedup and (b) time to completion

In this way, computational assignments will be distributed throughout the network in such a way that the
overall utility of the market as a whole is maximized. Beeause of the addition of the weighting parameters,
Qguyer, Peuver, and yuurker, the resulting framework is capable of optimally adapting, in real-time, to
shifting computing needs within a wireless network. For example, assume a computing task surfaces
where quality communication channels are absolutely essential. Without any reprogramming of the
sensing network, the network can rcassign a larger fizuver value in order to refleet the added emphasis on
avoiding eommunieation failure.

7.3 Experimental testbed:

In this study, four optimization tasks of varying complexity (the 25-Queens, 50-Queens, 75-Queens, and
100-Queens problems) are randomly assigned to four available Narada wircless sensors. Each of these
four sensors then beecomes the “master” node in the Pgy search tree associated with their given n-Queens
task. After these assignments have been made, an additional pool of processing nodes (eontaining
between 1 and 16 wircless sensors) is made readily available for computational use. At this point, the
market-based bidding process begins, and each of the four master nodes are allowed to “bid” on the
eomputational services of the free sensing nodes. This bidding process proceceds as deseribed in Seetion
7.2.3. If a “master” node finishes the PSA search at its assigned temperature step without finding a global
minimum, it will pass its “master” status on to its child, making itsclf available for eomputation on any of
the four eomputational tasks.

7.4 Experimental results:

In order to evaluate the performanee of the proposed market-based task distribution methodology, it is
first neeessary to establish a benehmark against which to compare timing results. In this case, in order for
the market-based method to be proven effeetive, it must be shown that a sensing network utilizing
market-based methods is capable of completing the four assigned tasks at least as quickly as if an optimal
subset of processors had been assigned to each task at the outset of computation. In fact, even a certain
amount of degradation in performance with respect to an a priori optimization may scrvc to validate the
method in this case, as the scalable benefits of real-time task assignment would greatly outweigh a small
amount of time savings when dealing with full-scalc problems. For example, while an optimal a priori
task distribution is trivial to caleulate when dealing with only four distinet tasks, that optimization
problem grows exponentially as additional tasks are added.
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Figure 7.6. Example record of market-based task distribution over time,
compared with optimal a priori assignment (dotted)

Thus, the first step in evaluating the proposed market-based method is to calculate the optimal a priori
task assignment of processing units for each of the test cases (5-20 Narada units). This is accomplished
by using a brute-foree seareh of the possible task assignments. Then, experimental data is gathered using
Narada networks of varying sizes. In each experimental instanee, the network of sensors is asked to solve
all four n-Queens problems. Figure 7.5(a) and 7.5(b) show the experimental market-based performance
against the a priori performanee. Figure 7.5(a) displays the speedup of each method relative to a serial
implementation, and Figure 7.5(b) shows the time required for each method to eomplete the four tasks
assigned to it. It ean be seen from these plots that the market-based task distribution method performs as
well, if not better than an a priori optimal assignment of tasks. Note that there is inherent seatter in the
market-based results, as the SA algorithm itself fluetuates widely in its speed to convergence, and not
enough data was gathered to form a statistieally signifieant eurve. But as a average, it can be seen that the
proposed market-based method actually performs better than an a priori optimal distribution. Figure 7.6
shows an example time history of the number of sensing units in a 20-node network assigned to eaeh task
as a function of time. The dotted lines indicate the optimal a priori sensor distribution for a 20-node
network working on these four tasks.

7.5 Seetion summary and eonclusions:

This section demonstrates a free-market method of optimally alloeating and eonsuming scarce system
resourees (sueh as battery power, data storage eapaeity, MPU time, wireless bandwidth, ete.) within a
network of wireless sensing deviees. In this free-market framework, multiple computational tasks are
assigned to individual sensors within a wireless network, and additional sensors available for computation
arc distributed amongst these eomputational tasks through a bidding process. In this scetion,
eomputational tasks arc represented by simulated annealing search problems of varying eomplexity Csy
that ean be broken into separate bloeks of Ns4 SA scareh iterations. It is found that free-market
distribution methods allow a set of multiple eomputational tasks to be eompleted more quiekly than
possible with any set distribution of proeessors, assigned at the outset of the task assignment.
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8. Conclusions:

This project has explored the deployment of wireless tclemetry in naval plant systems. Unlike traditional
wired counterparts, wireless sensors and wircless actuators can be installed at a fraetion of the cost of
wired eounterparts. In addition, the flexibility of thc wireless eommunication e¢hanncl supports ad-hoc
eonnectivity whieh allows wireless topologics to heal when battle damage oeeurs. The low-cost Narada
wircless node has been developed eapable of eolleeting data from scnsors, processing data at the node,
actuating actuators, and communicating with other nodes via the wireless channel.

With a very eapable wireless node proposed for intcgration in shipboard plants, the project turned its
attention to the computational funetionality of the wireless sensor/actuator network to perform condition
assessment (i.e., damage deteetion) in the plant. 1n particular, model updating methods were adopted to
find a best fit model of a plant using mcasurements collected from a network of wireless sensors. In
particular, simulated annealing is adopted due to its computational simplicity and flexibility to be
distributed in a network of computing agents. This study proposes a parallel simulated anncaling
algorithm designed specifically to efficiently utilize the distributed resources available in large networks
of wireless deviees. This algorithm gains cfficicncy as the number of sensors in a network grows, making
it sealable to very large networks, and it can be applied to many of the large numbecr of combinatorial
optimization problems scen across many engineering disciplines. The proposed algorithm is embedded
within a network of Narada nodes to update an analytical model describing the flow of water in a chilled
water plant. By altering the model’s properties (c.g., pipc diameters) such that the analytical modal
output (pipe flows) match experimentally sensed data, properties of the physical plant can be accurately
estimated.  The method is proven effcctive for estimating rupture conditions in a chilled water
demonstrator system. ’

This project also proposed a market-based mcthod of optimally allocating scarce system resources (such
as battery power, data storage capaeity, CPU time, wireless bandwidth, erc.) amongst a set of multiple
computational objeetives within a wircless sensor/actuator network. In this buyer/scller framcwork,
available wircless sensors (sellers) are distributed amongst multiple eomputational tasks (buyers) through
a utility-driven bidding proeess. Because buyers and sellers in this market gain utility in diffcrent ways
(buyers by maximizing speed and reliability and sellers by minimizing power consumption), a Pareto-
optimal allocation of scarce rcsources can be reached while eompleting a set of multiple eomputational
objeetives as quiekly as possible. When evaluating the proposed resourec alloeation algorithm on a
physical network of wireless sensor prototypes, it is found that this mcthod allows a set of multiple
computational tasks to be completed as quiekly as if an optimal numbcr of scnsors were assigned a priori
to each computational task at the outset of computation. This property is extremely advantagcous,
especially as the number of eomputational tasks and/or available proccssors increases. By showing how
this market-based allocation methodology can be applicd to the problem of rupturc detcction within
shipboard chilled water systems, the real-world applicability of the proposed method is demonstrated.

9. Papers Published and Technology Transfer:

A varicty of technology transfer activities were condueted in eonjunction with this projeet. In
collaboration with researchers from the Naval Surface Warfare Center Carderock Division (Point of
Contacet: Mr. Thomas Brady), the wircless scnsors developed as part of this projeet have been used to
record the strain and aeeeleration response of the FSF-1 SeaFighter, a high-spced aluminum littoral
combat ship in current serviee. A 31-channel wireless sensor network was installed to rccord hull strains
and accelerations prior to the ship departing from its home port in Panama City, Florida. ~ As the ship
travelled from Panama City to Portland, Orcgon, the response of the ship was recordcd to various sea
statcs. This projeet validated the performance of the wirelcss monitoring system on an opcrational naval
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vessel while simultancously showing the applicability of thc wircless scnsor technology to hull
monitoring applications. In addition, a total of 24 high quality publications were published based on the
work conducted in this project:
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