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ABSTRACT 

High speed material interactions may lead to large deformations followed by fragmentation. To simulate such 
problems in the Eulerian framework on a fixed Cartesian mesh, all interfaces (free surfaces as well as interacting 
material interfaces) are tracked as levelsets;  to resolve shocks and interfaces, a quad-tree adaptive mesh is 
employed. Collisions between embedded objects are resolved using an efficient collision detection algorithm and 
appropriate ineterfacial conditions are supplied. This paper addresses issues associated with the treatment of all 
interfaces as sharp entities by defining ghost fields on each side of the interface. Key issues of supplying interfacial 
conditions at the location of the interface and populating the ghost cells with physically consistent values during and 
beyond fragmentation events are addressed. An efficient parallel algorithm is used to handle computationally 
intensive three-dimensional problems. Numerous examples pertaining to impact, penetration, void collapse and 
fragmentation phenomena are presented along with careful benchmarking to establish the validity, the accuracy and 
the versatility of the approach.  The methodology is combined with artificial neural network technology to develop a 
multiscale computational framework. Detailed and highly resolved simulations are performed in subdomains where 
the meso-scale structure of the material is treated explicitly. The ANN is trained using the meso-scale simulations 
and the information gathered from these snapshot simulations is transmitted through the ANN to macro-scale 
simulations thereby circumventing closure problems. The techniques and results for such multi-scale simulations are 
also described in the report. 
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1 INTRODUCTION 

            The phenomena of high speed impact and penetration arise in many applications including munition-target 
interactions[1, 2], geological impact dynamics [3, 4], shock-processing of powders [5, 6], formation of shaped 
charges [7, 8], etc. The hydrodynamic pressures realized in such problems are often much greater than the strength 
of the material and lead to short transients of elastic deformation followed by drastic plastic flow of the material. 
The stress and strain fields are subject to nonlinear elasto-plastic yield behavior, the models for which must be 
included in the governing equations . Wave propagation in the interacting media is highly nonlinear and may result 
in localized phenomena such as shear bands, crack propagation, fracture and/or complete failure of the material.  

The fundamental challenges to a simulation capability designed to solve problems involving the physical 
phenomena listed above arise from the large deformations realized at high strain-rate conditions . Traditionally, the 
tools that have been used to solve such large deformation, transient problems have been called hydrocodes . The 
broad range of available hydrocodes has been reviewed by Anderson[1] and Benson . Hydrocodes may be either 
based on a Lagrangian formulation, such as in EPIC and DYNA, where a moving unstructured mesh is used to 
follow the deformation, or an Eulerian formulation, such as in CTH, where a fixed mesh is used and the boundaries 
are tracked through the mesh . An intermediate approach, ALE (Arbitrary Lagrangian Eulerian) , permits the mesh 
to move so as to conform to the contours of the deforming object, but the mesh is not necessarily attached to 
material points . In the Lagrangian moving mesh methods, considerable complexity is enjoined by the need for mesh 
management [2], to accommodate the large distortion of the embedded boundary. Therefore periodic re-meshing 
operations are required so that an adequately refined mesh with good mesh quality is maintained. In some cases, it is 
advantageous to use meshless methods such as Smooth-Particle Hydrodynamics (SPH) to cope with severe 
deformations . 

Both Lagrangian and Eulerian frameworks have been identified with certain issues and take different paths in 
formulating large deformation problems in elasto-plastically deforming materials[15, 16]. Lagrangian methods adopt 
a multiplicative decomposition of deformation gradients  and a hyperelastic model for the elastic deformation [39].  
Due to the presumed existence of a mapping to the undeformed state through the flow process, they operate on the 
Piola-Kirchhoff stress tensor. For the large deformation cases of interest in this paper Xiao et al.  point that the 
multiplicative model assumes the presence of an “intermediate” configuration which can be mapped on to the 
original undeformed state. However, such an intermediate configuration may not satisfy geometric compatibility. 
Furthermore, it is not clear how a mapping to the original geometry is relevant following fragmentation. The 
Eulerian methodology is typically based on an additive decomposition of the strain rate tensor. In terms of 
constitutive laws, the elastic part of deformation is governed by hypoelasticity in the Eulerian framework. There is 
an issue of  non-integrability in the hypoelastic model which results in elastic dissipation by not fully recovering the 
elastic part of strain; however, in simulations involving high speed impact and penetration elastic strains are rather 
negligible and of little interest when compared to the plastic strain. Another concern with Eulerian formulations is 
with regard to oscillatory solutions for a simple shear problem; but has been shown to be resolved by using the 
Jaumann rate . Despite these issues, the use of true stress state using Cauchy stress tensor, handling of contact and 
penetration using embedded interfaces and simplicity accruing from use of a fixed global grid makes Eulerian 
methods very attractive and promising. However, an intrinsic limitation of adopting a fixed global grid is that local 
small-scale features cannot typically be adequately resolved without demanding global refinement; to circumvent 
this problem local adaptivity is necessary, which engenders a significant transformation of an Eulerian solver. 

In this work, a sharp interface Cartesian grid-based hydrocode is developed to solve high speed impact, 
collision,penetration and fragmentation problems. There are two main objectives; first, calculations are to be 
followed past complete fragmentation while still maintaining sharp interfaces, and second, resolution should be 
directed to spatial and temporal localized events. Both of these demands present rather stiff challenges. In contrast to 
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the previous Cartesian grid approaches [9, 10], the present effort advancing computational schemes for high-speed 
multimaterial interaction problems in the following ways:   

    1.  The interfaces are tracked and represented via the traditional level set approach as opposed to the 
hybrid particle level set technique employed in  or the marker particles approach employed in . This improves the 
efficiency of the calculations, obviating search procedures associated with the latter approach on the unstructured 
mesh in the quad-tree format. The simplicity of the grid-based levelset approach is adequate to capture sharp corners 
and slender features due to resolution augmented by local refinement [20, 21] 

    2.  Traditionally, Eulerian methods have evolved from work that adhered to the idea of fractional cells as 
implicit in the marker and cell approach. This antecedent has evolved a mixture model treatment for cells where 
interacting materials coexist. The present work develops the idea of treating all interfaces as sharp entities[10, 23-
25], with fields on either side treated as comprised as distinct materials. A modified Ghost Fluid Method (GFM)  is 
applied to treat the embedded interface. In contrast to [9, 10], where the discretization scheme was modified to 
incorporate the boundary conditions at the interface, the present method decouples the discretization scheme from 
interface capturing.  However, it raises the issue of the appropriate and accurate way to populate the ghost field to 
obtain physically consistent solutions in the context of elasto-plastic material interactions, particularly when 
interfaces are stretched into slender structures prior to disconnecting to form discrete fragments. The present work 
addresses this issue by evaluating techniques to infuse the boundary conditions into the ghost cells. The interaction 
of the embedded boundaries with each other and the evolution of free boundaries is treated by applying appropriate 
boundary conditions at the resulting material-material and material-void boundaries. The proposed method carefully 
takes into account the subcell position and topology of the interface.  

3.  A simple and robust algorithm for tracking and detecting collision is developed. As opposed to the 
limited number of applications reported in [9, 10], several numerical examples encompassing a broad spectrum of 
speeds of interaction are presented. In addition, the results obtained from the present approach are shown to be 
superior to previous work [9, 10]. Till this time the test cases for high-speed impact and penetration problems in 
three dimensions involving hundereds of processors are reported by very few researchers[27-29]. Moreover these 
results are reported in lagrangian framework using finite element code IPSAP[27, 30] and PIM method. In this 
work, a sharp interface Cartesian grid-based hydrocode is developed to solve high-speed impact, collision, 
penetration and fragmentation type problems in three dimensional eulerian setting. The literature for two-
dimensional and  axis-symmetric problems for high speed impact and penetration type problem is vast[9, 13, 24, 
31].This approach used here was developed in several previous papers[9, 10, 24] for the 2-dimensional case for 
arbitrary material pairs and shock strengths. The handling of moving boundaries, tracked using narrow-band 
levelsets leads to issues peculiar to the multi-processor environment; the solution to object passage between 
subdomains and treatment of ghost regions for inter-processor communication are also addressed are explained . 

2 GOVERNING EQUATIONS AND MATERIAL MODELS 

2.1  GOVERNING EQUATIONS 

The governing equations in Eulerian framework comprise a set of hyperbolic conservation laws[32, 33]. 
Cast in Cartesian coordinates, the governing equations take the following form:  

div( V ) 0
t
ρ ρ∂

+ =
∂



                                                                                                          (1)                                                                                
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V div( V V ) 0
t

ρ ρ∂
+ ⊗ − =

∂


 

σ
                                                                                              (2)

 

E div( EV V ) 0
t

∂
+ − ⋅ =

∂

 ρ ρ σ
                                                                                                                                 (3)

 

2div( V ) Gtr( ) 2 G 0
t 3

ρ ρ ρ ρ∂
+ + − =

∂

S S D I D
                                                                                                    (4) 

In equations (1-4) V


 is the velocity vecor, ρ is the material density and E is the specific internal energy of 
the material. The stress state of material is given by the Cauchy (true) stress tensor σ  which consists of a deviatoric  
S  and a dilatational part P . The strain rate tensor is denoted by D  and G  is the shear modulus of material. The 
integration of the mass, momentum and energy balance laws along with the evolution of the deviatoric stress 
components are performed assuming a pure elastic deformation (i.e. freezing the plastic flow) as an elastic predictor 
step, followed by a radial return mapping to bring the predicted stress back to the yield surface . Eqs. (1-4) are cast 
in hyperbolic conservation law form in a conservative formulation with conserved variable, flux and source vectors 
explicated in Appendix A. Other details pretaining to constitutive equations, radial return algorithm and  the Mie-
Gruneisen equation for determining dilatational response have been laid out in previous work and are reproduced in 
Appendix (B-D) for completeness. 

2.2  MATERIAL MODELS 

The two main models used in this work for strain hardening materials are the rate independent Prandtl-
Ruess material model  (Eq(5)) and thermal softening based Johnson-Cook material model  (Eq(6)), which are 
respectively:  

( )nP
Y A Bσ = + ε

                                                                                                           (5) 

( )( ) ( )
PnP m

Y P
0

A B 1 C ln 1
  ε

σ = + ε + − θ   ε  




                                                                          (6)

 

where the flow stress is Yσ ; A, B, C, n, m,  P
0

εare model constants and  0

m 0

T - T
θ =

T - T
, where Tm and T0 are material 

melting and the reference room temperatures respectively. The specific values of the parameters used in the 
Johnson-Cook model  are given in Table 1, for materials used in the computations to follow.  

Table  1: Material model parameters with reference to Eq (6) where A = Y0, T0 = 298K and P
0ε =1.0s-1 

 Material   Y0 (GPa)  B (GPa)   N   C   m   G (GPa)  Tm (K) 
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 Copper   0.4   0.177   1.0   0.025   1.09   43.33   1358 

 Tungsten   1.51   0.177   0.12   0.016   1.0   124.0   1777 

 High-hard 
steel 

 1.50   0.569   0.22   0.003   1.17   77.3   1723 

 Aluminum[2]  0.324   0.114   0.42   0.002   1.34   26.0   925.0  

Mild Steel 0.53 0.229 0.302 0.027 1.0 81.8 1836 

3  TRACKING OF EMBEDDED INTERFACES  

3.1  IMPLICIT INTERFACE REPRESENTATION USING LEVEL SETS 

Sharp interface treatment requires tracking and representation of material interfaces as the underlying 
global mesh does not 
conform to the shape of 
interface. In this work,  
level set methods are 
used to represent the 
embedded objects. The 
value of level set field, 

lφ  , at any point is 
signed normal distance 
from the thl immersed 
object with 0l <φ inside 
the immersed boundary 
and 0l >φ outside.  The 
interface is implicitly 
determined by the zero 
level set field ie 0lφ =
contour represents the 

thl immersed boundary. 
The standard narrow 
band  level set 
algorithm is used to 
define the level set 
field. The embedded 
interfaces are 
propagated using level 

Figure 1. Procedure to detect collision between any two level sets; indicate the value 

of the level set function corresponding to the l
th

 material interface and is the distance 
between the approaching level sets at node P. 
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set advection equation . 

 . 0l
l lV

t
φ φ∂

+ ∇ =
∂

 
                                                                                                                                                  (7)                                                                                                                          

where lV


 denotes the level set velocity field for the thl  embedded interface. A third-order ENO scheme 
for spatial discretization and a third-order Runge-Kutta time integration are used in solving the level set advection 
equation. The velocity of level set field lV


, is defined only on the embedded interface (i.e. the zero level set 

contour). The value of velocity field at the grid points that lie in the narrow band around the zero level set is 
determined by solving the extension equation to steady state as given below: 

extV . 0Ψ Ψ
τ

∂
+ ∇ =

∂

 
                                                                                                                                             (8)                                                                                                           

where Ψ is any quantity such as interface velocity component ( ( )l xV


 or ( )l yV


) that needs to be extended 

away from the interface. The extension velocity extV


 is given by 

( ) /ext l l lV sign φ φ φ= ∇ ∇
               (9)                                                                         

This populates  any desired quantity across the narrow band region.  A reinitialization procedure is carried 
out after level set advection to return lφ field to a signed distance function such that 

l 1φ∇ =
 . The reinitialization 

procedure is done by solving the following equation to steady state  

. ( )l
l lw signφ φ φ

τ
∂

+ ∇ =
∂

                     (10)         

Where  0
0

0

( )(( ) )
( )

l
l

l

w sign φφ
φ

∇
=

∇




  and 0( )lφ is the level set field prior to reinitialization. The details of level set 

methods can be found in following references . 

3.2 DETECTING AND RESOLVING COLLISIONS 

In the present work, the material interfaces (represented by level sets) are expected to collide with other 
interfaces or collapse and fragment. A typical example of the problems considered in this work is demonstrated in 
Figure 1.  This  is a snapshot during the initial stages of evolution of a high speed impact and penetration of a Steel 
target by a WHA long Tungsten rod. A detailed analysis of this problem is presented in section 8.1.2. At the instant 
shown in the figure, the two materials have collided resulting in different portions of the interface interacting with 
different materials. Such events need to be tracked and appropriate interface conditions are to be applied on the 
interacting parts of the interface.  To do so, at the beginning of the calculation, the materials enclosed inside and 
outside the interface are identified as solids, fluids, voids or elasto-plastic solids. Then one of these materials is 
designated as the "base material", indicating that the embedded objects are immersed in this base material. Unless a 
collision is detected, the embedded object is considered to interact with the surrounding base material and the 
corresponding interface conditions are enforced to populate the ghost nodes. For instance, in Figure 1, the solid 
objects (Tungsten rod and Steel target plate) are immersed in the surrounding base material (which in this case 
corresponds to a void). Thus for the interface separating the elasto-plastic solids and the surrounding void, the 
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conditions corresponding to the material-void interface (i.e. free surface conditions) are enforced to populate the 
ghost nodes. 

To begin with, the nodes straddling the material interface (called the interfacial nodes) are tagged as ``base 
nodes", indicating that unless a collision is imminent, “interfacial nodes” are nodes that interact with the surrounding 
(void) base material. To detect collision, for interfacial node, the distance between two objects, indexed l and k 
respectively, is computed using the associated level set functions from:  

lk l k l kδ φ φ= + ∀ ≠                                             (11) 

If the distance lkδ computed between any two approaching level sets is less than a specified tolerance, then the node 

is marked as a ``colliding node'' (Figure 1). The tolerance to flag collisions is set at  xκ∆  where κ  corresponds to 
the CFL number corresponding to interface advection. This preempts inter-penetration of level sets.  

4 METHODOLOGY FOR GHOST FLUID TREATMENT FOR ELASTO-PLASTIC 
MATERIAL INTERACTIONS 

In this work, the response of the material interface subject to high velocity impact and shock loading 
conditions is captured using the Ghost Fluid Method (GFM) . In previous work [9, 10], boundary conditions were 
applied at the interface and the stencils used in the flux construction procedure were modified to accommodate the 
embedded interface. The novel aspect of the present work lies with the use of the GFM for the class of high speed 
and high intensity elasto-plastic material interaction problems, particularly where the interactions can occur in the 
presence of nonlinear stress waves. The GFM relies on the definition of a band of ghost points corresponding to 
each phase of the interacting material. For instance, consider the case of two materials separated by an interface as 
shown in Figure 1. Once the ghost points are identified and populated with flow conditions, the two-material 
problem can be converted to two, single-material problems consisting of the real field and their corresponding ghost 
fields. With the GFM, the interface capturing scheme and the flux construction procedure are decoupled and the 
onus is shifted to populating the ghost nodes.  

4.1 CLASSIFICATION OF THE INTERFACE AND THE ASSOCIATED BOUNDARY 
CONDITIONS 

Various situations may arise when two different objects move toward each other as shown in Figure 1. 
Collisions between multiple objects are inevitable when the approaching objects are in close proximity. In such 
cases the interface conditions that must be applied to populate the ghost nodes must be different from the material-
void conditions. Thus it is necessary that the colliding objects are detected and the interface is resolved accordingly. 
Once a node is marked as a colliding node, the conditions corresponding to the material-material interface are 
enforced to populate the corresponding ghost node. This process is repeated for each level set. Thus for regions R1 
in Figure 1, material-void/free surface conditions are enforced and for regions R2, material-material conditions are 
enforced. At colliding interfaces continuity of normal velocities and normal stress are enforced. Slip is permitted so 
that frictionless contact is modeled. The dependent variables at the surrounding four interpolation nodes (selected 
nodes and IP in Figure 2(a)) are transformed to the local, normal and tangential coordinates. The velocity 
components in the transformed coordinates at the interpolation nodes are computed as follows:  

n n ˆu u n=
   (12) 
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t nu u u= −
      (13) 

n ˆu u.n=
   (14) 

t n xu u u n= −   (15)  

t n yv u u n= −   (16)  

where u is the velocity vector in the Cartesian coordinate, nu and tu are the normal and tangential velocity vectors, 

nu is the normal velocity component and ut and vt are the tangential velocity components. The total stress tensor at 
the interpolation points is given by   

= - Pσ S I    (17)  

where σ  and S are the total and deviatoric stress tensor in Cartesian coordinates, P is the hydrostatic pressure and I  
is the identity tensor. 

The total stress tensor in the normal and tangential coordinates ( )σ is given by  

T= J Jσ σ      (18)  

where  

x y

x y

n n
J

t t
 

=  
 

    (19)  

is a Jacobian matrix, and n̂ and t̂ are the local normal and tangential vectors defined at the interface. The ghost 
nodes are populated with flow properties such that the aforementioned conditions hold at the embedded interface. 

To obtain the values at the ghost nodes, such as node P in Figure 3(a), the following procedure is adopted. 
To begin with, the set of dependent variables such as the density, pressure, the components of the velocity vector 
and the tangential components of the total stress tensor are extrapolated and the set of variables such as the normal 
component of the velocity vector and the normal component of the total stress tensor are reflected using the 
procedure outlined in the previous section. With these extrapolated and reflected components, the ghost field at node 
P can be reconstructed based on the classification of the interface at node P, which in turn is determined by the 
collision status at node P. For instance, if the material enclosed at node P corresponds to free surface then the 
conditions corresponding to MVI are enforced. If the ghost node P corresponds to a material node and if the node P 
is tagged as a colliding node, then conditions corresponding to MMI are enforced. Otherwise conditions 
corresponding to material-base material interface (which could be MVI, MMI or MRI) are applied. 

    1.  Material-Material Interface (MMI) : In the case of an interface that separates two different materials, 
a compressive (tensile) wave impinging on the interface is transmitted as compressive (tensile) wave. Hence for 
those parts of the interface that fall under the category of MMI, the continuity of tractions and the continuity of 
normal velocity component are enforced:  

[ ]ˆu.n = 0
           (20) 
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[ ]nn = 0σ   (21)  

[ ]nt = 0σ   (22) 

For a MMI, the ghost field is reconstructed as follows: 

G E
P Pρ ρ=    (23)  

The extension procedure is employed on those variables that are governed by Neumann conditions and that are 
discontinuous across the interface. The ghost field is obtained by extending the flow variables from the real fluid 
side to the corresponding ghost nodes. For instance, when the extension procedure is employed for the ghost node at 
P (Figure 2(a)), the flow values computed at point IP1 are copied to the ghost node at P.  

G REAL
P IP1Ψ Ψ=    (24)  

 Since the variables are extrapolated with a constant value, the extension procedure ensures a zero gradient at point 

IP on the interface i.e. 
IP

0
n

Ψ∂  = ∂ 
 

Continuity of pressure is enforced by injecting the value of the real fluid at node P to the ghost node at node P: 

G I
P PP P=   (25) 

where the superscript ``I'' indicates the injected value. To reconstruct the velocity vector, continuity of the normal 
velocity component and slip condition for the tangential velocity components are enforced. Thus the velocity vector 
is reconstructed as follows,  

G I E
p nP x tPu u n u= +      (26)  

G I E
P nP y tPv u n v= +      (27)  

where I
npu is the injected normal velocity from the real fluid at node P, E

tPu  is the extended tangential velocity at 

node P and G
pu and G

pv are the Cartesian components of the velocity vector of the ghost field reconstructed at the 

ghost node P. 

The stress tensor is reconstructed by enforcing slip condition (extrapolation) for the tangential components 
and continuity of normal stress components:   

I I
G nn nt
P I E

nt tt P

σ σ
σ σ

 
 
 

 


 
σ =   (28) 

As in the previous case, the stress components of the ghost field in the Cartesian coordinates are obtained by 
inverting Eq (19). Once the total stress tensor for the ghost field in the Cartesian coordinate is determined, the 
deviatoric stress components for the ghost field are obtained using the ghost pressure field as follows: 
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G G
P p P= +S σ I       (29) 

    2.  Material-Void/Free Surface Interface (MVI): Conditions corresponding to wave reflection phenomena are 
enforced at the interface. For instance, a compressive wave incident on a free surface is reflected as a tensile wave 
and vice-versa. Hence zero-traction based conditions on the normal stress components are enforced on those 
portions of the interface that are classified as MVI:  

nn 0=σ      (30) 

nt 0=σ   (31) 

For a MVI, the ghost variables at node P are obtained as follows: 

G E
P Pρ ρ=   (32) 

G E E
p nP x tPu u n u= +   (33)  

G E E
P nP y tPv u n v= +   (34)  

G E
P PP P=   (35) 

In the above equations, superscript ``E'' refers to the extended field. The stress tensor is reconstructed by enforcing 
slip condition (extrapolation) for the tangential components and zero traction (reflective) condition for the normal 
stress components:  

R R
G nn nt
P R E

nt tt P

σ σ
σ σ

 
 
 

 


 
σ =   (36) 

The superscript “R” in the above equation denotes the value obtained using the reflection procedure. The stress 
components for the ghost field in Cartesian coordinates are then recovered by inverting Eq (18). 

  3.  Material-Rigid Solid Interface (MRI) :  the normal velocity at the interface is modified as 

nˆu.n U=
   (37) 

where Un is the normal velocity of the rigid solid object. In this case, the ghost field is defined such that the ghost 
nodes together with the corresponding reflected nodes retain the exact value of the flow variable at the interface. For 
instance, Dirichlet condition on a quantity REAL

IP IP( )Ψ Ψ λ= at point IP on the interface (Figure 3(a)) is enforced in 
such a manner that a linear interpolation between the ghost node P and the reflected point IP1 holds the condition 
true at point IP i.e.  

G REAL
P IP IP12Ψ λ Ψ= −                                                                                                         (38) 

In addition to the above conditions, in all cases the discontinuity in tangential velocity components (free slip) and 
the tangential stress components are applied at the interface. 
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4.2  OBTAINING THE VALUE AT THE REFLECTED NODE IP1: 

Depending upon the interface classification (MMI, MVI or MRI) and the variables for which the interfacial 
conditions are imposed, a combination of injection, reflection and extension procedures are adopted to define the 
ghost nodes. In this work, two approaches are  developed to perform the ghost state determination . These approches 
use either gauss ellimination procedure or least square method to define the ghost state. To define the ghost states at 
node P (Figure 2(a)), a probe is inserted to identify the reflected node IP1 and the node IP on the interface. Points IP 
and IP1 can be identified by using the level set distance function φ :  
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IP P P PX X Nφ= +
  

    (39)  

IP1 P P PX X 2 Nφ= +
  

   (40)  

 where X


 is the position vector, Pφ the level set value at node P and PN


 is the normal vector at node P. Once 
points IP and IP1 are identified,  either of the two approches can be used to construct the interpolated value for the 
ghost field. The two procedures are explained below 

Figure 2. Embedding the boundary conditions within the interpolation procedure (a) Gauss 
Interpolation (b) Least Squares Procedure (c) Fragment involving sufficient number of nodes for 
bilinear interpolation (d) Fragment involving insufficient number of nodes for bilinear interpolation. 

(a)  (b)  

(c)  (d)  
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The main issues in handling fragments in current scenario is the population of ghost field. The fragments 
can consist of small structures defined by less than 10 grid points. The methodolgy of finding ghost state using least 
square interpolation can be extended for fragmetation type problems. As explained earlier, the procedure of finding 
the closest node is followed as explained in section 4. If the closest node and the set of the neighboring nodes in the 
real material are sufficient to form a bilinear field as shown in Figure 2(b) , the least square procedure is followed. 
On the other hand, if the fragments are very small (less than four nodes) one can encounter scenarios where it is not 
possible to construct a bilinear field as shown in Figure 2(d) . While encountring these situtations, the closest node 
(in the real material) value is used to consruct the ghost field. This way the the problem of handling fragmentation 
numerically can be solved. 

4.2.1.1 GAUSS INTERPOLATION  

 A Vandermonde matrix is constructed on the surrounding interpolation nodes to determine the flow properties at the 
ghost node P. For instance, the surrounding interpolating points (selected nodes) and IP are determined for the 
reflected node IP1 (Figure 2(a)). At the node IP on the interface, either the value of the flow variables (Dirichlet 
conditions) or the flow gradient (Neumann type conditions) is available. Thus it is necessary to embed the 
appropriate boundary conditions to complete the interpolation procedure. For bilinear interpolation we have 

1 2 3 4a a x a y a xyΨ = + + +      (41) 

 where (x,y) are the coordinates of the surrounding interpolation nodes. 

For Dirichlet condition on IP, the Vandermonde matrix takes the following form:  

1 1 1 1 1 1

2 2 2 2 2 2

3 3 3 3 3 3

IP IP IP IP IP IP

1 x y x y a
1 x y x y a
1 x y x y a
1 x y x y a

Ψ
Ψ
Ψ
λ

    
     
     =
     
     
     

   (42)  

For Neumann condition, the matrix is modified as follows  

1 1 1 1 1 1

2 2 2 2 2 2

3 3 3 3 3 3

x y x IP y IP IP IP

1 x y x y a
1 x y x y a
1 x y x y a
0 n n n y n x a

Ψ
Ψ
Ψ
ν

    
     
     =     
      +     

  (43)  

The last row of the coefficient matrix in Eq (43) is obtained by differentiating Eq (41), noting that  

x yn n
n n n

Ψ ψ ψ∂ ∂ ∂
= +

∂ ∂ ∂
                                                                                                    (44)  

where 𝑛𝑥and𝑛𝑦 are the normal vector components and IPν corresponds to the value of the normal gradient at the 
point IP. Once the coefficients are determined, the flow properties at the reflected point can be deduced using Eq 
(41). For flow variables that are continuous across the interface, the ghost states at node P are obtained by directly 
injecting the flow properties from the real fluid present at node P. The discontinuous variables are extended to the 
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ghost points via a constant extrapolation approach . Alternatively, since a constant extrapolation approach ensures 
zero gradient condition at the interface, the ghost states corresponding to the discontinuous flow variables can be 
determined by enforcing Neumann condition with IP 0ν = in Eq (43).  

4.2.1.2 LEAST SQUARES METHOD  

The Least squares method  is a standard method for approximating solution for an overdetermined system. Though 
the gauss interpolation method discussed above works very well with various impact and penetration problems, the 
interpolation procedure fails when the real material consist of few nodes as shown in Figure 2(d). Least square 
method adopted in this framework works adaptively and can  handle tiny fragments encountered in severe 
deformation in case of very high speed impact and penetration. 

 In the following setting, the first step is to find the closest node to reflected point. Once the closest node is found, 
all the neighboring nodes to the closest node are selcted. In case of two dimensional setup, there will be total of nine 
nodes including the closest node. The set of nodes which lie in real material are used to construct a bilinear field 
based on least squares as showin in Figure 2(b). 

Again similar to previous section, one can write generic bilinear fitting function as 

1 2 3 4a a x a y a xyϕ = + + +         (45) 

The error e, in the approximation can be written as  

n
2

1 2 i 3 i 4 i i i
i 1

e ( a a x a y a x y )ϕ
=

= + + + −∑
  (46)

 

Here n are the total nymber of points available for constructing the fitting function. It is required that error should be 

mimimum, differentiating Eq (46) w.r.t unknown coefficients , 
i

e 0a
∂ =∂ will result in four equations which can be 

written in matrix form as 

n n n n n
2 2
i i i i i i i i

i 1 i 1 i 1 i 1 i 1
n n n n n

12 2
i i i i i i i i

i 1 i 1 i 1 i 1 i 12
n n n n

2 2 2 2 3
i i i i i i i i

i 1 i 1 i 1 i 1 4
n n n n

i i i i
i 1 i 1 i 1 i 1

x x y x y x x

a
x y y x y y y

a
a

x y x y x y x y
a

x y x y 1

ϕ

ϕ

= = = = =

= = = = =

= = = =

= = = =

 
 
 
   

  
   =
  
  
  

 
 
 

∑ ∑ ∑ ∑ ∑

∑ ∑ ∑ ∑ ∑

∑ ∑ ∑ ∑

∑ ∑ ∑ ∑

n

i i i
i 1

n

i
i 1

x yϕ

ϕ

=

=

 
 
 
 
 
 
 
 
 
 
 
 

∑

∑
     (47)

 

The evaluated unknowns can be used to construct the ghost field at reflected point. It will be shown in results section 
7.1 that the numerical computation of Taylor bar impact using both methods give similar solution. The Leastsquare 
method can be used for severe plastic deformation problems involving framentation and damage as will be shown in 
section 8. 
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5 LOCAL MESH REFINEMENT  

                A crucial aspect of this work is the resolution of dominant structures and disparate length scales present in 
the computational domain. The problems solved in this paper involve large scale phenomena and intense loading 
conditions that demand extremely fine mesh resolution in order to effectively capture the complex wave patterns and 
intricate features. Hence, to perform efficient computations, it is imperative to supplement the solution with a 
suitable mesh adaptation facility. As mentioned before, in this work a tree-based Local Mesh Refinement (LMR) 
scheme is used for grid adaptation. In contrast to traditional grid adaptation approaches[40-42] the LMR scheme 
sub-divides each cell that is tagged for refinement to form four (quadtree in two dimension) or eight (octree in three 
dimensions) child cells resulting in highly unstructured mesh. Since each cell is created and destroyed individually, 
the LMR scheme does not require constant re-meshing and update of the global mesh. As the resulting mesh is 
unstructured, the hierarchical data structure associated with LMR scheme contains neighbor and parent-child 
connectivity information stored in the cell structure. With hierarchical data structure the grid refinement and 
coarsening operations are straightforward to accomplish. Furthermore, as the LMR scheme does not require 
optimized rectangular patches of mesh, fewer mesh points are used in the computation resulting in significant 
savings in computational memory and on a Cartesian mesh, features that are misaligned with the mesh can be 
captured by mesh refinement tangent to the feature. Unlike the AMR approach, the flow field is evolved only on the 
finest (undivided) cells (termed leaf cells in LMR terminology). Thus the solution for every time step is achieved in 
a single sweep of solution step making the LMR scheme more attractive than its counterpart. Since the flow field is 
evolved only on the leafcells, no special treatment is required for points near the embedded interface and the 
numerical scheme can be uniformly integrated throughout the computational domain. For additional details the 
reader may refer to the authors' previous work [24, 43]. 

6 METHODOLOGY FOR PARALLELIZATION 

 In this section, a distributed computing based algorithm for solving three-dimensional shock-interface is developed.  
The framework of levelset interface description and tracking combined with ghost fluid treatment leads to certain 
peculiar aspects of implementation in a multi-processor environment; these issues are presented and addressed in the 
following. 

The parallel implementation pursued herein seeks to avoid storage of global information proportional to the size of 
the overall problem on a single processor; this is in the interest of enabling solution of truly large scale problems 
where it is imperative to maintain data localization on processors and to exchange of information between 
processors as necessary. The algorithm is designed to execute on a distributed memory system such an PC clusters 
where each processor is carries only a designated portion of the overall domain and computational load. The inter-
processor communication is handled using MPI libraries . A domain decomposition software that creates balanced 
partitions is highly desirable for parallel algorithms. In the following setup, METIS , a graph partitioning software is 
used for  load balancing, particularly for the locally refined flow domains which corresponds to an effectively 
unstructured computational mesh. METIS uses the nodal connectivity as an input to generate partitions which are 
optimally load balanced. It also minimizes the communication time by minimizing the total edge cuts . The 
algorithm given here is for a two-dimensional problem but relevant examples and figures are illustrated for 
transition to three dimensions. 

The step-by-step procedure for the parallel algorithm is as follows: 
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i. The initial flow domain shown in Figure 
3 is divided into horizontal or vertical stripes and 
is distributed to different processors. The 
distribution is such that each processor gets 
allocated with one stripe and none of the 
processors stores the whole mesh.                      

ii. The mesh is constructed individually on 
each processor with cell index running from 1- 
Nmax. Here Nmax corresponds to maximum number 
of cells on the individual processor. 

iii. Two types of mappings are constructed 
for easy storage and retrieval of the information. 
These mappings relate local index on a processor 
to global index and vice versa. The details on 
these mappings will be explained later in this 
section. 

iv. These blocks of mesh are fed to METIS 
to obtain a load-balanced domain.  METIS only 

gives the information about cells that should be 
removed or added from a particular sub-domain. 
All cells are tagged with “keep” or “send” status. 
This status also contains the information about 
the processor it has to go to. The required 
information is exchanged using MPI and the final 
load balanced domain is constructed as shown in 
Figure 4. 

v. The “global to local” and “local to 
global” mappings are constructed again due to 
change in part of domain on individual processor. 

vi. A collision detection algorithm is used 
to find the neighboring processors, which will be 
used to exchange data across the processor 
boundary.  
vii. A single layer of ghost cells is 

constructed by tagging the cells on processor 
boundaries. These are the cells which are on the 
host processor and will be ghosts for neighboring 
processors. As the algorithm required for current 

work uses a third order ENO scheme, a ghost layer consisting of four cells is constructed. Multiple layers 
of ghost cells shown in Figure 5 are constructed using a Stencil algorithm explained in next section 

  Figure 3. Initial Domain assigned equally to different 
processors. 

 

Figure 4.  Load balanced domain obtained from METIS. 

 



 

17 

DISTRIBUTION A 

                        

viii. The cell structure is constructed again with addition of ghost cells. The “global to local” and “local to 
global” mappings are augmented with addition of new ghost cells. 

ix. The embedded objects using level set functions are defined at this point. 
x. The initial conditions are prescribed on each processor individually according to the part of domain 

assigned to that processor. 
xi. The boundary conditions are read on one processor and are broadcast to other processors.  

xii. The primitive variables for ghost region are communicated across the processor boundaries for the 
construction of fluxes and source terms for host cells for all the processors. 

xiii. The flux terms and source terms are used to compute primitive variables for host cells.  
xiv. The process explained in step xii is repeated till the final time step. 

 6.1 ISSUES WITH PARALLELIZING THE SHARP-INTERFACE LEVELSET-BASED 
APPROACH 

In this section  the critical problems while parallelizing the code in the present framework will be explained.  These 
problems are related to handling (storage/retrieval) of global data, definition and construction of ghost layer, special 
treatment for moving boundaries and handling of GFM at processor boundaries. 

6.1.1 HANDLING OF GLOBAL DATA 

The efficient handling of global data is the most important aspect of parallelization. The idea is to strictly avoid 
having any arrays of the size of global flow domain, Ωg. As the flow domain is divided at the outsetthere does not 
exist a so-called  “master processor” to take care for any global operations. The “global to local”,Ωgl and “local to 
global”,Ωlg mappings are used to storage and retrieval of data. The mapping Ωgl will use gi as the global index and 
will return li as the local index. Simirarly, the mapping Ωlg will use li as the local index and return gi as the global 
index. 

            Figure 5.  Ghost region with processor boundary 
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These mappings, shown in Figure 6 are constructed using a hash table . The hash table  is a data structure which 
maps certain keys (global indices) to related values (local indices). Hash function is used to convert a key to an 
index of an array where corresponding local index is stored. This arrangement results in quick retrieval of 
information. 

The integer hash function is used in current implementation. As the ghost layer is being added to each processor, the 
number of cells on each processor gets augmented with ghost cells. The Ωgl and Ωlg mappings are augmented after 
the inclusion of ghost layer as every processor gets a set of ghost cells with new local indices. This is shown in 
Figure 7 below.                                      

 6.1.2 DEFINITION AND CONSTRUCTION OF GHOST LAYER       

Since the domain is being partitioned amongst the p processors and, hence there exist sets of cells to store 
information from neighboring processors. These cells are called ghost cells. To ensure the same solution for serial 
and parallel executions, the set of ghost cells are defined at the processor boundaries. The definition of ghost region 
can be explained using two processors A and B shown in Figure 8. If a given domain is divided using two 
processors A and B, there will be a set of cells called “host cells” where the primitive variables are computed on the 
processor itself and a set of cells called “ghost cells” where the primitive variables will be communicated from 
neighboring processor. This section will explain the need for a layer of ghost cells for a numerical scheme such as 
one-dimensional central difference method. Here the cells with uppercase A and B are called host cells; on these 
cells to construct a central difference scheme the neighbor information can be obtained on the respective host 
processor itself. But for the cells having lowercase a and b, one needs information across the processor boundary for 
accurate construction of fluxes. For this purpose the fluxes for these cells are communicated from the neighboring 
processor. Hence the information for ghost layer of Processor A comes from host cells of Processor B and vice 
versa. This ensures that the same solution as serial solution will be achieved in parallel case. In the present study, a 

                   Global indices gi                                                                 Local indices li 

             Figure 6.  Illustration of “local to global” and “global to local” mappings 

 

             Ωlg(li)                                                                           Ωgl(gi) 
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third-order ENO scheme is used which requires three layers of ghost cells. The same logic  applies for the 
construction of ENO in all the three dimensions. 

Particular attention must be paid to the   construction of the ghost layer. The first layer of ghost cells touches the 
processor boundary and can be tagged easily as shown in Figure 9(a). In tagging the subsequent layers recursive 
computation will need to be employed leading to   a computationally inefficient procedure. Here, the recursive 
algorithm is avoided by using a stencil-based construction of ghost layer. In the stencil-based construction the basic 
layers is constructed by tagging the cells on the processor boundary and then for every cell on processor boundary a 
set of cells are picked which can be ghost cells for neighboring processors. The stencil based algorithm maps a 
predefined stencil with symbols “X” on the tagged single layer ghost cell as shown in Figure 9(b). The cells which 
lie outside the processor can be easily omitted from the ghost layer structure using the Ωgl mapping.                                          

6.1.3   MOVING BOUNDARY PROBLEMS 

In the case of moving boundary problems, an  embedded (i.e. immersed) object is free to move across the flow 
domain. The problem comes when this object enters from one processor to other, as illustrated in Figure 10. Here an 
embedded object is defined using a level set field and is given a unit velocity in the negative y-direction shown in 
Figure 10. 

      Figure 8. One-dimensional layer of host and ghost cells with processor boundaries 

 

        Figure 7.  Shaded part shows the local indices with ghost layer. 
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The level set is completely defined in processor A and processor B does not have any information about it. This 
results in corruption of the levelset field when it crosses the processor boundary as seen in Figure 10(b). 

 

This problem is resolved by initializing ghost region of neighboring processor with level set value of 0.0. This is 
done by tagging all the processors having a particular levelset with flag = 1. Now for computation on a particular 
processor with flag = 1, if the neighboring processor is having flag = 0, the initialization mechanism of ghostlayer 
should be triggered on the neighboring processor. This ensures the allocation of memory for an incoming object in 
processor B. Initially the information will be communicated to the ghost region of processor B and once this is done 

    Figure 10. Corruption of levelset field while going from a processor to another 

 

(a) (b) 

Figure 9. Stencil arrangement for two dimensional settings.  a) Processor   boundary with single 
layer of ghost cells b) stencil mapped on a selected cell.     

(a) (b) 
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level set update and generation algorithm on processor B will take over and results in smooth entry of object. The 
Figure 11 below shows the successful entering of level set from one processor to another. 

 

The above exercise shows how one can handle the moving boundaries in this algorithm. The idea is to have 
information about the embedded object on the local processor and only initialize the ghost region of neighboring 
processors so the correct values of level set function can be communicated to the allocated memory It should be 
noted that this problem will occur only for algorithms where level set function is defined in a narrow band. As in 
other cases where level set function is defined throughout the domain, it can be just treated like any other flow 
variable. 

 

Figure 12.  Processor ghost region with interface a) Processor ghost cells with a layer of cells defining GFM 
interface b) Processor ghost cells with whole GFM region. 

(a) (b) 

Figure 11.  Level set moving in negative Y direction from Processor A to Processor B. 

(a) (b) 
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6.1.4 GFM AT PROCESSOR 
BOUNDARIES 

For the explanations of GFM with Riemann solver in 
serial algorithm, the readers are suggested to refer  
Sambasivan et al. Here in this section the parallel 
algorithm will be discussed. In this framework there are 
two types of ghost cells, processor ghost cells and GFM 
ghost cells. Figure 12(a) shows a processor boundary 
with parallel ghost cells and GFM ghost cells only 
corresponding to interface. The entire GFM region with 
parallel ghost cells is shown in Figure 12(b). The Figure 
12(a) clearly shows that some of the interface cells 
required for GFM operation lie in the parallel ghost 
region. 

In the GFM framework ghost flow variables need to be 
supplied at the interface cells. This is done in the same 
fashion as in a serial algorithm but only for host cells 
and the values for ghost interface cells are 
communicated across the processor boundaries. The 
variable values are extended to other cells in the GFM 
ghost region using a PDE-based extension. The 
extension process is done on only the host cells on a 
particular processor. After extension the parallel 
communication is done to ensure correct values in 
whole GFM region (especially the Region ∑). The 
Region ∑ doesn’t have any interface cells for populating 
correct ghost field.  

The interface cells corresponding to that region are in 
neighboring processor as shown in Figure 13. For clarity, only GFM cells corresponding to interface are shown in 
Figure 14.The communication of GFM ghost region variable values after the extension ensures that Region ∑ gets 
populated with correct values. 

7 METHODOLOGY FOR MULTI-SCALE MODELING USING ANN 

Phenomena involving high-speed multiphase flows occur in dust explosions, condensation shocks, explosive debris 
transport, detonation in heterogeneous media and so on. In these flows complex interactions occur between the 
various coexisting phases, including carrier fluid-particle interactions and particle-particle interactions[50, 51].  
Such flows are difficult to visualize (due to the wide range of length scales and short time scales involved); 
experimental measurements are difficult and expensive to obtain.  Even where experimental data are available, 
yielding empirical correlations that encapsulate behavior  (e.g. drag laws), the modeling of the mixture dynamics can 
lead to loss of important physics, i.e. the fine-scale behavior may be homogenized and diffused.  Preserving 
simplicity of the closure model (which transmits fine-scale behavior to the coarse-scale) can exact a toll on the 
extent to which fine-scale physics is captured at the coarse-scale. 

  Figure 13.  Parallel GFM cells with Region  

Figure 14.  Parallel GFM cells with Region ∑ and its 
corresponding interface cell in neighboring processor. 

 



 

23 

DISTRIBUTION A 

As an archetype of compressible flows of mixtures, computational modeling of shocked particle-laden flows has 
received much attention. However, in such simulations, one must rely on empirical models to describe the dynamics 
of the particle phase; in particular empirical drag laws are employed in effecting particle motions in both Lagrangian 
and Eulerian treatment of the solid phase. Since the length scales of the discrete particles in a multi-material system 
and the time scales of response of the particulate phases may be vastly different from that of the bulk flow, resolving 
the dynamics of the individual components of the mixture is impossible. Therefore some overall (averaged or 
homogenized) behavior of the multi-material mixture needs to be modeled and computed, so that resorting to 
empiricism is unavoidable. While such averaged material representations may be sufficient for many engineering 
applications, there are some physical problems where the local behavior of the material, i.e. the detailed interactions 
between the (unresolved) individual phases in the mixture can become important and can influence the observed 
global dynamics.  

An example of macroscale phenomena that reflect particle-scale dynamics can be seen in the excellent experiments 
of Boiko et al [50]. In their experiments a cloud of particles (polystyrene, average particle diameter 𝑑𝑝  of 80 
microns) is hit by a shock wave (traveling from left to right).  The overall behavior of the particles subjected to the 
shock is very interesting; in particular, for the high particle volume fraction case the particle distribution assumes a 
triangular form as illustrated in Figure 15, while the low particle volume fraction case does not produce a distinct 
structure. Boiko et al also produced a column of particles in a shock tube and studied the evolution of the column 
and its interaction with a planar shock. Figure 15 illustrates the response of a column of particles to the shock. In 
each case, the geometry of the initial particle distribution as well as the volume fraction of the initial cloud 
determines the macro-scale distribution of the particles following interaction with the shock. For example, the 
formation of the triangular structure in the case of the heavily loaded gas-solid mixture must hinge upon the 
interactions between the more densely packed particles; the physics underlying the formation of a triangular pattern 
is recovered by the ANN-based multiscale modeling scheme developed herein and is explained later in this paper.  

The particle motions in a macro-scale particle-fluid mixture model traditionally follow from Newton’s laws applied 
to the individual particles and reflect the force transmitted to the individual particles by the impinging shock [51-
54]. This force will depend on the shock strength (Mach number, M), the density of the particle relative to the fluid (

p

f

ρ
ρ

) the volume fraction of the solid ( pϕ ) and the particle size (𝑑𝑝). The key question is: how does one determine 

the relationship between each of these parameters and the force on a given particle in the cloud?  

The route pursued in this work is to perform direct numerical simulations (viewed as in silico experiments) on small 
clusters of particles subject to a range of conditions in the parameter space defined above (consisting of 

M, 𝜌𝑝
𝜌𝑓

, 𝜑𝑝, 𝑑𝑝) to learn about and quantitatively express the behavior of “representative particles”. For example, 

one can compute the drag versus time curves for particles based on such simulations as a function of the above four 
parameters. Then one can encapsulate the dependence of the drag on time as well as on the parameters in the form: 

𝐷(𝑡) = 𝑓(𝑀, 𝜌𝑝
𝜌𝑓

,𝜑𝑝,𝑑𝑝, 𝑡), which is conventionally the route taken in establishing experimental correlations or 

drag laws.  However, since the drag law to be derived is dependent in rather complex ways on multiple parameters, 
the resulting manifold in the parameter space that describes the drag law can be quite difficult to obtain.  Therefore,  

the idea of employing a device to “learn” this law from a series of computational experiments becomes attractive. 
The general concept of utilizing neural architectures to learn behaviors at a given scale that can be transmitted to 
other scales opens the possibility of using artificial neural networks (ANNs) [55-57] for multiscale modeling.  The 
current approach follows the route of ANN-based learning to effect inter-scale communication, which has been 
applied in a few instances of multiscale modeling thus far [58-63].  
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A particular application of artificial intelligence which closely parallels the application herein is that of pattern 
recognition or knowledge assimilation; this feature has been adopted for use in a variety of fluid dynamics 
applications [61, 62, 64, 65]. An ANN is capable of learning complicated behavior, i.e. effectively building a 
representation of functions of several variables by modifying a collection of weights attached to its “neurons” [57, 
66]. The computational effort in ANN applications comes from the need to train the ANN by providing it with 
sufficient samples of training data, so that the ANN can adequately construct  the manifold (in a specified 
multidimensional parameter space) representing the behavior of the system. The number of samples required to train 
the ANN depends on the complexity of the behavior to be represented and also depends on the complexity of the 
ANN itself. Once the ANN is trained however, knowledge recovery is rather rapid, and is performed by interrogating 
the ANN. This work will seek to demonstrate these concepts by applying it to solve the problem of shock-impacted 
particle laden flows as pictured in Figure 15. The attempt is to capture macroscopically observed behaviour without 
empirical “closure” models for microscopic particle-fluid interactions. Instead the link between the particle scale and 
fluid scale is established through information assimilated by the ANN from direct numerical simulations (DNS) at 
the micro-scale. 
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7.1  NUMERICS AND METHODS 

 

 

     

 

  

 

 

Figure 15. Illustration of three cases of shock-particle cluster interactions as in the shock tube experiments of 
Boiko et al. The macro-scopic cloud shape evolves differently in each case as a result of micro-scopic 
interactions between the particles and the shocklets in the cloud. The incident shock (solid line), reflected 
shock (dashed line) and transmitted shock (dash-dot line) are indicated in each case: (a)A sparse cloud of 
particles evolves into a diffuse cloud of no particular shape, with reflected and transmitted shocks of nearly 
equal strength; (b) A dense cloud evolves into a characteristic V-shaped cloud with strong reflected shock 
and weak transmitted shock; (c) A dense column evolves into a column with clustering of particles in the fore 
part and dispersed particles in the rear of the cloud. 

(a) 

(b) 

(c) 
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The micro-scale calculations are in the spirit 
of DNS, i.e. the shocked flow over an 
individual particle is fully resolved and each 
particle is in turn transported by integrating 
the forces acting on its surface; as such no 
modeling of the effect of solid on fluid or 
versa is involved. This demands that the 
computational domain be large enough to 
contain the incident shockwave, the cloud of 
particles, and shock transmission and 
reflections. In the spirit of DNS, the grid 
would need to be fine enough to capture 
necessary details of shock-particle 
interaction, particle motion, shock wave 
dynamics, transient forces, and sharp 
interfaces. Of course, limitations posed by 
computational resources and efficiency 
concerns proscribe the physical mechanisms 
that can be adequately treated in the 
simulations. Here, it is assumed that 
viscosity plays a minor role for the short 
(nanosecond) time durations over which a 
shock wave impinges on and transmits 
momentum (drag) to a particle. Most 
previous work [51, 67-71] has resorted to 

using drag laws as functions of Reynolds and Mach numbers. These types of drag laws do not explicitly define 
unsteady drag but rather an overall drag coefficient once the shock has already passed over the particles. In fact, for 
small enough particles (i.e. in the micron-range), shock passage is rapid enough that viscous effects can be neglected 
and the Euler equations can be employed to predict forces on the particles; then, viscous effects come into play at 
much longer time scales. The inertial time scale can be estimated as:  

𝜏𝑖𝑛𝑒𝑟𝑡𝑖𝑎𝑙 =  𝑑𝑝
𝑈∞

=  𝑑𝑝
𝑎
∗ 𝑎
𝑈∞

=  𝑑𝑝
𝑎
∗ 1
𝑀

              (48) 

and the viscous time scale as: 

𝜏𝑣𝑖𝑠𝑐𝑜𝑢𝑠 =  𝑑𝑝
2

𝜈
=  𝑑𝑝

𝑈∞
∗ 𝑑𝑝𝑈∞

𝜈
=  𝑑𝑝

𝑈∞
∗ 𝑅𝑒             (49) 

   

The ratio between the inertial and viscous time scale is: 

 
𝜏𝑖𝑛𝑒𝑟𝑡𝑖𝑎𝑙
𝜏𝑣𝑖𝑠𝑐𝑜𝑢𝑠

= �𝑑𝑝
𝑎

1
𝑀
� ∗ �𝑈∞

𝑑𝑝

1
𝑅𝑒
� =  �𝑈∞

𝑎
1
𝑀
� ∗ � 1

𝑅𝑒
� = 𝑅𝑒−1            (50) 

where dp is the particle diameter, U∞ is the flow velocity, a is the speed of sound, M is the Mach number, ν is the 
kinematic viscosity, and Re is the Reynolds number. The Reynolds number is defined as the ratio of inertial forces to 
viscous forces. For high speed compressible flows, the Reynolds number is very large. It usually lies in the range of 
105 to 106 even for small particles. The implication is that the effects of the viscosity of a fluid would not be 

 Figure 16.  Snapshot of the flowfield for an instant of time 
after a shock has passed through a 8% solid fraction cloud of 
particles. The reflected shock, transmitted shock and the 
interacting shocklets in the crowd are shown in the figure. 
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significant until the shock is already 105 to 106 particle diameters away;  thus in determining the motion of particles 
in the instants following shock impingement viscosity may be neglected and the driving force behind shocked 
particle motion is mainly inertial in origin. Therefore the micro-scale (DNS) calculations were performed using 
Euler equations. A sample result from one such DNS calculations for a cloud of 8% volume fraction after passage of 
a shock (Mach number of 1.7) is shown in Figure 16. DNS reveals the rich fine scale structure of the flow in the 
cloud, including shocklets and vorticity layers arising from barotropic generation mechanisms.   These intricate 
mechanisms at the micro-scale are to be captured and encapsulated in an ANN-assimilated representation of the 
forces acting on a representative particle in the cloud. 

The parameter space explored in the DNS and used to train the ANN was also limited. For the purpose of making 
comparisons, our simulations were kept fairly close to numerical calculations[53, 72-76] and experiments performed 
[50, 69, 70, 73, 77-81] and published by others. As mentioned before the parameter space is defined by the Mach 
number, the particle volume fraction, the relative density of the particle to the fluid and the time elapsed after shock 
impingement. Mach numbers were set between 1.2 and 4.0, 

𝜌𝑝
𝜌𝑓

 was kept between 100 and 3100, and 𝜑𝑝 between 

2.0% and 22.4% when large particle arrays were used. For larger particle arrays the setup is similar to the 41 particle 
cases (shown in Figure 17). The shock wave was placed at 5 units from the left boundary and traveled to the right. 

Boundary Conditions on the solid-fluid interfaces 

To handle the interfacial conditions through continuity of the mass, momentum and energy fluxes along with 
material property jumps across the interface, a ghost fluid method is employed. In the ghost fluid method, this 
translates to suitably populating the ghost points [82-84] pertaining to each phase with appropriate values of all 
variables so that the interface conditions are satisfied. At the interface of a solid body immersed in a compressible 
flow, the following boundary conditions were applied for velocity, temperature and pressure fields. For no-
penetration for normal velocity: 

n nv = U                 (51) 

where Un is the center of mass velocity for the embedded rigid object. To satisfy the slip condition for the 
tangential velocity: 

1 0
tv

=
n

∂

∂
  and  2 0

tv
=

n

∂

∂
                 (52) 

To satisfy the adiabatic condition: 

                                                                        

0T =
n

∂
∂                                      (53) 

                 

To keep the normal force balance 
at the solid-fluid boundary: 

1

2
s t

s n

ρ vp = ρ a
n R

∂
−

∂                     (54)
                   

where V


is the velocity vector in 
the global Cartesian coordinate, 

ˆnv = V n⋅


is the normal velocity, 

11
ˆ

tv = V t⋅


, 22
ˆ

tv = V t⋅


 are the 

Figure 17. Computational domain for computation of shock 
interaction with multi-particle arrays in the micro-scale DNS 
computations. 
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tangential velocities in the interface referenced curvilinear coordinates, n̂ , 1̂t , 2̂t are the normal and tangential 
vectors, R is the radius of curvature and na is the acceleration of the interface; the set of boundary conditions that 
govern the behavior of the flow near the embedded solid body and must be enforced on the real fluid by suitably 
populating the corresponding ghost points[84].   

7.2 ARTIFICIAL NEURAL NETWORK  

 The neural network used is a single feed-forward, back-propagation network[55]. It possesses one hidden 
layer of neurons between the input layer and output layer. The input layer includes one bias neuron to facilitate 
different levels of activation for each hidden neuron. The last layer consists of outputs where a final prediction can 
be used to find an error in the prediction and adapt the weights to the previous layers allowing the ANN to learn. The 
basic network layout is shown in Figure 18. 

 The ANN must go through two important phases before it is capable of producing useful predictions. The 
first phase is the training phase where a set of data is provided and the ANN learns from the data. The algorithm 
used to learn and edit the weights for each neuron is called a back-propagation algorithm. Every neuron in the 
network contains the same basis function (sigmoid in the present case) for processing data. For most cases, there is 
only one output neuron that sums all its inputs to arrive at a final prediction. A back-propagation algorithm[55] takes 
the predicted values and compares it to the expected values (i.e. to the target output for the given inputs in the 
training set). Depending on the error between the two, the weights for each neuron is edited. The testing of the neural 
network is performed by making a random selection from the data set (until all the data are run through) and each 
data point is used to train the neural network once per cycle. When the ANN is in training, it should be learning from 
every point in a data set, otherwise learning will be biased. Every iteration step for an ANN consists of cycling 
through the total number of data points in a data set. The error produced on every iteration step can be plotted to 
show a convergence curve on how the ANN is being trained. One such convergence curve for the training of ANN is 
shown in results section. Note that as the iterations increase the learning of the ANN saturates and convergence is 
declared at a pre-specified error tolerance or maximum iteration count. 
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When the training phase is 
complete, an artificial neural network 
can be tested by querying with a 
testing set of input data. The resulting 
output from the ANN is compared 
against the desired output 
corresponding to the input parameters 
for that testing set. The ANN is 
assessed to have successfully learned 
if the error produced for the testing 
set is below a desired tolerance. 
Querying an ANN at multiple points 
inside the parameter space allows 
testing for the robustness of the 
prediction from the ANN; in general 
the prediction deteriorates at the 
fringes of the parameter space or in 
regions of parameter space where 
training data are sparse.  The 
performance of the ANN as a 
function approximation device is 
illustrated in results section.  

8  VALIDATION AND  
RESULTS 

 The numerical results presented in this work are obtained by solving the hyperbolic system of equations 
(Eqs(1-4)) using a third-order TVD-based Runge-Kutta scheme for time integration and a third-order convex ENO 
scheme  for spatial discretization . Since the numerical schemes implemented in this work are well established, the 
implementation details are not presented here. Interested readers may refer to the original articles [46, 85] for 
details. For grid adaptivity, a gradient-based refinement criterion is used to identify and tag cells for refinement . 
The parameters corresponding to Mie-Grüneisen E.O.S. and Johnson-Cook material model are listed in Tables B-1 
& 1 respectively. Careful benchmarking examples are presented in the following sections. 

8.1 RESULTS FOR AXIS-SYMMETRIC PROBLEMS 

8.1.1 IMPACT OF A COPPER ROD OVER A RIGID SUBSTRATE - AXISYMMETRIC 
TAYLOR BAR EXPERIMENT 

8.1.1.2  IMPACT AT 227 M/S – VALIDATIO 

Figure 18. Architecture of the ANN employed in the present work. 
A feed-forward back-propagation network with  sigmoid basis 
function was used. 



 

30 

DISTRIBUTION A 

 

 

Taylor bar test  on a copper rod is considered. The Taylor bar impact test is a standard test problem to 
verify and validate numerical and experimental observations. Taylor , after an extensive analysis of the impact of a 
cylindrical specimen over a rigid flat substrate, depicted the deformation process as a sequence of elastic and plastic 
wave propagation in the cylinder. In the two-dimensional axisymmetric setting, a cylindrical rod made of copper 
with an initial radius of 3.2 mm and a length of 32.4 mm impacts a rigid flat substrate at 227 m/s (Figure 19). A 
computational domain of radius 8 mm and length 34.0 mm is chosen for this simulation. The top and right end of the 
computational domain are prescribed with Neumann conditions. The presence of rigid wall on the bottom end of the 
domain is modeled by enforcing a reflective condition. The left end of the domain is prescribed with symmetry 
condition (with Sxy = 0). The rod has an initial density of 8930 Kg/m3, Young's modulus E = 117 GPa, Poisson's 
ratio 0.35ν = , and yield stress Y 400MPaσ = . The material is assumed to harden linearly with a plastic modulus 
of 100 MPa. The calculations are performed up to a time of 80µs (at which point nearly all the initial kinetic energy 
has been dissipated as plastic work) on a base mesh of size Gx 0.5mm∆ = with 3, 4 and 5 levels of mesh 
refinement. 

Figure 19.  Initial configuration for two-dimensional axisymmetric Taylor test on a Copper rod. 
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Figure 20. Snapshots of pressure and effective plastic strain contours at different instants in time for the 
axisymmetric impact of Copper rod at 227 m/s. 
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The CFL number is set to 0.4 for this computation. The impact of the rod with the bottom rigid surface results in a 
precursor compressive elastic wave traveling in the bar followed by a slower nonlinear plastic wave front. The 
elastic wave travels the entire length and the width of the rod, and is reflected off the free surface as relief wave. The 
deformation of the rod ends with the reflected elastic wave interacting with the plastic wave, since the stress is 
reduced to zero . The initial deformation of the rod is along the line of contact with the rigid substrate (Figure 20). 
The jetting of the rod continues along the line of contact up to 40 µs at which point the material begins to harden 
(Figure 20). With the hardening of the material near the foot of the rod, the plastic wave moves up the rod resulting 
in the bulging of the base as shown in Figure 20. At around 80 µs, the rod comes to rest (Figure 20). 

 

 

 

 

 

 

Figure 21. (a)&(b) The evolution and the topology of the interface at different instants in time for three 
different impact velocities 

  

(a) 227 m/s 
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Table 2: Comparison of results for the axisymmetric impact of Copper rod at 227 m/s. 

 

 

 

 

 

 

 

              

 

 Case   Final Length 
(mm)  

 Final Base 
Radius (mm)  

 Maximum Pε  

 Current (3 Levels)   21.35   6.75   2.84  

 Current (4 Levels)   21.50   7.01   3.087  

 Current (5 Levels)   21.53   7.05   3.169  

 Tran et al   21.15   7.15   2.86 

 Udaykumar et al   21.4   6.97-7.24   -  

 Camacho et  al[2] 21.42-21.44   7.21-7.24   2.97-3.25 

 Zhu et al   21.26-21.40   6.97-7.18   2.75-3.03  

Figure 22. Taylor bar impact(227 m/s) results at 80µs (a) Gauss Interpolation (b) Least squares 
interpolation 
  

(a) (b) 
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In Figure 21, the evolution and the topology of the interface at different instants in time are plotted. The 
interface topology displayed in the figure corresponds to the solution obtained using 5 levels of mesh refinement. 
The interface evolution matches well with that reported in [10, 13]. To validate the present approach, the results 
obtained from the current calculations are compared with previous numerical simulations [9, 10, 13, 89]. The 
parameters, such as the final radius of the mushroom foot, the final length and the maximum effective plastic strain, 
characterizing the impact of the rod computed in the present study agree well with the previously reported values 
(Table 2). Table 2 also shows the convergence of solution with grid refinement.  The comparison of Taylor bar 
impact using different interpolation methods explained earlier is also shown in Figure 22.  

8.1.1.2 IMPACT VELOCITY OF 400 M/S  

The Taylor test is repeated with impact velocities of 400 m/s. The calculations are conducted with 5 levels 
of mesh refinement. The plots from the present calculations are displayed in Figure 23 . As expected, with the 
increase in the impact velocity the deformation in the bar is more severe. For the sake of comparison, the evolution 
of the interface at different instants in time are plotted in Figure 23. The final radius of the mushroom foot, the final 
length and the maximum effective plastic strain, corresponding to different impact velocities are tabulated in Table 
3.   

Table  3: Comparison of parameters for the axisymmetric impact of Copper rod for different impact velocities 

Case   Final Length 
(mm)  

 Final Base Radius 
(mm)  

 Maximum Pε  

 227 m/s  (5 levels)   21.53   7.05   3.169  

 400 m/s  (5 levels)   10.56   12.81   5.01  
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8.1.2  2D AXISYMMETRIC PENETRATION OF STEEL TARGET BY WHA LONG ROD 

The validation of the present method for two deformable objects with different material properties is carried out 
using a slender tungsten heavy alloy (WHA) rod projectile penetrating an initially planar target made of a steel plate. 
Plates of 29.0 and 49.5 mm thick are tested at incident velocities of 1250 m/s and 1700 m/s. The thickness of the 
plates are consistent with the previously determined ballistic limits for the considered impact velocities [2]. 

 

Figure 23. Snapshots of pressure and effective plastic strain contours at different instants in time for the 
axisymmetric impact of Copper rod at 400 m/s 
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Figure 24. Initial configuration for the penetration of Steel target by Tungsten rod. 
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Figure 25. Contours of equivalent plastic strain (𝜀𝑝) and velocity of a tungsten rod penetrating a steel 
plate at 1250 m/s. 

(a) 20  µs (b) 40 µs  

(c) 60 µs (d) 80 µs 
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(a) 20 µs (b) 40 µs 

(c) 60 µs (d) 80 µs 

Figure 26. Contours of equivalent plastic strain and mesh evolution of a tungsten rod penetrating a 
steel plate at 1250 m/s. 
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(a) 20 µs (b) 40 µs 

(c) 60 µs (d) 80 µs 

Figure 27. Snapshots of the interface topology of a tungsten rod penetrating a steel plate 
at 1250 m/s. 
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A schematic defining the problem is shown in Figure 24. The response of the materials are modeled using 
the Johnson-Cook material model (Table 1). The friction between the two impacting surfaces is neglected 
in these calculations. The simulations are carried out on a base mesh of size Δ𝑥𝐺 = 0.0005 with 4 levels of 
mesh adaptation.  

 In the previous Eulerian calculation reported in , the solutions were obtained on a truncated domain  
(0.0125 m X 0.02 m) with a grid density of 100x688 mesh points. With the adaptive mesh refinement 
facility employed in this work, the present computations are performed on the actual size of the rod and 
plate as employed in the previous experimental observations  and numerical calculations [2]. In Figures 25, 
26 & 27, the contours of effective plastic strain P( )ε and velocity, the evolution of mesh and the interface 
topology are plotted for the impact velocity of 1250 m/s. As can be seen from the figures, the response of 
the projectile and the target agrees well with the calculations reported in [2]. The ejecta, which were not 
captured by the previous particle level set approach , are predicted very well and matches with the 
Lagrangian calculations presented in [2]. The maximum equivalent plastic strain is found to be around 4.5. 
The plastic strains obtained using the adaptive Lagrangian FEM [2] agree very well with the present results 
both in terms of the magnitude and distributions of the plastic strain. In particular, a trough in the plastic 
strain distribution is noticed in both results and occurs near the bottom surface in the steel plate at the 
symmetry axis (Figure 25). The ejection length of the WHA material also agrees well with [2]. The 
maximum positive V-component velocity is observed around 40µs occurring in the ejecting mass of the 
WHA material. At around 80µs, the rod comes to rest. The recorded maximum temperature is around 1575 
K in the WHA material which is well below the melting temperature of 1777 K for WHA and 1723 K for 
steel. The highest temperature occurs at around 40µs, and decreases as the rod goes to rest. 

 

 

 Figure 28. Projectile nose and tail (a) velocities and (b) trajectories of a tungsten rod 
 penetrating steel plate at 1250 m/s. 
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(a) 20 µs (b) 40 µs 

(c) 60 µs (d) 80 µs 

Figure 29. Contours of equivalent plastic strain and velocity of a tungsten rod penetrating a steel 
plate at 1700 m/s. 
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(a) 20 µs (b) 40 µs 

(c) 60 µs (d) 80 µs 

Figure 30. Contours of equivalent plastic strain and mesh evolution of a tungsten rod 
penetrating a steel plate at 1700 m/s. 
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(a) 20 µs (b) 40 µs 

(c) 60 µs (d) 80 µs 

Figure 31. Snapshots of the interface topology of a tungsten rod penetrating a steel plate at 
1700 m/s. 
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Figures 28 (a) & 28 (b) show the projectile nose and tail trajectories and velocities as a function of time, 
which are compared with the superposed results from experiment  and numerical calculations [10, 13]. Also 
plotted are the initial positions of the rear and impact surface. The predicted penetration depths are in good 
agreement with experiments. The present work appears to produce better agreement with experiments when 
compared to previous calculations [10, 13].  

The next set of calculations correspond to the impact velocity of 1700 m/s. The results from the 
current caclulations are presented in Figures 30, 31 & 32. The contours of effective plastic strain ( )Pε and 

Figure 32. Projectile nose and tail (a) trajectories and (b) velocities of a tungsten rod 
penetrating steel plate at 1700 m/s. 
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velocity, the evolution of mesh and the interface topology, for the impact velocity of 1700 m/s, are plotted 
in Figures 29, 30 & 31. The maximum equivalent plastic strain recorded for this impact velocity is around 
5.0. The maximum value and the distribution of the plastic strain reported in [2] agrees very well with the 
present computations. In contrast to the lower impact velocity (1250 m/s), the projectile is completely 
consumed by the target forming a slightly larger crater and longer penetration depth. Similar to the lower 
impact velocity case, the rod comes to rest with only small residual velocities around 80µs. To validate the 
computations, the trajectories and the velocity histories for the nose and tail of the projectile are plotted in 
Figure 32. Also shown in the figure are the superposed results from experimental observations and 
numerical calculations [2]. As evident from the figure, the numerical results are in excellent agreement with 
experiments. The example clearly validates the current method for very different speeds of interactions. 

8.1.3  SHOCK WAVE INTERACTION WITH HEMISPHERICAL GROOVE 

 In this example, a planar shock wave interacting with a hemispherical groove in a Copper matrix 
is considered. This model can also be viewed as a prototype for a hemispherical Explosively Formed 
Projectile (EFP). A planar shock wave generated by contact explosion interacts with a hemispherical 
groove of radius 15 mm (Figure 33). The generated shock wave corresponds to a particle velocity of 540 
m/s and a pressure ratio of 230 Kbar . The center of the groove is located at 29 mm from the bottom surface 
of the plate. The shock is initiated by accelerating the velocity at the bottom domain from 0 to 540 m/s. A 
computational domain of 250 mm × 30 mm is chosen. A base mesh of size gx 0.003∆ = with 4 levels of 

mesh refinement is selected. The simulation is run to T = 100 µs. The Johnson-Cook material model is 
employed to simulate the response of the Copper matrix.  
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Figure 33. Snapshots of velocity contours and mesh evolution at different instants in time for the 
response of a hemispherical groove to a shock wave. 
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    The interaction of the shock wave with the hemispherical groove results in a reflected expansion 
wave and formation of a jet as documented in the experimental work reported in  and subsequently in the 
numerical work reported in . The jet reaches a maximum velocity of 2750 m/s at about 12 µs and continues 
to jet until it reaches the target. The maximum jet velocity and the jet diameter obtained from the present 
calculations are compared with the previous computational  and experimental observation  in Table 4. The 
mesh topology and the velocity contours are shown in Figure 33. In Figure 34, the interface topology at 
different instants in time are plotted. The evolution of the interface closely follows the results reported in . 

Table 4: Comparison with experimental and computational results for the jet velocity and diameter. 

  Velocity (cm/s)   Diameter ( cδ , cm)  

 Present   0.275   0.58  

 Computation    0.264   0.62  

 Experiment   0.27   0.6  

Figure 34. Topology and evolution of the interface at different instants in time for 
the response of a hemispherical groove to a shock wave. 
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8.1.4 PERFORATION OF ALUMINUM PLATES BY CONICAL-NOSED 
PROJECTILE 

Numerical simulations of a conical-nosed projectile perforating cylindrical target plates are performed next. 
The conical nosed projectile is made of Tungsten and the cylindrical target plate is made of 5083-H131 
Aluminum. The geometry and the problem set up can be found in the experimental studies conducted in . 
Prior numerical calculations for this problem have been reported in [2]. Two plates of thickness 12.7 mm 
and 50.8 mm impacted at velocities 1195 m/s and 1176 m/s respectively are considered. The initial problem 
configuration is displayed in Figure 35.  

 

The Johnson-Cook material model is employed to simulate the response of the projectile and the target. 
Consistent with the parameters selected in [2], the Taylor-Quinney coefficient 𝛽 is set to zero. Both the 
simulations are carried out on a base mesh of size gx 0.001∆ =  with four levels of mesh refinement. The 

histories of effective plastic strain (𝜀𝑃) along with the mesh evolution are displayed in Figures 36 & 37. The 
conical nosed projectile, upon impacting the target, forms a hole with cavity diameter equal to the shank 
diameter of the projectile. As reported in [13, 92] , the impacting projectile is practically undeformed for 
both incident velocities. This can be readily seen from the snapshots displayed in the Figures 36 & 37. The 
sharp conical nose of the projectile is retained intact even when the interface is moved using the traditional 
level set advection procedure (with no Lagrangian particles for correction). The mesh adaptation and 
evolution displayed in the figures clearly show that the regions with fine mesh are concentrated in regions 
with significant plastic strain. The maximum effective plastic strain computed for the 12.7 mm thick 
Aluminum plate is 1.52 which is close to the value (1.50) reported in . However, the value registered for the 

Figure 35. Initial configuration for the penetration of Steel target by Tungsten 
rod. 
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50.8 mm thick Aluminum plate is 2.05 which is slightly greater than the value reported in. Nevertheless, 
the response of the plate closely follows the trends reported in [13, 92]. 

 

 

 

 

Figure 36. Snapshots of effective plastic strain (𝜀𝑃) contours and mesh evolution at different instants in 
time for the perforation of 12.7 mm thick Aluminum plate at an incident velocity of 1195 m/s 
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8.1.5 AXISYMMETRIC DYNAMIC-TENSILE LARGE-STRAIN IMPACT-
EXTRUSION OF COPPER 

An experimental study on the influence of grain size on the response of Copper was conducted in . 
In this section, the numerical computations of the dynamic extrusion of Copper sphere are presented. The 
example problem considered here consists of a Copper sphere of 7.6 mm in diameter undergoing a tensile 
extrusion process. The extrusion process is carried out by impacting the Copper sphere at 400 m/s towards 
the extrusion die. The extrusion die made of hardened Steel is designed with an entrance diameter of 7.62 
mm and an exit diameter of 2.28 mm, a reduction of 70 % in cross sectional area as shown in the Figure 38. 
A base mesh of size gx 0.0005∆ =  is chosen with 4 levels of mesh adaptation. The Johnson-Cook 

material model is employed to capture the response of the sphere and the extrusion die.  

Figure 37. Snapshots of effective plastic strain (𝜀𝑃) contours and mesh evolution at different 
instants in time for the perforation of 50.8 mm thick Aluminum plate at an incident velocity of 
1176 m/s 
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The evolution of the effective plastic strain ( )Pε and velocity contours at different instants in time are 

displayed in Figure 39. The initial impact of the sphere (at about 10µs corresponding to the instant shown 
in Figure 39) on the extrusion die results in the acceleration of the leading edge of the sphere as it exits the 
die . At about 20µs, corresponding to the instant shown in Figure 23, the conical-shaped portion of the 
sphere comes to rest in the extrusion die. This can be easily verified from the velocity contours registered in 
Figure 39 and in the subsequent Figures 40 & 41. A portion of the sphere continues to remain at rest in the 
die while the leading edge of the sphere stretches to form a shape-charge jet. Figure 24 shows the onset of 
the initial necking process which subsequently forms three major fragments (as verified by the 
experimental observations ). These fragments are clearly visible in the Figure 41. The jet continues to 
stretch and results in further splitting up of fragments that can only be captured with explicit damage 
models. Despite the lack of a damage model, the present calculations are able to predict the overall 
behavior of the extrusion process that matches well with the experimental predictions reported in . The 

maximum equivalent plastic strain ( )Pε was observed during the jetting phase and corresponds to a value 

of 9.3. The numerical computations conducted in  reports a value of 9.0, which is in close agreement with 
the current predictions.  

 

Figure 38.  Initial configuration for the axisymmetric dynamic-tensile impact-extrusion of Copper. 
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Figure 39. Snapshots of effective plastic strain and velocity contours at different instants in time for the dynamic tensile 
extrusion of Copper. 

(a) 10 µs (b) 20 µs 

(c) 30 µs (d) 40 µs 
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Figure 40. Snapshots of velocity contours and mesh evolution at different instants in time for the dynamic tensile 
extrusion of Copper. 

(a) 10 µs (b) 20 µs 

(c) 30 µs 
(d) 40 µs 
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8.2  HANDLING OF FRAGMENTS IN CASE OF SEVERE PLASTIC 
DEFORMATION 

Most of the cases shown in section 8.1 deals with plastic deformation of material in the event of 
high speed impact or penetration. Generally in case of high speed impact or penetration of a hard impactor 
on soft target, the target undergoes negligible elastic deformation and then severe plastic deformation. 
Finally if the speed of impactor  is very high and the target is not thick enough to completely absorb the 
energy of incoming impactor, the resultant scenario can lead to total fragmentation of target material.  The 
example consider here consist of a slender tungsten target penetrating a thin aluminium plate at 1250 m/s. 
The dimensions of impactor and target are shown in Figure 42. A computational domain of radius 15 mm 
and length 32.0 mm is chosen for this simulation. The top and right end of the computational domain are 
prescribed with Neumann conditions. The presence of rigid wall on the bottom end of the domain is 
modeled by enforcing a reflective condition. The left end of the domain is prescribed with symmetry 
condition (with Sxy = 0). 

The simulation was done using three different mesh sizes of 0.0001 m, 0.00005m and 0.000025m 
respectively to see the grid dependence as shown in Figure 43 . It was observed that grid size smaller than 
0.00005 doesnot change solution to much extent. The snapshot of target and impactor for three different 
mesh sizes at 12µs.  

Figure 41. Topology and evolution of the interface at different instants in time for the dynamic tensile extrusion of 
Copper 
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The results for total framentation is shown in Figure 44. The tungsten rod completely penetrators 
the steel target resulting in small fragments. The projectile and the part of target then interacts with the rigid 
surface resulting in high speed impact and total deformation of both projectile and target. Finally the tiny 
fragments separated from  steel target interacts with deformed tungsten projectile shown in Figure 44. 

  The results shown here are totally besed on resolution and not on a damage model. The idea here 
is to extend the methodology by using a damage model where the parts of material will be physically 
separated due to the state of stress. 

 

0.0025m 
  

  

  

Tungsten 

  

  

0.015m 

0.005m 

V=-1250 m / s 

Steel 

0.03 m 

Figure 42. Initial configuration for the penetration and fragmentation of Steel target by  Tungsten 
rod  
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Figure 43. Snapshot of tungsten rod penetrating into a steel target at 12µs for 
different mesh sizes (a) 0.0001 (b) 0.00005 (c) 0.000025 

(b) 

 (c) 

(a) 
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Figure 44. Total fragmentation of steel target as different times,(a)-(h),5µs - 40µs  

(b) 10µs 

(g) 35µs (h) 40µs 

(f) 30µs (e) 25µs 

(d) 20µs (c) 15µs 

(a) 5µs 
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8.3 VALIDATION OF PARALLEL ALGORITHM 

In this section, validation of the parallel solution of moving boundary problems will be presented. A 
standard solid impact test case is solved to demonstrate the successful treatment of the GFM approach with 
an embedded boundary defined by a levelset in parallel setting Thereafter, the main problem of 3-
dimensional material dynamics is addressed. This problem typically required large scale computing and 
thus utilizes the full functionality of the parallelized solver. 

8.3.1 AXISYMMETRIC TAYLOR BAR TEST AT 227 M/S 

The Taylor test is used as a canonical test problem 
to verify and validate numerical and experimental 
observations. This is a two dimensional case in 
which a cylindrical rod made of copper impacts a 
rigid flat substrate at 227m/s. A computation 
domain of radius 15.0mm and length of 34.0 mm 
is chosen for this simulation. The top and right 
ends of domain are prescribed with Neumann 
boundary conditions. The presence of rigid wall at 
the bottom end of domain is modeled by enforcing 
a reflective boundary condition. The left end of 
domain is prescribed with symmetry condition. 
The simulation used 4 processors with a mesh size 
of 0.075 mm. The rod has an initial density of 
8930 kg/m3, Young’s Modulus of 117GPa, 
Poisson’s ratio of 0.35, and yield stress of 
400MPa. The material is assumed to harden 
linearly with plastic modulus of 100MPa. The 
calculations are carried up to 80µs at which point 
nearly all the initial kinetic energy has been 

dissipated as plastic work. Figure 45 shows the contours of pressure and effective plastic strain at the final 
time of 80µs. Table.5 shows the comparison of present results on the Taylor bar impact case with other 
computer codes.  

Table 5. Comparison of results for axisymmetric impact of copper bar 1t 227 m/s. 

Case 227 m/s Final length (mm) Final Base Radius (mm) Maximum EPSBAR 

Current setting 21.45 6.8 3.0 

Camacho et al[2] 21.42-21.44 7.21-7.24 2.97-3.25 

Tran et al 21.15 7.1 2.86 

8.4 THREE DIMENSIONAL RESULTS 

FIGURE 45. Snapshots of pressure and 
effective plastic strain at 80 µs 
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The results shown in this work are three-dimensional impact of Taylor bar , perforation and ricochet 
phenomenon in thin plates and total fragmentation of a thin plate.  These results are obtained by solving the 
hyperbolic system of equations, Eq(1-4) using a third-order TVD-based Runge-Kutta scheme  for temporal 
discritization and a third-order convex scheme  for spatial discretization. These numerical schemes are well 
established and details for these can be seen in above-mentioned references. The parameters corresponding 
to Mie-Gruneisen E.o.S and Johnson-Cook material model are given in Table 

8.4.1 TAYLOR BAR IMPACT 

 In this section we will show two cases of impact of a copper rod on a rigid surface. The first case is a     
benchmark problem, impact at 227 m/s and the second case is impact at 400m/s to show the handling of  
high deformation and strain rates. 

8.4.1.1 IMPACT AT 227 M/S  

During World War II, Taylor conducted an 
analysis on specimens deformed at very high rates 
of strain . These experiments  involved impact of a 
cylindrical specimen over a rigid flat substrate, 
depicted the deformation process as a sequence of 
elastic and plastic wave propagation into the 
cylinder. The Taylor bar impact test is a standard 
test problem to verify and validate numerical and 
experimental observations. A copper bar of length 
32.4 mm and 3.2 mm radius impacts on a rigid flat 
surface at 227 m/s. The computational domain 
consists of cuboid of dimensions 16 mm X 16 mm 
X 34 mm. The domain decomposition is shown in 
Figure 46 below. The bottom surface of the 
domain is given reflective boundary conditions 
and all other surfaces are prescribed with 
Neumann boundary condition.  The standard 
material properties for copper are used which can 
be found in high speed impact literature [10, 13].   

               The mesh chosen is uniform with mesh size of 0.15 mm.  The numerical simulation is performed 
to a time of 80 µs which marks the end of deformation process with material being deformed plastically. 
The results for Y-direction velocity during the course of simulation are shown in Figure 47. These results 
give good agreement with experimental analysis. The two key things found in experimental analysis was 
that the deformed part presents a “mushroom” at the end that is accentuated  as the velocity of impact 
increases and the boundary between the plastically deformed and the undeformed regions cannot be easily 
seen. The “mushroom” part is observed in following simulations with the radius of the mushroom 
increasing with increase in impact velocity.  

         Figure 46.  Load balanced domain 
decomposition created using METIS 
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As observed by Taylor, the process of deformation is a sequence of elastic and plastic wave propagating to 
cylindrical bar.  Initially the elastic wave is faster than the plastic wave and travels until it reaches the back 
surface of Taylor bar. It then reflects towards the plastic wave as a relief wave marking the end of 
deformation process. It was noticed that the jetting phenomenon continued till 40 µs at which point 
material begins to harden resulting in bulging at the base of material. The other observable quantities such 
as pressure and effective plastic strain at the cross section of bar is shown in Figure48 and Figure49.It was 
also observed that the effective plastic strain is concentrated mostly at the base of bar, Figure49. 

Figure 47. Y-direction velocity contours at a cross-section of  Taylor bar at 20µs, 40µs,   
60 µs  and 80µs in clockwise direction starting from top left. 
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Figure 48. Pressure contours at a cross-section of Taylor bar at 20µs, 40µs, 
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It is a scalar parameter which grows whenever a material is actively yielding i.e. whenever the state of 
stress is on the yield surface. The advantage of using level set method which accurately defines the 
interface and can handle large deformation problems can be seen in Figure 50 by mesh containing Taylor 
bar at the beginning and at the end of simulation.  This also depicts the advantage of localization of 
information on each processor as explained in section 6.  

Figure 49.  Effective Plastic Strain contours at a cross-section of Taylor bar  

              

 



 

63 

DISTRIBUTION A 

 

Finally the impact time history of the variation of the dimensions of the bar was compared with LSDYNA 
3D code , IPSAP method  and parallel 3D PIM code  as shown in Table.6. It also depicts that the results are 
in good agreement with other references. 

Table 6 Comparison for three-dimensional Taylor bar Impact problem 

Code  Final length (mm) Final Radius (mm) 

Parallel 3D PIM  21.6 7.1 

IPSA  21.52 7.0 

LS-DYNA   21.23 6.18 

Current work 21.80 6.36 

8.4.1.2  IMPACT AT 400 M/S  

 
 This section will briefly show the results at higher impact velocity. This impact simulation at 400m/s 
shows that the current method can handle large deformations and strain rates. The results from this 
simulation are shown in Figure 51. It can be seen that the deformation is very severe in this case with bar 
reducing to one third of its initial height. 
 

Figure 50.  Mesh defining the topology of Taylor bar at the beginning (left) and at the end (right) of 
simulation 
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 The final value of effective plastic strain has also increased to 3.7 as the jetting phenomena lasts longer 
compared to slower impact at 227m/s. 

8.4.2 PERFORATION AND RICOCHET PHENOMENON IN THIN PLATES 

 Most of the impacts in everyday life occur at an angle and are not inline. The real test of a three 
dimensional multi-material code is to simulate impact/penetration phenomena at an angle. In this section, 
three-dimensional high speed impact dynamics of two bodies is shown.  A mild steel sphere with velocity 
of 610 m/s is impacted on a mild steel plate at an angle of 60 degrees. The diameter of mild steel is 6.35 
mm and the dimensions of plate are 40 mm X 25 mm X 1.5 mm as show in Figure 52. The material 
properties and E.o.S. parameters are given in Table 1 and Table A.2.1 respectively. 

 

Figure 51. Y-direction velocity contours and Effective plastic strain for Impact at 400m/s at 80µs. 
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A uniform mesh size of 0.1 mm is used with total number of grid points close to 16 million. The simulation 
is done using 64 processors. The initial mesh topology of sphere and plate is shown in Figure 53.  

 

The high speed sphere undergoes a sphere deformation and ricochets from plate as shown by section view 
in Figure 54. The velocity vectors shown in Figure 54 illustrate the ricochet phenomena observed during 
impact at high angles.  

 

Figure 53.  Initial mesh topology of mild steel sphere and mild steel plate.  

Figure 52.  Initial setup of mild sphere impact on a thin mild steel plate.  
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The section views of final deformation  shown in Figure 55(a) and 55(b)  are in excellent agreement with 
experimental results and Lagrangian numerical computations[27, 30]. 

 

The interface topology at different instants of time is shown in Figure 56. 

 

 

Figure 55. Mild steel impact at 610m/s (a) Side view of deformed sphere  (b) Top view of  deformed sphere. 

Figure 54.  Section view of impacted sphere and plate with velocity vectors showing ricochet 
phenomenon. 
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The velocity contours of inclined impact are shown in Figure57 and Figure58.  The sphere at high speed 
comes to rest at 80μs. 

Figure 56. Interface topology at 20µs, 40µs, 60 µs and 80µs in clockwise direction starting from top left. 
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Figure 57. Y-direction velocity contours of mild steel impact at 20µs (top) and 40μs (bottom). 
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8.4.3 FRAGMENTATION OF A THIN PLATE 

Generally in case of high speed impact or penetration of a hard impactor on soft target, the target undergoes 
negligible elastic deformation and then severe plastic deformation. Finally if the speed of impactor  is very 

Figure 58. Y-direction velocity contours of mild steel impact at 60µs (top) and 80μs (bottom). 
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high and the target is not thick enough to completely absorb the energy of incoming impactor, the resultant 
scenario can lead to total fragmentation of target material.  The example consider here consist of a slender  

 

tungsten target penetrating a thin aluminum plate at 2000 m/s. The material properties and E.o.S. 
parameters are given in Table 1 and Table A.2.1 respectively.  

The diameter of impactor is 1.5mm and  its length is 3.5mm. The thickness of target is 1 mm. A 
computational domain of  10mm X 10mm X 10mm is chosen for this simulation. All the faces except the 
bottom face of domain are prescribed with Neumann boundary conditions. The bottom face acts as a rigid 
wall resulting in enforcement of reflective boundary condition. The result for total fragmentation is shown 
in Figure 59 above. The results shown here are totally besed on resolution and not on a damage model. The 
idea here is to extend the methodology by using a damage model where the parts of material will be 
physically separated due to the state of stress. 

8.5 RESULTS FOR MULTI-SCALE MODELING USING ANN 

Figure 59. Interface topology of impactor and target showing total fragmentation. 
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8.5.1 VALIDATION OF THE FLOW SOLVER 

 The computer code employed in the present work has been extensively validated for a range of 
compressible multimaterial flow problems [3-5]. However, to ensure the reliability of our code for the 
present calculations, the drag force for a cylinder in shocked flow was computed using the same parameters 

as Drikakis et al. [72]. The comparison of the non-dimensional drag force is shown in Figure 60.  The 
transient drag curves produced by Drikakis et al. and by the present calculations show minimal difference in 
peak magnitude, even though Drikakis et al. employed Navier-Stokes computations for rather modest 
Reynolds numbers for their calculations.  The similarity of the drag behavior for the Euler and Navier-
Stokes computations supports the present inviscid computations for the shock-particle interaction, 
particularly for the high Reynolds numbers that apply to the particles considered by Boiko et al and targeted 
in the present work.  

8.5.2 EXAMPLES OF ANN LEARNING PROCESS 

Figure 60.(a) Comparison of drag versus time curve from the present computations with the 
Navier-Stokes computation of Drikakis et al. The Mach number was 1.3. (b) The flowfield 
developed in shown in the form of iso-density contours for a time instant when the shock has 
passed all the way around the cylinder. 

(b) (a) 
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 Learning a drag law 

When a planar shock wave hits a stationary spherical particle and passes over it, the drag force on the 
particle (i.e. force exerted on the particle) changes throughout shock passage. Such drag versus time curves 
have been obtained by Tanno et al. [77] in experimental (shock tube) setup. Empirical drag laws used in 
transporting Lagrangian particles in macro-scale simulations do not capture the transient drag experienced 
by the particle as the shock passes over it. Instead, some averaged measure of steady drag is available that 
omits the details of the shock passage. With trained ANNs, however, one can retain the information on the 
drag versus time for a wide range of parameter space. Thus, information obtained from experiments or 
computations need not be discarded; it can be learned and retained as “knowledge” by the ANN[95].  This 
does not imply that a large data set is stored. Once the ANN is trained the information on the drag versus 
time behavior is stored in the weights attached to the individual neurons in the ANN; the individual data 
sets used for training can then be discarded.  Here an ANN is trained to learn the drag versus time behavior 
for single particles and clusters. 

Single Particle 

The force on a stationary particle due to shock passage is simulated first. A grid of 500 by 250 nodes 
was used and was deemed to be adequate based on the validation case above. The initial location for the 
shock wave was set to be greater than one cylinder radius away from the cylinder. The shock was allowed 

 

to impact the cylinder and continue to travel and the data for horizontal (drag) force was recorded over time. 
The particle motion was computed from Newton’s law with the force acting on the particle obtained by 
integrating the pressure over the particle surface. The chosen Mach numbers allow for comparison to 
conditions used in various experiments[50, 77]. The resulting drag versus time curves at Mach numbers 
ranging from 1.1 to 1.5 are shown in Figure 61(a). The ANN was trained using this data set. Following 
training the ANN was tested for a Mach number of 1.3 by predicting the drag versus time behavior and 
comparing it with a computed drag versus time curve. The drag versus time curve predicted by the neural 
network as well as the calculated transient drag curve is displayed Figure 61(b). The neural network was 
capable of matching the computed drag curve and reproduced the negative drag force at later times for the 
low Mach number cases. However, in this case, the peak value of the drag was underestimated by the neural 
network. This lack of agreement near the peak is due to the neural network’s sigmoid activation function 
and the fact that with the data evenly being distributed, a small number of data points exist near the peak. 
The resulting unbalanced set causes the neural network to spend more time fitting to the rest of the curve 

Figure 61. (a)  Computed drag versus time curve for shock impingement on a moving particle. The 
curves for Mach numbers in the range of 1.1 to 1.5 are shown.  The data shown comprises the 
training set. (b) Comparison of the ANN-predicted drag curve for an intermediate Mach number of 
1.3 (testing set) with the drag versus time computed by the code. 

(a) (b) 
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than the peak. The sharper the peak, the less likely the neural network will produce an accurate depiction. 
Several solutions including the use of radial or wavelet basis function neural networks ,neural network 
expansion,  multi-resolution and segmentation exist but are left for future work. 

Multiple Particles 

The drag versus time curve for a single particle with only one interacting shock wave is fairly easily 
predicted by an artificial neural network. In order to obtain a general drag curve with characteristics that 
could be applied to any particle embedded in a cloud and in a field with multiple shocklets, data was 
obtained from selected particles in an ensemble of arrangements. The particles in this case number 41 as 
illustrated in Figure 62. Simulations were performed with randomly seeded clusters of particles and by 
defining a “representative particle (RP)” embedded in the flow; much as in the case of “representative 
elementary volumes” (RVEs) employed in volume-averaged formulations of multiphase flows. One way to 
define such representative particles is to locate them at the center of a cloud of particles; this avoids edge 
effects and wave reflections from domain boundaries. The representative particles for one 

particular case are illustrated by the outline in Figure 63(a). The boundary conditions were set to simulate a 
shock tube for comparison to the works Boiko et al. [50], Tanno et al. [77] and Sun et al. [70], with the left 
edge of the domain as an inlet, the right edge an outlet, and both the top and bottom edges as reflective 
boundaries. A snapshot of the flowfield obtained can be seen in Figure 62(a). 

The drag curves for the designated RPs were extracted by the integration of pressure over the level set 
boundary; these curves are shown in Figure 62(b). The drag curves of the RPs were then averaged resulting 
in the bold curve in Figure 62(b). This averaged drag versus time curve is considered to correspond to a 
representative particle and is used to train the ANN for the particular realization depicted in Figure 61(a). 

Apart from the Mach number, the other parameters that can affect the behavior of particles in a cloud 
include the volume fraction of particles, the particle density relative to the fluid, particle shape, collisions 
between particles and viscous effects as controlled by the Reynolds number. The last three effects are not 
considered in this work as they are expected to have secondary effects in the initial phase of shock-particle 
interactions.  Of the three parameters considered, namely Mach number (M), particle density ratio (

𝜌𝑝
𝜌𝑓

) and 

volume fraction 𝜑𝑝, the effects of the 𝜑𝑝 variable are much more easily verified by direct viewing of the 

Figure 62. (a) Schlieren image of the flow field and representative particles for a shocked cloud of 
particles (Φp = 8%, M=2.8). (b) Drag versus time curves for the selected five particles in the array  
and the averaged drag (bold line). 
  

(a) (b) 
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flow field at the macroscale, as depicted in Figure 15. Thus, with all other parameters the same, the dense 
cloud case depicts a greater overall modulation of cloud shape in Figure 15(b) and greater compression of 
the cloud along the direction of flow in Figure 15(c). A comparison of the averaged drag curves (for the 
representative particle) for varied 𝜑𝑝 can be seen in Figure 63(a) for a fixed Mach number and density ratio 
and for varying Mach number with fixed density ration and 𝜑𝑝  in Figure 63(b). The next parameter 
examined in the simulations was the density of the particle. Most of the experimental models of shock-
particle interactions employed spheres made of acrylic and bronze [50]. To conform to the materials used in 
[1] the maximum 

𝜌𝑝
𝜌𝑓

  was set to 1000 and varied to a minimum value of 100. The behavior of drag force 

with respect to the variation in density is displayed in Figure 63(c). 

Thus, the simulations and drag-time curves obtained in this section cover the variation of the drag with 
time in a parameter space spanned by M, 

𝜌𝑝
𝜌𝑓

 and 𝜑𝑝. The information stored in the trained ANN is thus a 

manifold in the multidimensional parameter space that can reproduce, upon querying with an input set (M, 

 Figure 63.(a)  Drag versus time curves for different volume fractions (for M=2.8, 𝜌𝑠
𝜌𝑓

 =1000). The 

drag on a particle in a cloud decreases with increasing volume fraction. (b) Drag versus time 
curves for different Mach numbers (𝜑𝑝=8%, 𝜌𝑠

𝜌𝑓
 =1000)  Drag increases with increasing Mach 

number. (c) Drag versus time for different density ratios (M=2.8, 𝜑𝑝=8%). Drag increases with 
   

(a) (b) 

(c) 
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𝜌𝑝
𝜌𝑓

 and 𝜑𝑝, 𝑡) the output (drag force). The issue then is how to effectively utilize this stored information in 

a macro-scale solver for particle transport. 

 “Lifting” information from meso-scale calculations 

To utilize the correlations obtained above in multi-scale modeling, information must be lifted from the 
meso-scale. Since the time steps for advancing particles are large compared to the shock passage time over 
one particle (i.e. each macroscale grid cell containing an ensemble of particles) the drag-time relationship 
needs to be collapsed into quantities that pertain to macro-scale particle advection time scales. In 
Lagrangian [ref] and Eulerian [ref] approaches to particle-laden flow computations at the macro-scale, there 
are two important parameters needed for particle motion. To determine the speed and position of particles 
the momentum transferred to the particles by the shock is required. Thus, information contained in the drag-
time curve can be compressed to extract quantities of interest to the macro-scale particle transport scheme. 
When viewing a typical shocked particle drag curve (Figure 64), it is evident that there is a maximum value 
of force that is reached as the shock impinges on the particle and the drag force decays over time. These two 
characteristic values for a typical drag-time curve are maximum drag coefficient, 𝐶𝑑𝑚𝑎𝑥and relaxation time, 
τr. Once the drag versus time curve is established and the 𝐶𝑑𝑚𝑎𝑥  and τr is known, the total impulse delivered 
by the shock, It , can be computed as the area under the curve. For a standard drag curve (obtained from 
experiment or simulation), we can set τr to be represented by exponential decay and thus the impulse would 
be: 

𝐼𝑡 = ∫ 𝐶𝑑𝑚𝑎𝑥 ∗ 𝑒
−𝑡 𝜏𝑟�𝑡𝑓

𝑡𝑜
     (55) 

 Figure 64. Illustration of the idea of compressing information contained in the drag versus time for 
a particular point in parameter space into three pieces of information that are relevant to the macro-
scale computations. An exponential fit to the curve is employed to obtain the relaxation time 𝜏𝑟, the 
maximum drag 𝐶𝑑,𝑚𝑎𝑥 , and the total impulse 𝐼𝑡  delivered by the shock to the particle. The last 
quantity is computed as the area under the exponential curve fit. 

 
𝐶   

𝐼𝑡 

𝜏𝑟 
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where It is the impulse, to is the impact time, tf is the final time, 𝐶𝑑𝑚𝑎𝑥  is the maximum drag force, t is 
time, and τr is the relaxation time. In macro-scale calculations, the quantity of interest is It. In addition, since 
the impulse It acts over a time characterized by τr, once these two values are known, the momentum change 
of a particle hit by a shock can be calculated. These two pieces of information are all that is needed to 
quantify a particle’s trajectory in a macro-scale calculation. Thus, the ANN can be trained to learn these two 
quantities, in place of the drag-time curve, as functions of the parameter set (M, 

𝜌𝑝
𝜌𝑓

 and 𝜑𝑝). 

 

Single particle and particle clusters 

For each case presented, the quantified values for particle motion, 𝐶𝑑𝑚𝑎𝑥and 𝜏𝑟 to attain It were found. 
The value of It and τr were found by numerical integration and fitting an exponential decay function by 
minimizing the error between the predicted drag curve and the exponential. One such fitting with the 
impulse highlighted is shown in Figure 64. 

Figure 65. (a) ANN convergence behavior for learning the drag law for the multiple particle case. 
(b) ANN-predicted surface for the maximum drag, (c) ANN-predicted surface for the  relaxation 
time for the particle, (d) ANN-predicted surface for the impulse delivered to the particle. 
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The ANN was trained to assimilate the behavior of 𝐶𝑑𝑚𝑎𝑥  , 𝜏𝑟 It for a single particle for the ensemble of 
cases covering the parameter space. As can be seen from Figure 65,  both the It and τr increase with Mach 
number [75, 77].  

With multiple particles the effects of the shock wave interactions in the cluster results in a drag curve 
that is not monotonic. To ensure that the general behavior of shocked particles is accurately learned by a 
neural network, data needs to be collected from several representative particles in random placements, i.e. 
from an ensemble of realizations. The values of 𝐶𝑑𝑚𝑎𝑥  and τr are the two most important parameters that 
can be directly obtained from the micro-scale calculations. For particle motion that occurs in a dusty gas, 
the value of 𝜑𝑝 plays a particularly important part; the ANN must learn how the 𝐶𝑑𝑚𝑎𝑥 , τr and It varies with 
the 𝜑𝑝 in a multiple particle cloud. To assimilate this behavior, 45 different cases were simulated covering 

parameter values in the range of 1.2 4.4, 2% 22%, 100 1000s
p

f

M
ρ

φ
ρ

< < < < < < . Each case had 41 

particles placed in a staggered array and then randomly perturbed to simulate a dusty gas. The ANN was 
trained twice for each input set, with 𝑪𝒅𝒎𝒂𝒙 and τr as outputs. The training period lasted for 5000 iterations 
with 25 neurons and the convergence curve is seen in Figure 65(a). In Figures 65(b-d) slices through the 
manifold relating 𝑪𝒅𝒎𝒂𝒙 to combinations of two parameters (while holding the third fixed) amongst M, 

𝜌𝑝
𝜌𝑓

 

and 𝜑𝑝 are shown. It is obvious that the major contributor to variations in 𝐶𝑑𝑚𝑎𝑥  is the Mach number. The 
variation of 𝜑𝑝 has a significant impact on 𝐶𝑑𝑚𝑎𝑥  at higher Mach numbers and the effect of 𝜑𝑝 appears to 
be non-monotonic at higher Mach numbers. However, from Figure 65 it is observed that in the case of τr, 
both Mach number and 𝜑𝑝 have significant affects, with increasing influence of the solid fraction at higher 
Mach numbers. 

At this point, it is necessary to assess the level of error associated in the predictions provided by the 
ANN. While a rigorous error analysis and uncertainty quantification is beyond the scope of this first attempt 
at effecting multi-scale coupling in the context of shocked flows via an ANN-based modeling technique, the 
reliability of predictions obtained from the ANN was evaluated. As expected, prediction errors were smaller 
in the single particle cases because of the rather simpler particle-shock interaction phenomena involved, 
resulting in a rather smooth drag-time behavior. For the single particle case, testing consisted of randomly 
selecting a single data point and removing it from the training set. The ANN would be reset and learn the 
new training set without the removed data point. After training with the remaining data set, the ANN was 
then queried for the predicted values of 𝑪𝒅𝒎𝒂𝒙 and τr at the test point and was then checked for error (with 
respect to the DNS output at that point). Testing by selection and removal showed errors all under 2%; 
therefore for the single particle cases the trained ANN can predict the values of the required outputs to 
accuracy of a few percent when compared to the full DNS result. For the multiple particle cases, the 
prediction errors covered a broader range and also depended on the complexity of the manifold being 
represented. Due to the complex curvature of the manifold (see Figure 65) and some areas of inconsistent 
trends, the average error for the prediction of randomly removed and tested points inside the ANN 
prediction curve for It were 7.3%. The largest error for the tested cases resulted from the Mach 4.4 cases 
which are also responsible for the steep excursions on the plots of 𝐶𝑑𝑚𝑎𝑥  and It. When cases where the 
Mach number was 4.0 or above was left out and tested for, errors between 12.2% and 14.6% occurred.  The 
errors in prediction of values of 𝐶𝑑𝑚𝑎𝑥 for the multiple particle cases therefore ranged from about 7% in the 
center of the parameter space to about 12% at the edges of the parameter space.  It is likely that further 
improvements in prediction would result from more advanced ANN training schemes, such as adaptively 
learning in regions with large functional variations, by changing the architecture of the ANN itself, both in 
terms of the number of neurons and hidden layers and in terms of the basis function used in the network (for 
example by using wavelet bases or radial bases instead of the current sigmoid), and by expanding the 
parameter space and number of samples. All of these issues are being addressed in current work. 
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8.5.3 MACRO-SCALE CALCULATIONS 

 

Since the main idea behind using an ANN-based learning scheme is to create an “equation-free” lifting 
scheme[96, 97], it is necessary to perform macro-scale calculations that employ the information obtained 
from the ANN to effect Lagrangian particle motion. The resulting particle cloud evolution patterns can then 
be compared with experimentally observed phenomena, as in Boiko et al to determine if the micro-scale 
models have provided information that can be useful in making physically correct macroscale predictions. 
In the above framework, given the Mach number, 

𝜌𝑝
𝜌𝑓

, and 𝜑𝑝, the ANN can predict 𝐶𝑑𝑚𝑎𝑥  and τr. These 

values are then be placed in a Lagrangian algorithm using Newton’s second law and the particle trajectory 
is calculated.  

The trained ANN with the correlation of Mach number, 
𝜌𝑝
𝜌𝑓

 and 𝜑𝑝 to the shock-delivered impulse, It on 

a particle, can be used to predict how a shock impacted particle in a cloud will move. The result of using 
data from the ANN in combination with the Lagrangian particle advection scheme on a single particle 
inside a cloud can be seen as the solid line alongside the experimental work of Boiko et al. [50] in Figure 

 Figure 66.  Trajectory of an individual particle in a particle cloud. Experimental data from 
Boiko et al along with their computations based on an empirically fit drag law are shown. The 
trajectory obtained from the trained ANN for a single particle in a 3% volume fraction cloud 
is also shown in the figure. 
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66. The symbols are directly from experiments, the dashed line is Boiko’s computation, and the solid line is 
from Lagrangian advection using lifted behavior learned by the ANN. As can be seen the trajectory of a 
single particle computed from the present scheme is in good agreement with experiments and Boiko et al’s 
computation using the experimentally derived (fitted) drag law.  

 Macro-scale simulations were performed by treating the particles as point entities and advecting 
them according to Newton’s law, with the force acting on the particle drawn by querying the ANN. To 
ascertain that indeed the formation of the “V” shaped phenomenon is due to that of the variation in 𝜑𝑝 
several macro-scale models were performed. They included simulations that were drag law based, with low 
𝜑𝑝, with high 𝜑𝑝, and with a uniform band 𝜑𝑝. The initial particle distributions for each of these cases 
(which correspond to the cases shown in Figure 15(a)-(c)) are displayed in Figure 67 as volume 

fraction contours in the macroscopic computational domain.  For the sparse dust cloud case (as in Figure 
67(a) and 15(a)), Figure 68 shows the evolution of the particle cloud after shock impingement. In this case, 
particle dispersion occurred without a distinct pattern developing, due to a small variance in𝜑𝑝. This was 
demonstrated experimentally in Figure 15(a) drawn from Boiko’s experiments. With 𝜑𝑝  and other 
parameters all the same, each particle should experience the same motion. When the density of particle is 
increased such as in Figure 15(b), a “V” phenomenon appears (as shown in Figure 69)  as seen by Boiko et 
al. [1]. This phenomenon occurs only at the macro-scale when there is a wide range in 𝜑𝑝. In this case the 

 Figure 67.  Volume fraction fields for the three cases of particle cloud evolution presented. (a) 
For a sparse cloud of particles (200 particles); (b) For a dense cloud of particles (1000 particles); 
(c) For a dense column of particles. These three arrangements correspond to those employed in 
the experiments of Boiko et al. 

(a) (b) 

(c) 
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particles in the center of the cloud lie in a region of higher volume fraction. The particles on the periphery 
are in a region of smaller volume fraction. The peripheral particles are blown away at a faster velocity by 
the shock, while those in the center are shielded by other particles and hence move more slowly. It is this 
shielding effect that leads to the formation the triangular distribution in this case. Thus, the ANN-based 
meso-scale model that is employed in the macro-scale simulations displays behavior that is observed in 
experiments. 
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Figure 68. Macro-scopic behavior of the particle cloud with particles subject to drag laws derived from 
the ANN-predicted surface. This case of low volume fraction of the particles retains an amorphous 
particle cloud in agreement with Boiko et al.’s experiments [2]. 

(a) Time=0.0 (b) Time = 200.0 

(d) Time = 600.0 (c) Time = 400.0 

(e) Time = 800.0 (e) Time = 1000.0 
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(a) Time = 0.0 (b) Time = 300.0 

(d) Time = 900.0 (c) Time = 600.0 

(f) Time = 1500.0 (e) Time = 1200.0 

Figure 69. Macro-scopic behavior of the particle cloud with particles subject to drag laws derived 
from the ANN-predicted surface. This case of high volume fraction of the particles leads to the 
formation of a triangular particle cloud in agreement with Boiko et al.’s experiments [2]. 
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(a) Time = 0.0 (b) Time = 300.0 

(d) Time = 900.0 (c) Time = 600.0 

(f) Time = 1500.0 (e) Time = 1200.0 

Figure 70. Macro-scopic behavior of a column of particles with particles subject to drag laws derived 
from the ANN-predicted surface. This case of high volume fraction of the particles leads to the 
clustering of the particles in the fore part of the cloud and dispersal in the rear part as seen in 
experiments[2]. 
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9  CONCLUSIONS 

 A sharp interface Cartesian grid-based hydrocode is developed to solve high speed impact, collision, 
penetration and void collapse problems. The novelty of the approach lies in the manner in which the ghost 
states are defined. Collisions between interfaces are resolved by employing a simple collision detection 
algorithm. The proposed hydrocode has been applied to simulate several numerical examples spanning 
various cases of impact, penetration, ejection and collapse. The robustness, versatility and accuracy of the 
hydrocode has been established by presenting a variety of benchmarking examples. The results obtained 
show excellent agreement with experiments and other numerical simulation techniques. In addition, the 
results obtained from the present approach are shown to be superior to the previous work. The three 
dimensional extension of method has involved challenging tasks such as implementation of Ghost Fluid 
method in three dimensions, handling of levelset in parallel setting, localization of data with efficient 
storage and retrieval and efficient construction of ghost layer for inter processor communication. The 
proposed method shows good agreement with other numerical techniques. In addition, the three-
dimensional results shown in this work are first of a kind in eulerian framework. 
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APPENDIX 

A.1 GOVERNING EQUATIONS 

Because of high speeds involved in the interaction process, the governing equations comprise a set of 
hyperbolic conservation laws cast in cartesian coordinates; the governing equations take the following 
form: 

 

U F G H S
t x y z

∂ ∂ ∂ ∂
∂ ∂ ∂ ∂

+ + + =
  


                                                                                [A.1] 

For the elastic predictor step, in addition to mass, momentum and energy equations, the constitutive models 
for deviatoric stress terms are evolved. Thus the conservative variable and the fluxes in EqA.1 take the 
form given below: 
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The Source term in Eq[A.1] can be written as: 

0, , ,

, , , , , , ,
xx xy yy xz yz zz

xy xy yy yzxx xz

yzxz zz
E S S S S S S

S S S SS S
x y z x y z

S
SS S S S S S S S S

x y z

∂ ∂ ∂ ∂∂ ∂
∂ ∂ ∂ ∂ ∂ ∂

∂∂ ∂
∂ ∂ ∂

 
+ + + + 

 =
 

+ + 
 


                                                      [A.3] 

where  

( ) ( )

( )        

E xx xy xz xy yy yz

xz yz zz

S uS vS wS uS vS wS
x y

uS vS wS
z

∂ ∂
∂ ∂
∂
∂

= + + + + + +

+ +
                         [A.4] 

 

2 2 2
xxS xy xy xz xz xxS S S GDρ ρ ρ= Ω + Ω +                                                    [A.5] 

 

( ) ( ) 2
xyS xy yy xx xz zy zy xz xyS S S S S GDρ ρ ρ= Ω − + Ω − Ω +                                                   [A.6] 

 

2 2 2
yyS yx xy yz yz yyS S S GDρ ρ ρ= Ω + Ω +                                                                  [A.7] 

 
( ) ( ) 2

xzS xz zz xx xy yz yz xy zzS S S S S GDρ ρ ρ= Ω − + Ω − Ω +                                                   [A.8] 

( ) ( ) 2
yzS yz zz yy yx xz xz xy yzS S S S S GDρ ρ ρ= Ω − + Ω − Ω +                                                                 [A.9] 

2 2 2
zzS yz yz xz xz zzS S S GDρ ρ ρ= Ω + Ω +                                                                                               [A.10] 

The evolution of effective plastic strain ( pε ) and temperature (T) included in governing equations are 

given by: 

.( ) 0p
pu

t
∂ρε

ρ ε
∂

+ ∇ =
                                                                    [A.11] 

21 1.( ) ( )
3

e
kk p

T uT k T p W
t c

∂ρ ρ ε β
∂

+ ∇ = ∇ − +
                                                                               [A.12] 

where c is the specific heat, k is thermal conductivity, pW  is the stress power due to plastic work and β is 

the Taylor-Quinney parameter [2]. For the application considered in this work the conduction term  

(

 

∇2T) is small compared to other two terms. 

A.2  EQUATION OF STATE (E.O.S) 
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Closure for the set of governing equations is obtained by modeling the dilatational (pressure) 
response of the material using a suitable equation of state. To this effect, the pressure, specific internal 

energy and specific volume 1(V )ρ=  are coupled through a relation of the form:  

c
c

( e e (V )) eP( e,V ) (V ) P (V ) f (V )
V V

−
≈ + = +Γ Γ

                                                                    [A.13]            
 

where ec and Pc denote the reference internal energy and pressure at 0 K. The E.O.S shown in Eq[A.13] is 
the incomplete Mie-Grüneisen formulation . Eq[A.13]  can also be viewed as the first-order approximation 
of the state surface in the neighborhood of the measured Hugoniot curve along an isochoric path . (V )Γ  
in Eq [A.13] is the Grüneisen parameter defined as  

0 0
v

P(V ) V |
e

∂ = = ∂ 

Γ ρ
Γ

ρ                                                                                                                  [A.14]
 

where 𝜌0 is the density of the unstressed material. As pointed out in , it is important to note that the Mie-
Grüneisen formulation is not applicable for problems with phase change.   

 Material  
0

3( Kg / m )
ρ

 
ν  c

(W / m K )−  K
( J / Kg K )−   0Γ  0c

( m / s )  
 S 

 Copper   8930   0.35  383.5   401   2.0  3940   1.49 

Tungsten 
heavy alloy  

17600   0.29   477   38   1.43   4030   1.24 

 High-hard 
steel  

 7850   0.30   134   75   1.16  4570   1.49 

Aluminum   2700   0.30   896  166.9   1.99       5386  1.339 

Mild Steel 7870 0.3 481 38.0    2.17       4569  1.49 

Table  A.2.1: Parameters for the Mie-Grüneisen E.O.S. for commonly used materials 

Accommodating for negative pressure (tension) and preserving the positivity of sound speed-
squared, the function f(V) in Eq[A.13] is written as  



 

87 

DISTRIBUTION A 

2
0 0

0 02 2

2
0 0

0

1 ( )
2(1 )

( )
1 1

c
V V V V

Vs
f V

c V V
V V

 Φ Γ − − ∀ ≤  − Φ   =  
  − ∀ >    

ρ

                                                                             [A.15]

 

In the above expression, the constants c0 is the bulk sound speed and 𝑠 is related to the isentropic pressure 
derivative of the isentropic bulk modulus . The c0 and s are coefficients relate the shock speed Us and the 
particle velocity UP. Experiments on solids provide a relation between  Us and Up. A first approximation 
consists of a linear relation given as  

 

                                                                                                                                    [A.16]    

The expression for the speed of sound in the material is then given by  

2
2

e

P P P Pc e f '(V )
ρ

 ∂ ∂
= + = Γ + + Γ ∂ρ ∂ρ ρρ  

                                                                                   [A.17]

 

The parameters for the Mie-Grüneisen E.O.S. for some of the materials used in this work are given in Table 
A.2.1. 

A.3 CONSTITUTIVE RELATIONS 

The response of materials to high intensity (shock/impact) loading conditions are modeled by 
assuming the additive decomposition of strain,  

 
E P

ij ij ijD D D= +                                                                                        [A.18]                                        

where 𝐷𝑖𝑗 is the total strain-rate tensor given as,  

1
2

ji
ij

j i

uu
D

x x
 

= +  
 

∂∂
∂ ∂

                                                                                                                              [A.19]                                                              

E
ijD  and P

ijD  are the elastic and plastic strain-rate components respectively, and ui is the velocity 

component. The validity of additive strain rule can be justified for the relatively small elastic strain-rate 
experienced in the high speeds considered in this work. Assuming incompressibility of the plastic flow 

P
ij( tr( D ) 0 )= , the volumetric or dilatational response is governed by an equation of state while the 

deviatoric response obeys a conventional flow theory of plasticity [10, 99]. Hence, the total stress in the 
material can be expressed as  

ij ij ijS P= −σ δ                                                                                                                                         [A.20]
 

s 0 pU c sU= +
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where ijσ is the Cauchy stress tensor, Sij is the deviatoric component and P is the hydrostatic pressure 

taken to be positive in compression. Using Eq[A.18], the rate of change of deviatoric stress component can 
be modeled using the hypo-elastic stress-strain relation:  

ˆ 2 ( )P
ij ij ijS G D D= −                                                                                           [A.21]                                            

         where ijŜ  is the Jaumann derivative .  

ˆ
ij ij ik kj ik kjS S S S= + Ω − Ω                                                                                                                      [A.22] 

and ijΩ  is the spin tensor. The Jaumann derivative is used to ensure objectivity of the stress tensor with 

respect to rotation. The spin tensor used in Eq[A.22] is given by:  

1
2

ji
ij

j i

uu
x x

∂∂
∂ ∂

 
Ω = −  

 
                                                                                                                           

[A.23]   

The deviatoric strain-rate component, ijD , in Eq[A.21] is given by:  

1
3ij ij kk ijD D D δ= −

                                                                                                                               [A.24]
  

 

The isochoric plastic strain-rate component P P
ij ij( D D )= in Eq[A.18] is modeled assuming a coaxial flow 

theory (Druckers' postulate) for strain hardening materials :  

p
ij ijD N= Λ                                                                                                                                              [A.25] 

where  ij
ij

kl kl

SN
S S

=  is the unit outward normal to the yield surface and Λ is a proportional 

positive scalar factor called the consistency parameter . The consistency parameter Λ is determined using J2 

Von Mises yield condition. The effective plastic stress (Se) and the effective plastic strain-rate p( )ε are 

given by:  

2 3 ( : )
2e ij ijS S S=

                                                                                                                                    [A.26]
                                                                                                                                            

 

2 22 2( ) ( : )
3 3

P P
P ij ijD Dε = = Λ

                                                                                                                 [A.27]                                                                                                                         

The evolution of temperature due to heat conduction and thermal energy produced by work done during 
elasto-plastic deformation is written as  
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2

3
e
kk p

pCT k T Wρ ε β= ∇ − +                                                                                                                 [A.28]                                          

where T is the temperature, C the specific heat, 𝑘 thermal conductivity, �̇�𝑝 is the stress power due to plastic 
work and 𝛽  is the Taylor-Quinney parameter . The Taylor-Quinney parameter implies the fraction of 
mechanical power converted to thermal power and is taken as 0.9. The stress power due to plastic work is 
given by  

P P eW S= ε
                                                                                                                                               

[A.29] 

where Se is the Von-Mises effective stress Eq[A.26]. For the applications considered in this work, the 
conduction and elastic work terms are small in comparison with the plastic stress power term �̇�𝑝. 

A.4  RADIAL RETURN MAPPING ALGORITHM 

The plastic deformation of material is governed by the yield function that constrains the stress to remain on 
or within the elastic domain: 

( , ) 0ijf S ξ ≤  => admissible stress state                                                                                               [A.30]                          

( , ) 0ijf S ξ > =>  inadmissible stress state                                                                                            [A.31]                                

where f is a generic yield function and ξ  is a scalar or tensor hardening parameter. 

In an operator splitting algorithm for elasto-plastic material, if the predicted “trial” elastic state (determined 
by freezing the plastic flow) falls within the yield surface, i.e.  0f < , then the deformation is purely elastic 
and the final stress state is indeed the predicted trial state. The yield and subsequent plastic flow is said to 
have occurred when 0f = . The inadmissible trial state for 0f > is corrected by bringing the stress back to 

the yield surface by enforcing the consistency condition 0f = , along a direction normal to the yield 

surface (
ij

f
σ

∂
∂

).In this work , the algorithm adopted is explained below. 

The radial return algorithm due to Ponthot et al is based on J2 Von-Mises flow theory which assumes the 
existence of yield function (for isotropic materials) of the form  

( , ) 0ij Y e Yf S Sσ σ= − =                                                                                                                       [A.32]                                                                                      

with hardening law given by 

2
3Y hσ = Λ                                                                                                                                             [A.33]                                 
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Where Yσ is the current yield stress which can be determined using material models and h (also called 

plastic modulus) is the slope of effective stress versus effective plastic strain curve under uniaxial loading. 
Using Eq [A.27] , the yield stress can be written as 

P
Y ijhσ ε=                                                                                                                                                [A.34]                   

When elastic deformation occurs, 0f < and 0Λ = . Plastic deformation is said to occur when consistency 

condition holds true, ( , ) 0ij Yf S σ = . Thus, for elastic and plastic deformation, f and Λ can be obtained 

from the Kuhn-Tucker conditions of optimization theory  

 0, 0, 0f fΛ = Λ ≥ ≤                                                                                                                                [A.35]                                                                  

Possible cases of loading and unloading behavior are: 

i. If the stress state is inside the yield surface  

             0 0f < => Λ =  

ii. If the stress state is on the yield surface ( 0f = ), plastic consistency condition should be checked, 

which states that 0fΛ = , 0Λ >  => 0f =  

a) Elastic unloading => 0f < => 0Λ =  

b) Neutral loading    => 0f = => 0Λ =  

c) Plastic loading     =>  0f > => Violation of 0f ≤  

Hence 0Λ > . 

In conjunction with operator splitting algorithm, deviatoric stress update  

2 ( )P
ij ik kj ik kj ij ijS S S G D D+ Ω − Ω = −                                                                                                   [A.36]                                                      

is split into two parts- “trial” and “corrector” step. The “trial” elastic state is obtained by freezing the plastic 
flow ( 0P

ijD = ), 

, , , 2ij tr ik tr kj ik kj tr ijS S S GD+ Ω − Ω =                                                                                                         [A.37]                                                                                     

where ,ij trS  is the trial elastic stress tensor. The plastic corrector step is enforced to bring computed trial 

stress back to yield surface: 

, 2 2P
ij cor ij ijS GD G N= − = − Λ                                                                                                                  [A.38]  
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where ,ij corS is the corrected stress update and ijN is the normal direction in which return mapping is 

effected: 

,

, ,

ij tr
ij

kl tr kl tr

S
N

S S
=                                                                                                                                     [A.39]                                                                              

In discrete form, the plastic corrector step can be written as    

, , ,2ij cor ij tr ij trS S GN ζ= −                                                                                                                       [A.40]                                                                                

where
1

0

t

t

dtζ = Λ∫ , with t0 and t1 denoting the beginning and end of time interval of integration. The 

parameter ζ is determined by enforcing the generalized consistency condition, 0f = , at time t=t1. 

1
, , , ,

3 [( 2 )( 2 )] 0
2 ij tr ij tr ij tr ij tr Yf S GN S GNζ ζ σ= − − − =                                                                   [A.41]                          

Integrating Eqs [A.27] & [A.34] in time, we get 

1 0
2
3

P Pε ε ζ= +                                                                                                                                     [A.42]                                                                    

1 0 2
3Y Y hσ σ ζ= +                                                                                                                                     [A.43]                                                                

where “0” and “1” denote the values at t0 and t1, respectively. Substituting for 1
Yσ , Eq[A.41]is simplified as 

22 2 0
, , , ,

4 4 2 2(4 ) (4 ) ( ) 0
9 3 3 3ij tr ij tr ij tr ij tr YG G S S h S Sζ ζ σ− − + + − =                                               [A.44]                      

to obtain 

0
, ,

2
3

2 (1 )
3

ij tr ij tr YS S

hG
G

σ
ζ

−
=

+
                                                                                                                            [A.45]                                                                                                     

Thus, once ζ is obtained, the correction of the predicted deviatoric stress is performed using Eq[A.40] 
and the consistency condition is enforced. 
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